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Kivonat: A lineáris interpolációt elterjedten alkalmazzák in-domain és out-of-
domain nyelvi modellek egyesítésére folyamatos, nagyszótáras gépi beszéd-
felismerési feladatokon. Nyelvünk gazdag morfológiája azonban szükségessé 
teszi, hogy morfémaalapon is megvizsgáljuk a módszer hatékonyságát, és ösz-
szevessük az interpolációs és a tanítókorpuszok sima egyesítésével kapható 
eredményeket. Cikkünkben bemutatunk egy új megközelítést morfémaalapú 
nyelvi modellek interpolációjára, mellyel 3gram modellek esetén sikerült meg-
javítani a korpuszegyesítéses módszer eredményét. A nyelvimodell-
komplexitást 4gramra növelve azonban az interpolációval nyerhet elny elt-
nik, így megítélésünk szerint a morfémaalapú interpolációra vonatkozóan to-
vábbi vizsgálatok szükségesek. Kísérleteink során sikerült 12% alá csökkenteni 
a szóhibaarányt a tesztelési célokra használt hangoskönyvrészleten, mely leg-
jobb tudomásunk szerint az eddigi legalacsonyabb eredmény magyar nyelv, 
nagyszótáras feladaton. 
1   Bevezetés 
A nagyszótáras beszédfelismer rendszerek pontosságát dönten befolyásolja a nyel-
vi modell mérete és minsége. Minél nagyobb és a felismerési feladathoz jól illeszke-
d szövegkorpusz áll rendelkezésünkre a rendszer tanításához, annál precízebben 
írható le a szótári elemek kapcsolata az n-gram modellben. Azonban a gyakorlati 
tapasztalat szerint jó minség tanítóanyagok csak korlátozott mennyiségben hozzá-
férhetk, így a nyelvi modell robosztusságát gyakran a feladathoz nem vagy csak 
lazán kapcsolódó tanítóadat bevonásával kell növelni. 
Több megoldás is létezik arra, hogy különböz szöveges tudásforrások egy közös 
nyelvi modellben hasznosuljanak. Szokás a rendelkezésre álló szövegeket egyszeren 
összemásolni, és az így létrejött korpusszal tanítani egy n-gram modellt. Az eljárás 
hátránya, hogy egy nagyméret kiegészít korpusz könnyedén elnyomhatja a kisebb, 
de a feladat szempontjából releváns tanítószöveg szókapcsolati statisztikáit. Erre kínál 
megoldást a nyelvimodell-interpoláció, mellyel különböz nyelvi modellek n-gram 
becslései egyesíthetek tetszlegesen megválasztott súlyozó tényezvel. A 
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nyelvimodell-interpolációs technikák közül az egyik legegyszerbb, ám igen haté-
kony eljárás a nyelvi modellek ún. lineáris interpolációja [6]. Megvalósítása az 
alábbi képlet alapján történik. (4) 
 
(1) 
Ahol w jelöli az interpolált modell megbecsülend szótári elemét, h az eltörténe-
tet, S a forrásmodellek összességét, míg  és  a s-edik modellhez tartozó 
interpolációs súlyt, valamint nyelvimodell-becslést. Új modell generálásakor ér-
tékek változtatásával tudjuk az egyes forrásmodellek részvételi súlyát változtatni. Az 
interpolációban részt vev modellek optimális arányának megállapítása általában in-
domain szöveg perplexitásvizsgálatán alapul. 
A lineáris interpoláció kiforrott és elterjedten használt technikának számít szóalapú 
nyelvi modellek esetén. Azonban a morfológiailag gazdag nyelveknél – mint amilyen 
a magyar – a jelents szóalaki változatosság miatt fellép adatelégtelenség megkérd-
jelezi a szóalapú megközelítés létjogosultságát. Összehasonlító kísérletek bizonyítják, 
hogy magyar nyelven szóalapú helyett morfémaalapú nyelvi modelleket használva 
szignifikáns felismerésipontosság-növekedés érhet el [9, 11]. Felvetdik tehát a 
kérdés, hogy morfémákra cserélve az egyesítend nyelvi modellek alapját, vajon a 
szóalapú megközelítéshez hasonló mértékben növekszik-e a felismerési pontosság, 
illetve ha nem, milyen módon növelhet mégis a morféma alapon interpolált nyelvi 
modellek teljesítképessége. 
Kísérleteink során megvizsgáljuk, milyen módszerekkel interpolálhatók hatéko-
nyan a morfémaalapú nyelvi modellek, és összevetjük a szóalapú nyelvimodell-
interpolációs eredményekkel. Emellett, hogy az interpoláció hatékonyságát általában 
is értékelni tudjuk, összehasonlítjuk az interpolált és az egyszer korpuszegyesítéses 
modellek eredményeit is. Cikkünk további részében elször a kísérletekhez használt 
tanító-, illetve tesztadatbázist ismertetjük, majd kitérünk az akusztikus és nyelvi mo-
dellek tanításánál alkalmazott módszerek bemutatására. A felismerési feladat részletes 
áttekintése után kiértékeljük a különböz interpolációs technikákat egy e célból létre-
hozott tesztanyagon, míg végül összefoglalását adjuk kísérleteink legfontosabb kö-
vetkezményeinek. 
2   Felismerési feladat és módszertan 
A bevezetésben felvetett kérdések megválaszolásához elször egy olyan felismerési 
feladatot kellett találnunk, mely alkalmas a különféle interpolációs módszerek vizsgá-
latára. Választásunk egy beszédfelismerési kísérletekhez már korábban is felhasznált 
[12] hangoskönyvre esett, mely Krúdy Gyula Szindbád történeteinek felvételét tar-
talmazza Gáspár Sándor eladásában. Fontos szempont volt, hogy olyan feladatot 
válasszunk, melyhez könnyen elérhet jól illeszked tanítószöveg, illetve hogy egy a 
feladattól távolabb álló, de mfajában kötd, nagyobb méret tanítókorpusz is 
gyjthet legyen hozzá. Emellett további elnye a hangoskönyvnek, hogy a felvétele-
ken a háttérzaj és a beszéd spontán jegyeibl adódó artikulációs pontatlanságok hatá-
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sa elhanyagolható, így biztosított, hogy a felismerési pontosságok változása valóban a 
nyelvi modellek eltér teljesítményéhez köthet. A rendelkezésünkre álló felvételt a 
[12]-ben leírtakkal megegyez módon két részre osztottuk. A nagyobbik, 186 perces 
részt az akusztikus modell tanításához használtuk fel, míg a kisebbik, 26 perceset a 
felismer hálózatok tesztelésére. 
2.1   Akusztikus modell tanítása 
Akusztikusmodell-tanításhoz a hangoskönyv teszteléshez nem használt része, össze-
sen 186 perc állt rendelkezésre. Figyelembe véve, hogy ez a több mint 3 óra egyetlen 
beszéltl származik, úgy döntöttünk, hogy egy új, beszélfügg akusztikus modellt 
tanítunk. Elször egy, az MRBA [13] beszédadatbázison tanított beszélfüggetlen 
akusztikus modell segítségével kényszerített felismerést hajtottunk végre a tanító-
anyagon, melyhez felhasználtuk az érintett Szindbád-novellák szövegét is. Ezután a 
kényszerített felismerés kimenete alapján háromállapotú, balról-jobbra struktúrájú, 
környezetfügg rejtett Markov-modelleket tanítottunk. A létrejött akusztikus modell 
1400 egyenként 7 Gauss-függvénybl álló állapotot tartalmaz. A felismerési kísérle-
tek során mindvégig ezt az akusztikus modellt használtuk. 
2.2   Tanítószövegek gyjtése és elkészítése 
Mint a bevezetben kitértünk rá, a nyelvimodell-interpolációs technikát gyakorta 
használják arra, hogy egy, a feladathoz jól illeszked kisebb és egy feladathoz csak 
lazán köt nagyobb nyelvi modell elnyeit egyesítsék. Esetünkben a feladathoz jól 
illeszked modell tanításához tanítószövegként Krúdy Gyula mveinek gyjteménye 
szolgált. A létrehozott korpusz 1,4 millió szót tartalmaz, forrása a Magyar Elektroni-
kus Könyvtár [8]. Ez az általunk jól illeszked (JI) korpusznak keresztelt szöveg 
nem tartalmazza sem a tesztanyag, sem az akusztikusmodell-tanításhoz használt fel-
vételek leiratát. A JI korpusz kiegészítéséhez három forrásból gyjtöttünk, további 
összesen 16,6 millió szót tartalmazó tanítószöveget: Magyar Elektronikus Könyvtár, 
Digitális Irodalmi Akadémia [3], Elektronikus Periodika Archívum és Adatbázis [4]. 
Ez a tanítószöveg – melyre a továbbiakban gyengén illeszked (GYI) korpuszként 
fogunk hivatkozni – Krúdy Gyula kortársainak és hozzá stílusban közel álló szerzk 
szépirodalmi mveire épül. 
Szóalapú tanítószöveg-elállítás 
Egy beszédfelismerési alkalmazás a szöveges tanítóadatok elfeldolgozását követeli 
meg. A rendszer tanításához felhasznált szépirodalmi szövegek olyan elemeket is 
tartalmaznak, melyeket nem lehet, vagy eredeti alakjukban nem lehet beszédhangok-
kal leírni. Ennek megfelelen az írásjeleket eltávolítottunk a tanítószövegbl, míg a 
számokat szöveges átiratukkal helyettesítettük. Végül minden karaktert kisbetsre 
alakítottunk. Az így elállt elfeldolgozott tanítószöveget használtuk a szóalapú nyel-
vi modellek tanításához. 
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Morfémaalapú tanítószöveg-elállítás 
A morfémaalapú tanítószövegek elállításához további lépések szükségesek. Elször 
speciális szóhatárjelöl karaktereket (<w>) helyeztünk a szövegbe, melyeket külön 
morfémaként kezeltünk a nyelvi modellben. Szerepük abba rejlik, hogy segítségükkel 
vissza tudjuk állítani a morfémaalapú kimenetben a szóhatárokat. Ezután létre kellett 
hozni egy, a szavakat morfémák sorozatára átíró szótárat. Cikkünkben felhasznált 
morfémaalapú tanítószövegek az ún. Morfessor Baseline (MB) statisztikai szegmen-
táló eljárással [2] készültek. A MB egy felügyelet nélküli, nyelvfüggetlen morféma-
szegmentáló eljárás, melyet kifejezetten beszédfelismerési célokra fejlesztettek ki finn 
kutatók. Segítségével csupán a szótár megadásával összerendelhetk a szavak mor-
fémabontásukkal. A szóhatárjelöl szimbólummal ellátott, elfeldolgozott tanítószö-
vegben ezután már csak a szavakat kellett morfémaszegmentálásukkal helyettesíteni. 
Kétféle elv szerint hoztuk létre a tanítószövegekhez tartozó morfémakészleteket. 
Elször a két tanítószöveghez tartozó szótáron egymástól függetlenül alkalmaztuk a 
MB szegmentálást. Ezt a megoldást független szótáras (FSZ) megközelítésnek ne-
veztük el. Bár morfémaalapú hálózatok interpolációjával kapcsolatban nemzetközileg 
is kevés a tapasztalat, a független szótáras megoldás alkalmazása felvet egy problé-
mát. Ha a statisztikai feldolgozó egymástól függetlenül szegmentálja az interpolálan-
dó nyelvi modellek szótárát, akkor nagy valószínséggel merben eltér morféma-
készlet keletkezik. Ennek következtében a nyelvi modellek összefzése során kevés 
közös n-gram lesz a két szótárban, ami ronthatja az interpoláció hatásfokát. 
A probléma kezelésére több módszert kidolgoztunk, melyek közül egy ún. közös 
szótáras (KSZ) megközelítés vált be a legjobban. Ennek lényege, hogy a két tanító-
szöveg szótárát egyesítettük, majd ezen a közös szótáron futtattuk a statisztikai szeg-
mentálást. A két tanítószövegben így minden közös szó ugyanarra a morfémasorozat-
ra íródott át, ezzel biztosítva a lehet legtöbb közös n-gramot nyelvi modellekben. A 
kétféle módszert csak interpolációban részt vev nyelvi modellek esetén alkalmaztuk. 
Korpuszegyesítés esetén a szótár a két részkorpusz közös szótárának adódik, így az itt 
alkalmazott szó-morféma átírás megegyezik a közös szótáras módszernél kapottal. A 
tanítószövegekkel kapcsolatos részletes statisztikákért lásd az 1. táblázatot. 
























JI 1,4 152 18 36 1559 4,9 
GYI 16,6 800 64 65 2905 2,6 
Egyesített 18,0 840 – 66 2121 1,9 
2.3   Nyelvi modellek tanítása 
Mind a JI, GYI, mind az egyesített korpuszból készült nyelvi modellek módosított 
Kneser-Ney simítás [1] használatával készültek az SRI-LM [10] nyelvi modellez 
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toolkit segítségével. Modellmetszést egyetlen esetben sem alkalmaztuk. Az interpolált 
nyelvi modellek elállításához azt az elterjedten használt technikát [7] alkalmaztuk, 
mely szerint egy kisebb méret, in-domain (JI) és egy nagyobb méret, out-of-
domain (GYI) nyelvi modellt tanítottunk egymástól függetlenül, majd ezeket az SRI-
LM toolkit-be épített lineáris interpolációs eljárás segítségével különböz arányban 
egyesítettük. A tanítókorpuszokra vonatkozó perplexitásértékek és szótáron kívüli 
szóarányok jól illusztrálják (1. táblázat), hogy bár a GYI korpusz kevésbé illeszkedik 
jól a tesztanyaghoz, több, a tesztanyagban elforduló szót képes modellezni, mint a 
JI. 
3   Felismerési eredmények 
A tesztfelvétel lényegkiemeléséhez 39 dimenziós, delta és delta-delta értékkel kiegé-
szített mel-frekvenciás kepsztrális komponenseken alapuló jellemzvektorokat hoz-
tunk létre és ún. vak csatornakiegyenlít eljárást is alkalmaztunk. A súlyozott véges 
állapotú átalakítókra (WFST) épül felismerhálózatok generálását és optimalizálását 
az Mtool keretrendszer programjaival végeztük, míg a tesztelés során alkalmazott 
egyutas mintaillesztéshez a VOXerver [5] nev WFST-dekódert használtuk. A felis-
mer rendszerek teljesítményének értékeléséhez szóhibaarányt (WER) számoltunk. 
Az egyes rendszerekkel elérhet WER értékek összehasonlításához a (2) képletben 








csökkenés WER  Relatív  (2) 
3.1   Szóalapú 3gram eredmények 
Az 1.1 ábrán látható, hogyan alakul a tesztanyagon vizsgálva a különböz interpolá-
ciós súllyal készült szóalapú 3gram nyelvi modellek perplexitása. A súly értéke a 
GYI korpuszból készült modell részarányát jelöli. Megfigyelhet, hogy a kiegészít 
korpusz részarányának növelése egy pontig csökkenti a perplexitást, majd a 0,3-as 








1.1 ábra. Szóperplexitás az interpolációs súly 
függvényében. 








1.2 ábra. Szóhibaarány az interpolációs súly 
függvényében. 
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értéktl kezdve az újra növekedni kezd. Hasonló tendencia figyelhet meg a 1.2 áb-
rán, mely a szóhibaarányokat ábrázolja a súly függvényében. Mindkét grafikonon 
szaggatott vonal jelöli a korpuszegyesítéses módszerrel elérhet perplexitást, illetve 
szóhibaarányt. Az a tény, hogy a folytonos vonal nagy része a szaggatott vonal alatt 
halad, szemléletesen mutatja, hogy szóalapú modellek esetén az interpoláció hatéko-
nyabb, mint a korpuszok egyszer egyesítése. Az elérhet legnagyobb pontosság 
esetén az interpolációval kapható relatív WER-csökkenés 3%-ot tesz ki. 
3.2   Morfémaalapú 3gram eredmények 
A morfémaalapú nyelvi modellek elállításához két különböz szegmentálási mód-
szert is alkalmaztunk. Az els ún. független szótáras (FSZ) esetén nem készítjük fel a 
nyelvi modelleket az interpolációra, így azok morfémakészlete egymástól független 
optimalizálás eredménye (2. ábra). Ezt a megközelítést alkalmazva láthatóan egyet-
len interpolációs súly esetén sem tudjuk javítani a korpuszegyesítéssel kapható 
szóhibaarányt. Ezzel szemben, ha a morfémaszegmentálás az általunk bevezetett 
közös szótáras (KSZ) módszerrel történik, akkor szóalapú eredményekhez hasonlóan 
csökkenteni lehet interpolációval a szóhibaarányt. A korpuszegyesítéses módszerhez 
képest mérhet maximális relatív WER-csökkenés (7%) felülmúlja a szó alapon kap-
hatót. 
3.3   Morfémaalapú 4gram eredmények 
Korábbi kutatásaink során többször tapasztaltuk, hogy morfémaalapú nyelvi modelle-
zéskor 3-ról 4gram-ra növelve a nyelvi modell komplexitását szignifikánsan növeke-
dett a felismerési pontosság [9, 11]. Ezért fontosnak láttuk morfémaalapon a 4gram 
modellek vizsgálatát is. Némi meglepetésre 4gram nyelvi modellek interpolációjakor 
nem sikerült javítani a korpuszegyesítéssel kapható felismerési eredményen. Azonban 
a közös szótáras (KSZ) megoldás itt is felülmúlja a független szótárasat (FSZ) felis-
merési pontosság tekintetében. (3. ábra) 











2. ábra. Morfémaalapú 3gram szóhibaarányok az interpolációs súly függvényében. 
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4   Összefoglalás 
Cikkünkben a nyelvi modellek lineáris interpolációjának alkalmazási lehetségeit 
vizsgáltuk elssorban morfémaalapú beszédfelismer rendszerek esetén. Felismerési 
feladatként egy képzett beszéltl származó hangoskönyvrészletet használtunk, 
melyhez egy kisebb in-domain és egy nagyobb out-of-domain tanítószöveget gyjtöt-
tünk. Az idealisztikus körülményeknek hála, sikerült 12% alá szorítani rendszerünk 
szóhibaarányát, mely legjobb tudomásunk szerint az eddig publikált legalacsonyabb 
érték nagyszótáras, folyamatos magyar nyelv beszédfelismerési feladaton. 
Az interpolációval és a tanítókorpuszok sima egyesítésével kapható eredményeket 
folyamatosan összevetettük, hogy képet kapjunk az interpolációval járó elnyökrl. 
Hagyományos szóalapú interpolációval 3%-os WER-javulást tudtunk regisztrálni. Ez 
a javulás 7%-osra ntt 3gram morfémaalapú felismervel, ám csak abban az esetben, 
ha az általunk bevezetett új, a morfémaszegmentálást a tanítókorpuszok közös szótá-
rán végz módszerrel hajtottuk végre. Ha a szótárakon függetlenül végeztük a mor-
fémabontást, az interpoláció hatástalan eljárásnak bizonyult. Növelve a morfémaalapú 
nyelvi modell komplexitását 3-ról 4gramra, eltnt az interpolációval kapható elny, 
és a korpuszegyesítéses módszerrel nagyobb felismerési pontosságot értünk el. 
Jelen kísérletünkben nagyobb komplexitású morfémaalapú nyelvi modell esetén a 
lineáris interpoláció nem növelte a pontosságot a standard eljáráshoz képest. Annak 
eldöntéséhez, hogy ez a megfigyelés általános érvény, vagy csupán a felismerési 
feladat sajátosságaiból következik, további vizsgálatok szükségesek. Éppen ezért a 
késbbiekben vizsgálni szeretnénk a lineáris interpolációt olyan feladatokon, melyek-
hez a mostaninál nagyobb tesztanyag érhet el, így kiküszöbölve a mérési hibát. Illet-
ve ki szeretnénk próbálni a közös szótáras morfémainterpolációt olyan esetekre is, 
amikor a jelenleginél sokkal kevesebb adat áll rendelkezésre in-domain nyelvi modell 
tanításához. 











3. ábra. Morfémaalapú 4gram szóhibaarányok az interpolációs súly függvényében. 
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