Abstract-In this paper, a key performance indicator (KPI) related multiplicative fault diagnosis scheme is proposed for static industrial processes. This scheme is developed for an alternative algorithm to the standard partial least squares (PLS) based process monitoring, where no design parameter like "latent variable number" is involved. Based on both normal and faulty data sets, the multiplicative fault information is firstly estimated. With this knowledge, the most critical low-level control loop/component is further identified. Different from the existing data-driven additive fault diagnosis approaches, this scheme aims to handle the second order statistics, which is of fatal importance for KPI-related fault diagnosis. Finally, an academic example is investigated to illustrate the functionality of this scheme.
I. INTRODUCTION
Key performance indicator (KPI) is an important concept for large-scale complex industrial processes. Today's industrial production lines generally contain a great amount of control loops with numerous embedded components like sensors and actuators [4] . The concept of KPI establishes a quantitative relationship between the performance of low-level technical loops/components and high-level product quality, production efficiency, energy and raw material consumption, etc. To achieve high enterprise profit, the KPIrelated process monitoring and fault diagnosis techniques play an key role. In industrial applications, the data-driven techniques are widely implemented for their simple forms and less requirements on design and engineering efforts [9] . Among various data-driven process monitoring approaches, partial least squares (PLS) is a very popular one and has received considerable attention both in research and practice [6] , [11] . The classical PLS algorithm divides the process variable space into two oblique sub-spaces, which are not optimal for fault detection and diagnosis purpose. The sub-space representing the systematic part of the process variation may contain unnecessary information for predicting the KPI while the other sub-space may still possess significant variations. For this reason, some revisions and modifications have been made on the original algorithm to improve the fault detection and diagnosis performance. In [12] , the two sub-spaces obtained by the 1 H. Hao, K. Zhang, S.X. Ding and Z. Chen are with the Institute of Automatic Control and Complex Systems (AKS), University of Duisburg-Essen, Germany (e-mail: {haiyang.hao; kai.zhang;steven.ding;zhiwen.chen}@uni-due.de).
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standard PLS algorithm were further divided into four sub-spaces, where three of them contain the systematic part of the process variation and the remaining one represents the residual part of the whole process variation. Monitoring these four sub-spaces respectively may increase complexity of the method and hence requires more engineering efforts. Alternatively, a KPI-related process monitoring approach has been proposed for static processes in [4] . In this approach, two orthogonal sub-spaces were obtained directly from the process data. Compared with the other approaches, no design parameter like "latent variable number" is involved, thus requiring much less engineering efforts.
Once a fault/abnormality has been monitored, it is necessary to find out its root cause. Well-known fault diagnosis methods include contribution plots [10] , fisher discriminant analysis [3] and the structural residual based approach [5] . Among them contribution plot approach is the most popular one and widely used in practice for root cause analysis. However, misdiagnosis might be caused by fault "smearing" effect with the contribution plots [8] , [10] . As a result, the reconstruction based contribution (RBC) plot scheme has been developed to overcome this drawback [1] . The basic idea behind RBC is to construct the contribution of each fault to the investigated test statistic, which is based on the reconstruction of fault-free process measurements by eliminating the effects of the fault. Recently, in [7] the RBC plot scheme has been applied to diagnose the quality-related abnormality in combination with the PLS algorithm proposed in [12] . However, it is important to mention that this diagnosis approach is based on an additive fault model, i.e. y af = y + Ξf , where y is the fault-free process vector, Ξ and f denote the direction and magnitude of the fault, respectively. Nevertheless, in practice another type of frequently encountered faults which increase the variability of process variables is non-additive. They are closely related to the KPI but have received few attention.
The objective of this paper is to study the diagnosis issue of the multiplicative fault: y mf = F y (F ̸ = I) in combination with the monitoring algorithm proposed in [4] . Both normal and faulty data are required to extract the multiplicative fault features, based on which the total contribution of the concerned fault to the investigated test statistic is computed. The most significant advantage of this approach is that the source of KPI-related as well as KPIirrelative multiplicative fault is isolated in an automatic way. The remainder of this paper is organized as follows: Section II deals with the preliminaries and problem formulation. In Section III, the KPI-related process monitoring scheme is addressed, which is the prerequisite of fault diagnosis. Section IV is devoted to the diagnosis issue of the multiplicative faults countered in the processes. An illustrative academic example is given in Section V and Section VI concludes this study.
II. PRELIMINARIES AND PROBLEM FORMULATION

A. Process description and notation
Suppose the complex process under consideration is at the stationary state and can be modelled by an algebraic system described by
where T } = 0), respectively. It is assumed that the time-invariant system parameters Ψ obs ∈ R l×m and b obs ∈ R l are unknown a priori. They need to be identified from process data. Equation (1) can be equivalently simplified as
through the so-called normalization procedure
where σ y obs ,i and σ θ obs ,j represent the standard deviation of the i th process variable and the j th KPI, respectively. Let y obs (k) and θ obs (k) for k = 1, · · · , N be N samples of recorded raw data and build the data sets
where y(k) and θ(k) for k = 1, · · · , N are the normalized observations with the estimates
where y obs,i ∈ R and θ obs,j ∈ R denote the i th element of y obs and the j th element of θ obs , respectively.
Assume that the normalized variables y and θ satisfy
The task is to identify the correlation model (2) using the process data Y and Θ.
It follows from equation (2) that
Multiplying Y T N −1 to both sides of equation (4) yields
which can be further written to
By doing a singular value decomposition (SVD) on
we can estimate the coefficient matrix Ψ as
Consequently, the unknown parameters in equation (1) can be established as 
B. Problem formulation
Although PLS algorithm based process monitoring and fault diagnosis techniques have been well established, they are generally based on the additive fault model [7] , [12] y af = y + Ξf with which the covariance (matrix) of y obs and θ obs are kept unchanged and only the off-set term b obs in equation (1) can be influenced. However, the variability of the KPI (θ obs ) might be increased by the decreased performance of lowlevel loops/components as well as the malfunctions which change Ψ obs in equation (1). Motivated by this observation, the focus of this paper is to study the diagnosis issue of multiplicative faults
which increase the variability of low-level process variables. The major task is to isolate the most critical low-level loop/component which is significantly influenced by the aforementioned multiplicative faults.
III. KPI-RELATED PROCESS MONITORING
According to the impacts, the multiplicative faults occurred in the process (1) can be classified into two groups, i.e. KPI-related faults and KPI-irrelative faults. For the convenience of fault diagnosis in the following section, the KPI-related faults are further divided into KPI-related faults in the low-level "process variable space" and KPI-related faults in the "coefficient space".
Note that equation (2) can be alternatively written as θ ≈Ψȳ whereȳ is obtained with the whitening procedureȳ = Λ
andΨ is given in equation (7). A KPI-related multiplicative fault is defined to be in the "process variable space" if
and in the "coefficient space" if
y mf with y mf denoting the normalized faulty process measurements andΨ f is the faulty coefficient matrix defined as
with
be an SVD of
denote the normalized data in the multiplicative fault situation.
The SVD given in equation (6) succeeds in extracting the representation sub-space spanned by the columns of P 1 , where the possible linear dependence among the process variables are eliminated. However, although the representation sub-space is responsible for predicting KPIs, it still contains unnecessary information. To further reduce the dimension of the KPI-related sub-space, let's do another SVD onΨ asΨ
where the dimension of KPI-related sub-space is l (<m).
To monitor the KPI-related faults in the "process variable space", it is reasonable to establish the following test statistic
whose threshold can be set as
Then a test statistic which is able to detect the KPI-related faults in the "coefficient space" is established as
where
] ,
The threshold can be similarly set as
Except for the KPI-related faults, the KPI-irrelative multiplicative faults should be monitored as well since they may shorten actuators' service life as a result of frequent switching, for instance. The projection of process variables on the residual sub-space is defined as
then a test statistic in the residual sub-space is established as
) y whose threshold is
Remark 1: Among the monitoring statistics,
can detect KPI-related faults in the "process variable space", • T 2 θe is able to signal KPI-related faults in the "coefficient space" as well as "process variable space" and • T 2 θ ⊥ can detect KPI-irrelative faults in the residual subspace.
IV. KPI-RELATED MULTIPLICATIVE FAULT DIAGNOSIS
Different from the additive faults, which only change the mean values, the multiplicative faults influence the correlation matrices Σ y and Σ θ as given in equation (3) . Based on equations (3) and (8), the impact of the multiplicative faults on the process variables is characterized as
The multiplicative fault F can then be estimated aŝ
is an SVD of Σ y mf , P 1 and Λ 1 are given in equation (6) .
Although the estimated valueF plays an important role in fault diagnosis, in practice it is more important to directly find out the root cause of the undesired variations among the process variables. For this purpose, it is necessary to first identify G satisfying G = F + as
It is clear thatŷ = Gy mf is the reconstruction of process variables from all the multiplicative faults. Our focus in this paper is to calculate the contribution of the variations from each variable to the test statistic.
Let's denote
. . .
where ξ i is the i th column of the unit matrix, then statistic is
is the test statistic under faulty case and 
2. Do another SVD onΨ = (11) and build G i as (12) and (13) 
and ∆T 2 θ ⊥ for i = 1, · · · , m and plot them on 2D charts, the variable with largest magnitude is most greatly influenced by the multiplicative fault.
is the test statistic reconstructed from the i th fault with
As a result, the contribution of the i th fault to the T 2 θ statistic is calculated as
Repeat (13), (14) and (15) , i = 1, · · · , m on a chart over a certain time window, the most critical variable caused by the KPI-related fault can be intuitively isolated according to the magnitudes.
As mentioned in the previous section, those KPI-irrelative multiplicative faults have a great influence on the performance of the whole process in the long run, especially for the components' service life. In order to find out these faults at an early stage, it is urgent to establish an automatic diagnosis tool in the residual sub-space. The diagnosis procedure in the residual sub-space is quite similar to the one in the "process variable space" for KPI-related faults. Based on equation 
By plotting ∆T Different from the former discussed situations, an automatic diagnosis of the KPI-related faults in the "coefficient space" is much more complicated. In order to provide plant operator useful information about this kind of faults, |Ψ f Λ −1/2 1 P T 1 − Ψ| can be plotted an a 3D chart to indicate the changes of the mapping from the process variables to the KPIs.
The complete algorithm for KPI-related multiplicative fault detection and diagnosis is summarized in Table I .
V. AN ACADEMIC EXAMPLE
In this section, the academic example used in [2] is adopted but with two KPIs defined and a different fault T is the normal process vector, and e θ denotes the measurement noise which is normally distributed.
Different from the additive faults, in this academic example two fault scenarios are studied. The first one is a multiplicative fault which only influences the 5 th process variable according to the following fault model
where F is the fault gain matrix with diagonal elements uniformly distributed in the range [1, 2] while the nondiagonal elements uniformly distributed in [0, 2] , and e mf represents the uncertainty of the multiplicative fault model, which is zero mean normally distributed. The second fault increases the "second row-third column" element of the statistic is obviously much less that the other two. Fig. 2 gives the diagnosis results of the first fault, we can see that the ∆T statistic fails to give the correct diagnosis result. This is because the sensitivity of T 2 θ ⊥ statistic is much higher than the T 2 θ statistic, as shown in Fig. 1. Fig. 3 gives the fault detection results of the second fault. The T 2 θe statistic succeeds in detecting the fault while the remaining two have not detected it. The reason is that this fault has not influenced the low-level process variables, only the coefficient is changed. Fig. 4 shows the fault diagnosis information, in this case the mapping from the third low-level loop/component to the second KPI is correctly identified to be faulty. But since this kind of faults is much more complex in practice, thus expert's knowledge must be integrated for achieving correct results.
VI. CONCLUSIONS
This paper deals with the KPI-related multiplicative fault diagnosis problem for large-scale complex industrial processes running at the stationary state. When a multiplicative fault influencing the low-level loops/components has been detected with the alternative approach to the standard PLS algorithm proposed in [4] , the proposed scheme is activated to identify the most critical low-level loop/component automatically. The most significant feature is that the second order statistics which is closely related to the high-level process KPIs, is investigated. And the functionality of the proposed scheme is finally demonstrated with an academic example. 
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