Abstract
Introduction
Software debugging is a very expensive and time consuming process. It has became a challenging task since the complexity and size of software have increased tremendously over the past decades. It is estimated that the cost of correcting errors and faults may occupy about 50%-80% of software development [1] , however, locating the faults is one of the most difficult issue of debugging [2] . Therefore, automated debugging has become popular due to its capability to reduce cost and increase the efficiency of debugging. In generally, automated fault localization method first identify the suspicious program units that may contain bugs, and then examine these units to decide whether it contains bugs actually. Suspicious program units are ranked according to its probability of containing bugs. Program units with higher suspicious should be examined earlier than program units with a lower priority. The granularity of program units may be statement, basic block, predicate, method and path, etc.
One of the most important methods for fault localization is the Spectrum-based Fault Localization(SFL). A program spectra is a collection of execution information of a program in certain aspects [3] . Spectrumbased methods utilize the program spectrum which obtained from dynamic execution of program with associated test cases. The execution information, such as pass or failure, can be used to identify suspicious program units. One of the most widely adopted granularity of spectra is record the statements execution information by the executing each test case.
SFL method uses different metric to evaluate the likelihood of containing a fault of a program unit, and a ranking list is gave to highlight program units which strongly correlate with failures [4] . At present, many formulas of SFL have already been proposed, Typical SFL methods include Ochiai [5] , Jarccard [6] , Tarantula [7] , and so on. Furthermore, Abreu et al. [8] also proposed a fault localization method to solve the multiple faults problem. SFL methods absorb a lot of attention since it is simple, feasible and efficient, however there are still some problems in these methods. Most of the proposed methods against the some other methods, whereas the comparison of presented methods is not comprehensive due to the different test case set is utilized. In addition, to the best of our knowledge, there is no single evaluation formula which is best in all situations. Therefore, this paper implemented the some existing spectrum-based fault localization methods to evaluate the effectiveness of these method in the same test case set. Furthermore, we proposed a new clustering-based method via calculating and clustering the suspicious value set of existing spectrum-based methods, hence the advantages of traditional fault localization methods can be utilized to capture the statement with accepted high suspiciousness, and a new suspicious ranking of statements can be obtained to improve the effectiveness of fault-localization. In addition, we presented the detailed experimental study to evaluate the efficiency of the proposed method.
The main contributions of this paper are embodied in the following three aspects: 1.The existing 28 spectrum-based fault localization methods are implemented in java by Eclipse, furthermore, these methods are compared in same test case set.
2.We proposed a new Spectrum-based fault localization method, which utilize k-means algorithm, to obtain a new suspicious ranking of program statements so as to improve the effectiveness of faultlocalization.
3.An experiment is designed and we apply the proposed method to our java plug-in project of spectrumbased fault localization. The experimental results confirm that our method can locate faults in the software effectively and has good performance.
The rest of this paper is organized as follows: Section 2 introduces the basic concept of spectrum-based fault localization method; Section 3 introduces the framework of our method; The experiment is described in Section 4; Section 5 reviews related work; Section 6 concludes this paper and provides some possible opportunities for future research.
Preliminaries
A program spectrum is a collection of program run-time information which reflects dynamic behavior of software in some ways [9] . In brief, run-time information about various program units, which associated with some test cases, is collected. The program units may be statement, basic block, predicate, method and path, etc. The collected information could be the coverage status, the counts that the program unit has been covered, or the program state of executing program unit, and it typically formalized to a number of counters or flags for the program unit. In this paper, statement and its coverage status will be utilized.
For a given program PC={u 1 , u 2 , …, u k }, which contains a set of program unit u i (statements in our study), is executed using a set of test cases T={t 1 ,t 2 ,…,t n }, and the execution result may be pass or fail. The collected information of SFL are shown in Figure 1, Based on aforementioned information, a vector of a number of counters can be calculated for each program unit, denoted as SP=<a ef , a ep , a nf , a np > where a ef represents the number of times that program unit is covered by test case, and execution result is fail; similarly, a ep represents the number of times that program unit is covered by test case, and execution result is pass. In addition, a nf and a np represent the number of times that statement is not covered by test case, and execution result is fail and pass, respectively. The pass of test case t i means the actual output for an execution associated with t i is the same as the expected output of t i ; otherwise, the fail of test case t i means the difference between actual output and expected output.
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By means of the vector SP, the evaluation formula can be utilized to predict the probability of containing bugs by ranking the suspicious program unit.
Implementation
For the sake of clarity, we first give our spectrum-based fault-localization framework, and then introduce the detailed methods based on this framework.
Fault Localization Framework
Firstly, we implement existing 28 spectrum-based fault localization methods in java by Eclipse. The aim is to achieve a comprehensive comparison for these methods in same test case set. In addition, another purpose is to gather the suspicious data set of these methods. Afterwards, the result data of implemented spectrum-based fault localization methods are utilized for clustering. Finally, a new suspicious ranking of program statements is generated. The spectrum-based fault-localization framework can be split into following steps:
(1) Program spectrum information gathering. The statement coverage information and its execution result associated with certain test case set will be gathered. (2) Calculate the suspicious value. For a program statement, the suspicious value, which denoted as {me 1 ,me 2 ,…,me 28 }, is calculated by means of purposed fault localization method, respectively. The method and its corresponding suspicious value are saved in a CSV file. (3) Cluster the result data. Our method takes the statement as node and the suspicious value of each method as property in order to achieve clustering operation. Then, the number of each cluster is calculated, and the cluster with maximum node is considered as main cluster. (4) Seek out the central node of main cluster, then the distance value from other nodes to central node is calculated. The nodes are ranked by means of distance value as new suspicious ranking.
Coverage Information Gathering
Coverage information reflect the a certain facet of a program execution. More specifically, coverage information shows whether a program unit is executed during a execution with a certain test case. This information has been widely used in software testing, and it also can be used for fault localization. While program unit can be defined variously, such as statement, basic block, predicate, method and path, etc. In our study, statement coverage information is utilized since it is simple to calculate, and most important of all, the benefit of statement coverage is its ability to be used for statement-level fault localization. In addition, the corresponding execution result is also collected. Finally, a coverage information matrix is generated by mean of the gathered information. The matrix is listed as Table 1 . [23] . Furthermore, one of the most popular unit testing tools-Junit [24] is used to input test case.
Calculating the suspicious value
Spectrum-based fault localization methods generally calculate the suspicious value by using collected information, such as a ef , a ep , a nf and a np . Researchers have been proposed many formulas for calculating the suspicious value, and program units are ranked by the value to predict the probability of containing fault. Some popular SFL evaluation formulas of suspiciousness for a program unit, such as Ochiai [5] , Jarccard [6] , Tarantula [7] , Ample [10] and Wong [11] , are listed as follows, respectively: ) )( ( Some others evaluation formulas we used in our study are listed in Table 3 , but for reasons of space we did not list the detail of all formulas. To the best of our knowledge, there is no single evaluation formula which is best in all situations. Some evaluation formulas have been shown optimal with respect to a simple performance measure for simple programs. Some are close to optimal out-perform other formulas using more reasonable performance measures.
Suspicious Value Clustering Algorithm
SFL methods aim to evaluate the fault risk of each program unit by using various statistical formulas. However, the emphasis of these formulas is not identical, therefore, the same program unit own different suspicious value and ranking by using different evaluate formulas. These difference can be utilized to obtain new suspicious ranking of program unit to improve the effectiveness of fault-localization. Therefore, we introduce the clustering algorithm to obtain new suspicious ranking by clustering the suspicious value of statement which calculated by different evaluation formula. In practice, the program scale may be large, hence the efficiency of method should be considered. In our study, k-means clustering algorithm is adopted. This algorithm partitions the observations into k clusters in which each observation belongs to the cluster with the nearest mean. k-means clustering algorithm is rather easy to implement and apply even on large scale data sets. Consequently, it has been successfully used in various areas. The basic idea of k-means is simple. Firstly, k centroids are defined for each cluster. Then, each point is taken to a given data set and associate it to the nearest centroid until no point is pending. After that, k new centroids will be recalculated as barycenters of the clusters resulting from the previous step, and the new partition operation has to be done on the same data set of points and the nearest new centroid. This loop will continue until the cluster membership is stabilized. The pseudo-code of the k-Means algorithm is listed in Figure 2 .
In the above pseudo-code, r ij is the jth object of ith cluster while i r is the centroid of ith cluster. In addition, the k-Means algorithm finds locally optimal solutions by using an objective function. This criterion is generally follows square error function, and the objective function is listed as follows:
where k and k i are the number of clusters and the number of points in the cluster i , respectively. In structural clustering methods, distance measure determines the similarity of various objects. Therefore, the distance measure plays an important role in clustering. In our study, a popular distance measure, which named Euclidean distance, is utilized to evaluate the similarity. Given an matrix Z, and points with d dimensions; Euclidean distance E d between two points p i and p j defined as follows:
where p ix represents the xth dimension values of p i ; p jx represents the xth dimension values of p j .
Experimental Study
In this section, in order to evaluate some existing spectrum-based methods in the same test case set, and determine whether fault localization from a program can benefit from our proposed clustering-based technique, we present a detailed experimental study. More specifically, the experiment is designed to answer the following research questions:
RQ1:How the effectiveness of existing fault-localization methods in the same program associated with test case set?
RQ2:How the effectiveness of the our proposed method compared with some existing automatic faultlocalization methods. 
Experimental Setup
To answer the above research questions, we first implement the existing 28 spectrum-based fault localization methods, then these methods are conducted on our java plug-in sub-project, which is developed for implementing the spectrum-based fault localization methods. The project contains 35 classes and 1800 code lines. We modified the Codecover 1 tool in order to collect the statement execution information associated with a test case set. The information then are saved in a database. In order to facilitate the experiment, we inject 9 faults into the java project. The injected faults can be classified 7 types, some types are injected 2 faults. The testing code contains 49 test class and 49 test case. After execution, 32 test cases passed and 17 test cases failed. In addition, no error occurred. The 9 injected faults are listed in Table 2 . Statement With Injected Fault is the fault statement version after fault injection; Correct Version is correct statement before fault injection; Position represents the java class file that statement belongs to, and its line number in this class file. "ArithmeticMean", "Cohen" and "Scott", if the denominator of evaluation formula is 0 and numerator greater than or equal 0, then the evaluation value is assigned to 9.99; if the denominator of evaluation formula is 0 and numerator smaller than 0, then the evaluation value is assigned to -9.99((all evaluation value between 9.99 and -9.99). Similarly, evaluation value of "Hamann" is assigned between 99.99 and -99.99. Table 3 shows the ranking of 9 faults in each method. In Table 3 , s 1 to s 9 represent the 9 faults, respectively; "\" represents the statement that cannot be evaluated by corresponding method; NA represents the number of node that cannot be evaluated. For example, (Ample,s 1 )=17 means the statement with fault 1 is ranked 17th by Ample method. (Amberg, NA)=522 represents that there are 522 statements of program cannot be evaluated by Amberg method(division by zero or other exception). (Overlat, s 2 )="\" represents statement with fault s 2 cannot be evaluated by Overlat method. The bottom row of Table 3 is the result of our clustering method. Figure 3 is the line chart of the Table 3 , where Y-axis represents the ranking value of suspiciousness; The number of X-axis represents 9 faults, respectively; and the black line reflects our clustering method. As shown in Table 3 and Figure 3 , our clustering-based method generally has good performance, and it can locate faults effectively. In addition, clustering-based method can ignore some properties and unstable factors in the traditional fault localization methods.
The advantages of traditional fault localization methods can be utilized by the clustering-based method, e.g., some methods exist the situations of division by zero in our experiment, however, our clustering-based method is unaffected, and obtain the satisfactory result. We also can see that if a statement has high suspicious value in most of methods, then it also has high suspicious value in our clustering-based method. That is to say, clustering method can capture the statement with accepted high suspiciousness. Furthermore, if a certain method is superior in a certain statement, although clustering method cannot assign the highest suspicious value to the statement, it still can increase the suspiciousness greatly. In other words, clustering method can take the advantage of individual method. 
Other Related Work
In terms of early spectrum-based methods, only failed information are utilized for locating faults [12] [13] . Based on these methods, the later studies obtain the better results by means of using both the successful and failed test cases. Renieris et al. [14] proposed a spectrum-based method named nearest neighbor. The method contrasted a failed test with another successful test which is most similar to the failed one by using "distance" to generate suspicious report. Liblit et al. [15] proposed CBI method to gather information on predicates and ranks predicates using a metric. Similarly, Liu et al. [20] proposed SOBER method to rank suspicious predicates by comparing the predicates in terms of both passed and failed test cases. Wong et al. [16] proposed a method based on crosstab analysis to compute the suspiciousness of each executable statement in terms of its likelihood of containing program bugs. Jones et al. [Debugging in parallel] attempts to cluster the different bugs by clustering failed test cases so as to improve performance of fault localization. Zhang et al. [17] proposed the concept of critical predicates and located faults by means of slicing techniques. Hao et al. [18] proposed an interactive fault-localization framework which combined the benefits of automated approaches and manual debugging. The approach first recommends checking points based on statements' suspicions continuously, then a robust approach based on this framework was proposed to handle the cases where developers make mistakes during the fault localization process. In addition, Tucek et al. [19] proposed Triage framework, which combined replay technique and difference of multiple program information, such as branch, variable, path and core dump etc., to locate faults. Xie et al. [4] introduced a new concept of slices-metamorphic slice (mslice), and mslice associated with metamorphic test result was utilized to locate faults. In addition, this method attempt to extend SFL to application domains without test oracles. Liu et al. [21] proposed a fast fault localization algorithm (FIHU) for Internet Services by means of bipartite graph to simplify the modeling process and reduces the diagnosis complexity. In addition, Huang et al. [22] proposed a decision-level fusion model for fault diagnosis on machinery systems.
Conclusions and Future Work
Although various formulas of SFL have already been proposed to locate the fault in the program, there are still some problems in these methods. Most of the proposed methods against the some other methods, but the comparison is not comprehensive due to the different test case set is utilized. In addition, there is no single method is best for all situations. Therefore, this paper implemented some existing spectrum-based fault localization methods in order to evaluate the its effectiveness in the same test case set. Base on this work, we proposed a new clustering-based method to obtain new suspicious ranking by taking advantages of traditional fault localization methods. This method can ignore some properties and unstable factors in the traditional fault localization methods and capture the statement with accepted high suspiciousness. We applied this method in our java plug-in sub-project, which is developed for implementing the spectrumbased fault localization methods. The experimental results show that this method can locate faults in the software effectively and has good performance.
In our future study, we intend to improve the clustering algorithm to get better results. In addition, we plan to apply our method to more realistic applications to obtain further insights so as to make further improvements of efficiency.
