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Abstract
Speech enhancement is a critical part in automatic speech recognition systems. Recently with the development of deep learning based techniques, those speech enhancement
systems trained with neural networks can significantly improve performance. While many
of the latest speech enhancement systems show advantages in maximizing the perceptual
quality of the noisy signals, they expose drawbacks when the test noisy signals have noise
types that never exist during the system training process. The systems have relatively poor
performance when handling noisy signals with unseen noise in contrast to noisy signals with
seen noise. The dissimilarity between the training and testing circumstances can cause a
serious performance decline in a deep learning task.
In this work, a new method is proposed to solve the noise types problem. The
framework has three parts: the autoencoder, the gradient reverse layers and the recurrent
neural networks. The proposed framework can weaken the noise types influences when
handling random noisy signals. This work shows that the new method outperforms the
baseline models in unseen noise situations.
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Chapter 1

Introduction
The goal of speech enhancement is to extract the clean target speech as pure as possible from the noisy speech. The noise part is considered to be additive in nature. Speech
enhancement is widely used in a variety of applications, such as wireless mobile noise reduction, speaker recognition, and hearing aids. Traditional speech enhancement approaches
are mostly based on signal processing. Those approaches include Wiener filters [37], spectral subtraction [3], and statistical learning methods [24]. Compared with the traditional
approaches, the recent methods based on deep learning techniques have demonstrated that
they can achieve considerable improvements.
Despite the fact that deep learning-based speech enhancement approaches have exhibited better performance when compared with traditional methods, they still have limitations. In reference to a speech enhancement system, the testing data is expected to have
the same probability distribution as the training data. However, the speech datasets used
for training have different probability distribution from the testing speech in real situations,
which is expressed in the different noise types. Matching the data distributions between
training and testing dataset is one solution to this problem. In [27], [41], for both speech
recognition and speaker verification tasks, the domain-invariant feature was extracted via
unsupervised domain adaptation. In [14], a domain adversarial training technique was used
in speech enhancement task for unsupervised domain transfer. It was designed to adapt
1

the models from the training domain to the testing domain, while the noise types are not
in consideration. Thus, the challenge is how to adapt the systems trained with seen noise
towards the testing condition with unseen noise.
To address the problem, this study introduces a new framework that can adapt the
model trained with seen noise to unseen noise. The basic autoencoder can be used to extract
the speech features and reconstruct the clean speech, which offers good generalization and
feature representation. In this work, the proposed framework is designed with one encoder
and two decoders, which can do multiple tasks respectively. After the encoder extracts
the speech features from the raw signal, one decoder outputs the clean speech while the
other decoder predicts the noise types, based on the distinct probability distribution of the
different noises.
In order to fulfill the noise types adaptation task, the gradient reverse layer is added
between the encoder and the second decoder. The gradient reverse layer [9] is widely used in
image processing area to address the domain adaption problem. This approach uses domain
adversarial training to adapt features in the face of test data in the new domain. Using
the gradient reverse layer can find noise irrelevant information, in some ways, ignore the
influences of different noise types. The recurrent neural network, a kind of neural network
with hidden states that allows past outputs to be utilized as inputs, is employed in the
framework to capture the speech context information.
This thesis is organized as follows. Chapter 2 introduces the speech enhancement
task and the background information of deep learning techniques. Chapter 3 shows the
framework design, loss function, datasets, and the baseline setup. Chapter 4 provides the
experiment results and analysis. Chapter 5 provides the conclusions from the experimental
results as well as the future works.

2

Chapter 2

Background and Related Work
2.1

Speech Enhancement
Speech is often influenced by background noise or reverberation in natural settings.

It is assumed that the noise is additive and the noise features are integrally kept in the
signal. In Equation 2.1, the relationship between clean speech and noise speech is shown.
The x(t) represents noisy speech, s(t) represents clean speech, and n(t) represents noise
speech.
x(t) = s(t) + n(t)

(2.1)

Speech enhancement is a technique that enhances the clean speech signal by reducing
the noise speech. The noise has many forms, such as background noise, reverberation,
etc. These noises degrade the clean speech signal. Speech recognition, hearing aids, and
mobile communication all require the clean speech signal. In the traditional way, spectral
subtraction [3] is commonly utilized for speech enhancement technique, but is limited in
performance.
Deep learning techniques have been applied in many applications recently. Those
methods used for speech enhancement task can be divided into two categories: featuremapping and mask-learning. The speech enhancement on deep neural networks was introduced in [46]. It used log-power spectra of noisy and clean speech data to train a deep neural
3

network as a regression model to reduce the distance between the clean and enhanced speech
signals. This method outperformed prior techniques such as global variance equalization
and noise-aware training strategies in terms of perceptive and objective metrics. In [43], a
DNN-based architecture with a multi-objective learning was presented, which demonstrated
how boosting can be used to enhance performance by merging two compact DNNs. These
DNN-based methods are referred to as feature-mapping methods. In [32], [44], [45], the
authors applied the mask-learning methods to their speech enhancement models. Based
on the noisy input characteristics, deep neural network was utilized to estimate the ideal
binary mask. The mask was then used to recover clean speech signals. A recurrent neural
network (RNN) was used in [40] to do speech enhancement in real time. In [26], a denoising
approach based on a deep auto-encoder was introduced.
Generative adversarial networks (GAN) introduced in [11] is a method that can learn
deep representations without requiring a large amount of training data. Those methods that
are based on a generative adversarial network [22], [34], [39] have shown improvements in
noise reduction. In [34], a speech enhancement generative adversarial network (SEGAN)
was used to do the speech enhancement task. It demonstrated considerable improvements
compared with other deep learning-based methods. Also, the GAN framework in [33] showed
ideal improvements via L1 norm instead of using L2 norm. In [22], the Forked GAN model
was proposed to extract clean speech signals using speech spectral features.

2.2

Multilayer Perceptron
The multilayer perceptron (MLP) is also called an artificial neural network (ANN).

The basic structure of an MLP is shown in Figure 2.1.

4

Figure 2.1: MLP Framework [30]

It is composed of three parts: the input layer, the hidden layer and the output layer.
The input layer, which takes input from the dataset, is called the visible layer. The input
neurons simply pass the input value through to the next layer. Hidden layers are layers
following the input layer and they are not exposed to the input directly. The output layer
is the final hidden layer and is in charge of producing a vector of values required for the
specific task.
Each layer is followed by a nonlinear activation function that distinguishes the MLP
from a linear model and allows it to handle input in a nonlinear way. Any one neuron in
the upper layer is connected to all neurons in the lower layer. In Equation 2.2, x is the
input, f (x) is the output, w is the weight coefficient, b is the bias, and G represents the
activate function.

f (x) = G(wx + b)

5

(2.2)

2.3

Convolutional Neural Networks

Figure 2.2: CNN Framework [2]

Convolutional neural networks (CNN) were firstly proposed by Yann LeCun [19].
This architecture has shown to be a useful tool in many applications, such as image detection [20], text analysis [7], video classification [17], etc. The innovation of CNNs is to
learn a large number of filters through a specific training dataset within the restrictions
of a given predictive modeling task. The convolutional filter is a two-dimensional perceptron that can generate a feature map that summarizes the existence of observed features in
the input. The sharing weights mechanism of a CNN vastly reduces the magnitude of the
model and hence accelerates computation. Three main types of layers are typically used
to build CNNs, as shown in Figure 2.2: the convolutional layer, the pooling layer, and the
fully-connected layer.
In convolutional neural networks, the fundamental building components are the
convolutional layers, as shown in Figure 2.3. A convolution is the basic process of applying
a filter K to an input I to produce an output. The convolutional layers consists of multiple
6

neurons that work as filters. Those filters have learnable weights and biases. Like the MLP
shown in Section 2.2, each neuron accepts inputs, does a dot product with the filter, and
then executes a non-linearity if desired. Convolutional layers perform a convolution on the
input before forwarding the output to the next layer. The pixels in the receptive region of
a convolution are all transformed to a single value.

Figure 2.3: Convolutional Operation [31]

The pooling layer is generally used after the convolutional layer to split the input
into tiny square blocks. Max pooling and average pooling are the most commonly used
methods. Max pooling chooses the maximum element from the region of the feature map
covered by the filter. Average pooling computes the average of the elements present in
the region of feature map covered by the filter. Following the pooling layer, a feature map
comprising the most prominent features of the preceding feature map would be produced.
The pooling layer can gradually reduce the representation’s spatial dimension, which can
minimize the number of parameters and alleviate network computation complexity. It’s
also a good tool to solve over-fitting. The average pooling and max pooling operations are
shown in Figure 2.4.

7

Figure 2.4: Pooling Operations [47]

After multiple convolutional layers and pooling layers, fully connected layers are
usually added. As with conventional neural networks, neurons in a fully connected layer have
full connections to all outputs from the previous layer. The output of the fully connected
layer is always shaped to a specific dimension based on the task.

2.4

Backpropagation
Backpropagation [36] is an algorithm used in neural networks to calculate the gra-

dient of the loss function in terms of model’s variables. By feeding the data into the input
layer of the neural network, passing through the hidden layers, and finally the output layer
will have the output results. This process is the forward propagation of artificial neural network. The error between the output result and the target value is calculated and propagated
back from the output layer to the previous layer. During backpropagation, the trainable
parameters of the neural network are adjusted according to the error and this process is
repeated until convergence.
The gradient descent is an optimization algorithm used to determine the parameters
that can optimize the error function. The gradients of the error function are calculated with
respect to the trainable parameters of the neural network, and the weights and bias of each

8

layer are updated using the following equation:

β new = β − α

∂E (xi , yi , β)
∂β

(2.3)

The β denotes the current trainable parameter (weights or bias). The β new is the
updated trainable parameter in next iteration. The error function E(xi , yi , β) represents the
error between xi (input vector) and yi (label). α is the learning rate. During each iteration,
the descent of the loss function is calculated. By multiplying the learning rate with the
descent, the parameters will be updated to obtain a lower loss. The error information from
the output layer can be delivered to the previous layer. By applying the chain rule in
Equation 2.4, the information can be transferred layer by layer, and finally be delivered to
the input layer. All parameters are updated to obtain the minimum loss.
∂E
∂E ∂Z
=
∂Aij
∂Z ∂Aij

2.5

(2.4)

Autoencoder
Autoencoder is an unsupervised artificial neural network. It usually consists of two

parts: encoder and decoder. The encoder is designed to learn how to compress and encode
high-dimensional data effectively. The decoder aims to restore the reduced dimensional
feature (the output of the encoder) to the original input. The optimization goal is to
optimize the encoder and decoder simultaneously by minimizing the reconstruction error to
learn the abstract feature representation for the sample input.
Autoencoders are usually used in sequence to sequence questions. In [4], an autoencoer was used to learn word embeddings. Badrinarayanan [1] designed a convolutional
autoencoder network for semantic image labelling. In this work, the encoder was made up
of a series of convolutional layers that could extract high dimensional features from a raw
input image. The decoder had the same structure with the encoder but in a reverse order.
Because of the symmetric encoder-decoder design, the output had the same shape as the
9

input. A softmax layer was added after the decoder to predict the image labels.
Many applications have employed autoencoders with deep neural networks and
demonstrated positive results. In [25], the deep autoencoder was applied for speech enhancement. This model was trained to only using clean speech signals, thus the autoencoder
has limited capability to process noisy speech.

2.5.1

Denoising Autoencoder
To alleviate the over-fitting problem of the the classical autoencoder, Vincent et al.

proposed a denoising autoencoder [42], which was designed by adding random noise into
the input layer to enhance the robustness of the model. The denoising autoencoder has
been employed in image processing and other applications, to obtain robust noisy features.
The denoising autoencoder shows advantages in processing noisy speech for the speech
enhancement task.

Figure 2.5: Denoising Autoencoder Framework [26]

In [26], the authors introduce a deep denoising autoencoder shown in Figure 2.5.
10

During training, the input is the noisy speech y and the output is the enhanced speech x.
The noisy dataset is made from clean speech and adding noise. The autoencoder notably
learns the statistical difference between the clean target speech and the enhanced output x,
then can be optimized to recover the original clean speech.

2.6

Gradient Reverse Layer
In [9], Yaroslav proposed a method to do domain adaption in image classification.

This approach uses domain adversarial training to adapt features when the test data is from
a different domain. A domain discriminator structure was designed to recognize the source
domain and target domain.
In Figure 2.6, the proposed architecture consists of three parts: a deep feature
extractor, a label predictor, and a domain classifier. To adapt the system trained in source
domain to target domain, the gradient reversal layer (GRL) is introduced.

Figure 2.6: Gradient Reverse Layer Framework [9]

The feature extractor first extracts the feature f from the input image x, then the
extracted feature f is used by the label predictor and domain classifier for separate purposes.
The label predictor predicts the image class and the domain classifier is a binary classifier
11

that recognizes whether the input image is from source domain or target domain.
By connecting the domain classifier to the feature extractor via a gradient reversal
layer, it multiples the gradient by a negative constant during backpropagation training,
which accomplishes the unsupervised domain adaption. The extractor part will be mismatched to distinguish if the data is from the source domain or the target domain, thus
resulting in learning the domain-invariant features.
The gradient reverse layer is a function without the parameters that common layers
have. It uses the factor λ, which is not updated by backpropagation. The λ is shown in
equation 2.5. The λ will be progressively changed from 0 to 1, which can reduce noisy
information from the domain classifier early in the training phase instead of setting the
adaption factor.

λ=

2
−1
1 + exp(−10 ∗ p)

(2.5)

In the forward propagation, GRL acts as an normal positive factor. During the
backpropagation process, the gradient from the posterior layer is first delivered to gradient
reverse layer, then multiplied by a negative factor and passed to the previous layer. The
feature extractor’s parameters θf will be updated using the Equation 2.6, where µ is the
learning rate, Ly is the label prediction loss, Ld is the domain classification loss. The extractor is trained to minimize the label prediction loss, while maximize the domain classification
loss.

θ f ← θf − µ

2.7

∂Ly
∂Ld
−λ
∂θf
∂θf


(2.6)

Recurrent Neural Networks
Recurrent neural networks (RNNs) are a type of neural network that has hidden

states and allows past outputs to be utilized as inputs. RNNs are very effective in processing
data with serial characteristics and can keep temporal and semantic information in data. By
12

utilizing this capability of RNN, deep learning models have made a breakthrough in solving
problems in the field of sequence to sequence, such as speech recognition [28], language
model [29], machine translation [5], and temporal analysis [23].

Figure 2.7: Unfolded RNN Framework [8]

The unfolded structure of an RNN is shown in Figure 2.7. At the current time t,
the output is O(t) , the input is x(t) , and the hidden state is h(t) . U ,V and W are all weight
matrices. The output O(t) is calculated as shown in Equation 2.7, and the hidden state
output h(t) is calculated as shown in Equation 2.8. The hidden layer value h depends not
only on the current input x, but also on the value h(t−1) of the previous hidden layer.

2.7.1

O(t) = g(V ∗ h(t) )

(2.7)

h(t) = f (U ∗ x(t) + W ∗ h(t−1) )

(2.8)

Long Short Term Memory Network
When an RNN unit is faced with long sequence data, it is easy to encounter gradient

vanishing, because the RNN only has short-term memory. In other words, when an RNN is

13

faced with long sequence data, it can only acquire the information of the relatively recent
sequence and has no memory function for the earlier sequence, thus losing information.
The Long Short Term Memory network (LSTM) is a special kind of RNN, introduced
by Hochreiter and Sepp in [13] that solves the problem for long sequence data. The basic
structure of an LSTM cell is shown in Figure 2.8. Compared with the basic RNN, LSTM
has three more gates: input gate, forget gate, and output gate. LSTM will selectively store
information because of the gate setting. An ordinary RNN only has the middle memory
cell to store all the information. The input first pass through the input gate to determine
if there is any information in the input, and then judge whether the forgetting gate chooses
to forget the information in the memory cell. Finally, the output gate will judge whether
the information at this moment is the output.
In the following equations, σ is the sigmoid activation function, U ,W and b are the
parameters of each gate respectively, x is the input, o is the output, and h is the hidden
state. The forget gate shown in Equation 2.9 determines if the data should be forgotten
when receiving new data. The input gate shown in Equation 2.10 determines whether
information will be entered into the memory cell at that moment. The output gate is
shown in Equation 2.11. An extended bidirectional LSTM is introduced in Appendix A.

ft = σ (Uf ht−1 + Wf xt + bf )

(2.9)

it = σ (Ui ht−1 + Wi xt + bi )

(2.10)

ot = σ (Uo ht−1 + Wo xt + bo )

(2.11)

14

Figure 2.8: LSTM Framework [12]

2.7.2

Bidirectional Long Short Term Memory Network
The bidirectional LSTM was first introduced in [38]. The unfolded bidirectional

LSTM structure is shown in Figure 2.9. The forward LSTM and the backward LSTM can
compute separate outputs using the same LSTM layer computation functions as shown in
→
−
Section 2.7.1. At the current time t, the forward LSTM output h t and the backward LSTM
←
−
output h t will be concatenated into the current time final output yt through function α.
The function α can be add, average, etc. At each time step, both the backward and forward
information of a sequence will be transferred to the network.

15

Figure 2.9: Bidirectional LSTM Framework [6]

2.8

Summary
In this chapter, we introduced the speech enhancement task. Furthermore, the deep

learning methods used in the model were detailed. The main concepts that are fundamental
to each module of the proposed framework were discussed.
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Chapter 3

Research Design and Methods
This chapter introduces the framework design and baseline setup. Each part of the
framework as well as its function is explained. The loss function is described in detail and
the baseline models are set up for performance comparison.

3.1

Framework
The task of speech enhancement is to estimate the clean target speech from the

noisy speech. In [26], the deep autoencoder network shows superior performance compared
to another algorithm. Based on this result, we apply the autoendoer as the main part of
the framework to do speech enhancement. The proposed framework, as shown in Figure 3.1
will not only do the speech enhancement, but also adapt the system from training dataset
with seen noise towards testing dataset with unseen noise. The encoder aims to extract
speech features from raw audio. Two decoders are used for respective purposes, one for
speech enhancement and the other for adapting noise types.
In [9], Ganin et al. used a domain discriminator to generate indistinguishable features via employing adversarial training. Many speech processing frameworks have used this
concept to extract domain-invariant features. To fulfill our noise types adaptation goal, the
decoder for adapting noise types in our work is designed using the same approach as the
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domain discriminator, but rather for as a noise types classifier which can predict the noise
types in the proposed framework.
In order to adapt the systems trained with seen noise towards the testing condition
with unseen noise, the gradient reverse layers are used. In [9], the gradient reverse layers
were successfully applied between the feature extractor and domain discriminator, by multiplying the gradient with a negative constant during backpropagation, which accomplishes
the task of mismatching the source domain data and target domain data. In this work,
we add the gradient reverse layers between the encoder and the noise types classification
decoder. The gradient reverse layer will deliver a modified negative gradients to the encoder
from the noise types classification decoder, which allows the encoder to learn noise-invariant
information.
The main structure of the framework is shown in Figure 3.1. The framework can be
divided into three parts: encoder, decoder for speech enhancement, and decoder for noise
types classification. The details of each part is described in the following sections.

Figure 3.1: AE+GRL+LSTM Framework

3.1.1

Encoder Module
Since speech signal is non-stationary, it’s more effective to analyze signals in fre-

quency domain rather than time domain. In the left part of Figure 3.1, The encoder
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operates directly on spectral domain features, instead of on raw audio. The noisy speech
input data are extracted with a shifting window into log power spectrum (LPS) features.
It aims to learn a mapping from the LPS feature input to the LPS feature output. During
the training process, the input and target LPS features are normalized by using zero mean
and unit variance, respectively.
By passing the log power spectrum features of noisy speech into the encoder network,
the output is the extracted feature vectors f . The traditional autoencoder often uses CNN
to extract speech feature. In our work, the encoder contains a bidirectional LSTM, which
can preserve information from both past and future, proving an advantage in processing the
speech waveform. The noisy input is encoded into high dimensional vectors, f , after the
bidirectional LSTM layer. In Figure 3.1, the feature vectors f are then modeled by two
decoders for respective purposes, which is used by the upper decoder to restore the clean
speech information, and is fed into the lower decoder for predicting the noise types. The
two decoders are detailed in the following section.

3.1.2

Decoder Modules
The upper decoder in Figure 3.1 functions as the speech enhancement module. This

module is tasked with reconstructing the clean acoustic feature, s, from extracted feature
vector f . The main part of the decoder is the same as the encoder: one bidirectional LSTM
layer. A fully connected layer is also added to convert the vector to the same shape as the
input extracted feature. This part is trained to minimize the spectrum approximation loss
between the enhanced feature frame and the corresponding clean feature frame. It takes
advantage of CNN’s feature extraction capabilities as well as LSTM’s temporal modeling
capabilities.
The lower decoder in Figure 3.1 functions as the noise types classification module.
In [14], a binary domain predictor was used to predict whether the data comes from the
source domain or the target domain, which shows great result in domain adaptation. In the
proposed framework, the decoder for noise types classification is a multi-label classifier, as
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our task is to do noise types adaptation. The decoder for noise types classification consists of
three feed-forward layers and one softmax activation. The decoder will output a probability
distribution over multiple noise types. In normal forward-backward process, this decoder
attempts to accurately predict the noise types of the noisy input speech.
To optimize both the encoder and the two decoders, the gradient reverse layer is
added between the encoder and decoder for noise types classification as shown in Figure 3.1.
During the forward propagation, the gradient reverse layer acts as a normal function layer
to pass the parameters. During backpropagation, the gradient reverse layer will reverse the
gradients by multiplying the gradients passing through it from the classifier by negative
−λ. The reversed gradients will be passed to the encoder, with the result that the encoder
can be optimized to produce noise types invariant features, thereby solving the noise types
adaptation problem. Furthermore, the encoder can learn a representation for the input
data, by ignoring the noise types.

3.2

Loss Function
The loss function consists of two parts: the spectrum regression loss and the noise

types classification loss.
The spectrum regression loss is the difference between the enhanced feature frame
and the corresponding clean feature frame. In Equation 3.1, fi is the extracted feature
vector from encoder, D(fi ) represents the decoder enhanced output, the original clean
target speech is yi , and n is the total number of training samples. The mean square error
loss is used to calculate the loss.
n

Lregress =

1X
(D (fi ) − yi )2
n

(3.1)

i=1

The noise type loss is a classification loss, so the cross entropy loss is employed,
which is defined in Equation 3.2. The decoder output for noise type classification can be
normalized into the interval zero to one by a softmax layer. The probability output will be
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calculated using the cross entropy loss. Again, n is the total number of training samples.
P (ci = k|fi ) is the classifier output vector and cik represents the k-th value in one-hot
expression of label ci .
n

Lnoise = −

C

1 XX
cik log P (ci = k | fi )
n

(3.2)

i=1 k=1

Ltotal = Lregress − λLnoise

(3.3)

The total loss function of the model is shown in Equation 3.3. It is made up of
Lregress minus Lnoise times λ. The total loss Ltotal will be optimized by the following
steps. Both the encoder and the speech enhancement decoder will update their parameters
to minimize the spectrum regression loss Lregress . The noise types classification decoder
aims to minimize Lnoise , while the encoder module is designed to maximize the noise types
classification loss by setting the parameter λ. The parameter λ controls the min-max
trades off between the modules that can solve the domain mismatch problem. It is defined
in Equation 3.4, where j is the index of current batch and J stands for the total number of
batches, k is the index of current epoch and K represents the total number of epochs.
2

λ=



1 + exp −10 ∗

j+k∗J
K∗J

 −1

(3.4)

By applying the gradient descent algorithm, the model’s parameters are updated
in Equations 3.5-3.7. θe is the encoder parameters, θs is the speech enhancement module
parameters, θc is the noise types classifier parameters, and α is the learning rate.

θe ← θ e − α

∂Lregress
∂Lnoise
−λ
∂θe
∂θe

θs ← θs − α
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∂Lregress
∂θs


(3.5)

(3.6)

θc ← θc − α

3.3

∂Lnoise
∂θc

(3.7)

Baseline Setup
To measure the proposed framework’s performance, two baseline models are evalu-

ated and compared in Chapter 4. To verify the effect of the gradient reverse layer, we design
a autoencoder baseline as shown in Figure 3.2, which uses one encoder and one decoder, and
noise adaptation is not offered. Both the encoder and decoder are CNNs. The encoder is
trained to extract speech features from the noisy input and the decoder is aimed to restore
the clean speech information. Without considering the noise types influence, this baseline
only takes advantage of CNNs’ feature extraction capabilities. This model is used as the
benchmark.

Figure 3.2: Autoencoder Baseline Framework

Another baseline model is employed to prove the bidirectional LSTM’s function.
This model is based on the basic autoencoder model and adds the gradient reverse layer.
In Figure 3.3, the left encoder is the same as the above encoder. The output of the encoder
is used by two decoders. The top decoder performs speech enhancement and the bottom
decoder is designed for noise type classification. The gradient reverse layer is added between
the encoder and the bottom decoder. It is similar to the proposed framework, but replacing
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the bidirectional LSTM with the basic convolution neural network. It will compare the
difference between using a CNN or a bidirectional LSTM in extracting speech feature.

Figure 3.3: Autoencoder + Gradient Reverse Layer Baseline Framework

3.4

Summary
In this chapter, we described each module of the framework, including the training

and optimization processes. The loss function was explained in detail. Also, the baseline
models were introduced.
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Chapter 4

Experimental Setup and Results
This chapter introduces the datasets and parameter settings used during training.
The results obtained from two groups of experiments are intuitively showed in charts and
graphs, and detailed analysis is provided.

4.1

Datasets
The datasets used for the experiments are derived from two sources: the TIMIT

corpus [10] and the PNL 100 noise corpus [15]. The clean speech data used comes from the
TIMIT corpus. The TIMIT dataset comprises 630 speakers reading 10 phonetically rich
phrases in eight main American English dialects. The original TIMIT corpus is divided
into two subsets: testing set and training set. The training set includes 4620 sentences and
the testing set has 1620 sentences. The PNL 100 noise corpus has 100 non-speech noises
including crowd noise, machine noise, animal sounds, water sounds, wind, bell, cough, etc.
In order to differ the training noise and testing noise, we divide the PNL 100 noise corpus
into two parts: 60 for training set (seen noise) and 40 for testing set (unseen noise).
Two seconds of silent speech are inserted before and after each training signal to
correct the data imbalance caused by the short length of TIMIT’s speech data. For the
training dataset, 4620 sentences from the TIMIT training set and 60 different noise types
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from the PNL 100 noise corpus are selected. A randomly selected noise was added to every
training sentence at six different signal-to-noise ratio (SNR): -5 dB, 0 dB, 5 dB, 10 dB and
15 dB. The definition of SNR is in Appendix A. The training dataset has totally 23,100
sentences in different SNR levels. For the testing dataset, 500 sentences from the TIMIT
testing set and 10 different noise types from the 40 unseen noises are used. Following the
same procedures used to build the training dataset, every testing sentence was added with
a randomly selected noise at six corresponding signal-to-noise ratio (SNR): -5 dB, 0 dB, 5
dB, 10 dB and 15 dB. The original clean speeches from the TIMIT corpus are used as the
ground truth label for the speech enhancement task.
To evaluate the effects of multiple noise types, another four training datasets are
constructed. Following the same procedure used to build the above training dataset, we
select four different sets of noise types from the 60 types of seen noises, which include a
total of 50, 40, 30, 20 of noise types respectively per set. Those training sets only apply a
0 dB SNR level.

4.2

Experiments Setup
The speech signal has a sampling rate of 16 kHz. The model directly processes the

log-power spectra feature (LPS) input instead of the raw waveform data. To get the LPS
feature, we use the 512 point short time Fourier transform (STFT) with a hamming window
size of 32 ms and a hop size of 16 ms. The extracted LPS feature has 257-point.
The autoencoder baseline model AE is used to compare the speech enhancement
performance. In Figure 3.2, it is constructed from 1d convolutional neural networks. The
encoder consists of 5 one-dimensional strided convolutional layers, which have kernel width
32 and stride length 5. Every CNN layer is followed by a PReLU activation. The kernel
sizes are 64, 128, 256, 512, 1024. The decoder has the same structure as the encoder, but
in an inverse way. The kernel sizes for decoder are 512, 256, 128, 64. The last kernel size is
set to 257, which is the same shape as input feature.
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The another baseline model AE + GRL is built by adding a gradient reverse layer
to the baseline autoencoder as is shown in Figure 3.3. The encoder has the same shape as
the baseline encoder. The output of encoder is used by two decoders simultaneously. The
first decoder is the same as that of the baseline decoder used for speech enhancement. The
second decoder is connected to the encoder by the gradient reverse layer and is used to
perform noise type classification. Three fully connected layers followed by a softmax layer
are used to build this decoder for the purpose of predicting the noise types.
For the proposed framework AE+GRL+LST M in Figure 3.1, both the encoder and
the decoder for speech enhancement contain a bidirectional LSTM layer with 512 nodes. To
make the decoder enhanced outputs have the same shape as the input, one fully connected
layer of 257 logistic units is added after the decoder. The enhanced output is spectrum
estimation vectors. To recover the output from sliced vectors to the waveform, the inverse
Fourier transform and an overlap-add technique are used. The enhanced output vectors
could be converted into raw wavform data and be directly compared with the original
clean input. The gradient reverse layer is added between the encoder and the decoder
for noise types classification. It is written in a function style as shown in Equation 2.5.
The encoder extracted features will be multiplied by λ before feeding into the decoder for
noise classification. This decoder was built with three fully connected layers. To predict
the noise types, the dimension for the final fully connected layer is the number of training
noise types. After the softmax activation, the output will be a probability distribution over
multiple noise types.
The Adam optimizer [18] is used to minimize the loss. The learning rate was set
to 0.0001. The batch size was set to 64. Because of the structure difference between the
three models, we use a different number of training epochs to reach the optimal state. The
training epochs for AE, AE + GRL, AE + GRL + LST M are 34, 67, and 72 respectively.
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4.3

Results
To evaluate the quality of the speech enhancement, we use PESQ [16] as the eval-

uation metric. The perceptual evaluation of speech quality (PESQ) score has a strong
relationship with subjective evaluation scores and is frequently employed as a compressive
objective metric. The PESQ score is calculated by comparing the enhanced speech with
the clean reference speech, and values range from -0.5 to 4.5. A higher PSEQ score always
means better performance. For this work, there were two groups of experiments. The first
group consisted of the three different models compared by using the testing dataset in the
corresponding SNR levels (testing at the same SNR level as the training set). The second
group was focused on the effects of multiple noise types.

4.3.1

Models Comparison in Different dB
After training the three models with datasets at different SNR levels, we evaluate

them on the test datasets at the five corresponding SNR levels. In Table 4.1, the PESQ
scores for each model are shown. We highlight the greatest value in each SNR with bold
text. It shows that the AE+GRL+LSTM model has the greatest PESQ value in every
SNR, the AE+GRL model takes second place, while the autoencoder baseline model has
the lowest performance.
Compared with the autoencoder baseline, the AE+GRL+LSTM has the largest
PSEQ values increase at 15 dB, which is 5.6%. The lowest increase is at 5dB, which is
3.8%. Compared with AE+GRL baseline, the most PESQ increase for the proposed model
is also at 15 dB, which is 2.2%. While the lowest is 0.8% at 0dB. In the high noise situation
(-5dB, 0dB), it is difficult to achieve performance improvement.
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SNR

AE

AE + GRL

AE + GRL + LSTM

-5dB

2.13+-0.42

2.20+-0.39

2.24+-0.36

0dB

2.28+-0.43

2.35+-0.47

2.37+-0.61

5dB

2.39+-0.41

2.44+-0.3

2.48+-0.48

10dB

2.45+-0.46

2.51+-0.36

2.55+-0.42

15dB

2.65+-0.51

2.74+-0.43

2.80+-0.41

Table 4.1: Model Performance Comparison at Different SNR

To compare the model performance in a intuitive way, we also draw the histogram
for the separate and average PESQ value at each SNR. In Figure 4.1, we find that the
average PESQ value for the AE+GRL+LSTM model is the greatest. Each model has its
lowest PESQ value at -5dB, and the highest at 15dB.

Figure 4.1: Separate and Average PESQ for Each Model
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4.3.2

Multiple Noise Types Problem
To verify if the number of noise types could affect the model’s performance, we test

five groups of training data with different noise types. The noise types in the five groups of
training datasets are 60, 50, 40, 30, 20. The testing dataset has 10 unseen noises at 0 dB.
Since the autoencoder baseline model does not play a role in processing the noise types,
we only evaluate the AE + GRL and AE + GRL + LST M models. These two models are
trained using datesets with different number of noises, and tested with the testing datset
which is at 0dB.
The results are shown in Figure 4.2. With the increasing number of noise types,
the PESQ value for both models increases. However, the AE+GRL+LSTM model has a
higher PESQ value than the AE+GRL model in all situations. Both models trained with
60 noise types have the greatest PESQ values, while the lowest occurs when only 20 noise
types are used for training. When the training dataset has fewer noise types (20, 30, 40),
the PESQ values shows slow improvement. When the noise type is set to a high value, the
performance of both models improves significantly.
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Figure 4.2: PESQ Score for Different Noise Types Dataset

4.4

Performance Analysis
From Table 4.1, both the AE+GRL and AE+GRL+LSTM outperform the basic

autoencoder. The AE+GRL+LSTM model is superior to the two baseline models across
all SNRs situations. The encoder in the basic autoencoder model does not have the ability to
learn the noise-invariant information, compared with the other two models, when processing
speech containing unseen noise. This result proves that adding the gradient reverse layer
definitely has an effect on improving the performance of the speech enhancement system.
Therefore, the benefit from noise adaptive training is promising.
Compared with the AE+GRL model, the AE+GRL+LSTM model has some improvements. By replacing the basic convolutional neural networks with a bidirectional
LSTM, we can realize the impacts of preserving both the previous and prospective information in sentences. It can extract a more representative feature from the speech signal
compared with convolutional neural networks. Additionally, the bidirectional LSTM used
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in the decoder shows an advantage in restoring the clean speech information.
From the Figure 4.1, we can compare the PESQ value with the test dataset for
different SNR. For -5db and 0db testing data, the PESQ for all three models is low. The
AE+GRL+LSTM model also shows limited improvement compared with the other two
models. The main reason is that the noise percentage is equal or grater than the clean
speech part in -5db and 0db. In those high noise situations, the proposed model has
drawbacks when handling complex inputs. Those limitations will be discussed in future
work.
From the Figure 4.2, we observe that the PESQ score increases as the number of
noise types increased in 0db situation. With the increasing of the noise types, the model
can learn noise-invariant information in a broader way, especially when the testing set has
the same noise types. The number of noise types has a significant impact on the model’s
performance.
The results show that the proposed model can ignore the influences of the noise
types between seen and unseen conditions, thereby achieving the noise types adaptation
goal. The encoder can not only extract the clean speech feature from the noisy input,
but also learn the noise-invariant feature through the gradient reverse layer. Because the
encoder is noise independent, it can adapt and process the unseen noisy input. Furthermore,
the decoder can explicitly learn to reconstruct the clean speech through the addition of the
bidirectional LSTM.

4.5

Spectrum Visualization
The clean spectrum of one wav file from the testing dataset is shown in Figure 4.3.

The corresponding noisy one is shown in Figure 4.4. The enhanced output from the proposed
model is shown in Figure 4.5. From the figure, we find that in the high frequency part, the
enhanced speech retains most of the original information. However in the lower frequencies,
the performance declines.
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Figure 4.3: Clean Speech Spectrum
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Figure 4.4: Noisy Speech Spectrum
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Figure 4.5: Enhanced Speech Spectrum
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4.6

Summary
In this chapter, we covered the dataset organization and experimental setup. The

results and performance analysis verified the effectiveness of the proposed framework by
applying the gradient reverse layer and bidirectional LSTM in processing the unseen noisy
speech.
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Chapter 5

Conclusions and Future Work
5.1

Conclusions
In this research, we develop a framework to solve the noise type problem in speech

enhancement when the training and testing data have different probability distributions.
Our key target is to extract noise-invariant features from noisy speech. Furthermore, the
proposed framework can be adapted to handling speech input with unseen noise. The
autoencoder is foundational component in the proposed framework. The addition of the
gradient reverse layer and bidirectional LSTM enables the framework to adapt to different
noise types and perform feature extraction. The framework implementation is based on
Pytorch [35]. We evaluate our models with the TIMIT dataset. The results show that the
proposed framework achieves significant improvements over the baseline model in situations
with different SNRs. The main contributions can be summarized as follows:
Autoencoder. We design a framework based on the basic autoencoder. The
extracted feature output from the encoder is used by two decoders, which incorporate the
noise classification task within the speech enhancement task.
Gradient Reverse Layer. We employ the gradient reverse layer for the noise
type adaptation problem. The application of the gradient reverse layer can minimize the
mismatch between the training speech and testing speech, further improving the model

36

performance under multiple noise type conditions.
Bidirectional LSTM. We apply the bidirectional LSTM for speech feature extracting and rebuilding. By taking advantage of its ability to capture the context information
in a speech signal, the encoder and speech enhancement decoder can learn speech features
in a comprehensive way.

5.2

Future Work
We have shown the effectiveness of the proposed model, however, there are several

aspects that could be improved.
In this study, the training dataset only covers source domain data that has a noise
label. In [14], [21], they both added noise without labels as the target domain during
training. They evaluated the model performance in another way by testing the speech with
target domain noise. This approach can be also combined in future work to adapt the
unseen noise during training.
The models are trained with the data in a single signal-noise-ration (SNR) and
tested in the same SNR. When the testing dataset is under a complex SNR or mixed SNRs
situation, the model performance is greatly compromised, making the model sensitive in
random noise situations is still a difficult task.
The noise dataset only includes the basic noise. However, in real scenarios, reverberations are also a key distraction in the speech enhancement task. Research into
reverberations reduction will be left for future studies.
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Appendices
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Appendix A

Signal-To-Noise Ratio

Signal-to-noise ratio (SNR) is a measure that compares the level of a desired signal
to the level of background noise. In the equation below, the signal-to-noise ratio is the ratio
of a signal’s power to the power of background noise.

SN R =

Psignal
Pnoise

(1)

In common situations, the logarithmic decibel scale is used. Based on the definition
of decibel, signal and noise may be expressed in decibels (dB) as shown in the following
equation. The 0dB means the ratio between signal and noise is 1:1.

SN RdB = 10 log10 (
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Psignal
)
Pnoise

(2)
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