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Abstract
Very deep convolutional neural networks (CNNs) have
been firmly established as the primary methods for many
computer vision tasks. However, most state-of-the-art
CNNs are large, which results in high inference latency. Re-
cently, depth-wise separable convolution has been proposed
for image recognition tasks on computationally limited plat-
forms such as robotics and self-driving cars. Though it is
much faster than its counterpart, regular convolution, accu-
racy is sacrificed. In this paper, we propose a novel decom-
position approach based on SVD, namely depth-wise de-
composition, for expanding regular convolutions into depth-
wise separable convolutions while maintaining high accu-
racy. We show our approach can be further generalized
to the multi-channel and multi-layer cases, based on Gen-
eralized Singular Value Decomposition (GSVD) [59]. We
conduct thorough experiments with the latest ShuffleNet
V2 model [47] on both random synthesized dataset and a
large-scale image recognition dataset: ImageNet [10]. Our
approach outperforms channel decomposition [73] on all
datasets. More importantly, our approach improves the
Top-1 accuracy of ShuffleNet V2 by ∼2%.
1. Introduction
In recent years, very deep convolutional neural networks
(CNNs) [71, 8, 60] have led to a series of breakthroughs in
many image understanding problems [10, 44, 74, 34], such
as image recognition [22, 58], object detection [13, 55, 26,
28, 76], semantic segmentation [46, 20, 43, 62]. Most state-
of-the-art CNNs have very high inference latency, although
outperforming the previous approaches. However, on com-
putational budgets limited platforms such as smartphones,
wearable systems [63, 68], surveillance cameras [48], and
self-driving cars [12], visual recognition tasks are required
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to be carried out in a timely fashion.
Driven by the increasing need for faster CNN models,
research focus has been moving towards reducing CNN
model size and computational budgets while achieving ac-
ceptable accuracy instead of purely pursuing very high ac-
curacy. For example, MobileNets [29] proposed a family of
lightweight convolutional neural networks based on depth-
wise separable convolution. ShuffleNets [72, 47] proposed
channel shuffle to reduce parameters and FLOPs (floating
point operations per second). To further decrease parame-
ters, ShiftNet [66] proposed shifting feature maps as an al-
ternative to spatial convolution. The other trend is to com-
pressing large CNN models, shown in Figure 1 (a). For
example, channel decomposition [73] and spatial decom-
position [31] proposed to decompose regular convolutional
layers, shown in Figure 1 (e) and (d). Channel pruning [27]
proposed to prune channels of convolutional layers, shown
in Figure 1 (c). Deep compression [18, 33] proposed to
sparsify the connections of fully-connected layers, shown
in Figure 1 (b).
All the recent approaches that try to design compact
CNN models mentioned above share a common component:
depth-wise separable convolution, initially introduced by
[56]. As is pointed out in MobileNets [29], 3×3 depth-wise
separable convolutions use between 8 to 9 times less com-
putation than standard convolutions, with the same number
of input and output channels. However, inevitably the ac-
curacy is also sacrificed. Although many efforts have been
put on searching optimal hyper-parameters for the compact
models [77, 60], it remains a question whether we could
improve the performance of depth-wise separable con-
volution itself.
Motivated by this, in this paper, we take the first step
towards mitigating the performance degradation of depth-
wise separable convolution. Inspired by channel decom-
position work [73] which decomposes a standard CNN
to a narrower CNN without much degradation (shown
in Figure 1 (e)), we propose to decompose an ”unsepa-
rated” convolution into a depth-wise separable convolution,
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Figure 1. Different types of compression algorithms
while minimizing the performance degradation. Specifi-
cally, we first replace all depth-wise separable convolutions
in a compact convolutional neural network (e.g., ShuffleNet
V2 [47]) with standard convolutions. Then the standard
convolutional neural network is trained from scratch on Im-
ageNet. Finally, we decompose the standard convolutions
into depth-wise separable convolution to obtain a new com-
pact CNN which is of the same architecture however per-
forms better.
To show the generality of our approach, we conduct rich
experiments on ShuffleNet V2 and Xception with the large-
scale ImageNet dataset. Using random data, our approach is
comparable to channel decomposition [73]. For single layer
9× acceleration, our approach consistently performs better
than channel decomposition [73] for different convolutional
layers. For decomposition of the ShuffleNet V2 [47] whole
model, our approach achieves ∼ 2% better Top-1 accuracy
than the original ShuffleNet V2.
We summarize our contributions as follow:
1. We propose a novel decomposition approach, namely
Depth-wise Decomposition, for expanding regular
convolution into depth-wise separable convolution.
2. We take the first step towards improving depth-wise
separable convolution performance itself, to the best
of our knowledge.
3. Our proposed method improves the Top-1 accuracy of
the original model by around 2%.
2. Related Work
Since LeCun et al. introduced optimal brain damage [41,
21], there has been a significant amount of works on accel-
erating CNNs [6]. Many of them fall into several categories:
designing efficient architectures [29, 47], optimized imple-
mentation [5], quantization [54], and structured simplifica-
tion [31].
2.1. Designing Efficient Architecture
Depth-wise separable convolution is widely used in effi-
cient networks like MobileNets [29], ShuffleNets [72] and
MnasNets [60]. [15] proved that a regular convolution
could be approximated by a combination of several depth-
wise separable convolutions. ShiftNets [66] proposed to use
shift operation as an alternative to 3-by-3 convolution. Ad-
2
dressNets [25] proposed three shift-based primitives for fur-
ther improving performance on GPUs (Graphics Processing
Units).
2.2. Sparse Connection
Shown in Figure 1 (b), connection pruning eliminates
connections between neurons [19, 45, 39, 17, 16]. XNOR-
Net [54] binarized the connections. [70] prunes connections
based on weights magnitude. Deep compression [18] could
accelerate fully connected layers up to 50×. However, in
practice, the actual speed-up may be strongly related to im-
plementation. The standard library like CUDNN [7] does
not support sparse convolution very well. On the contrary,
large matrices multiplication is highly optimized.
2.3. Channel Pruning
Shown in Figure 1 (c), channel pruning aims at remov-
ing inter-channel redundancies of feature maps. There were
several training-based approaches: [2, 65, 75] regularize
networks to improve accuracy. Channel-wise SSL [65]
reaches high compression ratio for the first few convolu-
tional layers of LeNet [40] and AlexNet [35]. [75] could
work well for fully connected layers. However, training-
based approaches are more costly, and their effectiveness
on very deep networks on large datasets is rarely exploited.
Inference-time channel pruning is challenging, as re-
ported by previous works [3, 53]. Channel pruning [27]
proposed to prune neural networks layer-by-layer using
LASSO regression and linear least square reconstruction.
Some works [57, 49, 30] focus on model size compression,
which mainly operate the fully connected layers. Data-free
approaches [42, 4] results for speed-up ratio (e.g., 5×) have
not been reported, and requires long retraining procedure.
[4] select channels via over 100 random trials. However,
it needs a long time to evaluate each trial on a deep net-
work, which makes it infeasible to work on very deep mod-
els and large datasets. Recently, AMC [23, 24] improves
general channel pruning approach by learning the speed-up
ratio with reinforcement learning.
2.4. Tensor Decomposition
Tensor factorization methods [31, 38, 14, 32] aim to ap-
proximate the original convolutional layer weights with sev-
eral pieces of decomposed weights. Shown in Figure 1 (d),
spatial decomposition [31] factorized a layer into 3× 1 and
1 × 3 combination, driven by spatial feature map redun-
dancy. Shown in Figure 1 (e), channel decomposition [73]
factorized a layer into 3× 3 and 1× 1 combination, driven
by channel-wise feature map redundancy. [69, 11, 13] ac-
celerate fully connected layers with truncated SVD.
A simple hypothesis is that there is no need to decom-
pose neural networks, simply just train them from scratch.
In [73], it has been empirically verified that decompos-
ing neural networks can achieve better performance than
naively training them from scratch. This motivates us to
decompose regular convolution into depth-wise separable
convolution, which could potentially improve the perfor-
mance of current compact neural networks which favor
depth-wise separable convolution a lot.
2.5. Implementation based acceleration
Though convolution is a well defined operation, the run-
time can largely depend on the implementations. Opti-
mized implementation based methods [50, 61, 37, 5] ac-
celerate convolution, with special convolution algorithms
like FFT [61]. Quantization [9, 54] reduces floating point
computational complexity, which is usually followed by
fine-tuning and Huffman coding [18]. BinaryNet [9, 52]
proposed to binarize both connections and weights. Re-
cently, HAQ [64] automated this process, which further
compressed deep neural networks. These methods also de-
pend on the hardware and library implementation.
3. Approach
In this section, we first introduce our approach for a spe-
cial case: single channel convolutional layer. Then we gen-
eralize our approach to multi-channel convolutional layer
case. Finally, we further generalize our approach for the
multi-channel convolutional layer and multi-layers neural
networks case.
Let n and c be the number of output and input channels.
Let N be the number of samples. Let kh and kw be the
kernel size. Let H and W be the spatial size of the feature
maps. Formally, we consider a regular convolutional layer
shown in the left part of Figure 2, where the weights tensor
W (n × c × kh × kw) is applied to the input feature maps
(N × c×H ×W ) which results in the output feature maps
(N × n × H × W ). The weights tensor can be decom-
posed into depth-wise convolutional weights D and point-
wise convolutional weights P with shape c × c × kh × kw
and n × c × 1 × 1 respectively, shown in the right part of
Figure 2. In the following formulations, we do not consider
the bias term for simplicity.
3.1. Data Processing
As we can observe, the spatial size H and W are usually
large. Following channel decomposition [73], in this paper,
we only consider sample patches Y of size (N×n) from the
output feature maps and the corresponding X of size (N ×
ckhkw) from the input feature maps. The spatial size of the
Y patches is 1×1. We observe that it is enough to randomly
sample 10 patches per image and 300 images in total from
the training data to perform our decomposition (In this case,
N = 300 × 10). Convolution can be represented as matrix
multiplication in our context:
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Figure 2. Depth-wise Decomposition for expanding regular convolution into depth-wise separable convolution
Y = XW (1)
W is the weights matrix (ckhkw × n) reshaped from the
original weights tensor.
3.2. A Brief Introduction of Channel Decomposition
Driven by channel-wise feature map redundancy, chan-
nel decomposition [73] factorized a convolutional layer
(n × c × kh × kw) into two convolutional layers: W1
(c′ × c × kh × kw) and W2 (n × c′ × 1 × 1) combination.
This is achieved by finding a projection vector P (n × c′)
such that:
argmin
V
‖Y − Y PPT ‖ (2)
This problem can be solved by SVD:
U, S, V = SV D(Y ) (3)
P is the first c′ columns of matrix V . Then we can obtain
W1,W2 as follow:
W1 = PW
W2 = P
(4)
3.3. Single Channel Case
In this case, we only have a single channel therefore the
shape of the layer is n×1×H×W . We aim to decompose
the weights tensor (n×1×kh×kw) into a depth-wise tensor
D and a point-wise tensors P with shape 1 × 1 × kh × kw
and n × 1 × 1 × 1 respectively. Let the output tensor Y
be the randomly sampled patches (N × n). Let V0 be the
projection vector (size n). Formally, we try to find V0 that
minimize:
argmin
V0
‖Y − Y V0V T0 ‖ (5)
SVD is employed to decompose the output tensor Y :
U, S, V = SV D(Y ) (6)
To construct the two depth-wise and point-wise tensors D
and P , we extract the projection vector V0 (size n), namely
first column of V :
D = V0W
P = V0
(7)
Then D and P are reshaped to the tensor format.
3.4. Multi-Channel Case
In single channel case, each channel is approximated into
one depth-wise convolutional layer and one point-wise con-
volutional layer. We can simply apply the single channel
algorithm multiple time to each channel of a multi-channel
convolutional layer, as is also illustrated in Figure 2:
Algorithm 1 Depth-wise Decomposition
Xi is the ith channel of feature maps (shape: N × khkw).
Wi is the weights connected to ith channel (shape: khkw ×
n).
initialize D to a zero tensor
initialize P to a zero tensor
for i← 1 to c do
Yi = XiWi
U, S, V = SV D(Yi)
Di = V0Wi
Pi = V0
end for
return D, P
3.5. Multi-Channel Case with Inter-channel Error
Compensation
Approximation in multi-channel, however, can lead to
large approximation error. Thus we propose a novel way to
decompose multi-channel sequentially taking into account
the approximation errors introduced by decomposition of
previous channels (Experiments in Section 4.2). Specifi-
cally, instead of purely approximating the output tensor Yi,
we approximate both the output tensor Yi and approxima-
tion error introduced by other channels E:
argmin
V0
‖Yi + E − YiU0V T0 ‖
E =
i−1∑
k=0
Ek
Ei = |Yi − YiU0V T0 |
(8)
where |·| is the absolute value function.
4
This can be solve by Generalized Singular Value Decom-
position (GSVD) [59], without the need of stochastic gradi-
ent descent (SGD):
U, S, V = GSV D(Yi + E, Yi)
Di =WiU0
Pi = S0V0
(9)
Similar with Equation 3.3, U0 and V0 are the first columns
of matrices U and V respectively.
The Depth-wise Decomposition with inter-channel error
compensation algorithm is as follow:
Algorithm 2 Depth-wise Decomposition with compensa-
tion
Xi is the ith channel of feature maps (shape: N × khkw).
Wi is the weights connected to ith channel (shape: khkw ×
n). E is the tensor of accumulated error.
initialize D to a zero tensor
initialize P to a zero tensor
initialize E to a zero tensor
for i← 1 to c do
Yi = XiWi
U, S, V = GSV D(Yi + E, Yi)
Di =WiU0
Pi = S0V0
Ei = Yi − YiU0V T0
E = E + Ei
end for
return D, P
3.6. Multi-layer Case
Finally, our approach can be applied to deep convolu-
tional neural networks layer-by-layer (Section ??). Similar
with Section 3.5, we can still account for the accumulated
error introduced by multi-layer approximation. Here, the
error El in layer l includes both approximation error in-
troduced by decomposing other channels and the previous
layer l − 1. We simply need to extract all feature maps
patches Y ′i before doing decomposition, since the feature
map responses will change during decomposition. Similar
to the previous sub-section, this problem can be solved by
GSVD:
argmin
V0
‖Y ′i + El − YiU0V T0 ‖
El = El−1 +
i−1∑
k=0
Ek
Ei = |Y ′i − YiU0V T0 |
U, S, V = GSV D(Y ′i + E
l, Yi)
(10)
The following algorithm explains the detailed procedure:
Algorithm 3 Multi-layer Decomposition with compensa-
tion
Xi is the ith channel of feature maps (shape: N × khkw).
X ′i is the ground truth ith channel of feature maps before
decomposing the network. Wi is the weights connected to
ith channel (shape: khkw × n). E is the tensor of accumu-
lated error.
initialize D to a zero tensor
initialize P to a zero tensor
if l == 0 then
initialize El to a zero tensor
else
initialize El to the error of previous layer El−1
end if
for i← 1 to c do
Y ′i = X
′
iWi
Yi = XiWi
U, S, V = GSV D(Y ′i + E, Yi)
Di =WiU0
Pi = S0V0
Ei = Y
′
i − YiU0V T0
El = El + Ei
end for
return D, P
3.7. Fine-tuning
Following channel decomposition [73], after a deep con-
volutional neural network is fully decomposed, we can fine-
tune the model for ten epochs with a small learning rate
1e−4 to obtain better accuracy (Section 4.3).
Unless specified, we do not fine-tune the decomposed
model in the following experiments.
4. Experiments
We conduct rich experiments on ImageNet [10] 2012
classification dataset. ImageNet is a very large scale im-
age classification dataset which consists of 1000 classes.
Our ShuffleNet V2 model [47] is trained on the 1.3 million
training images with 8 GeForce GTX TITAN X GPUs and
CUDA 10 [51] CUDNN 7.4 [7]. We also trained a folded
ShuffleNet V2 model [47]. In the folded ShuffleNet V2
model [47] we replace every pair of a depthwise convolu-
tional layer and pointwise convolutional layer with a regular
convolutional layer. Our model is evaluated on the 50,000
validation images. We evaluate the performance of our ap-
proach with top-1 error rate and relative error on ImageNet
dataset.
Our neural networks implementation is based on Tensor-
Flow [1]. Our implementation of the previous approach:
channel decomposition [73] is based on pure Python1.
1github.com/yihui-he/channel-pruning
5
single layer 9× acceleration with random data
relative error
Channel Decomposition [73] 0.887± 1.34e−6
Depth-wise Decomposition (ours) 0.914± 3.21e−7
Depth-wise Decomposition (ours) 0.906± 2.78e−7
with compensation
Table 1. Sanity check. Using random data, our approach performs
as good as channel decomposition [73]. Standard deviations and
relative errors are obtained after 10 runs
4.1. Sanity Check
To check the correctness of our implementation, we cre-
ated a random weights matrix of size 64× 128 and the cor-
responding random input feature of size 3000 × 64. The
resulting output response is, therefore, a 3000×128 matrix.
Our baseline is channel decomposition [73]. Our Depth-
wise Decomposition decomposes a convolutional layer into
a depth-wise convolution followed by a point-wise convo-
lution, which accelerates the convolutional layer by around
9×. For a fair comparison, we use channel decomposition
under 9× acceleration.
To measure the correctness of our approach, we measure
the relative error of the resulting output responses between
those of decomposing algorithms(including baseline [73],
Depth-wise Decomposition and Depth-wise Decomposi-
tion with inter-channel compensation) and the ground-truth
output response.
As is shown in Table 1, our Depth-wise Decomposition
is comparable to channel decomposition [73].
We further tested the reconstruction error of Depth-wise
Decomposition with inter-channel error compensation. As
expected, the relative error of this method is smaller than
that of our basic approach.
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Figure 3. Relative error for decomposing a single conv layer in
ShuffleNet V2
Whole Model Decomposition with ImageNet
top-1 error
ShuffleNet V2 [47] 39.7%
Channel Decomposition 40.0%
with fine-tuning [73] (our impl.)
Folded ShuffleNet V2 [47] 36.6%
Depth-wise Decomposition 43.9%
with compensation (ours)
Fine Tuned Depth-wise Decomposition 37.9%
with compensation (ours)
Table 2. Comparisons on compressing ShuffleNet V2 0.5x
4.2. Single Layer Decomposition
Firstly, we want to evaluate the reconstruction error of
Depth-wise Decomposition for a single layer. We conduct
experiments on decomposing five different convolutional
layers of ShuffleNet V2 [47]. We decompose each 3-by-3
convolutional layer with the baseline method [73], Depth-
wise Decomposition and Depth-wise Decomposition with
error compensation. Figure 3 shows the relative error of re-
constructing each of the five convolutional layers. As shown
in the figure, Depth-wise Decomposition results in lower
reconstruction error for all five layers. Furthermore, the
Depth-wise Decomposition with inter-channel compensa-
tion results in even smaller reconstruction error. This proves
that both Depth-wise Decomposition and Depth-wise De-
composition with inter-channel error compensation are bet-
ter at preserving the accuracy of the network while achiev-
ing the same level of effectiveness in terms of accelerating
the network.
Secondly, we want to measure the effectiveness of
Depth-wise Decomposition. Thus we measure how much
the top-1 error of the resulting network has increased when
decomposing a single convolutional layer in ShuffleNet
V2 [47]. We demonstrate the effectiveness of Depth-wise
Decomposition by showing the top-1 error of the networks
resulting from decomposing each of the four convolutional
layers in stage 4 of ShuffleNet V2 [47] along with the top-
1 error achieved by the original ShuffleNet V2 [47] model.
As shown in Figure 4, the baseline method [73], when ac-
celerating one convolutional layer by around 9×, largely
increases the top-1 error of the resulting network. In con-
trast, Depth-wise Decomposition, along with Depth-wise
Decomposition with error compensation do not have such
a significant impact on the top-1 error of the resulting net-
work.
4.3. Whole Model Decomposition
Lastly we want to measure the effect of decomposing
the whole model. First we train a ”folded” ShuffleNet
V2 [47]. In this model we replace depth-wise separa-
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Figure 4. Top-1 testing error for decomposing a single convolutional layer in ShuffleNet V2 [47]
ble convolutional layers with regular convolutional layers.
For example, a depth-wise convolution layer with shape
C ×C × kh × kw and a point-wise convolution with shape
N × C × 1× 1 will be replaced by a regular convolutional
layer with shapeN×C×kh×kw. We train this model with
the exact same settings as the original ShuffleNets V2 paper.
Our implementation is based on TensorPack [67]2. Shown
in Table 2, the Top-1 accuracy of ”folded” ShuffleNet V2 is
3.1% higher than the original ShuffleNet V2, which serves
as the upper bound of our proposed algorithm.
Then we decompose each convolutional layers in the
folded ShuffleNet V2 [47] using our multi-layer channel de-
composition method with inter-channel error compensation
(Section 3.6). This decomposed model has the exact same
architecture as the original ShuffleNet V2. Then the de-
composed model is further fine-tuned on ImageNet training
dataset for 10 epochs (Section 3.7).
As a baseline, we perform channel decomposition [73]
under 9× acceleration ratio on ShuffleNet V2 and fine-tune
for the same number of epochs as our model. However,
channel decomposition does not work well for high accel-
eration ratio in our case. Shown in Table 2, it even performs
worse than the original ShuffleNet V2.
2github.com/tensorpack/tensorpack
top-1 error baseline ours
ShuffleNet V2 0.5× [47] 39.7% 37.9%
ShuffleNet V2 1.0× [47] 30.6% 28.0%
ShuffleNet V2 2.0× [47] 25.1% 23.4%
Xception [8] 21.0% 20.1%
Table 3. Top-1 error for compressing ShuffleNet V2 family and
Xception
As is shown in Table 2, our Depth-wise Decomposition
with inter-channel error compensation has∼ 2% lower top-
1 error than the original ShuffleNet V2 [47]. It proves that
our method is able to achieve a better level of accuracy un-
der the same computational complexity compare to Shuf-
fleNet V2 [47].
To test the generalizability of our approach, we further
test on other ShuffleNet V2 architectures and Xception.
Shown in Table 3, The results are consistent with ShuffleNet
v2 0.5× in Table 2. For ShuffleNet v2 1×, our approach im-
proves the Top-1 accuracy by 1.6%. For ShuffleNet v2 2×,
the Top-1 accuracy improvement is 1.7%. For Xception,
the model performs 1.6% better.
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5. Conclusion
In conclusion, very deep convolutional neural networks
(CNNs) are widely used among many computer vision
tasks. However, most state-of-the-art CNNs are large,
which results in high inference latency. Recent depth-
wise separable convolution has been proposed for image
recognition tasks on the computationally limited platforms.
Though it is much faster than regular convolution, accuracy
is sacrificed. In this paper, we propose a novel decom-
position approach based on SVD, namely depth-wise de-
composition, for expanding regular convolution into depth-
wise separable convolution while maintaining high accu-
racy. Thorough experiments with the latest ShuffleNet V2
model [47] on ImageNet [10] have verified the effectiveness
of our approach.
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