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Abstract
In this article, we set up a functional setting for mean-field electronic struc-
ture models of Hartree-Fock or Kohn-Sham types for disordered crystals. The
electrons are quantum particles and the nuclei are classical point-like particles
whose positions and charges are random. We prove the existence of a minimizer
of the energy per unit volume and the uniqueness of the ground state density
of such disordered crystals, for the reduced Hartree-Fock model (rHF). We con-
sider both (short-range) Yukawa and (long-range) Coulomb interactions. In the
former case, we prove in addition that the rHF ground state density matrix
satisfies a self-consistent equation, and that our model for disordered crystals is
the thermodynamic limit of the supercell model.
Keywords: random Schrödinger operators, disordered crystals, electronic
structure, Hartree-Fock theory, mean-field models, density functional theory,
thermodynamic limit
Contents
1 Introduction 2
2 Electronic states in disordered crystals 6
2.1 Basic definitions and properties . . . . . . . . . . . . . . . . . . . 6
2.2 Ergodic locally trace class operators . . . . . . . . . . . . . . . . 8
2.3 Ergodic operators with locally finite kinetic energy . . . . . . . . 9
2.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Hoffmann-Ostenhof and Lieb-Thirring inequalities for er-
godic operators . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.3 A compactness result . . . . . . . . . . . . . . . . . . . . . 11
2.3.4 Spectral projections of ergodic Schrödinger operators . . . 14
2.3.5 A representability criterion . . . . . . . . . . . . . . . . . 16
3 Yukawa and Coulomb interaction 17
3.1 The stationary Laplacian . . . . . . . . . . . . . . . . . . . . . . 18
3.2 The Yukawa interaction . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 The Coulomb interaction . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Dual characterization . . . . . . . . . . . . . . . . . . . . . . . . . 23
c© 2012 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.
4 Stationary reduced Hartree-Fock model 24
4.1 Presentation of the model . . . . . . . . . . . . . . . . . . . . . . 24
4.2 Existence of a ground state . . . . . . . . . . . . . . . . . . . . . 26
4.3 From Yukawa to Coulomb . . . . . . . . . . . . . . . . . . . . . . 27
4.4 Self-consistent field equation . . . . . . . . . . . . . . . . . . . . . 28
5 Thermodynamic limit in the Yukawa case 30
Appendix: Proof of Theorem 2.13 38
Bibliography 39
1. Introduction
The modeling and simulation of the electronic structure of crystals is one of
the main challenges in solid state physics and materials science. Indeed, a crystal
contains an extremely large number (in fact an infinite number in mathematical
models) of quantum particles interacting through long-range Coulomb forces.
This complicates dramatically the mathematical analysis of such systems.
Finite size molecular systems containing no heavy atoms can be accurately
described by the N -body Schrödinger equation, or its relativistic corrections.
Because of its very high complexity, this equation is often approximated by
nonlinear models which are more amenable to numerical simulations. On the
other hand, no such reference model is available for infinite molecular systems
such as crystals. For this reason, in solid state physics and material sciences,
the electronic structure of crystals is often described by linear empirical models
on the one hand, and mean-field models of Hartree-Fock or Kohn-Sham types
on the other hand.
In linear empirical models, the electrons in the crystal are seen as non-
interacting particles in an effective potential Veff , so that their behavior is com-
pletely characterized by the effective Hamiltonian
H = −1
2
∆ + Veff ,
a self-adjoint operator on L2(Rd). Here d is the space dimension which is d = 3
for usual crystals. The cases d = 1 and d = 2 are also of interest since linear
polymers and crystalline surfaces behave, in some respects, as one- and two-
dimensional systems, respectively. Throughout this article, we adopt the system
of atomic units in which ~ = 1, me = 1, e = 1 and 4πε0 = 1, where ~ is the
reduced Planck constant, me the mass of the electron, e the elementary charge,
and ε0 the dielectric permittivity of the vacuum. For the sake of simplicity,
we work with spinless electrons, but our arguments can be straightforwardly
extended to models with spin.
When the system under study is a perfect crystal, the effective potential
Veff is an R-periodic function Vper, where R is a discrete lattice of Rd, and
the effective Hamiltonian is then a periodic Schrödinger operator on L2(Rd),
H = Hper = − 12∆ + Vper. The spectral properties of such operators are well-
known [30]. Under some appropriate integrability conditions on Vper, it follows
from Bloch theory that the spectrum of Hper is purely absolutely continuous
and composed of a countable number of (possibly overlapping) bands.
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It is possible to describe local defects in such effective linear models. Displac-
ing or changing the charge of a finite number of nuclei corresponds to adding a
potential W to Vper. Because such perturbations are local, the potential W de-
cays at infinity and therefore the effective HamiltonianHdefect = − 12∆+Vper+W
has the same essential spectrum as the unperturbed Hamiltonian Hper. On the
other hand, Hdefect may possess discrete eigenvalues below its essential spec-
trum, or lying in spectral gaps. They correspond to bound states of electrons
in the presence of the local defects.
Doped semiconductors and alloys are examples of disordered crystals, which
are perturbed in a non-local fashion. Such systems can be adequately modeled
by random Schrödinger operators [7, 35]. One famous example is the continuous
Anderson model
Hω = −1
2
∆ + Vω with Vω(x) =
∑
k∈R
qk(ω)χ(x − k),
where, typically, χ ∈ C∞c (Rd) and the qk’s are i.i.d. random variables. Here,
only the charges are changed but it is possible to also account for stochastic
displacements. The study of the spectral properties of ergodic Schrödinger
operators is a very active research topic (see e.g. [16] and the references therein).
In linear empirical models, the interactions between electrons are neglected
(apart from the implicit interaction originating from the Pauli principle pre-
venting two electrons from being in the same quantum state). Taking these
interactions into account is however a necessity for a proper physical descrip-
tion of these systems. One main difficulty is then that the Coulomb interaction
is long-range and screening becomes extremely important to explain the macro-
scopic stability of such systems. Understanding screening effects in a precise
manner is a difficult mathematical question.
As already mentioned above, there is no well-defined many-body Schrödinger
equation for crystals. The only available way to rigorously derive models for
interacting electrons in crystals is to use a thermodynamic limit procedure. The
idea is to confine the system to a box, with suitable boundary conditions, and
to study the limit when the size of the box grows to infinity. For stochastic
many-body systems based on Schrödinger’s equation, it is sometimes possible
to show that the limit exists. In [37], Veniaminov has first considered a many-
body quantum system with short range interactions. Short after, the existence
of the limit for a crystal made of quantum electrons and stochastic nuclei in-
teracting through Coulomb forces was shown in [3], by Blanc and the third
author of this article. In these two works dealing with the true many-body
Schrödinger equation, the value of the thermodynamic limit is not known. For
Thomas-Fermi-type models, Blanc, Le Bris and Lions were able to identify the
thermodynamic limit and to study its properties [2]. Unfortunately, Thomas-
Fermi theory is not able to reproduce important physical properties of stochastic
quantum crystals, like the Anderson localization under weak disorder.
The purpose of the present work is to propose and study a mean-field
(Hartree-Fock type) model which can be obtained from a thermodynamic limit
procedure, for an infinite, randomly perturbed, interacting quantum crystal.
This model is not as precise as the many-body Schrödinger equation, but it is
still much richer than Thomas-Fermi type theories. In particular, it seems ade-
quate for the description of Anderson localization in infinite interacting systems.
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More specifically, we consider a random nuclear charge µ(ω, x) ≥ 0. For
simplicity we do not consider point-like charges, and we assume that µ(ω, ·) ∈
L1loc(R
d) almost surely. Also we are interested in describing random perturba-
tions which have some space invariance, and we make the assumption that they
are the same when the system is translated by any vector of the underlying peri-
odic lattice R. We assume that the group R acts on the probability space in an
ergodic fashion and we always make the assumption that µ is stationary, which
means µ(τk(ω), x) = µ(ω, x+ k), where τ = (τk)k∈R is the ergodic group action
on the probability space. A typical example is given by a lattice R with one
nucleus per unit cell, whose charge and position are perturbed by i.i.d. random
variables,
µ(ω, x) =
∑
k∈R
qk(ω)χ
(
x− k − ηk(ω)
)
.
Similarly, the state of the electrons in the crystal is modelled by a one-particle
density matrix [23], that is, a random family of operators γ(ω) : L2(R3) →
L2(R3) such that 0 ≤ γ(ω) ≤ 1 almost surely. It is also assumed that γ is
stationary in the sense that its kernel satisfies γ(τk(ω), x, y) = γ(ω, x+ k, y+ k)
for all k ∈ R. These concepts will be recalled later in Section 2.1.
For any such electronic state γ we define in Section 4 the corresponding
reduced-Hartree-Fock (rHF) energy, in the field induced by the nuclear charge
µ. This energy is just the sum of the kinetic energy per unit volume of γ and the
potential energy per unit volume of γ and µ. The rHF model is obtained from
the generalized Hartree-Fock model [24, 1] by removing the exchange term [34].
Alternatively, it can be seen as an extended Kohn-Sham model [12] with no
exchange-correlation.
Defining the rHF energy properly requires to introduce several tools, which
is the purpose of Sections 2 and 3. We start by defining the average number
of particles and the kinetic energy per unit volume for ergodic density matrices
and we show useful inequalities. In particular we derive Hoffmann-Ostenhof [17]
and Lieb-Thirring inequalities [26, 27] for ergodic density matrices, which are
very important estimates that we use all the time. Loosely speaking, they can
respectively be stated as follows:
Average kinetic energy per unit vol. of γ ≥ E
(∫
Q
|∇√ργ |2
)
and
Average kinetic energy per unit vol. of γ ≥ K E
(∫
Q
ρ5/3γ
)
,
where Q is the unit cell, ργ is the density of the state γ and K is a constant
independent of γ.
In Section 3, we discuss Poisson’s equation
−∆V = 4πρ (1)
for stationary functions ρ(ω, x), where ∆ is the Laplace operator with respect to
the x-variable, and we explain that the situation is much more complicated than
in the periodic case. In particular, the neutrality condition E(
∫
Q
ρ) = 0 on the
charge density appearing on the right side of (1) is necessary but in general not
sufficient to find a stationary solution V . When E(
∫
Q
ρ2) <∞ and E(∫
Q
ρ) = 0,
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it is possible to give a necessary and sufficient condition for the existence of
a stationary solution V to (1) such that E(
∫
Q V
2) < ∞. In words, ρ should
be in the range of the “stationary Laplacian” which is a particular self-adjoint
extension of −∆ on L2(Ω×Q) with “stationary boundary conditions”.
Understanding Poisson’s equation (1) for general stochastic charge densities
ρ is an important and interesting problem in itself. In order to define the
associated Coulomb energy per unit volume, we adopt here a simple strategy
and take the limit m → 0 of the Yukawa energy. This means we consider the
regularized equation
−∆Vm +m2Vm = 4πρ (2)
and we define the Coulomb energy as the limit of E
(∫
Q
Vmρ
)
when m→ 0. We
then give in Section 3 several properties of this energy.
After these preliminaries, we are able to properly define and study the re-
duced Hartree-Fock energy for stochastic crystals in Section 4. In particular we
prove the existence of a minimizer γ of this energy and the uniqueness of the
ground state density ργ . In the Yukawa case m > 0, we also show that the
minimizers solve a self-consistent equation of the formγ = 1(−∞,εF)
(
−1
2
∆ + Vm
)
,
−∆Vm +m2Vm = 4π
(
ργ − µ
)
.
(3)
The mean-field operator
Hm = −1
2
∆ + Vm
is a random Schrödinger operator describing the collective behavior of the elec-
trons in the system. Studying its spectral properties would allow to understand
localization properties in the interacting stochastic crystal.
In Section 5, we finally prove that, in the Yukawa case, our model is actu-
ally the thermodynamic limit of the supercell reduced Hartree-Fock theory (the
system is confined to a box with periodic boundary conditions). This justifies
our theory with Yukawa interactions. For Coulomb forces, our proof does not
apply because of some missing screening estimates. We make more comments
about this later in Section 5.
Let us end this introduction by mentioning that our theory is rather general
and it actually works for any reasonable interaction potential which decays fast
enough at infinity. We concentrate on the Yukawa interaction because of the
limit m → 0 which corresponds to the more physical Coulomb case and which
we study as well in this paper. Note that we consider here the action of a
discrete group on Ω because we have in mind the case of a randomly perturbed
crystal. Our approach can also be applied to the case when the group acting on
Ω is Rd (amorphous material). We refer to [18] for details.
Acknowledgement. The research leading to these results has received fund-
ing from the European Research Council under the European Community’s
Seventh Framework Programme (FP7/2007–2013 Grant Agreement MNIQS no.
258023).
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2. Electronic states in disordered crystals
In mean-field models (such as Hartree-Fock or Kohn-Sham), the state of the
electrons is described by a self-adjoint operator γ acting on L2(R3), satisfying
0 ≤ γ ≤ 1 in the sense of quadratic forms, and such that Tr (γ) is the total
number of electrons in the system [23]. In (infinite) crystals, we always have
Tr (γ) = +∞. Such an operator γ is called a (one-particle) density matrix. The
purpose of this section is to recall the main properties of electronic states in
a class of random media, satisfying an appropriate invariance property called
stationarity.
2.1. Basic definitions and properties
Throughout this paper, d will denote the space dimension. We will later
focus on the cases where d ∈ {1, 2, 3}, but we keep d arbitrary in this section.
We restrict ourselves to the cubic lattice groupR = Zd to simplify the notations;
general discrete subgroups R can be tackled similarly without any additional
difficulty. We consider a probability space (Ω,F ,P) and an ergodic group action
τ of Zd on Ω. We recall that τ is called ergodic if it is measure preserving and if
for any A ∈ F satisfying τk(A) = A for all k ∈ Zd, it holds that P(A) ∈ {0, 1}.
Example 2.1 (i.i.d. charges). A typical probability space we have in mind is
the one arising from a random distribution of particles of charges q1 and q2 on
the sites of the lattice Zd with probabilities p1 and 1− p1. The probability space
is then given by Ω = {q1, q2}Zd and P = p⊗Zd where p = p1δq1 + (1− p1)δq2 . In
this case, the group action is τk(ω) = ω·+k.
The ergodic theorem [36, Theorem 6.1, Theorem 6.4], which will be exten-
sively used in the sequel, can be stated as follows:
Theorem 2.2 (Ergodic theorem). If τ is an ergodic group action of Zd on Ω
and X ∈ Lp(Ω), with 1 ≤ p <∞, then,
lim
n→∞
1
(2n+ 1)
d
∑
k∈Zd∩[−n2 ,n2 ]
X(τk(ω)) = E(X),
almost surely and in Lp (Ω).
A measurable function f : Ω× Rd → C is called stationary if
∀k ∈ Zd, f(τk(ω), x) = f(ω, k + x), a.s. and a.e.
We will make use of the families of stationary function spaces
Lps (L
q) =
{
f ∈ Lp (Ω, Lqloc (Rd)) | f is stationary} ,
and
Hms =
{
f ∈ L2 (Ω, Hmloc (Rd)) | f is stationary} ,
and resort, for convenience, to the shorthand notation Lps = L
p
s (L
p). Endowed
with the norms
‖f‖Lps(Lq) = E
(
‖f‖pLq(Q)
) 1
p
,
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and the scalar products
〈f, g〉L2s = E
(〈f, g〉L2(Q)) , 〈f, g〉Hms = E (〈f, g〉Hm(Q)) ,
where
Q :=
[
−1
2
,
1
2
)d
denotes the semi-open unit cube, the spaces Lps (L
q) are Banach spaces and the
spaces L2s and H
m
s are Hilbert spaces.
We denote by H = L2 (Rd) the space of complex valued, square integrable
functions, equipped with its usual scalar product 〈·, ·〉L2 . We also denote by
• B the space of the bounded linear operators on H, endowed with the
operator norm ‖·‖;
• S the space of the bounded self-adjoint operators on H;
• Sp the pth Schatten class on H. Recall that S1 is the space of the trace
class operators on H and S2 the space of the Hilbert-Schmidt operators
on H.
Let D be a dense linear subspace of H. A random operator with domain D is a
map A from Ω into the set of the linear operators on H such that D ⊂ D(A(ω))
a.s. and such that the map ω 7→ 〈A(ω)x, y〉 is measurable for all x ∈ D and
y ∈ H.
Of importance to us will be the uniformly bounded random operators A which
are such that sup essω∈Ω ‖A(ω)‖ < ∞. The Banach space of such operators is
denoted by L∞(Ω,B). This is a W ∗-algebra which is known to be the dual of
L1(Ω,S1) (see, e.g., [31, Corollary 3.2.2]). We will often use the corresponding
weak-∗ topology on L∞(Ω,B) for which An ⇀∗ A means
E (Tr (AnB))→ E (Tr (AB))
for all B ∈ L1(Ω,S1). Since L1(Ω,S1) is separable, any bounded sequence
(An) in L∞(Ω,B) has a subsequence (Ank) which converges weakly-∗ to some
A ∈ L∞(Ω,B). Similarly, we know that the dual of Lp(Ω,Sq) is nothing else
but Lp
′
(Ω,Sq′) when 1 = 1/p+ 1/p′ = 1/q + 1/q′ and 1 ≤ p, q <∞.
Let (Uk)k∈Zd be the group of unitary operators on H defined by
Ukf(x) = f(x+ k), a.e., ∀f ∈ H, ∀k ∈ Zd.
A random operator A (not necessarily uniformly bounded) is called ergodic or
stationary if for any k ∈ Zd, D ⊂ Uk(D) and the following equality holds
A(τk(ω)) = UkA(ω)U
∗
k , a.s.
One of the fundamental theorems for ergodic operators [35, Theorem 1.2.5 p.13]
states that for any self-adjoint ergodic operator A, there exists a closed set
Σ ⊂ R and a set Ω1 ∈ F with P(Ω1) = 1, such that σ(A(ω)) = Σ, for all
ω ∈ Ω1. The set Σ is called the almost sure spectrum of A.
We finally denote by S the space of the ergodic operators on H that are
almost surely bounded and self-adjoint.
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2.2. Ergodic locally trace class operators
In this section, we recall the definitions of the trace per unit volume, the
density and the kernel of an ergodic locally trace class operator (see e.g. [4, 11]).
For 1 ≤ p ≤ ∞, we denote by Lpc
(
R
d
)
the space of the compactly supported Lp
functions on Rd.
Definition 2.3 (Locally trace-class operators). A random operator A is called
locally trace class if χAχ ∈ L1(Ω,S1) for all χ ∈ L∞c (Rd), that is,
∀χ ∈ L∞c (Rd), E
(
Tr
(∣∣χA(·)χ∣∣) ) <∞.
We now focus on the particular case of ergodic operators, and denote by S1
the space of the ergodic, locally trace class operators. The following character-
ization of the positive operators of S1 will be useful.
Proposition 2.4 (Characterization of ergodic locally trace-class operators).
Let A be a positive, almost surely bounded, ergodic operator. Then A is locally
trace class if and only if E(Tr (1QA(·)1Q)) <∞.
The trace per unit volume of an operator A ∈ S1 is defined as
Tr (A) = E
(
Tr (1QA (·) 1Q)
)
. (4)
The following summarizes the main properties of locally trace-class ergodic
operators.
Proposition 2.5 (Kernel and density). Let A ∈ S1. Then, there exists a
unique function A(·, ·, ·) ∈ L1(Ω, L2loc(Rd × Rd)), called the kernel of A, and a
unique function ρA ∈ L1s, called the density of A, such that
∀ϕ ∈ L2c(Rd), (A(ω)ϕ) (x) =
∫
Rd
A(ω, x, y)ϕ(y) dy a.s. and a.e.
and
∀χ ∈ L∞c (Rd), Tr (χA(ω)χ) =
∫
Rd
χ2(x)ρA(ω, x) dx a.s. (5)
The kernel A(·, ·, ·) is stationary in the following sense
A(τk(ω), x, y) = A(ω, x+ k, y + k), ∀k ∈ Zd a.e. and a.s.
Moreover, if A ≥ 0, then ρA ≥ 0.
Note that it follows from (4) and (5) that
Tr (A) = E
(∫
Q
ρA
)
.
The proofs of Propositions 2.4 and 2.5 are elementary; they can be read in [18].
The following cyclicity property is proved in [11], based on arguments in [10]
(see also [18] for a detailed proof): if B is an ergodic operator in L∞ (Ω,B) and
A a positive operator in S1∩L∞(Ω,B), then BA and AB are in S1∩L∞(Ω,B)
and
Tr (BA) = Tr (AB) . (6)
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2.3. Ergodic operators with locally finite kinetic energy
Ergodic density matrices for fermions are operators γ ∈ S1 ∩ S such that
0 ≤ γ ≤ 1 a.s. By Birkhoff’s theorem, the trace per unit volume can be
interpreted from a physical viewpoint as the average number of particles per
unit volume. In this section, we define and study in a similar fashion the average
kinetic energy per unit volume.
2.3.1. Definition
For 1 ≤ j ≤ d, as usual, we denote by Pj = −i∂xj the momentum operator
in the jth direction, which is self-adjoint with D(Pj) = {ϕ ∈ H | ∂xjϕ ∈ H}.
As Pj commutes with the translations, we see that for all A ∈ S1, the operator
PjAPj is ergodic. The operator PjAPj is well defined and bounded on D(Pj),
with values in D(Pj)′, where D(Pj)′ is the topological dual space of D(Pj). We
say that the kinetic energy of A is locally finite if PjAPj ∈ S1, and we then call
Tr (−∆A) :=
d∑
j=1
Tr (PjAPj)
the average kinetic energy per unit volume of A. We denote byS1,1 the subspace
of S1 composed of the ergodic locally trace class operators with locally finite
kinetic energy.
2.3.2. Hoffmann-Ostenhof and Lieb-Thirring inequalities for ergodic operators
For finite systems (γ ∈ S1 ∩ S, 0 ≤ γ ≤ 1 and Tr (−∆γ) < ∞), the
Hoffmann-Ostenhof [17, 23] and Lieb-Thirring [26, 27, 23] inequalities provide
useful properties of the map γ 7→ ργ . In this section, we state and prove an
equivalent of these inequalities for ergodic density matrices with locally finite
kinetic energy.
Proposition 2.6 (Hoffmann-Ostenhof inequality for ergodic operators). Let A
be a positive operator in S1,1 ∩ S. Then
√
ρA ∈ H1s and E
(∫
Q
|∇√ρA|2
)
≤ Tr (−∆A).
Proof. It follows from Proposition 2.5 that
√
ρA ∈ L2s. Let B be a compact set of
Rd and η ∈ C∞c (Rd) such that η ≡ 1 on B and 0 ≤ η ≤ 1. The operator ηA(ω)η
has finite kinetic energy a.s. Therefore, the Hoffmann-Ostenhof inequality gives
∣∣∇√ρA(ω)∣∣ = |∇√ρηA(ω)η| ≤√∑
n∈N
λn(ω)|∇ϕn(ω)|2 a.s. and a.e. on B,
where (ϕn(ω))n∈N is an orthonormal basis of eigenvectors of the compact self-
adjoint operator ηA(ω)η and (λn(ω))n∈N the associated eigenvalues. As∫
B
∑
n∈N
λn(ω)|∇ϕn(ω)|2 =
d∑
j=1
Tr (1BPjηA (ω) ηPj1B) a.s.
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and as for all 1 ≤ j ≤ d, 1B [Pj , η] = −i1B∂xjη = 0, we deduce that∫
B
|∇√ρA(ω)|2 ≤
d∑
j=1
Tr (1BηPjA (ω)Pjη1B) =
d∑
j=1
Tr (1BPjA (ω)Pj1B) .
Therefore
E
(∫
B
|∇√ρA|2
)
≤
d∑
j=1
E (Tr (1BPjAPj1B)) .
As A has locally finite kinetic energy, we conclude that
√
ρA ∈ H1s . For B = Q,
we obtain the stated inequality.
The following corollary is an obvious consequence of Proposition 2.6 and of
the Sobolev embeddings.
Corollary 2.7. Let A be a positive operator in S1,1 ∩ S. Then, ρA ∈ L1s (Lp),
for p = +∞ if d = 1, p ∈ [1,+∞) if d = 2 and 1 ≤ p ≤ dd−2 if d ≥ 3.
The following is now the ergodic equivalent of the Lieb-Thirring inequal-
ity [26, 27, 23].
Proposition 2.8 (Lieb-Thirring inequality for ergodic operators). There exists
a constant K(d) > 0, depending only on the space dimension d ≥ 1, such that
for all γ ∈ S1,1 ∩ S with 0 ≤ γ(ω) ≤ 1 a.s.,
ργ ∈ L
d+2
d
s and K(d) E
(∫
Q
ρ
d+2
d
γ
)
≤ Tr (−∆γ). (7)
Proof. To prove (7), we apply the Lieb-Thirring inequality in a box of side-length
L, and then let L go to infinity. The constant K(d) can be chosen equal to the
optimal Lieb-Thirring constant in the whole space. Let ΓL = [−L/2, L/2)d
and let (χL)L∈N∗ be a sequence of localizing functions in C
∞
c
(
Rd
)
, such that
0 ≤ χL ≤ 1, χL ≡ 1 on ΓL−1, χL ≡ 0 outside of ΓL, and |∇χL(x)| ≤ C. We
first apply the Lieb-Thirring inequality to χLγ(ω)χL and obtain
K(d)
∫
ΓL−1
ργ(ω, x)
d+2
d dx ≤ Tr (−∆χLγ(ω)χL) a.s.
Next, using the stationarity of ργ and the equality [Pj , χL] = −i∂xjχL, we get
for any ε > 0
K(d) E
(∫
Q
ρ
d+2
d
γ
)
≤ (1 + ε)
(L− 1)d
d∑
j=1
E (Tr (χLPjγPjχL))
+
1 + 1/ε
(L− 1)d
d∑
j=1
E
(
Tr
((
∂xjχL
)
γ
(
∂xjχL
)))
. (8)
For each 1 ≤ j ≤ d, we have
Tr (χLPjγ(ω)PjχL) ≤
∑
k∈ΓL∩Zd
Tr (1QPjγ(τk (ω))Pj1Q) a.s.
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It follows from the ergodicity of γ (hence of PjγPj) that
d∑
j=1
E (Tr (χLPjγPjχL)) ≤ LdTr (−∆γ) . (9)
Besides,
Tr
(
(∂xjχL)γ(∂xjχL)
)
=
∫
ΓL\ΓL−1
ργ(ω, ·)(∂xjχL)2 ≤ C
∫
ΓL\ΓL−1
ργ(ω, ·),
where we have used that ∇χL is uniformly bounded. Using again the station-
arity of ργ , we obtain
d∑
j=1
E
(
Tr
(
∂xjχL
)
γ
(
∂xjχL
)) ≤ CLd−1Tr (γ) . (10)
Combining (8), (9) and (10), letting L go to infinity then letting ε go to 0, we
end up with the claimed inequality.
2.3.3. A compactness result
In this section we investigate the weak compactness properties of the set of
fermionic density matrices with finite average number of particles and kinetic
energy per unit volume
K := {γ ∈ S1,1 ∩ S, 0 ≤ γ ≤ 1 a.s.} . (11)
This set is a weakly-∗ closed convex subset of L∞(Ω,B). The following result
will be very useful.
Proposition 2.9 (Weak compactness of ergodic density matrices). Let (γn) be
any sequence in K. Then there exists γ ∈ K and a subsequence (nk) such that
1. γnk ⇀∗
k→∞
γ in L∞(Ω,B),
2. lim
k→∞
Tr (γnk) = Tr (γ),
3. ργnk ⇀k→∞
ργ weakly in L
d+2
d
s ,
4. Tr (−∆γ) ≤ lim inf
n→∞
Tr (−∆γn).
Note that, in average, there is never any loss of particles when passing to
weak limits: Tr (γn) tends to Tr (γ) as n → ∞. On the other hand, even if
we have ργn ⇀ ργ weakly and E(
∫
Q ργn) → E(
∫
Q ργ), in general we do not
have almost sure convergence and we do not expect strong convergence in Lps
for 1 ≤ p ≤ 1 + 2/d.
Example 2.10 (Weak versus strong convergence for ργn). Consider a smooth
function ϕ with compact support in the ball B(0, 1/2) such that ‖ϕ‖L2 = 1, and
the operator
γn =
∑
k∈Zd
1 + sin(2πnωk)
2
∣∣ϕ(·+ k)〉〈ϕ(·+ k)∣∣.
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where (ωk)k∈Zd are i.i.d. variables, uniformly distributed on [0, 1]. Then we
have γn ∈ S1,1, 0 ≤ γn ≤ 1,
γn ⇀∗ γ =
1
2
∑
k∈Zd
∣∣ϕ(·+ k)〉〈ϕ(· + k)∣∣ in L∞(Ω,B)
and
ργn =
∑
k∈Zd
1 + sin(2πnωk)
2
∣∣ϕ(·+ k)∣∣2 ⇀ ργ = 1
2
∑
k∈Zd
∣∣ϕ(·+ k)∣∣2
weakly in Lps for 1 < p <∞. We also have
E
(∫
Q
ργn
)
= E
(∫
Q
ργ
)
, ∀n ∈ N
However, since sin(2πnωk)⇀ 0 weakly but not strongly in L
p([0, 1]), we do not
have any strong convergence for ργn.
Proof of Proposition 2.9. Consider a sequence (γn) as in the statement. Since
(γn) is bounded in L∞(Ω,B), there exists γ ∈ L∞(Ω,B) such that γn converges
to γ weakly-∗ in L∞(Ω,B), up to extraction of a subsequence (denoted the same
for simplicity). Recall that γn ⇀∗ γ means
lim
n→∞E (Tr (Aγn)) = E (Tr (Aγ))
for all A ∈ L1(Ω,S1). Using for instance A = Y |f〉〈g| for some fixed f, g ∈
H = L2(Rd) and some fixed Y ∈ L1(Ω), we find in particular that
∀f, g ∈ H, ∀Y ∈ L1(Ω), E (Y 〈g, γf〉) = lim
n→∞E (Y 〈g, γnf〉) . (12)
Hence, 〈g, γnf〉 converges to 〈g, γf〉 weakly−∗ in L∞(Ω). Using this, it is easy
to verify that γ is ergodic and satisfies γ∗ = γ, 0 ≤ γ ≤ 1 a.s.
Let now (fk)k≥1 be any orthonormal basis of L2(Q) where we recall that
Q is the unit cell. Using that E (〈fk, γnfk〉) → E (〈fk, γfk〉) for each k ≥ 1 as
n→∞, and Fatou’s lemma in ℓ1(N), we obtain
E (Tr (1Qγ1Q)) =
∑
k≥1
E (〈fk, γfk〉) ≤ lim inf
n→∞
E
∑
k≥1
〈fk, γnfk〉

= lim inf
n→∞
E (Tr (1Qγn1Q)) .
By Proposition 2.4, we conclude that γ ∈ S1. The same argument can be
employed to show that γ ∈ S1,1, assuming this time that each fk is in H10 (Q).
Then we have for each k
lim
n→∞E (〈fk, PjγnPjfk〉) = limn→∞E (〈(Pjfk), γn(Pjfk)〉) = E (〈(Pjfk), γ(Pjfk)〉) ,
by (12) and with Pj = −i∂xj . By Fatou’s Lemma in ℓ1(N) we see that
Tr (−∆γ) =
d∑
j=1
∑
i
E (〈(Pjfk), γ(Pjfk)〉) ≤ lim inf
n→∞
Tr (−∆γn) .
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Let us now prove that Tr (γn) indeed converges to Tr (γ). We consider a
smooth function χ in C∞c (R
d). The sequence (γn) being bounded in S1,1, there
exists a constant C ∈ R+ such that for all n ∈ N and 1 ≤ j ≤ d,
E (Tr (χγnχ)) + E (Tr (χPjγnPjχ)) + E
(
Tr
(
∂xjχ
)
γn
(
∂xjχ
)) ≤ C.
Using again the relation [Pj , χ] = −i∂xjχ, we obtain
E (Tr (PjχγnχPj)) ≤ 4C,
hence
E
(
Tr
(
(1−∆) 12 χγnχ (1−∆)
1
2
))
= E (Tr (χγnχ)) + E (Tr (−∆(χγnχ)))
= E (Tr (χγnχ)) +
d∑
j=1
E (Tr (PjχγnχPj))
≤ (1 + 4d)C.
This proves that (1−∆)1/2 χγnχ (1−∆)1/2 is bounded in L1(Ω,S1) or, equiv-
alently, that (1−∆)1/2 χ√γn is bounded in L2(Ω,S2). From this we infer that
(1−∆) 12 χγnχ =
{
(1−∆) 12 χγnχ (1−∆)
1
2
}
(1−∆)− 12
is bounded in L1(Ω,S1), since (1−∆)−1/2 is a bounded operator. Similarly,
we can write
(1−∆) 12 χγnχ =
{
(1−∆) 12 χ√γn
}√
γnχ,
which is now bounded in L2(Ω,S2), since
∥∥√γnχ∥∥ ≤ C due to the assumption
that 0 ≤ γn ≤ 1. We conclude that (1−∆)1/2 χγnχ is bounded in L1(Ω,S1) ∩
L2(Ω,S2), hence in Lp(Ω,Sp) for all 1 ≤ p ≤ 2, by interpolation. In particular,
(1−∆) 12 χγnχ ⇀ (1−∆)
1
2 χγχ weakly in Lp(Ω,Sp) for all 1 < p ≤ 2. (13)
That the limit can only be (1−∆)1/2 χγχ follows for instance from (12) with
functions f, g ∈ H1(Rd).
We consider now a fixed function Y ∈ L∞(Ω) and write
E (Y Tr (χγnχ)) = E
(
Y Tr
(
(1−∆)1/2 χγnχ1B (1−∆)−1/2
))
,
where B is a large enough ball containing the support of χ. By the Kato-Seiler-
Simon inequality [33, Thm. 4.1],
∀p ≥ 2, ‖f(x)g(−i∇)‖
Sp
≤ (2π)−d/p ‖f‖Lp(Rd) ‖g‖Lp(Rd) , (14)
we have
∥∥∥1B (1−∆)−1/2∥∥∥
S1+d
≤ (2π)−d/p|B| 11+d
(∫
Rd
dp
(1 + |p|2) 1+d2
) 1
1+d
,
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hence 1B (1−∆)−1/2 ∈ S1+d. Thus Y 1B (1−∆)−1/2 ∈ L∞(Ω,S1+d) ⊂
L1+d(Ω,S1+d). Since 1 < 1 + 1/d ≤ 2 we obtain by the weak convergence (13)
in L1+1/d(Ω,S1+1/d) = L1+d(Ω,S1+d)′,
lim
n→∞
E (YTr (χγnχ)) = E
(
Y Tr
(
(1−∆)1/2 χγχ1B (1−∆)−1/2
))
= E (Y Tr (χγχ)) .
We can reformulate this into
lim
n→∞E
(
Y
∫
Rd
χ2ργn
)
= E
(
Y
∫
Rd
χ2ργ
)
, (15)
for all Y ∈ L∞(Ω) and all χ ∈ C∞c (Rd).
As Tr (−∆γn) is bounded, we infer from the Lieb-Thirring inequality for
ergodic operators (Proposition 2.8) that (ργn) is bounded in L
1+2/d
s . We can
therefore extract a subsequence which weakly converges in L1+2/ds to some ρ ∈
L
1+2/d
s . Since the space spanned by the functions of the form Y χ2 with Y ∈
L∞(Q) and χ ∈ C∞c (Q) is dense in L1+d/2(Ω × Q), we deduce from (15) that
ργ = ρ. Now, using that 1Q ∈ L1+d/2(Ω × Q), we finally obtain the claimed
convergence
lim
n→∞
Tr (γn) = lim
n→∞
E
(∫
Q
ργn
)
= E
(∫
Q
ργ
)
= Tr (γ) . (16)
This concludes the proof of the proposition.
2.3.4. Spectral projections of ergodic Schrödinger operators
The following result provides a control of the average number of particles
and kinetic energy per unit volume of the spectral projections of an ergodic
Schrödinger operator, in terms of the negative component V− = max(−V, 0)
of the external potential. We will use it later in Section 4.4 to prove that the
ground state density matrix of the reduced Hartree-Fock model with Yukawa
potential is solution to a self-consistent equation.
Proposition 2.11 (Spectral projections are in S1,1). Let V ∈ L2s be such that
the operator H = −∆ + V is essentially self-adjoint on C∞c (Rd) and V− ∈
L
1+d/2
s . Denote by Pλ = 1(−∞,λ) (H) the spectral projection of H corresponding
to filling all the energy levels below λ. Then, Pλ ∈ S1,1 for any λ ∈ R and there
is a constant C > 0 (depending only on d ≥ 1) such that
Tr (Pλ) ≤ C
(
E
(∫
Q
(V − λ)
d+2
2−
)) d
d+2
, (17)
and
Tr (−∆Pλ) ≤ C E
(∫
Q
(V − λ)
d+2
2−
)
. (18)
The estimate (17) on Tr (Pλ) is probably not optimal but it is sufficient for
our purposes.
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Proof. Let us first prove that Pλ ∈ S1,1 under the assumption that V− ∈
L∞
(
Ω× Rd). By the Feynman-Kac formula [32, Theorem 6.2 p.51], we have
for all t > 0
ρe−t(−∆+V ) ≤
e
t‖V−‖L∞(Rd)
(4πt)
d/2
a.s. (19)
Using then the inequality 1(−∞,λ] (x) ≤ e−t(x−λ) for all λ ∈ R and all t > 0,
as well as the fact that V is uniformly bounded from below, we deduce that
Pλ ∈ S1 and ρPλ ∈ L∞
(
Ω× Rd). Likewise, using the inequality x1(−∞,λ] (x) ≤
λ1λ≥0e−t(x−λ), we obtain that HPλ ∈ S1, hence that Pλ ∈ S1,1.
Now that we know that Pλ ∈ S1,1, we can derive bounds which only de-
pend on ‖(V − λ)−‖L1+d/2s . The general case will then follow from a simple
approximation argument. We start by noting that
0 ≤ Tr ((−∆+ V − λ)−) = −Tr ((−∆+ V − λ)Pλ)
≤ −C ‖ρPλ‖
d+2
d
L
d+2
d
s
+ ‖ρPλ‖
L
d+2
d
s
∥∥(V − λ)−∥∥
L
d+2
2
s
≤ C ∥∥(V − λ)−∥∥ d+22
L
d+2
2
s
,
where we have used the Lieb-Thirring inequality (7) for ergodic operators.
Therefore
Tr (Pλ) = ‖ρPλ‖L1s ≤ C ‖ρPλ‖L d+2ds
≤ C ∥∥(V − λ)−∥∥ d2
L
d+2
2
s
. (20)
As 0 ≤ Tr ((−∆+ V − λ)−), we obtain
Tr (−∆Pλ) ≤ C
∥∥(V − λ)−∥∥ d+22
L
d+2
2
s
. (21)
This concludes the proof in the case of bounded below potentials. In the general
case we consider the sequences of cutoff potentials Vn = max {V,−n} and corre-
sponding operators Hn = −∆+ Vn and show that for any bounded continuous
function f , the operator f (Hn) converges to f (H) in the strong operator topol-
ogy a.s. We conclude the proof using an appropriate approximation of 1(−∞,λ]
by bounded continuous functions (see [18] for details).
We can now use the previous theorem to deduce a useful variational char-
acterization of the spectral projection Pλ among all ergodic fermionic density
matrices γ ∈ K having a locally finite kinetic energy.
Proposition 2.12 (Variational characterization of spectral projections). As-
sume that V is as in Proposition 2.11 and denote again Pλ := 1(−∞,λ)(H) with
H = −∆+ V . For every λ ∈ R, the minimization problem
inf
γ∈K
{
Tr (−∆γ) + E
(∫
Q
V ργ
)
− λTr (γ)
}
(22)
admits as unique minimizers the operators of the form γ = Pλ + δ where 0 ≤
δ ≤ 1{λ}(H).
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Note that E(
∫
Q
V ργ) is well defined in (−∞,+∞] since V− ∈ L1+d/2s by
assumption, whereas ργ ∈ L1+2/ds by the Lieb-Thirring inequality (7).
Proof. When γ is smooth enough (−∆γ ∈ S1 for example) and V ∈ L∞s , we
can write
Tr (−∆(γ − Pλ)) + E
(∫
Q
V (ργ − ρPλ)
)
− λTr (γ − Pλ)
= Tr ((−∆+ V − λ)(γ − Pλ)) ≥ Tr
(| −∆+ V − λ|(γ − Pλ)2) .
In the last estimate we have used the cyclicity property (6) and the fact that
P⊥λ (γ − Pλ)P⊥λ − Pλ(γ − Pλ)Pλ ≥ (γ − Pλ)2,
which turns out to be equivalent to 0 ≤ γ ≤ 1. A simple approximation argu-
ment now shows that the inequality
Tr (−∆γ)+E
(∫
Q
V ργ
)
−λTr (γ) ≥ Tr (−∆Pλ)+E
(∫
Q
V ρPλ
)
−λTr (Pλ)
+ Tr
(
|H − λ|1/2(γ − Pλ)2|H − λ|1/2
)
is actually valid under the weaker assumptions of the proposition. It is then
clear that Pλ minimizes (22) and that the other minimizers must satisfy |H −
λ|1/2(γ − Pλ) = 0, which is the same as saying that the range of γ − Pλ is
included in the kernel of H − λ.
2.3.5. A representability criterion
The aim of representability criteria is to identify sets of densities ρ that arise
from admissible density matrices. For finite systems, if γ ∈ S1 ∩ S, 0 ≤ γ ≤ 1,
and Tr (−∆γ) <∞, then ργ ≥ 0 and√ργ ∈ H1
(
Rd
)
by the Hoffmann-Ostenhof
inequality. Lieb’s representability theorem [20, Theorem 1.2] shows that these
conditions are sufficient for a function ρ to be representable.
In the ergodic case, we know that a density ρ must satisfy ρ ≥ 0, √ρ ∈
H1s and ρ ∈ L1+2/ds , by the Lieb-Thirring inequality (7). Clearly a stationary
function ρ such that ρ ≥ 0 and √ρ ∈ H1s is not necessarily the density of an
ergodic density matrix with finite kinetic energy, since in general{
ρ ≥ 0 | √ρ ∈ H1s
} 6⊂ L d+2ds .
It is an interesting open problem to determine the exact representability condi-
tions in the ergodic case. Theorem 2.13 below gives sufficient conditions for ρ
to be representable. These conditions are also necessary for d = 1.
Theorem 2.13 (A sufficient condition for representability). We assume that
d ≥ 1. Let ρ be a function satisfying
ρ ≥ 0, ρ ∈ L3s and
√
ρ ∈ H1s .
Then, there exists a self-adjoint operator γ in S1,1 ∩ S, satisfying 0 ≤ γ ≤ 1
and ργ = ρ a.s.
Theorem 2.13 is proved in the Appendix, following ideas of Lieb [20].
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3. Yukawa and Coulomb interaction
This section is devoted to the definition of the potential energy per unit
volume of a stationary charge distribution f . In our setting, f will be ργ − µ,
where µ is the nuclear charge distribution and ργ the density associated with
an electronic state γ. We will consider two types of interactions, namely the
(long-range) Coulomb and the (short-range) Yukawa interactions.
In dimension d ≥ 1, the Coulomb self-interaction of a charge density f is
given by
D(f, f) =
∫
Rd
V (x) f(x) dx.
where V is the Coulomb potential induced by f itself, which is solution to
Poisson’s equation
−∆V = |Sd−1| f. (23)
Here |Sd−1| is the Lebesgue measure of the unit sphere Sd−1 (|S0| = 2, |S1| =
2π, |S2| = 4π). For later purposes, it is convenient to regularize this equation
by adding a small mass m as follows :
(−∆+m2)V = |Sd−1| f. (24)
Whenever m = 0 or m > 0, we have the following formulas for the Coulomb
(m = 0) and Yukawa (m > 0) self-energies:
Dm(f, f) =
∣∣Sd−1∣∣ ∫
Rd
∣∣∣f̂ (K)∣∣∣2
|K|2 +m2 dk =
∣∣Sd−1∣∣ ∥∥∥(−∆+m2)− 12 f∥∥∥2
L2
(25)
=
∫
Rd
∫
Rd
Ym(x− y)f(x) f(y) dx dy (26)
=
∫
Rd
∣∣∣∣∫
Rd
Wm(x − y)f(y) dy
∣∣∣∣2 dx. (27)
Here f̂ is the Fourier transform1 of f . Of course we need appropriate decay and
integrability assumptions on f to make the previous formulas meaningful. The
Yukawa and Coulomb kernels are given by
Ym(x) =
 m
−1e−m|x|
K0 (m |x|)
|x|−1e−m|x|
and Y0(x) =
 − |x| if d = 1,− log (|x|) if d = 2,|x|−1 if d = 3,
withK0 (r) =
∫∞
0
e−r cosh t dt the modified Bessel function of the second type [22].
The Coulomb potential is nothing but the limit of the Yukawa potential when
the parameter m goes to 0. Similarly, the function Wm is defined by its Fourier
transform
Ŵm(K) =
√
|Sd−1|(2π)−d/2√
m2 + |K|2 .
1In the whole paper we use the convention f̂ (K) = (2pi)−
d
2
∫
Rd
f (x) e−iK·xdx.
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Using the integral representation x−1/2 = 2π−1
∫∞
0
(x+ s2)−1ds, we see that
Wm(x) =
2
π
√
|Sd−1|
∫ ∞
0
Y√s2+m2(x) ds. (28)
This can be used to compute Wm in some cases, or to simply deduce that, when
m > 0, Wm is positive, decays exponentially at infinity, and behaves at zero like
|x|−2 in dimension d = 3, like |x|−1 when d = 2 and like log |x| for d = 1.
Our goal in this section is to define the Yukawa and Coulomb energies per
unit volume for a stationary charge distribution f . Formally, this is just
E
(∫
Q
V f
)
where V solves (23) form = 0 or (24) form > 0. We are implicitly using here the
fact that the potential V is stationary when f has this property. Unfortunately,
giving a meaning to Poisson’s equation (23) in the stochastic setting in not an
easy task. Already when f is periodic, we know that this equation can only
have a solution when
∫
Q
f = 0. Here the situation is even worse, as we explain
below. To simplify matters, we first introduce the Yukawa energy per unit
volume Dm(f, f) for m > 0 and then we define the Coulomb energy as the limit
of Dm(f, f) as m→ 0, when it exists. Thus we start by giving a clear meaning
to the three possible formulas (25), (26) and (27) in the Yukawa case m > 0.
In the next section we introduce the stationary Laplacian −∆s which allows to
write a formula similar to (25).
3.1. The stationary Laplacian
In this section we define an operator which we call the stationary Laplacian,
which is nothing but the usual Laplacian in the x variable acting on L2(Ω×Q),
with stationary boundary conditions at the boundary of Q. Surprisingly, this
operator does not seem to have been considered before.
Let A0 be the operator on L2s defined by{
D(A0) = L
2
s ∩ L2(Ω, C2(Rd)),
A0f(ω, x) = −∆f(ω, x) a.s. and a.e., ∀f ∈ D(A0),
where ∆ =
∑d
j=1 ∂
2
xj refers to the usual Laplace operator on C
2(Rd) w.r.t. the
x variable. Using stationarity, we obtain
〈f,A0g〉L2s = E
(∫
Q
∇f(·, x) · ∇g(·, x) dx
)
, ∀f, g ∈ D(A0).
Thus, A0 is a symmetric, non-negative operator on L2s with dense domainD(A0).
We denote by −∆s its Friedrichs extension [35, theorem 4.1.5, p.115], and call
the operator ∆s the stationary Laplacian. The form domain of the operator
−∆s is H1s and its domain is H2s .
When Ω is finite, the spectrum of −∆s is purely discrete. If the probability
space is defined as in Example 2.1, then σ(−∆s) = [0,+∞). Thanks to the
ergodicity of the group action, one can prove that ker (−∆s) = span {1}. In
contrast to the periodic case, there is (in general) no gap in the spectrum of
−∆s above 0. In other words, there is no Poincaré-Wirtinger type inequality
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in H1s . This can be seen, for instance, by considering the sequence of functions
Φn(ω, x) = n
−d/2Φ
(
ω, n−1x
)
, where Φ (ω, x) =
∑
k∈Zd Y (τk(ω))χ(x − k) with
Y ∈ L1 (Ω) and χ ∈ C∞c
(
Rd
)
with support in the unit cube Q and such that∫
Q χ(x) dx = 0. These functions are such that ‖Φn‖L2s = 1 and E(
∫
Q Φn) = 0
for any n ∈ N, and ‖∇Φn‖(L2s)d → 0 as n→∞.
That there is no Poincaré-Wirtinger inequality means that solving Poisson’s
equation (23) in the stochastic (ergodic) setting is complicated. Contrarily
to the periodic case, it is not sufficient to ask that f /∈ ker (−∆s), that is
E(
∫
Q
f) = 0. If we are given f ∈ L2s, then we see that there exists V ∈ L2s such
that −∆sV = |Sd−1|f if and only if f belongs to the range of −∆s. In the next
section we consider the simpler Yukawa equation (24).
3.2. The Yukawa interaction
Let m > 0. If f ∈ L2s, we can define by analogy with (25)
Dm(f, f) =
∣∣Sd−1∣∣ ∥∥∥(−∆s +m2)− 12 f∥∥∥2
L2s
. (29)
The operator
(−∆s +m2)− 12 being bounded, Dm is well-defined on L2s. To set
up our mean-field model for disordered crystals, we however need to extend the
quadratic form Dm to a larger class of functions. Formal manipulations show
that for a stationary function f
Dm(f, f) = E
(∫
Q
∫
Rd
Ym(x− y) f(·, x) f(·, y) dx dy
)
= E
(∫
Q
∣∣∣∣∫
Rd
Wm(x− y)f(·, y) dy
∣∣∣∣2 dx
)
. (30)
The second formula is more suitable for a proper definition of Dm. We claim
that the function (Wm ∗ f) (ω, x) :=
∫
Rd
f (ω, y)Wm (x− y) dy is well-defined
for all f ∈ L1s, and is in L1s. This follows from the following elementary result.
Lemma 3.1 (Convolution of stationary functions). Let f ∈ Lts(Lq) and W ∈
Lploc(R
d) such that ∑
k∈Zd
‖W‖Lp(Q+k) <∞,
for some 1 ≤ p, q, t ≤ ∞. Then the function
(W ∗ f) (ω, x) :=
∫
Rd
f (ω, y)W (x− y) dy (31)
belongs to Lts(L
r) with 1 + 1/r = 1/p+ 1/q, and
‖W ∗ f‖Lqs(Lr) ≤ C ‖f‖Lts(Lq)
∑
k∈Zd
‖W‖Lp(Q+k)
 (32)
for a constant C depending only on the dimension d. If 1 < p, q, r <∞, we can
replace ‖W‖Lp(Q+k) by the weak norm ‖W1Q+k‖Lpw in (32).
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Proof. In order to prove the convergence of the integral in (31), we write∫
Rd
|f (ω, y) | |W (x− y) | dy =
∑
k∈Zd
∫
Q+k
|f (ω, y) | |W (x− y) | dy
=
∑
k∈Zd
∫
Q
|f (τk(ω), y) | |W (x− y − k) | dy
where we have used the stationarity of f . By the standard Young inequality we
have for a.e. x ∈ Q and a.s.∥∥∥∥∫
Q
|f (τk(ω), y) | |W (x− y − k) | dy
∥∥∥∥
Lr(Q)
≤ ‖W (· − k)‖Lp(2Q) ‖f(τk(ω), ·)‖Lq(Q)
and therefore∥∥∥∥∫
Q
|f (τk(ω), y) | |W (x− y − k) | dy
∥∥∥∥
Lts(L
r)
≤ ‖W (· − k)‖Lp(2Q) ‖f‖Lts(Lq) .
The rest follows. The estimate with the weak norm ‖W1Q+k‖Lpw follows from
the generalized Young inequality [29].
Since Wm ∈ L1(Rd) when m > 0, Lemma 3.1 shows that Wm ∗ f ∈ L1s when
f ∈ L1s. Now we can define
Dm(f, f) := E
(∫
Q
|Wm ∗ f |2
)
(33)
for any f in the space
DY :=
{
f ∈ L1s |Wm ∗ f ∈ L2s
}
(34)
which we call the space of locally integrable functions with locally finite Yukawa
energy. It is easy to see that the space DY in fact does not depend on m > 0.
It is a subspace of L1s , with associated norm ‖f‖L1s +D1(f, f)
1/2, and a Banach
space for this norm.
Using Lemma 3.1, (28) and the known properties of Wm, we deduce the
following result.
Corollary 3.2 (Some functions of DY ). We have, in dimension d,
L1s ⊃ DY ⊃

L2s(L
1) if d = 1,
L2s(L
q), ∀q > 1 if d = 2,
L2s(L
6/5) if d = 3.
When f ∈ L2s we have that both Ym ∗ f and Wm ∗ f belong to L2s, since
Ym and Wm are in L1(Rd) when m > 0. Thus we always have f ∈ DY and it
is then an exercise to show that all the formulas for Dm(f, f) in (29) and (30)
make sense and coincide. Indeed, we have
Ym∗f = |Sd−1|
(−∆s +m2)−1 f and Wm∗f =√|Sd−1| (−∆s +m2)−1/2 f.
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3.3. The Coulomb interaction
As mentioned previously, the Coulomb potential can be seen as the limit of
the Yukawa potential when the parameter m > 0 goes to zero. More precisely,
as 0 ≤ (−∆s +m2)−1/2 ≤ (−∆s +m′2)−1/2 for all m ≥ m′ > 0, the function
m 7→ Dm (f, f) is non-increasing on (0,+∞), for any f ∈ DY . It would therefore
be natural to define the average Coulomb energy per unit volume as the limit
of Dm (f, f) when m→ 0, but we will proceed slightly differently.
To simplify some later arguments, we define the Coulomb energy per unit
volume by compensating the charge by a jellium background. This means we
introduce for a stationary charge distribution f ∈ DY
D0(f, f) := lim
m→0
Dm
(
f − E
(∫
Q
f
)
, f − E
(∫
Q
f
))
,
together with the associated space
DC =
{
f ∈ DY | lim
m→0
Dm
(
f − E
(∫
Q
f
)
, f − E
(∫
Q
f
))
<∞
}
,
of the locally integrable stationary charge distributions f with locally finite
Coulomb energy (when compensated by a jellium background). We again em-
phasize that DC ⊂ L1s by construction.
When f ∈ L2s ∩ DY , the limit is finite if and only if f − E(
∫
Q f) belongs to
the quadratic form domain of (−∆s)−1, and we have by the functional calculus
D0(f, f) = lim
m→0
Dm
(
f − E
(∫
Q
f
)
, f − E
(∫
Q
f
))
=
∣∣Sd−1∣∣ ∥∥∥∥(−∆s)− 12 (f − E(∫
Q
f
))∥∥∥∥2
L2s
.
For f only in DC , the family (−∆s + m2)−1/2(f − E(
∫
Q f)) is Cauchy in L
2
s
when m goes to zero and we still denote its limit by (−∆s)−1/2(f − E(
∫
Q f)).
The following result means, in particular, that in the physically relevant case
d = 3, a stationary function f ∈ L2s(L6/5) whose charge and dipole moment in
the unit cell Q vanish a.s., has a finite average Coulomb energy per unit volume.
Proposition 3.3 (Some functions in DC). Let d ≤ 3 and f be a function of
L2s (L
q), with q = 1 if d = 1, q > 1 if d = 2 and q = 65 if d = 3, such that
q (ω) =
∫
Q
f (ω, x) dx = 0 and p (ω) =
∫
Q
xf (ω, x) dx = 0 a.s. (35)
Then, f ∈ DC .
Proof. For the sake of brevity, we only detail the proof for d = 3. Let f be a
function of L2s (L
q) satisfying (35). As E(
∫
Q
f) = 0, we have for all m > 0,
Dm
(
f − E
(∫
Q
f
)
, f − E
(∫
Q
f
))
= E
(∫
Q
∫
Rd
e−m|x−y|
|x− y| f(·, y)f(·, x) dy dx
)
≤ C ‖f‖2
L2s(L
6
5 )
+ E
 ∑
k∈Z3, |k|≥3
Am,k
 ,
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where
Am,k(ω) =
∫
Q×Q
e−m|k+y−x|
|k + y − x| f (ω, y) f (τk (ω) , x) dy dx.
Noticing that for all m > 0, (x, y) ∈ Q×Q, and k ∈ Zd such that |k| ≥ 3,∣∣∣e−m|k+y−x| − e−m|k| +me−m|k|(|k + y − x| − |k|)∣∣∣ ≤ m2e−m|k|/2,
and using the fact that q(ω) = 0 a.s. we obtain that
Am,k(ω) = (1 +m|k|)e−m|k|Bm,k(ω) + Cm,k(ω) a.s.,
with
Bm,k(ω) =
∫
Q×Q
f (ω, y) f (τk (ω) , x)
|k + y − x| dy dx
and
|Cm,k(ω)| ≤ 2m2|k|−1e−m|k|/2‖f(ω, ·)‖L1(Q)‖f(τk(ω), ·)‖L1(Q).
It then follows from (35) that
Bm,k(ω) =
∫
Q×Q
f(ω, x)f(τk (ω) , y)F (k, x− y) dx dy a.s.,
where F (k, h) = 1|k+h| −
(
1
|k| − ek·h|k|2 +
3(ek·h)2−|h|2
2|k|3
)
and ek = k/|k|. Thanks to
the multipole expansion formula (see e.g. [19, Lemma 9]), there exists a constant
C such that for all k ∈ R3 \{0} and h ∈ R3 with k+h 6= 0, |F (k, h)| ≤ C|h|3|k|3|k+h| .
Therefore,
|Bm,k(ω)| ≤ C|k|−4 ‖f (ω, ·)‖L1(Q) ‖f (τk (ω) , ·)‖L1(Q) a.s.
Consequently,
E
 ∑
k∈Z3, |k|≥3
Am,k
 ≤ C‖f‖2L2s(L1)
 ∑
k∈Z3\{0}
1
|k|4 +
∑
k∈Z3\{0}
m2
e−m|k|/2
|k|
 ,
from which we infer that
Dm
(
f − E
(∫
Q
f
)
, f − E
(∫
Q
f
))
≤ C‖f‖2
L2s(L
6
5 )
1 + ∑
k∈Z3\{0}
m2
e−m|k|/2
|k|
 ,
for a constant C independent of f . As
lim
m→0+
∑
k∈Z3\{0}
m2
e−m|k|/2
|k| =
∫
R3
e−|x|/2
|x| dx <∞,
we finally obtain that f ∈ DC .
The proof of Proposition 3.3 can be adapted to show that D0(f, f) is the
limit of the supercell Coulomb energy per unit volume (see Section 5 and [6]),
for any fixed f satisfying the neutrality assumptions (35). It is an open problem
to prove the same for the functions f ∈ DC which do not satisfy (35).
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3.4. Dual characterization
The purpose of this section is to provide a useful characterization of the
Yukawa and Coulomb spaces DY and DC by duality. Let us introduce the
spaces of test functions
EY = span
{
Φχ,Y with Y ∈ L∞(Ω), χ ∈ S
(
R
d
)}
,
and
EC = span
{
Φχ,Y with Y ∈ L∞(Ω), χ ∈ S0
(
R
d
)}
,
where S (Rd) is the Schwartz space, S0 (Rd) = {χ ∈ S(Rd) | χ̂ ∈ C∞c (Rd \ {0})},
and
Φχ,Y (ω, x) =
∑
k∈Zd
Y (τk(ω))χ(x − k), a.s. and a.e.
The following says that EY (resp. EC) are dense in Lps (resp. in L
p
s ∩
ker(−∆s)⊥).
Lemma 3.4 (Density of EY and EC). For any 1 ≤ p <∞, the set EY is dense
in Lps and the set EC is dense in L˜
p
s =
{
f ∈ Lps | E
(∫
Q
f
)
= 0
}
.
Proof. We sketch here the proof of the density of EC in L˜ps, and refer the reader
to [18] for further details. Let ϕ ∈ (L˜ps)′ = L˜p
′
s , where p
′ = (1 − p−1)−1 is the
conjugate exponent of p, be such that
∀Y ∈ L∞(Ω), ∀χ ∈ S0(Rd), E
(∫
Q
ϕΦχ,Y
)
= 0. (36)
For Y ∈ L∞(Ω), we denote fY (x) = E (Y (·)ϕ(·, x)). The function fY is in
Lp
′
unif(R
d), hence it is a tempered distribution: fY ∈ S ′(Rd). In view of (36),
we have for all χ ∈ S0, 〈F−1(fY ), χ̂〉S′(Rd),S(Rd) = 0. Therefore F−1(fY ) is
supported in {0}, which implies that
F−1(fY ) =
∑
|α|≤N
cα∂
αδ0,
with N ∈ N and cα ∈ C. It follows that
fY (x) =
∑
|α|≤N
c˜αx
α,
with c˜α ∈ C. As fY is in Lp
′
unif(R
d), all the coefficients c˜α are equal to zero,
except possibly c˜0, and fY is a constant. As Y 7→ fY is a continuous linear form
on Lp(Ω), there exists Z ∈ Lp′(Ω) such that for all Y ∈ L∞(Ω): E (Y Z) = fY .
It follows that for all x ∈ Rd, ϕ(ω, x) = Z(ω). We know that any stationary
function independent of x is a.s. and a.e. constant [28]. As E(
∫
Q
ϕ(ω, x)) = 0,
we conclude that ϕ = 0, which proves that EC is dense in L˜ps.
It can be verified [18] that
∀Φχ,Y ∈ EY , (−∆s + 1)−
1
2 Φχ,Y = Φ(−∆+1)−1/2χ,Y (37)
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and, similarly, that
∀Φχ,Y ∈ EC , (−∆s)−
1
2 Φχ,Y = Φ(−∆)−1/2χ,Y . (38)
A straightforward consequence of Lemma 3.4 and (37)-(38) is the following
Corollary 3.5 (Dual characterization of DY and DC). Let f ∈ L1s.
(i) If (−∆s + 1)−1/2f , seen as a linear form on EY , is continuous on
(EY , ‖ · ‖)L2s , then f ∈ DY and Dm(f, f) = |Sd−1|‖(−∆s+m2)−1/2f‖2E∗Y .
(ii) If E(
∫
Q f) = 0 and (−∆s)−1/2f , seen as a linear form on EC , is continu-
ous on (EC , ‖·‖L2s), then f ∈ DC and D0(f, f) = |Sd−1|‖(−∆s)−1/2f‖2E∗C .
4. Stationary reduced Hartree-Fock model
After these long preliminaries, we now introduce and study a reduced Hartree-
Fock (rHF) model for crystals with nuclear charges randomly distributed fol-
lowing a stationary function µ ≥ 0. We typically think of µ being of the form
µ(ω, x) =
∑
k∈Zd
qk(ω)χ(x− k − ηk(ω))
with
∫
χ = 1 and which describes a lattice of nuclei whose charges and positions
are perturbed in an i.i.d. ergodic fashion. However in this work we do not
want to restrict ourselves to µ’s of this very specific form and for us µ is any
non-negative stationary function in L1s. Our only restriction in this work is that
we do not allow point-like charges.
In Section 4.1, we define the minimization sets and the rHF energy func-
tionals associated with the Yukawa interaction of parameter m > 0 on the one
hand, and with the Coulomb interaction on the other hand. In Section 4.2 we
prove the existence of a ground state density matrix γ, and the uniqueness of
the associated ground state density ργ . We then show in Section 4.3 that the
m-Yukawa rHF model converges to the Coulomb rHF model when the param-
eter m goes to 0. Finally, we prove in Section 4.4 that, in the Yukawa setting,
any rHF ground state satisfies a self-consistent equation.
In Section 5, we will prove that, still in the Yukawa setting, the rHF model
for disordered crystals we have introduced is in fact the thermodynamic limit
of the supercell model.
4.1. Presentation of the model
As in the usual rHF model for perfect crystals [6], the rHF model we propose
consists in minimizing, on the set of admissible density matrices, an energy
functional composed of two terms: the kinetic energy per unit volume and
the average Coulomb (or Yukawa) energy per unit volume. This leads us to
introduce the family of energy functionals
Eµ,m(γ) = 1
2
Tr (−∆γ) + 1
2
Dm(ργ − µ, ργ − µ) (39)
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with m = 0 for Coulomb and m > 0 for Yukawa. The sets of admissible density
matrices are defined by
Kµ,Y =
{
γ ∈ S1,1 ∩ S, 0 ≤ γ ≤ 1 a.s., Tr (γ) = E
(∫
Q
µ
)
, ργ − µ ∈ DY
}
(40)
in the Yukawa setting, and by
Kµ,C =
{
γ ∈ S1,1 ∩ S, 0 ≤ γ ≤ 1 a.s., Tr (γ) = E
(∫
Q
µ
)
, ργ − µ ∈ DC
}
in the Coulomb setting. The constraint Tr (γ) = E(
∫
Q µ) (neutrality condition)
must be added in the latter setting since the average Coulomb energy per unit
volume of a non globally neutral stationary charge distribution is infinite (recall
that in our definition of D0, we have added a jellium background to enforce
the neutrality condition). We also impose this constraint in the Yukawa setting
for consistency. In our model it is not essential that µ ≥ 0 but we keep this
constraint for obvious physical reasons.
The following lemma gives sufficient conditions on µ ≥ 0 for the sets Kµ,Y
and Kµ,C to be non empty.
Lemma 4.1. If µ ∈ DY , then Kµ,Y is non empty. If µ ≥ 0 satisfies the
following conditions
(i) µ ∈ L3s(L1),
(ii) there exists ε > 0 such that |p (ω)| ≤ q (ω) ( 12 − ε) a.s., where q (ω) =∫
Q
µ(ω, x) dx and p (ω) =
∫
Q
xµ(ω, x) dx,
then Kµ,C is non empty.
Loosely speaking, the interpretation of the condition |p (ω)| ≤ q (ω) ( 12 − ε)
is that the nuclei do not touch the boundary of Q too often.
Proof. Let µ ∈ DY and ρ := E(
∫
Q
µ) a.s. and a.e. It is clear that there exists
a self-adjoint operator γ ∈ S1,1 such that 0 ≤ γ ≤ 1 a.s. and ργ = ρ. We can
take for instance a free electron gas with constant density ρ, that is,
γ = 1(−∞,ε] (−∆) , with ε =
(
d(2π)d
|Sd−1|
)2/d
ρ2/d.
This state is obviously ergodic since it is fully translation-invariant. Moreover
it satisfies
Tr (−∆γ) = d
d+ 2
(
d(2π)d
|Sd−1|
)2/d
ρ1+2/d,
Besides, ρ− µ ∈ DY and therefore γ ∈ Kµ,Y .
Suppose now that µ satisfies conditions (i) and (ii) of the statement. Let ρ
be the stationary function defined on Q by
ρ(ω, x) =

0 if q (ω) = 0
q(ω)
d(ω)d
χ
(
x−p(ω)
q(ω)
d(ω)
)2
otherwise.
(41)
25
Here d(ω) = dist(p (ω) /q (ω), ∂Q) and χ is any non-negative radial function
of C∞c (R
d) with support in B(0, 1/2), such that
∫
Q χ
2 = 1. We check that
ρ ∈ L2s (Lq) ∩ L3s, where q satisfy the conditions in Proposition 3.3, and
√
ρ ∈
H1s . Therefore, by the representability Theorem 2.13, there exists a self-adjoint
operator γ ∈ S1,1 such that 0 ≤ γ ≤ 1 a.s. and ργ = ρ. Moreover,∫
Q (ρ(ω, x)− µ(ω, x)) dx = 0 and
∫
Q x (ρ(ω, x)− µ(ω, x)) dx = 0. It follows
from Proposition 3.3 that ρ− µ ∈ DC , and therefore that γ ∈ Kµ,C .
4.2. Existence of a ground state
Now that we have properly defined the rHF energy, it is natural to look for
ground states, that is, minimizers of Eµ,m on Kµ,Y/C . The ground state energy
of a disordered crystal is defined by
Iµ,m = inf {Eµ,m(γ), γ ∈ Kµ,Y } (42)
with m > 0, in the Yukawa case, and by
Iµ,0 = inf {Eµ,0(γ), γ ∈ Kµ,C} (43)
in the Coulomb case.
Theorem 4.2 (Existence of ergodic ground states). Let 0 ≤ µ ∈ L1s. If Kµ,Y
(resp. Kµ,C) is non empty, then (42) (resp. (43)) has a minimizer and all the
minimizers share the same density.
The proof of Theorem 4.2 is based on the weak-compactness of Kµ,Y/C
(Proposition 2.9), and on the characterization of the spaces DC/Y by dual-
ity (Corollary 3.5). We recall that in Lemma 4.1 above, we have given natural
conditions which guarantee that Kµ,Y/C is non empty.
Proof. Let m ≥ 0 and let (γn) be a minimizing sequence for Iµ,m. As the
functional Eµ,m is the sum of two non-negative terms, these two terms must
be uniformly bounded. Since Tr (−∆γn) and Tr (γn) = E(
∫
Q
µ) are bounded,
we can apply Proposition 2.9 and extract a subsequence (denoted the same
for simplicity), such that γn ⇀∗ γ, with all the convergence properties of the
statement of Proposition 2.9. In particular, we have
Tr (−∆γ) ≤ lim inf
n→∞
Tr (−∆γn) and Tr (γ) = E
(∫
Q
µ
)
.
Similarly, we know that zn := Wm ∗ (ργn − µ) = (−∆s +m2)−1/2(ργn − µ) is a
bounded sequence in L2s. Thus we can extract another subsequence such that
zn ⇀ z weakly in L2s.
Passing to weak limits using that ργn ⇀ ργ in L
1+2/d
s , it is readily checked
that for any Φ ∈ EC/Y〈
ργ − µ,
(−∆s +m2)− 12 Φ〉
E∗
C/Y
,EC/Y
= 〈z,Φ〉L2s .
Therefore, using the lower semi-continuity of the L2s-norm, we obtain∥∥∥(−∆s +m2)− 12 (ργ − µ)∥∥∥
E∗
C/Y
= ‖z‖L2s ≤ lim infn→∞
∥∥∥(−∆s +m2)− 12 (ργn − µ)∥∥∥
L2s
.
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We deduce from Corollary 3.5 that ργ − µ ∈ DC/Y and that
Eµ,m(γ) ≤ lim inf
n→∞
Eµ,m(γn) = Iµ,m.
Thus, γ is a minimizer of (42) (resp. (43)).
Let us now prove the uniqueness of the minimizing density ργ . Assume that
γ1 and γ2 are two minimizers of (42) (resp. (43)). A simple calculation shows
that
Eµ,m
(
γ1 + γ2
2
)
=
1
2
Eµ,m (γ1) + 1
2
Eµ,m (γ2)− 1
4
Dm (ργ1 − ργ2 , ργ1 − ργ2)
= Iµ,m − 1
4
Dm (ργ1 − ργ2 , ργ1 − ργ2) .
As Iµ,m is the infimum of Eµ,m and as (γ1 + γ2)/2 belongs to the minimization
set Kµ,C/Y , we deduce that ‖(−∆s +m2)− 12 (ργ1 − ργ2) ‖L2s = 0. Thus (−∆s +
m2)−
1
2 (ργ1 − ργ2) = 0. For all Φ ∈ EC , (−∆s +m2)1/2Φ ∈ EC and〈(−∆s +m2)− 12 (ργ1 − ργ2) , (−∆s +m2) 12Φ〉
L2s
= 0.
Hence, E(
∫
Q(ργ1 − ργ2)Φ) = 0 for all Φ ∈ EC . As EC is dense in L
1+d/2
s ∩ {1}⊥
(see Lemma 3.4) and as, in addition, E(
∫
Q(ργ1 − ργ2)) = 0, we conclude that
ργ1 = ργ2 .
4.3. From Yukawa to Coulomb
In this section, we prove that the ground state energy of the Yukawa problem
converges to the ground state energy of the Coulomb problem as the parameter
m goes to 0. The result essentially follows from our definition of the Coulomb
energy D0 as the limit of Dm when m→ 0.
Theorem 4.3 (Convergence of Yukawa to Coulomb). Let 0 ≤ µ ∈ L1s be such
that Kµ,C 6= ∅. The functionm 7→ Iµ,m is decreasing and continuous on [0,+∞).
In particular, we have
lim
m→0+
Iµ,m = Iµ,0.
Moreover, if for each m > 0, γm is a minimizer of (42), then the family (γm)m>0
converges, up to extraction, to some minimizer γ0 of (43), in the same fashion
as in Proposition 2.9.
Proof. That m 7→ Iµ,m is decreasing and continuous on (0,+∞) is easy to check
(the strict monotonicity follows from the existence of minimizers). For f ∈ DC
such that E(
∫
Q f) = 0, we have Dm(f, f) ≤ D0(f, f) for all m ≥ 0. It follows
that
∀γ ∈ Kµ,C , ∀m > 0, Eµ,m(γ) ≤ Eµ,0(γ) <∞, ,
and therefore that
Iµ,m ≤ Iµ,0. (44)
This proves that limm→0+ Iµ,m ≤ Iµ,0.
For m > 0, we denote by γm a minimizer of (42). We deduce from (44) that
there exists a positive constant C such that, for all m > 0, Tr (−∆γm) ≤ C and
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∥∥(−∆s +m2)−1/2(ργm − µ)∥∥L2s ≤ C. Reasoning as in the proof of Theorem 4.2,
we can extract a subsequence (γmk)k∈N with mk ց 0, such that there exists
γ ∈ K with
Tr (γ) = ‖µ‖L1s , Tr (−∆γ) ≤ lim infk→∞ Tr (−∆γmk) ,
and ∥∥∥(−∆s)− 12 (ργ − µ)∥∥∥
L2s
≤ lim inf
k→∞
∥∥∥(−∆s +m2k)− 12 (ργmk − µ)∥∥∥L2s .
This proves that γ ∈ Kµ,C and that
Iµ,0 ≤ Eµ,0(γ) ≤ lim inf
k→∞
Eµ,mk(γmk) = lim
m→0
Iµ,m ≤ Iµ,0,
which concludes the proof of the theorem.
4.4. Self-consistent field equation
In this section, we define the mean-field Hamiltonian H = − 12∆ + V as-
sociated with the ground state for m > 0 (Yukawa interaction), and we prove
that any ground state of (42) satisfies a self-consistent field equation. The same
holds formally in the Coulomb case but, unfortunately, we are not able to give
a rigorous meaning to the Coulomb potential V . For this reason we consider a
fixed parameter m > 0 in the rest of the section.
We introduce the stationary mean-field potential V defined by
V (ω, x) =
∫
Rd
Ym(x− y) (ργm − µ) (ω, y) dy, (45)
where ργm is the common density of the minimizers of (42). The following says
that, under the appropriate assumptions on µ, V is a well-defined stationary
function such that the associated random Schrödinger operator H = − 12∆+ V
is also well defined.
Lemma 4.4 (Mean-field random Schrödinger operator). Let d ∈ {1, 2, 3}, m >
0 and 0 ≤ µ ∈ L1+2/ds ∩ DY . Let ργm be the (unique) ground state electronic
density for the Yukawa minimization problem (42), obtained in Theorem 4.2,
and V the associated mean-field potential defined in (45). Then we have
V ∈

L3s(L
∞) for d = 1,
L2s(L
∞) for d = 2,
L
5/3
s (L∞) ∩ L2s(L6) for d = 3,
(46)
and the random Schrödinger operator H := − 12∆+V is almost surely essentially
self-adjoint on C∞c (R
d). In dimension d = 3, if µ ∈ L5/2s
(
L1
)
, then we also
have
V− ∈ L5/2s . (47)
Let us emphasize that H is a uniquely defined operator since ργm is itself
unique. Note that under the sole assumption that µ ∈ L1+2/ds in dimensions
d = 1, 2 we have µ ∈ DY by Corollary 3.2. In dimension d = 3, the additional
hypothesis µ ∈ L5/2s (L1) ensures that µ ∈ DY , by Corollary 3.2 and the fact
that L5/2s
(
L1
) ∩ L5/3s ⊂ L2s (L6/5).
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Proof. As we know that ργm ∈ L1+2/ds , (46) and (47) follow from Lemma 3.1
and the fact that V = cWm ∗ (Wm ∗ (ργm − µ)) with Wm ∗ (ργm − µ) ∈ L2s
since ργm −µ ∈ DY . We know from [7, Proposition V.3.2, p.258] that − 12∆+V
is essentially self-adjoint on C∞c (R
d) when V ∈ Lrs(Lp) for some p > 2 and
r > dp/(2(p− 2)). In our case we can apply this with (p, r) = (3, 3) for d = 1,
(p, r) = (5, 2) for d = 2 and (p, r) = (21, 5/3) for d = 3.
The following now gives the self-consistent equation satisfied by a minimizer
γm.
Proposition 4.5 (Self-consistent equation). Let d ∈ {1, 2, 3}, m > 0 and 0 ≤
µ ∈ L1+2/ds . Suppose also that µ ∈ L5/2s
(
L1
)
if d = 3. Then there exists εF ∈ R,
called the Fermi level, such that any minimizer γm of the Yukawa minimization
problem (42) is of the form
γm = 1(−∞,εF)(H) + δ,
for some ergodic self-adjoint operator δ satisfying 0 ≤ δ ≤ 1{εF} (H).
Since H is uniquely defined, we deduce that two different minimizers need to
have different operators δ’s at the Fermi level εF. In particular, when εF is not
an eigenvalue of H , we deduce that γm = 1(−∞,εF)(H) is the unique minimizer
of (42).
Proof. As µ ∈ DY , (42) has a minimizer γ by Theorem 4.2. The Euler inequality
associated with the convex optimization problem (42) then reads:
∀γ′ ∈ Kµ,Y , 1
2
Tr (−∆(γ′ − γ)) +Dm(ργ′ − ργ , ργ − µ) ≥ 0.
For q ∈ R+, we set
E (q) = inf
γ′∈K
Tr (γ′)=q
ρ
γ′
∈DY
(
1
2
Tr (−∆(γ′ − γ)) +Dm(ργ′ − ργ , ργ − µ)
)
.
It is easily checked that the function E is convex on R+, hence left and right
differentiable everywhere. Also, for any
εF ∈
[
E′
(
E
(∫
Q
µ
)
− 0
)
, E′
(
E
(∫
Q
µ
)
+ 0
)]
, (48)
where E′(E(
∫
Q
µ) − 0) and E′(E(∫
Q
µ) + 0) respectively denote the left limit
and the right limit of the non-decreasing function E′ at E(
∫
Q
µ), we have
1
2
Tr (−∆(γ′ − γ)) +Dm(ργ′ − ργ , ργ − µ)− εFTr (γ′ − γ) ≥ 0
for any ergodic operator γ′ ∈ K such that ργ′ ∈ DY . As ργ ∈ DY , Vµ = Ym∗µ ∈
L
1+d/2
s , and ργ′ ∈ L1+2/ds for any γ′ ∈ K, the above inequality actually holds
for any γ′ ∈ K. In addition,
Dm(ργ′ − ργ , ργ − µ) = E
(∫
Q
V (ργ′ − ργ)
)
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in R+ ∪ {+∞}. Taking now γ′ = 1(−∞,εF)(H), which belongs to K by Proposi-
tion 2.11, and using Proposition 2.12, leads to
0 ≤ 1
2
Tr (−∆(γ′ − γ)) +Dm(ργ′ − ργ , ργ − µ)− εFTr (γ′ − γ)
≤ −Tr
(
|H − εF|1/2(γ′ − γ)2|H − εF|1/2
)
≤ 0.
Hence, γ = γ′ + δ with δ as in the statement.
The following result is a consequence of Proposition 4.5 and of the Feynman-
Kac formula.
Corollary 4.6. If µ ∈ L∞ (Ω× Rd), then, for each m > 0, the common
density ρm of the minimizers of the Yukawa minimization problem (42) is in
L∞
(
Ω× Rd).
5. Thermodynamic limit in the Yukawa case
The purpose of this section is to provide a mathematical justification of the
Yukawa model (42) by means of a thermodynamic limit. So far, we did not
manage to extend the results below to the Coulomb case.
Let us quickly recall that the thermodynamic limit problem consists in study-
ing the behavior of the energy per unit volume (as well as, possibly, the ground
state itself and some other properties like the mean-field potential, etc) when
the system is confined to a box with chosen boundary conditions and when the
size of the box is increased towards infinity.
For a perfect (unperturbed) crystal, the existence of the limit in the many-
body case goes back to Fefferman [13], after the fundamental work of Lieb and
Lebowitz [21]. A new proof of this recently appeared in [15]. However, for
the many-body Schrödinger equation, the value of the limiting energy per unit
volume is unknown. For effective theories like of Thomas-Fermi or Hartree-
Fock type, it is often possible to identify the limit and to prove the convergence
of ground states. In [25], Lieb and Simon prove that, for the Thomas-Fermi
model, the energy per unit volume and the ground state density of a perfect
crystal are obtained by solving a certain periodic Thomas-Fermi model on the
unit cell of the crystal. The same conclusion has been reached by Catto, Le Bris
and Lions for the Thomas-Fermi-von Weizsäcker model [8], and for the reduced
Hartree-Fock (rHF) model [9] we focus on in the present work.
In the stochastic case, Veniaminov has initiated in [37] the study of the
thermodynamic limit of random quantum systems, but with short range inter-
actions. The case of a random Coulomb crystal was recently tackled by Blanc
and the third author of this article in [3]. Blanc, Le Bris and Lions had already
considered Thomas-Fermi like models in [2], for which they could also identify
the limit.
Here we follow [6] and we consider the so-called supercell model. We put the
system in a box ΓL = [−L/2, L/2)d of side L ∈ N \ {0}, with periodic boundary
conditions. When m > 0, we show that the ground states converge, when L
goes to infinity, to a ground state of problem (42) (up to extraction and in a
sense that will be made precise later).
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Let m > 0 be fixed for the rest of the section. We introduce the Hilbert
space
L2per (ΓL) =
{
ϕ ∈ L2loc
(
R
d
) | ϕ (LZ)d -periodic} .
The Fourier coefficients of a function f ∈ L2per (ΓL) are defined by
cLK (f) =
1
L
d
2
∫
ΓL
f (x) e−iK·x dx, ∀K ∈
(
2π
L
Z
)d
.
We denote by −∆L and Pj,L, 1 ≤ j ≤ d, the self-adjoint operators on L2per (ΓL)
defined by
cLK (−∆Lf) = |K|2 cLK (f) , and cLK (Pj,Lf) = kjcLK (f) , ∀K ∈
(
2π
L
Z
)d
.
For k ∈ Zd, we denote as before by Uk the translation operators on L2loc
(
Rd
)
defined by Ukf (x) = f (x+ k). For any f, g ∈ L2per (ΓL), we set
Dm,L(f, g) =
∣∣Sd−1∣∣ 〈(−∆L +m2)− 12 f, (−∆L +m2)− 12 g〉
L2per(ΓL)
(49)
=
∑
K∈( 2piL Z)
d
∣∣Sd−1∣∣
|K|2 +m2 c
L
K(f)c
L
K(g) =
∫
ΓL
∫
Rd
Ym(x− y)f(x)g(y) dx dy.
Denoting by S1,L (resp. SL) the space of the trace class (resp. bounded self-
adjoint) operators on L2per(ΓL), the set of admissible electronic states for the
supercell model is then
KL =
{
γL ∈ S1,L ∩ SL, 0 ≤ γ ≤ 1, TrL2per(ΓL) (−∆LγL) <∞
}
.
For any ω ∈ Ω, we denote by µL(ω, ·) the (LZ)d-periodic nuclear distribution
which is equal to µ(ω, ·) on ΓL, and by ELµ,m the (ω-dependent) energy functional
defined on KL by
ELµ,m(ω, γL) =
1
2
TrL2per(ΓL) (−∆LγL) +
1
2
Dm,L
(
ργL − µL(ω, ·) , ργL − µL(ω, ·)
)
.
Let εF be as in Proposition 4.5. For any ω ∈ Ω, the ground state energy of the
system in the box of size L with Fermi level εF is given by
ILµ,m,εF(ω) = inf
{
ELµ,m(ω, γL)− εFTrL2per(ΓL) (γL) , γL ∈ KL
}
. (50)
Proposition 5.1. Let µ ∈ L2s. For each L ∈ N \ {0}, (50) has a minimizer,
and all the minimizers of (50) share the same density.
Proof. The proof follows the same lines as the proof of [9, Theorem 2.1], re-
placing the periodic Coulomb kernel by the periodic Yukawa kernel Ym,L (x) =∑
k∈(LZ)d Ym(x − k).
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On the other hand, the ground state energy of the full space ergodic problem
with Fermi level εF is defined by
Iµ,m,εF = inf {Eµ,m(γ)− εFTr (γ) , γ ∈ KY } , (51)
where Eµ,m is given by (39),
KY :=
{
γ ∈ S1,1 ∩ S, 0 ≤ γ ≤ 1 a.s., ργ − µ ∈ DY
}
(52)
(the neutrality constraint has been removed compared to Kµ,Y defined before
in (40)). It is a classical result of convex optimization that (42) and (51) have
the same minimizers.
Theorem 5.2 (Thermodynamic limit for m > 0). Let µ ∈ L2s. We have
lim
L→∞
ILµ,m,εF(ω)
Ld
= Iµ,m,εF in L
1 (Ω) .
To prove Theorem 5.2, we first establish preliminary estimates in Proposi-
tion 5.3. Then, we prove a lower bound in expectation in Proposition 5.4, and
an almost sure upper bound in Proposition 5.6. We then conclude the proof of
Theorem 5.2 using Lemma 5.7.
In order to adapt our proof to the Coulomb case, we would need some
estimates on the Coulomb potential VL in the box ΓL. It is reasonable to
believe that screening effects will make (VL) bounded in, say, L1(Ω, L1unif(R
d)).
For a very general arrangement of the nuclei, bounds of this type are known in
Thomas-Fermi theory (see [2, Theorem 7], which is taken from Brezis’ paper [5])
and in Thomas-Fermi-von Weizsäcker theory [8, Theorem 6.10], but they have
not yet been established in reduced Hartree-Fock theory. Proving such bounds
is of considerable interest, but it is beyond the scope of this paper.
Proposition 5.3 (Upper bounds). Let µ ∈ L2s and let γL(ω) be a minimizer
of ILµ,m,εF(ω). Then, there exists C > 0 and a sequence of integrable random
variables (ZL) converging to some Z ∈ L1 (Ω) a.s. and in L1 (Ω), such that
ILµ,m,εF(ω) +Dm,L (ργL (ω, ·) , ργL (ω, ·)) ≤ C LdZL (ω) a.s., (53)
E
(
TrL2per(ΓL)(1−∆L)γL
)
+ E
(
Dm,L (ργL − µL, ργL − µL)
)
≤ C Ld (54)
for all L ∈ N \ {0}.
Proof. Taking γL = 0 as a trial state, we obtain that, almost surely,
ILµ,m,εF(ω)
Ld
≤ 1
2Ld
Dm,L (µL (ω, ·) , µL (ω, ·)) ≤ 1
2m2
ZL (ω) , (55)
where ZL = L−d
∫
ΓL
µ2 converges to E(
∫
Q
µ2), a.s. and in L1 (Ω), by the ergodic
theorem. Besides, we have for any α ∈ R and any γ′L ∈ KL,
TrL2per(ΓL) ((−∆L − α) γ′L) ≥ −TrL2per(ΓL)
(−∆L − α)− ≥ −CLd (56)
where C may depend on α and d, but not on γ′L. The bounds (53) and (54)
follow from (55), (56), the positivity of each term of ELµ,m(ω, ·), and the fact that
E(ZL) = ‖µ‖2L2s is independent of L.
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Proposition 5.4 (Lower bound in average). Let µ ∈ L2s. Then
lim inf
L→+∞
E
(
ILµ,m,εF(·)
)
Ld
≥ Iµ,m,εF .
The following definition introduced in [2] will be used repeatedly in the proof
of Proposition 5.4.
Definition 5.5. For a function g : Ω × Rd → C and L ∈ N, we call the tilde-
transform g˜ of g the following function
g˜ (ω, x) =
1
Ld
∑
k∈ΓL∩Zd
g (τ−k (ω) , x+ k) a.s. and a.e. (57)
We can now write the
Proof of Proposition 5.4. Let γL(ω) be a minimizer of (50) and set
γ˜L(ω) =
1
Ld
∑
k∈ΓL∩Zd
UkγL(τ−k(ω))U∗k .
Notice that ργ˜L = ρ˜γL where the latter is the tilde-transform defined in (57).
For any L ∈ N \ {0}, we define the operator
γ′L : L
2
(
R
d
) → L2 (Rd)
ϕ 7→ 1ΓL γ˜LϕL,
where ϕL is the (LZ)
d-periodic function equal to ϕ on ΓL. It is easily checked
that γ′L is self-adjoint and that 0 ≤ γ′L ≤ 1. Thus, the family (γ′L) is bounded
in L∞ (Ω,B). Up to extraction of a subsequence, there exists an operator γ ∈
L∞ (Ω,B) such that γ′L converges weakly-∗ to γ. Moreover, γ is self-adjoint and
0 ≤ γ ≤ 1 a.s. Besides, γ′L (ω, x, y) = γ˜L (ω, x, y) a.s. and a.e. on Ω× ΓL × ΓL.
In the following, we will show that γ ∈ KY and that Eµ,m (γ) − εFTr (γ) ≤
lim inf L−dE
(
ILµ,m,εF(·)
)
.
Step 1. The operator γ is ergodic. Arguing like in the proof of Proposition 2.9,
it is sufficient to show that for all u ∈ L1(Ω), ϕ, ψ ∈ C∞c (Rd) and R ∈ Zd,
E
(
u
〈
(γ(τR(ω))− URγ(ω)U∗R)ϕ, ψ
〉
L2
)
= 0. (58)
Let u, ϕ, ψ and R as above and L ∈ N. We have
γ˜L(τR(ω))− URγ˜L(ω)U∗R =
1
Ld
∑
k∈(ΓL∆(ΓL+R))∩Zd
UkγL(τ−k+R(ω))U∗k ,
where A∆B := (A \B) ∪ (B \A). Hence, for L sufficiently large, we have
|E (u〈(γ′L(τR·)− URγ′LU∗R)ϕ, ψ〉L2)| =
∣∣E (u〈(γ˜L(τR·)− URγ˜LU∗R)ϕL, ψL〉L2(ΓL))∣∣
≤ |ΓL∆(ΓL +R)|
Ld
‖u‖L1(Ω) ‖ϕ‖L2 ‖ψ‖L2 .
The left side converges to E (u〈(γ ◦ τR − URγU∗R)ϕ, ψ〉L2), and the right side
decays as L−1. Thus, (58) is proved.
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Step 2. We have
Tr (γ) = lim
L→∞
E
(
Tr L2per(ΓL) (γL)
)
Ld
. (59)
Thanks to the estimate (54), for any χ ∈ W 1,∞c (Rd), there exists a constant C
such that for all L ∈ N \ {0}, we have
|E (Tr (χγ˜Lχ))|+
d∑
j=1
|E (Tr (χPj γ˜LPjχ))| ≤ C,
Following the proof of Proposition 2.9, we can show that
E (uTr (χγχ)) = lim
L→∞
E
(
u
∫
Rd
ργ′Lχ
2
)
(60)
for all u ∈ L∞(Ω) and all χ ∈ L∞c (Rd). Choosing u = 1 and χ = 1Q, we get
Tr (γ) = lim
L→∞
E
(∫
Q
ργ′L
)
.
Finally, we remark that
E
(∫
Q
ργ′L
)
= E
(∫
Q
ρ˜γL
)
=
1
Ld
E
(
Tr L2per(ΓL) (γL)
)
,
which concludes the proof of (59).
Step 3. The sequence (ργ˜L) converges weakly to ργ in L
1+2/d(Ω, L
1+2/d
loc (R
d)).
By (60), we obtain
lim
L→∞
E
(
u
∫
Rd
ργ˜L(ω, x)χ(x)
2 dx
)
= E
(
u
∫
Rd
ργ(ω, x)χ(x)
2 dx
)
,
for all u ∈ L∞(Ω) and all χ ∈ C∞c
(
Rd
)
. To proceed as in the proof of Proposi-
tion 2.9, we only need to show that (ργ˜L) is bounded in L
1+2/d
(
Ω, L1+2/d (BI)
)
,
independently of L, for any compact set BI = ∪k∈I(Q + k), with I ⊂ Zd such
that card(I) < ∞. This bound now follows from the convexity of the function
x 7→ x1+2/d and from the Lieb-Thirring inequality in a box [14]
E
(∫
BI
|ργ˜L |
d+2
d
)
≤
∑
k∈I
1
Ld
E
(∫
ΓL+k
|ργL |
d+2
d
)
(61)
≤ C(#I)
E
(
TrL2per (−∆LγL)
)
Ld
+
E
(
TrL2per (γL)
)
Ld
 ≤ C.
Step 4. We have
Tr (−∆γ) ≤ lim inf
L→∞
E
(
TrL2per(−∆LγL)
)
Ld
.
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As γ′L converges weakly-∗ in L∞ (Ω,B) to γ, we can argue like in the proof of
Proposition 2.9 and get
Tr (−∆γ) ≤ lim inf
L→∞
d∑
j=1
∑
n∈N
1
Ld
∑
k∈ΓL∩Zd
E
(〈U∗kϕn,L, Pj,LγLPj,LU∗kϕn,L〉L2(Q))
= lim inf
L→∞
1
Ld
d∑
j=1
E
(
Tr L2per(ΓL) (Pj,LγLPj,L)
)
= lim inf
L→∞
1
Ld
E
(
TrL2per(ΓL)(−∆LγL)
)
,
where we have used that the operators Pj,L commute with the translations Uk.
Step 5. We have
Dm(ργ − µ, ργ − µ) ≤ lim inf
L→∞
E
(
Dm,L(ργL − µL, ργL − µL)
)
Ld
. (62)
We denote by fL = ργL−µL and f = ργ−µ. It follows from a simple convexity
argument that for all k ∈ Zd,
E
(∥∥∥(−∆L +m2)− 12 f˜L∥∥∥2
L2(Q+k)
)
≤ 1
Ld
E
(∫
ΓL
∣∣∣(−∆L +m2)− 12 fL∣∣∣2) .
As ∫
ΓL
∣∣∣(−∆L +m2)− 12 fL∣∣∣2 = ∣∣Sd−1∣∣−1 Dm,L (fL, fL) ,
we obtain that for all k ∈ Zd,∥∥∥(−∆L +m2)− 12 f˜L∥∥∥2
L2(Ω×(Q+k))
≤
∣∣Sd−1∣∣−1
Ld
E (Dm,L (fL, fL)) ≤ C.
Therefore, there exists a function z ∈ L2(Ω, L2unif(Rd)) such that, up to extrac-
tion, (−∆L + m2)−1/2f˜L converges weakly to z in L2(Ω, L2unif(Rd)). By the
weak lower semi-continuity of the L2-norm, we have
E
(∫
Q
z2
)
≤ lim inf
L→∞
E
(∥∥∥(−∆L +m2)− 12 f˜L∥∥∥2
L2(Q)
)
≤ lim inf
L→∞
E (Dm,L(fL, fL))
|Sd−1|Ld .
We are going to show that z = (−∆s +m2)−1/2 (ργ − µ), which will conclude
the proof. To do so, we just need to check that for any u ∈ L1+d/2 (Ω) and
χ ∈ C∞c
(
Rd
)
,
lim
L→∞
E
(
u
∫
Rd
χ
(−∆L +m2)− 12 f˜L) = E(u ∫
Rd
((−∆+m2)− 12 χ) f) .
(63)
Let u and χ be such functions. Reasoning as in Step 1, we notice that the
tilde-transform µ˜L converges weakly to µ in L1+2/d(Ω, L
1+2/d
loc (R
d)). Then, we
proceed in two steps. First, we show that∫
Rd
χ
(−∆L +m2)− 12 f˜L = ∫
Rd
ηf˜L,
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where η = (−∆+m2)−1/2χ. Recall that, for any h ∈ S(Rd), the function defined
by hL (x) =
∑
k∈(LZ)d h (x− k) is in L2per (ΓL) with cLK (hL) = (2π/L)d/2ĥ (K).
For L sufficiently large, we therefore have∫
Rd
χ
(−∆L +m2)− 12 f˜L
=
(
2π
L
) d
2 ∑
K∈ 2piL Zd
χ̂ (K)cLK
(
f˜L
)
√
|K|2 +m2
=
(
2π
L
) d
2 ∑
K∈ 2piL Zd
η̂ (K)cLK
(
f˜L
)
=
∑
K∈ 2piL Zd
cLK (ηL)c
L
K
(
f˜L
)
=
∫
ΓL
 ∑
k∈(LZ)d
η (x− k)
 f˜L (x) dx = ∫
Rd
ηf˜L.
Next, using the fact that η ∈ S (Rd), the weak convergence of f˜L to f in
L1+2/d(Ω, L
1+2/d
loc (R
d)), and the bound (61), we obtain
E
(
u
∫
Rd
ηf˜L
)
−→
L→∞
E
(
u
∫
Rd
ηf
)
.
This concludes the proof of (63), hence of (62).
Proposition 5.6 (Almost sure upper bound). Let µ ∈ L2s. Then,
lim sup
L→∞
ILµ,m,εF(ω)
Ld
≤ Iµ,m,εF , a.s. (64)
Proof. We will prove (64) assuming that µ ∈ L∞ (Ω× Rd); the generalization is
obtained by an ε/2 argument using (53) and (56). Let γ be a minimizer of (51).
By the ergodic theorem, there exists Ω′ ⊂ Ω, with P (Ω′) = 1, such that on Ω′
lim
L→∞
1
Ld
∫
ΓL
ργ = E
(∫
Q
ργ
)
, lim
L→∞
1
Ld
∫
ΓL
ρPjγPj = E
(∫
Q
ρPjγPj
)
,
for any 1 ≤ j ≤ d, and
lim
L→∞
∥∥∥(−∆s +m2)− 12 (ργ − µ)∥∥∥2
L2(ΓL)
Ld
=
∥∥∥(−∆s +m2)− 12 (ργ − µ)∥∥∥2
L2s
. (65)
Let ω0 ∈ Ω′ be fixed for the rest of the proof. Let 0 ≤ χL ≤ 1 be a sequence
of localization functions of C∞c
(
Rd
)
, which equals 1 on ΓL−1, has its support
in ΓL, and satisfies |∇χL| ≤ C. For L ∈ N \ {0}, we introduce the operators
γ0L : L
2
(
Rd
) → L2 (Rd) and γL : L2per (ΓL) → L2per (ΓL), whose kernels are
given by
γ0L (x, y) = χL (x) γ (ω0, x, y)χL (y) and γL (x, y) =
∑
j,k∈(LZ)d
γ0L (x+ j, y + k) .
Using similar techniques to the ones used in the proof of Proposition 2.8, one
can show that
lim
L→∞
1
Ld
∫
ΓL
ργL = E
(∫
Q
ργ
)
, (66)
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and that
lim
L→∞
1
Ld
TrL2per(ΓL) (−∆LγL) = Tr (−∆γ) . (67)
We now turn to the convergence of the potential energy, i.e.
lim
L→∞
1
Ld
Dm,L (gL, gL) = Dm (f, f) , (68)
where f = ργ − µ and gL = ργL − µL. We introduce the auxiliary function fL,
defined as the LZd-periodic function equal to f on ΓL. We first prove that
lim
L→∞
1
Ld
(Dm,L (gL, gL)−Dm,L (fL, fL)) = 0.
Indeed, rewriting gL as gL = χ2L,perfL +
(
χ2L,per − 1
)
µL, with the definition
χL,per =
∑
k∈(LZ)d χL (·+ k), we have∥∥∥(−∆L +m2)− 12 (gL − fL)∥∥∥2
L2(ΓL)
≤ m−2 ‖(gL − fL)‖2L2(ΓL)
≤ m−2 ∥∥(χ2L,per − 1) (fL − µL)∥∥2L2(ΓL)
which is a o(Ld). Then, we prove that
lim
L→∞
Dm,L (fL, fL)
Ld
= Dm (f, f) , (69)
To do so, in view of (65) it is sufficient to show that
αL =
∣∣Sd−1∣∣
Ld
(∥∥∥(−∆L +m2)− 12 fL∥∥∥2
L2(ΓL)
−
∥∥∥(−∆s +m2)− 12 f∥∥∥2
L2(ΓL)
)
(70)
tends to zero. This follows from the fact that
αL =
1
Ld
∫
ΓL
dx f (x)
∫
Rd\ΓL
dy Ym (x− y) (fL (y)− f (y)) ,
f ∈ L∞ (Ω× Rd) and Ym ∈ L1 (Rd). This completes the proof of (68). Com-
bining (66), (67) and (68), we end up with
lim sup
L→∞
ILµ,m,εF(ω)
Ld
≤ Iµ,m,εF
for every ω0 ∈ Ω′, which concludes the proof of Proposition 5.6.
We complete the proof of Theorem 5.2 using Lemma 5.7 below applied to
XL (ω) = L
−dILµ,m,εF(ω) and the bound (53).
Lemma 5.7. Let (Xn)n∈N be a sequence of random variables in L
1 (Ω) and X ∈
L1 (Ω). We assume that there exists a sequence of random variables (Zn)n∈N
converging in L1 (Ω) to Z ∈ L1 (Ω) such that
• lim inf
n→∞
E (Xn) ≥ E (X)
• lim sup
n→∞
Xn ≤ X a.s.
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• Xn ≤ Zn a.s.
Then, Xn → X strongly in L1 (Ω) as n→∞.
Proof. Replacing Xn by Xn−X , we can assume without loss of generality that
X = 0. We then write Xn = (Xn)+ − (Xn)−. We first notice that (Xn)+ → 0
a.s. By the dominated convergence theorem with "moving bound" (see e.g.
[22, Theorem 1.8]), we conclude that (Xn)+ → 0 in L1 (Ω). By the liminf
condition, we have lim supn→∞ E ((Xn)−) ≤ 0. As (Xn)− ≥ 0, we conclude
that (Xn)− → 0 in L1 (Ω). Finally, E (|Xn|) = E ((Xn)+) + E ((Xn)−) tends to
0.
Appendix: Proof of Theorem 2.13
Here we write the proof of Theorem 2.13. This transposition of Lieb’s repre-
sentability theorem to the ergodic setting claims that for any ρ satisfying ρ ≥ 0,
ρ ∈ L3s and
√
ρ ∈ H1s , there exists a self-adjoint operator γ ∈ S1,1, such that
0 ≤ γ ≤ 1 and ργ = ρ.
Proof of Theorem 2.13. We start with the case d = 1. We consider two func-
tions ϕ0, ϕ1 ∈ C∞c (Rd) satisfying
• ϕ0 ≥ 0, ϕ1 ≥ 0,
• supp(ϕ0) ⊂
[− 12 , 12] and supp(ϕ1) ⊂ [0, 1],
• ∑k∈Z ϕk = 2 where ϕ2k(·) = ϕ0(· − k) and ϕ2k+1(·) = ϕ1(· − k).
We denote by
ρk(ω, x) := ρ(ω, x)ϕk(x),
and observe that ρ =
∑
k∈Z ρk/2. Let Nk(ω) =
∫
Rd
ρk(ω, x) dx. For each k ∈ Z,
we set ϕj,k = 0 for all j ∈ Z if Nk (ω) = 0, and
ϕj,k(ω, x) =
√
ρk(ω, x)√
Nk(ω)
exp
(
2iπj
Nk(ω)
∫ x
−∞
ρk (ω, t)dt
)
otherwise. We then introduce the density matrix
γk =
∑
j∈N
nj,k |ϕj,k 〉〈ϕj,k| ,
where nj,k(ω) = 1j≤Nk(ω) + (Nk(ω)− [Nk(ω)])1j=[Nk(ω)]+1.
Each γk is in K =
{
γ ∈ S1,1 ∩ S | 0 ≤ γk ≤ 1 a.s.
}
and ργk(ω, ·) = ρk(ω, ·)
a.s. As the supports of the kernels of γk and γk+2l are disjoints for all k, l ∈ Z,
the operators γe =
∑
k∈Z γ2k and γo =
∑
k∈Z γ2k+1 are in K. By convexity, so
is γ = γe+γo2 . It is finally easily checked that ργ = ρ.
We now turn to the case d = 2. In the same spirit as for d = 1, we cover the
space with a finite number of periodic patterns, in such a way that the elements
of each pattern do not intersect (see Figure 1). For example, let
A0 =
[
− 5
12
,
5
12
)2
, B0 =
[
1
3
,
2
3
)
×
[
−1
4
,
1
4
)
∪
[
−1
4
,
1
4
)
×
[
1
3
,
2
3
)
, C0 =
[
1
6
,
5
6
)2
.
38
The Z2-translations of these sets Ik = I0 + k, I ∈ {A,B,C}, satisfy Ik ∩ Ij = ∅
for k 6= j and ∪k∈Z2Ak ∪ Bk ∪ Ck = R2. Next, we consider three sequences of
regular functions (ϕIk)k∈Zd , I ∈ {A,B,C}, such that
ϕIk ≥ 0, supp(ϕIk) ⊂ Ik, and
∑
k∈Z2
ϕAk + ϕ
B
k + ϕ
C
k = 3.
Figure 1: Covering in dimension d = 2 used in the proof of Theorem 2.13.
Repeating the argument detailed above in the one-dimensional case, we de-
fine γI , for I ∈ {A,B,C}, and γ =
∑
I∈{A,B,C} γI/3 and we check that ργ = ρ
and that γ satisfies the desired conditions. We proceed similarly for d ≥ 3.
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