This article creates a general class of perturbation models which are described by an underlying null model that accounts for most of the structure in data while a perturbation accounts for possible small localized departures. The goal is to develop theory and inferential methods for fitting the perturbation models including the general case when the null model contains a set of nuisance parameters. Applications of the perturbation models include finite mixture models and spatial scan process. In the context of finite mixture models, the null model represents a mixture with m components and the perturbation model represents additional components. In the spatial scan process context, the null density accounts for the background or noise whereas the perturbation searches for an unusual region such as a tumorous tissue in mammography or a target in an automatic target recognition problem.
Introduction and Motivation
In this research, we propose a new class of models called perturbation models which are described as follows. Suppose a null model f (x; θ 0 ) is proposed for a dataset. The perturbation model searches for departures from this null model. Suppose X = (X 1 , . . . , X n ) is an independently and identically distributed (i.i.d.) sample from a density h(x; η, λ) defined as h(x; η, λ) := (1 − η) f (x; θ 0 ) + η ψ(x; λ),
where f (x; θ 0 ) is a null density for a specified θ 0 , ψ(x; λ) is a specified perturbation density with an unknown location parameter λ ∈ Λ and η ∈ [0, 1] is the size of the perturbation. Initially, we assume that f (x; θ 0 ) is completely specified; we later generalize to the case where it has unknown nuisance parameters. The parameter λ may be a scalar or vector. We assume that Λ is a compact and convex subset of R d for some integer d. The main idea is to introduce a perturbation parameter η which creates a departure from the null model.
In this article, we treat two problems: (1) To estimate the parameters η and λ required for fitting the model and (2) statistical inference; in particular, testing the hypotheses
We derive a general theory to find the tail probability for a test statistics based on a score process and illustrate the methodology with both univariate and multivariate mixture distributions. We consider the cases of scalar and vector λ in deriving the theory.
Under the H 0 , h(x; η, λ) = f (x; θ 0 ) and the null model entirely describes the data; whereas under H 1 , the component η ψ(x; λ) represents the departure from the null model. The perturbation model falls into a class of problems studied by Davies (1977 Davies ( , 1987 in which a nuisance parameter (in our case λ) appears only under the alternative hypothesis and standard asymptotic theory for likelihood ratio test (LRT) cannot be applied. The two important statistical problems motivating this work are finite mixture models (Lindsay, 1995) and spatial scan analysis (Cressie, 1993) . Special cases of the model (1) have been considered recently by Chen and Chen (2001) in the context of a two-component normal location mixture model and Liu et al. (2003) in the context of a two-component gamma mixture model.
In this article we show that probability calculations for testing the hypotheses in (2) reduce to a volume-of-tube problem. First studied by Hotelling (1939) in the context of significance testing for nonlinear regression, the volume-of-tube formula provides an elegant geometric approach for solving problems in simultaneous inference by reducing the evaluation of certain normal theory significance probabilities to that of determining the volume of a tube about a curve on the surface of a hypersphere. Hotelling showed that this volume is often exactly given by length of the manifold times cross-sectional area. In a second pioneering paper, Weyl (1939) extended the work of Hotelling to higherdimensional manifolds, deriving elegant expressions for the volume-of-tube of surfaces lying in a hypersphere. Naiman (1990) further extended the Hotelling-Weyl results to cases where the manifold has boundaries. Examples of statistical problems to which the volume-of-tube formula has been applied include non-linear regression (Hotelling, 1939; Knowles and Siegmund, 1989) , projection pursuit (Johansen and Johnstone, 1990) , testing for multinomial mixture models (Lindsay, 1995; Lin and Lindsay, 1997) and simultaneous confidence bands (Naiman, 1987) and Chapter 9 of Loader (1999) . In Section 6, we discuss how the results of Lindsay (1995) and Lin and Lindsay (1997) are special cases of our results.
The Perturbation Method: Application to Mixture Models
Let F = {ψ(x; λ) : λ ∈ Λ ⊂ R d } be a family of probability densities with respect to a σ-finite measure on R and let G = {all probability distribution functions defined on Λ}.
Suppose that given λ, a random variable X has the density ψ(x; λ) and λ ∈ Λ follows a distribution Q ∈ G. Unconditionally, X has a mixture density g(x; Q) := ψ(x; λ) dQ(λ) for Q ∈ G.
The family of density functions is the mixture family generated by the density ψ(·; λ). The probability distribution Q that maximizes the loglikelihood l(Q) = i log {g(x i ; Q)} is the nonparametric maximum likelihood estimator (NPMLE) of Q (Lindsay, 1995) .
Lindsay shows that the NPMLE of Q is discrete with no more than n support points; hence attention is restricted to discrete probability measures Q with support point vector λ = (λ 1 , . . . , λ m ) T and a corresponding vector of masses or mixing weights denoted by
where ψ(x; λ j ) is the jth component density and (λ T , β T ) T are parameters of the mixing distribution Q.
An important question is selection of the number of mixture components m. It has long been noted that testing for the number of mixture components is a non-regular problem since some of the parameters under the alternative hypothesis are not identifiable in the null hypothesis and in turn the LRT statistic does not have the asymptotic χ 2 distribution. The perturbation methodology developed in this article addresses this testing problem. Suppose f (x; θ 0 ) is an m-component mixture, then the perturbation density ψ(x; λ) represents the (m + 1)st component. The procedures developed enable testing for the presence of the (m + 1)st component, or equivalently testing the null hypothesis of an m-component mixture versus the alternative hypothesis of an (m + 1)st component mixture model. The procedures developed impose only mild smoothness conditions on the family ψ(x; λ) and can be applied for both scalar and vector parameters λ and univariate or multivariate data.
If the number of components is fixed, the likelihood has multiple roots and LRT has an unknown limiting distribution. See Lindsay (1995) for a complete discussion of the previous results on the testing problem. Lindsay provides an extensive treatment of the asymptotic distribution of the LRT based on the Hotelling's volume-of-tube formula for testing (1) one component versus two components and (2) one component versus any mixture for the class of multinomial mixture models. Dacunha-Castelle and Gassiat (1999) propose a general theory for the derivation of the limiting distribution of the LRT in testing for p mixtures versus m mixtures, where m > p. Under certain stringent conditions, they show that the statistic
where Q k is a k-component mixing distribution, converges in distribution to
where Z(λ) is the Gaussian process indexed by some set Λ and I(·) is the indicator function. That is, they consider the positive part of the Gaussian process. Analytic derivations of the distribution of supremum of the Gaussian process are difficult problems.
In this article, we derive a general theory for approximating the limiting distribution of a test statistic-asymptotically equivalent to the LRT, and in turn approximating the significance levels in testing for the order of a mixture model. For the first time, the theory developed in this article enables one to find approximate significance levels in testing for the order of a mixture model 1. for mixtures of any smooth families; including discrete and continuous mixture distributions (Section 6.2) 2. when the probability distributions under the null and alternative hypotheses come from different families; for instance, f (x; θ 0 ) has an exponential distribution and ψ has a Cauchy distribution; application to such a model abound in particle physics, 3. in testing for m versus q components, where q may be larger than (m + 1) (Section 6.4) and 4. for multivariate mixture distributions (Section 6.6).
The Perturbation Method: Application to Spatial Scan Statistics
In this section, we discuss the application of the perturbation model to the problem of spatial scan process. In the scan statistics problem, one observes a random field (often, a point process) and is interested in detecting non-homogeneity. Let Υ(·) : R 0 −→ R be a random field with a domain of definition R 0 ⊂ R d . In spatial scan analysis, a process (or image) is observed over a region domain R 0 ⊂ ℜ d . An image may be represented by a real-valued observation y(x) made at spatial locations x ∈ R 0 ; the observations represent pixel intensity. The goal of spatial scan analysis is to detect "unusual" regions, where the distribution of data locally differs significantly from the global distribution. Applications include mammography; automatic target recognition and minefield detection.
One approach to spatial scan analysis is to assume the image is made up of t disjoint, connected regions and to use simple models to describe the data within each region. That is R 0 = ∪ t i=1 R i and there exists a simple distribution describing Υ(s) for s ∈ R i . There is seldom apriori knowledge of location of local regions of interest R i . To combat this, one can introduce regional structure on R 0 via a scan process (Cressie, 1993) so that R 0 = ∪ s∈R 0 N s (υ), where N s (υ) is a scan window (often an interval or a rectangle) centered at s with size index υ defined by N s (υ) = {(s 0 + j, s 1 + k) ∈ R 0 : −υ ≤ j, k ≤ υ} and s = (s 0 , s 1 ) ∈ R 0 is the location of the pixel in the image.
In the perturbation formulation, one takes f (x; θ 0 ) to be a uniform measure over domain of the random field and ψ(x; λ) as an indicator function for the scanning window centered at λ. In essence, a scan window is scanned over the entire random field to search for region with non-homogeneity.
Organization
This article is organized as follows: In Section 2, we propose derive the score process for testing the hypotheses in (2) and derive some of its fundamental properties. We derive the test statistic to test for perturbation, describe a connection between a differentiable Gaussian random field and a differentiable manifold through the Karhunen-Loève expansion and lastly develop the theory to connect the perturbation problem to the volume of a tube of a manifold embedded in a unit sphere through the use of the volume-of-tube formula in Section 3. In Section 4, a Gaussian process approximation to the score process is derived for one and higher-dimensional manifolds (i.e., for both scalar and vector cases of λ). These approximations enable us to find approximate critical values for the test statistic using the volume-of-tube formula when the null density f (x; θ 0 ) is completely specified. In Section 5, the results of Section 4 are extended to the case where the null density f (x; θ 0 ) itself has a set of nuisance parameters. The volume-of-tube formula and the perturbation theory is applied to a class of mixture families in testing for the order of a mixture model in Section 6. Further, we will show that the results of Lindsay (1995) , Lin and Lindsay (1997) and Chen and Chen (2001) are special cases of our general theory. The paper concludes with a discussion of the relative merits of the perturbation theory as well as extensions of the perturbation method in Section 7.
A Score Process and Fundamental Properties
In this section, we derive a score process and its fundamental properties that are required for the testing problem in (2).
Preliminaries
If a particular value of λ is specified, then the testing problem in (2) becomes routine. The loglikelihood function based on the perturbation model (1) can be written as
with 0 ≤ η ≤ 1. For a fixed value of λ, the likelihood (6) is a concave function of η and hence there exists a unique maximizer η λ with 0 ≤ η λ ≤ 1. Usually there is no closed form solution for η λ ; however, the estimate can be found as a solution of the equation
if a solution in [0, 1] exists; otherwise the estimator will be at one of the end-points. This leads to a corresponding loglikelihood ratio process
The loglikelihood ratio process may be used as a diagnostic tool. Large values of L ⋆ (λ|X) may indicate the presence of a perturbation and the ML estimate of λ is the maximizer of L ⋆ (λ|X). However, this process is computationally intensive, since L ⋆ (λ|X) may have many local maxima. Any strategy for finding the global maximum has to involve an exhaustive search, which in turn requires solving (7) for each value of λ.
The Score Process: Theory
In this section, we propose the score process, as an alternative to the loglikelihood process, defined as
The score process is less computationally intensive and its explicit representation makes statistical inference tractable. It is shown in Theorem 1 (below) that the score process has mean zero when there is no perturbation (i.e., η = 0) and E{S(λ 0 )} > 0 when there is a perturbation at λ = λ 0 , suggesting that peaks in the score process provide evidence for the presence of perturbation. However, one must be careful as values of S(λ) can exhibit high random variability and the variance may have substantial dependence on λ. For this reason, we propose the normalized score process defined as
where
For some choices of f and ψ, C(λ, λ † ) can be found analytically, while in other cases numerical integration is required.
We restrict attention to models for which the following assumptions hold.
Assumption A2: For each λ, supp{ψ(x; λ)} ⊂ supp{f (x; θ 0 )}, where supp{f (·)} is the support of f (·).
In the following theorem, we summarize some fundamental properties of the score and normalized score processes.
Theorem 1 Suppose assumptions A1 and A2 hold. Then 1. Under H 0 , the score process has mean E{S(λ)} = 0 for all λ and covariance function
2. Under H 1 , with the true parameter λ 0 ,
3. Under H 1 , with the true parameter λ 0 , the expected value of the normalized score process is given by
with an equality at λ = λ 0 .
Proof: It is straightforward to evaluate the mean and covariance functions. Under H 1 , with the true parameter λ 0 , we have
which gives the result in (11). Similarly, one can derive the mean and covariance functions in part 1 of the theorem. The bound (12) is established by noting that C(λ, λ 0 ) is a covariance function and therefore satisfies the Cauchy-Schwartz inequality:
The motivation for using the score processes lies in part 3 of the Theorem 1: The expected value of the normalized score process is maximized at the true parameter λ 0 of the perturbation. The supremum of the normalized score process can serve as a test statistic for the hypothesis in (2). If the null hypothesis is rejected, then the maximizer of the normalized score process serves as a point estimator of λ. The final result of this section establishes the asymptotic equivalence between the score and loglikelihood processes.
Theorem 2 The score process and loglikelihood ratio process are asymptotically equivalent, in the sense that
as n → ∞.
Proof: A Taylor series expansion shows that
The quadratic on the right hand side of (13) 
The result follows since C(λ, λ)
3 Testing for the Perturbation: The Volume-of-Tube
Formula
As motivated in the previous section, a test statistic for the hypotheses in (2) is defined as
Except in special cases, the distribution of the test statistic T cannot be found analytically. The goal of this section is to derive an approximation of the distribution of T under H 0 , thereby allowing approximate determination of critical values for the test statistic. We first show that the distribution of T is asymptotically equivalent to the supremum distribution of a Gaussian random field. Second, we derive approximations for the Gaussian random field using the Karhunen-Loève expansion and the volume-of-tube formula.
We first state some assumptions required for the development of the theory.
Assumption A3:
The parameter λ is restricted to a compact and convex set Λ.
Assumption A4: For all x, the perturbation function ψ(x; λ) is a twice continuously differentiable function of λ.
Assumption A5:
The covariance function C(λ, λ) is positive in λ; equivalently, f (x; θ 0 ) is not identically equal to ψ(x; λ) for any λ.
Note that Assumptions A1, A3 and A4 imply that the covariance function C(λ, λ † ) is also twice continuously differentiable. The assumption A5 will be relaxed later in the context of mixture models.
These assumptions enable us to show that the limiting distribution of T is equal to that of a Gaussian process with the same covariance structure as S ⋆ (λ).
field with continuous sample paths, mean zero and covariance function
Then under H 0 and c ∈ R,
Theorem 3 will be proved in Section 8. The consequence of the theorem is that we can find approximate critical values for the test statistic T by approximating the distribution of sup λ Z(λ). This will be achieved through the Karhunen-Loève expansion and the Hotelling-Weyl-Naiman volume-of-tube formula.
The Karhunen-Loève Expansion
A concise presentation of the Karhunen-Loève expansion is found in Section III.3 of Adler (1990) . The Karhunen-Loève expansion of the random field Z(λ) is the uniformly con-vergent series expansion
where ϑ k s are i.i.d. N(0, 1) random variables and {ξ j (λ)} is a sequence of twice continuously differentiable functions; ϑ and ξ(λ) are the corresponding vector counterparts. Explicitly,
The volume-of-tube formula can be applied directly only to random fields with a finite Karhunen-Loève expansion. When the expansion is infinite, the series must first be truncated to J terms and let J → ∞. Toward this goal, we define a truncated process
where ϑ 0 ∼ N(0, 1) and is independent of ϑ 1 , ϑ 2 , . . .. The covariance function of Z J (λ) is
which converges uniformly to ρ(λ, λ † ) as J → ∞. The term involving ϑ 0 is chosen to ensure that ρ J (λ, λ) = 1 for all λ.
Remark 1: It should be noted that the Karhunen-Loève expansion is simply a theoretical device employed to approximate the distribution of the supremum of the Gaussian random field Z(λ) via the volume-of-tube formula. To be more precise, the truncation at J does not have any effect in the analysis presented in the succeeding sections. To implement the results of this article, it is not necessary to choose J or even to determine the KarhunenLoève expansion. All the required calculations are expressed in terms of the covariance function and its derivatives.
Gaussian Random Fields and the Volume-of-Tube Formula
We now turn to the goal of approximating the probability in (15) when c ∈ R is large, λ ∈ Λ ⊂ R d and d ≥ 1. If the Karhunen-Loève expansion of the random field terminates after a finite number of terms, say J, then the distribution of sup λ Z(λ) can be approximated by conditioning on the length ϑ as follows:
with J degrees of freedom. Note that equation (18) is for a truncated process at J; therefore, the inner product term U, ξ(λ) is truncated at J terms.
The equation (19) plays a key role in developing higher-order asymptotic results one requires. Essentially, (19) converts a high-dimensional Gaussian probability problem into that of a χ 2 random variable and uniformly distributed random variables over the surfaces of spheres. This uniformity property reduces the problem of finding the probability in the integrand of (19) to that of determining the volume (surface area) of the unit sphere
To exploit this approach, we first illustrate the geometry of the set {U ∈ S (J−1) : sup λ U, ξ(λ) > w} for a general curve ξ(λ) on S (J−1) .
Definition 1 Let x be a point on the unit sphere S (J−1) . The distance between x and the
Definition 2 The tube with radius r around the manifold M embedded in S (J−1) is the set of all points x that lie within a distance r of M:
Using the relation U − ξ(λ) 2 = 2{1 − U, ξ(λ) }, we obtain sup λ U, ξ(λ) ≥ w if and only if U ∈ T (r, M), where r = 2(1 − w). Since U is uniformly distributed on the unit sphere,
where Area{T (r, M)} denotes the volume or surface area of the tube and
is the area of the unit sphere. Note that equation (20) is for truncated process at J. In order to determine (20), one needs to determine the volume of the tube. The solution depends on the geometry of the set M. When the set Λ is one-dimensional, M is a curve on the unit sphere and the tube consists of a main "cylindrical" section plus the two boundary caps as shown in Figure 1 . Results of Hotelling (1939) and Naiman (1990) provide the answer for this case:
where κ 0 is the length of the manifold M, B(a, b) is the beta density with parameters a and b and ℓ 0 = 2 is the number of end-points (introducing ℓ 0 allows us to treat cases where M consists of two or more disconnected segments, which we are encountered in the context of mixture models). Note that (21), which again is for a truncated process at J, is exact whenever r is less than a critical radius r 0 (equivalently, w 0 ≤ w ≤ 1) which is dependent on the curvature of M.
Distribution of sup λ∈Λ Z(λ)
In this section, we provide approximations to the tail probability in equation (18) for large c. Combined with Theorem 3, this provides an approximation to the null distribution of the test statistic T.
One-Dimensional Manifold Λ
In this section, we will derive the distribution sup λ∈Λ Z(λ) for the case of one-dimensional manifold.
Assumption A6: Suppose that ρ(λ, λ † ) < 1 whenever λ = λ † .
Theorem 4 Suppose Λ is one-dimensional, C(λ, λ † ) is continuous and Assumptions A1
to A6 hold. The distribution of sup λ∈Λ Z(λ) satisfies
as c → ∞, where
where ∇ 1 and ∇ 2 denote the partial derivative operators with respect to λ and λ † respectively and ℓ 0 = 2.
Theorem 4 will be proved in Section 8. The result (22) is not for just for w ≤ 1orc ≤ √ y and is exact for w 0 ≤ w ≤ 1 and approximate for any other w. Some comments about Theorem 4 are in order.
Remark 2: Although formula given by Hotelling is exact for tubes of sufficiently small radius, the integration leading to (22) is a weighted integral of the tube areas over all radii. In statistical applications, one is interested in the probabilities of rare events or equivalently as c → ∞. In this case, the integral (19) places increasing importance on values of w close to one and hence one obtains an asymptotically negligible error term in (22).
Remark 3: Although the derivation of Theorem 4 uses the Karhunen-Loève expansion, it is never necessary to actually find this expansion: one can determine κ 0 entirely via the covariance function C(λ, λ † ). It is however necessary to think about the geometry of the set {ξ(λ) : λ ∈ Λ} to properly treat the boundary corrections; especially for higher-dimensional problems.
Remark 4: Equation (4.19) of Lindsay (1995) is a special case of the result in Theorem 4 for multinomial mixture models. See also Lin and Lindsay (1997) . This connection is explored further in Section 6; however, we note that for multinomial models the KarhunenLoève expansion is finite.
Effect of C(λ, λ) = 0 on the Score Process
As a condition of Theorem 4, we have assumed that C(λ, λ) > 0 for all λ. This condition is violated when f (x; θ 0 ) = ψ(x; λ 0 ) for some λ 0 ; a situation that arises in the context of finite mixture models. In this case, one needs to be careful in assessing the behavior of the score process at λ = λ 0 . Let S ′ (λ) = ∂S(λ)/∂λ so that
In particular, this implies that the process flips and
and correspondingly, ξ(λ
). The manifold M has two pieces and four boundary points. We can still apply Theorem 4 with ℓ 0 = 4.
High-Dimensional Manifold Λ
The results of Hotelling, as applied in the previous section, assume that the manifold M is one-dimensional, or equivalently that the parameter λ is a scalar. Applications such as spatial scan analysis and multiparameter mixture problems require similar results in two and higher dimensions. Weyl (1939) provided an extension of the result by Hotelling to manifolds of dimension d ≥ 2 and Naiman (1990) derived the boundary corrections. The results provide a volume-of-tube formula that terminates after (d + 1) terms and is exact for tubes of sufficiently small radius.
For our purposes, we require the results of Naiman (1990) for tubes with boundaries. Naiman derives expressions for the volume of a tube by decomposing into different sections: corresponding to the main part of the manifold, hemispherical caps along boundaries of the manifold, circular wedges at the boundaries and so on. See Figure 1 of Naiman (1990) . Considering all these terms yields a series involving partial beta functions (Lemma 3.6 of Naiman (1990) ) which is similar to (21). Substituting these terms into (19) yields a series involving partial gamma functions; the first four terms of which are given in the following theorem.
First, we provide geometric interpretation of the constants appearing in Theorem 5 below.
[1.] Let κ 0 be the d-dimensional volume of the manifold. In terms of the covariance function, it has the following representation
where ∇ 1 and ∇ 2 denote the vectors of partial derivative operators with respect to λ and λ † respectively. The constant κ 2 is a measure of curvature of the manifold.
[2.] Let ℓ 0 be the (d − 1)-dimensional volume of the boundaries of M which has form similar to (24), summed over each of the boundary faces.
[3.] Let ℓ 1 be the measure of rotation of the boundary and ℓ 2 be a measure of curvature similar to κ 2 .
[4.] Let ν 0 be a measure of the rotation angles at points (or along edges) where two boundary faces meet and ν 1 be the combination the rotation angles and the rotation of the edges.
[5.] Let τ 0 be a measure of the size of wedges at corners where three boundary faces of M meet.
Theorem 5 Under Assumptions A1 to A6, for general d, the distribution of sup λ∈Λ Z(λ) satisfies
Pr sup
where the geometric constants are given in [1]-[5] above
This theorem incorporates the Weyl-Naiman results when d ≤ 3 and up to the fourth-order terms when d is larger. Explicit definitions and computational forms for the constants appearing in this theorem are given by Loader (1999) .
Remark 5: For d = 2, the fourth order coefficients become ℓ 2 = ν 1 = τ 0 = 0. Moreover, the Euler-Poincare characteristic (Knowles and Siegmund, 1989) satisfies
eliminating the need to compute κ 2 , ℓ 1 and ν 0 directly. The Euler-Poincare characteristic is the number of pieces making up the manifold, minus the number of holes. When Λ is a compact and convex set and C(λ, λ) > 0 for all λ then E = 1. We will consider examples later where E = 1.
Nuisance Parameters under the Null Model
The theory developed until now has assumed that the null density f (x; θ 0 ) is completely specified. However, in many applications, f (x; θ 0 ) comes from a parametric family
where θ is a vector of nuisance parameters. In this section, we derive a series of results that provide a linearization of the score process (defined below) to identify the correct covariance function (see Theorem 7 below) under the nuisance parameter setting. Such linearization enables us to properly normalize the score process and in turn apply the volume-of-tube formula to approximate the distribution of the test statistic T.
In the context of the finite mixture models, f (x; θ 0 ) is nothing but g(x; Q) representing an m-component mixture with θ ≡ Q being a vector of support points and the corresponding mixing weights of the m component densities. The score process is then searching for an (m + 1)st component.
If θ is estimated by the ML method, then under the H 0 , the score process becomes
As before, the test statistic will be the supremum (over λ) of the normalized score process; however, estimating the nuisance parameter vector θ means that the covariance function C(λ, λ † ) is no longer appropriate.
As a first step, we assume that under the null model, the ML estimator (MLE) θ satisfies the usual second-order asymptotics (Lehmann, 1999) and hence the following results hold as n → ∞:
and n
where θ 0 is the true null parameter vector, I(θ) is the Fisher information matrix and ∇ l(θ|x) is the vector of partial derivatives of l(θ|x) = log f (x; θ) with respect to θ.
Theorem 6 Suppose the true null parameter vector is θ = θ 0 . Under H 0 , the score process has the asymptotic representation
where o p (n 1/2 ) is uniform in λ and V (λ|θ 0 ) is the covariance vector
Proof: By expanding the score process in a Taylor series around θ 0 , we obtain
Under H 0 , the strong law of large numbers implies that 1 n ∂S(λ|θ) ∂θ
It follows from Assumption A3 and the continuity of Λ that the convergence is uniform in λ. Combining this result with (26) completes the proof.
Theorem 7
The process
has the covariance function
where C(λ, λ † ) is as in (10) with f (x; θ 0 ) replaced by f (x; θ 0 ).
Proof:
The result follows immediately from the observations that
and n −1 cov S(λ|θ 0 ),
Theorem 8 Under Assumptions A1 to A7,
where Z(λ) is a Gaussian random field with the covariance function
Proof: First, the result holds for the process (27) (which is similar to Theorem 3). Next, the result follows from Theorem 7.
We are now in a position to apply the results of Theorems 4 and 5. For example, when Λ is one-dimensional:
The tail probability Pr (sup λ∈Λ Z(λ) ≥ c) satisfies (22) with
The correlation function and κ 0 depend on θ 0 and hence cannot be evaluated directly. However, replacing θ 0 by θ 0 gives a consistent estimator.
As in the known parameter case, the condition C ⋆ (λ, λ) > 0 for all λ will be violated in the context of finite mixture models. However, one cannot handle the singularities in a nice fashion and they are best treated on a case-by-case basis. In particular, we find that (1) there can be multiple singularities, corresponding to each component of the mixture model under H 0 and (2) while in some cases the singularities lead to discontinuities as before, in other cases the singularities are removable.
Application of the Perturbation Theory to Mixture Models
In this section the results of the perturbation theory is illustrated in a number of different cases. There are several underlying goals: (1) Relating our results to other existing results for the mixture case, (2) obtaining explicit and easily computable expressions for κ 0 and other constants and (3) a careful study of the singularities of the score process that occur in mixture models.
Mixture Family of Binomial Distributions
Mixture distributions for random variables taking values in a finite set (such as 0, . . . , ϑ) are of special interest, since the data can be summarized by the bin counts, N 0 , . . . , N ϑ . The loglikelihood and the score process S(λ) depend on the data only through these values. After appropriate centering and scaling, the bin counts have an asymptotic multivariate normal distribution with ϑ degrees of freedom. This implies that the score process must have a finite Karhunen-Loève expansion.
Consider the case ϑ = 2 and a mixture of Binomial(2, λ) distributions:
with the null density f (x; θ 0 ) = ψ(x; λ 0 ) for some λ 0 . The score process is
Since N 1 = (n − N 0 − N 2 ), this can be reduced to
traces a smooth curve passing through the origin at λ = λ 0 . The normalized score process has the flip property discussed earlier.
The random variables Z 0 and Z 2 are correlated and explicit representation of S(λ) in terms of the uncorrelated random variables is messy. However, the corresponding manifold M consists of two arcs on the unit circle and
where ρ 0 = cor{S(0), −S ′ (λ 0 )}, ρ 1 = cor{S(1), S ′ (λ 0 )} and ℓ 0 = 4. Note that ρ 0 and ρ 1 can be evaluated explicitly using
After some algebra we obtain ρ 0 = 2λ 0 /(1 + λ 0 ) and ρ 1 = 2(1 − λ 0 )/(2 − λ 0 ). Since the manifold consists of two arcs on a unit circle, the exact limiting distribution of T can be obtained using the method of Uusipaikka (1983) .
Next suppose λ 0 is replaced by its MLE,
In this case, the normalized score process is constant and hence the manifold M consists of a single point. This means that κ 0 = 0 and ℓ 0 = 2. This is the (0.5 χ 2 0 + 0.5 χ 2 1 ) distribution on page 95 of Lindsay (1995) , where χ 2 0 is a degenerate distribution with all its mass at zero. Lindsay calls such a mixture of chi-square distributions with differing degrees of freedom as chi-bar distribution.
Mixtures of Exponential Family of Densities
Suppose ψ(x; λ) belongs to an exponential family of densities. That is,
where the parameter λ may be either scalar or a vector. The null density is f (x; θ 0 ) = ψ(x; λ 0 ) for some λ 0 . The covariance function is given by
For a multivariate normal distribution with covariance equal to the identity, we have ϕ(λ) = λ 2 /2 and
For the special case of d = 1, this covariance function was obtained by Chen and Chen (2001) . Critical values are obtained via Theorem 4 using
The normalized score process again has the flip property (23) and ℓ 0 = 4.
Suppose λ 0 is unknown and estimated by the method of ML. Straightforward calculations show that the covariance function (28) in Theorem 7 becomes
For the special case of the univariate normal distribution, we have
Again, the normalized score process has a singularity at λ = λ 0 ; however, the precise behavior at this point needs careful consideration. In the neighborhood of λ 0 , we have
Note that S( λ 0 ) = S ′ ( λ 0 ) = 0 (note the latter is simply the score equation defining λ 0 ).
and hence the normalized score process becomes
in the neighborhood of λ 0 . This is continuous and hence there is no flip at λ = λ 0 . The manifold M for this process is a single segment and ℓ 0 = 2.
Mixture Distributions Under the Null Hypothesis
One of the important applications of the perturbation theory is in building finite mixture models. Suppose we have a mixture model with m components and we wish to test whether an (m + 1)st component is required. In this case, the null model f (x; θ) is the m component mixture g(x; Q) while the alternative is the (m+ 1)st component. We consider two cases: (1) The support points are known and only the mixing weights are estimated and (2) both the support points and weights are unknown.
Case 1: The model becomes
where Q = (λ T , β T ) T with λ treated as fixed and β as unknown. The likelihood surface is concave in β and the MLEs satisfy
provided that the solution satisfies 0 < β j < 1 (otherwise, some components are set to zero). The MLE satisfies the conditions of section 5, provided that β j > 0 for each j. The covariance function is determined using Theorem 7.
The set of equations in (31) can be written as S(λ j | β) = 0 for all j = 1, . . . , m which implies that the normalized score process has singularities at each λ j . Using an argument similar to (23), the process flips at each of these points. For d = 1, the manifold M has (m + 1) segments and ℓ 0 = 2(m + 1). Approximate critical values are obtained using Theorem 4 and κ 0 is evaluated using numerical integration.
For d = 2, M has m holes with each hole contributing 2π to the total length of the boundary ℓ 0 . Note that the Euler-Poincare characteristic of M is (1 − m). To apply Theorem 5, we evaluate the constant κ 0 via a bivariate numerical integration and the length of the outer boundary using via a univariate numerical integration.
Case 2: The mixing distribution Q now consists of the m support points and the corresponding mixing weights, each of dimension d under the H. The equations defining the MLEs become
Note that for d > 1, the second equation is a vector. Using an expansion similar to (30) around each of the true mixture support points shows that all singularities in the normalized score process are removable.
One requires consistent estimators of the nuisance parameters in order to apply the results of Section 5. This is achieved by imposing an order constraint on the support points λ j , such as λ 1 < . . . < λ m and the corresponding constraint on the estimators, λ 1 < . . . < λ m . Under these constraints, the results of Theorem 7 and 9 are employed to obtain the approximate critical values.
We relate our work with that of Dacunha-Castelle and Gassiat (1999) , who consider the LRT for mixture models. They proceed by expanding the loglikelihood around the true model, under both the null m-component mixture and alternative q-component mixture. The score process considered by Dacunha-Castelle and Gassiat appears much more general than the ones developed in this article; in particular, they allow the "perturbation" to move both the support points of the mixture components as well as the mixing coefficients. However, the key to connecting the two methods is in (32)-the likelihood equations defining Q. These equations imply that the loglikelihood ratio has zero derivative in the direction of the nuisance parameter vector and hence no benefit is gained from the more general perturbation model.
General Case: Testing m versus q components
Our work so far has focused on testing m versus (m+1)-component in the context of finite mixture models. The more general problem treated by Dacunha-Castelle and Gassiat is that of testing m versus q components for arbitrary q > m. We briefly describe how the results of this article can be extended to this general case.
For q = (m + 2), the appropriate score process becomes
The covariance function for this process is easily derived from that of S(λ). The index set is now a triangular wedge:
which is of dimension (2d + 1). For a scalar parameter λ, Λ ⋆ is three-dimensional. The first term, κ 0 , of Theorem 5, is easily computed via numerical integration. However, implementing the boundary terms requires some care, since inspection reveals that many of the boundary faces and edges on the manifold collapse. For example, when λ 0 = λ 1 , ∆ is irrelevant, indicating that the face of Λ ⋆ corresponds to an edge of the manifold M.
Suppose d = 1 and Λ is an interval [λ, λ] . The manifold, shown in Figure 2 , has two corner points at the coordinates (λ, λ, 0) and (λ, λ, 1), two edges connecting these points
and two boundary faces
For q ≥ (m + 3) the procedure is similar. 
A Simulation Experiment
In order to demonstrate the power of the proposed methods, we present a simulation study. The true density is chosen as
for η ∈ {0, 0.1, 0.2} and ψ(x, λ) is the normal density with mean λ and variance 1. This density has two large and well separated components and our goal is to test for the presence of a poorly separated third component.
We consider three different cases:
Case 1: The null model f (x; θ 0 ) ≡ g(x; Q) = {0.5 ψ(x, −2) + 0.5 ψ(x, 2)} is completely specified.
Case 2: The null model is f (x; θ) ≡ g(x; Q) = {β 1 ψ(x, −2) + β 2 ψ(x, 2)}, where (β 1 , β 2 , λ 1 , λ 2 ) are estimated via the method of ML.
Case 3: The null model is f (x; θ) ≡ g(x; Q) = {β 1 ψ(x, λ 1 ) + β 2 ψ(x, λ 2 )}, where βs and λs are estimated. Table 1 reports the number of rejections in 100 simulations. When η = 0, the null hypothesis is true and hence we expect the rejection percentage to be close to the nominal significance level of α = 0.05. As η increases, the power increases as expected. As the null assumptions are relaxed, the power decreases which is to be expected. Note that the poor separation between the components makes it difficult for the test to detect the third component which is more prominent in Case 3. Naturally, estimating the nuisance parameters under the null model has an effect on the power of the test statistic.
as r 0 → 0. The contribution from the inner boundary does not disappear as r 0 → 0, instead it converges to 2π. This implies that the manifold M corresponding to this process has a hole and M has Euler-Poincare characteristic of E = 0. The tail-probability approximation of Theorem 5 becomes
Figure 3: Manifold for the bivariate normal mixture testing problem. The cylindrical manifold has two boundaries: a circle with circumference 2π, corresponding to r = 0, and a larger (high dimensional) ring corresponding to r = r 1 .
The interior hole occurs in any two-parameter problem, as the following lemma demonstrates.
Lemma 1 Suppose λ is of dimension d = 2 and there exists a λ 0 ∋ f (x; θ 0 ) = ψ(x, λ 0 ). Then the normalized score process S ⋆ (λ) has a singularity at λ = λ 0 and correspondingly, the manifold M has a hole. The length of the interior boundary of M is 2π.
Then the normalized score process becomes
As λ varies in a small circle around λ 0 , the boundary of the manifold M, R(λ − λ 0 )/ R(λ − λ 0 ) , becomes the unit circle in R 2 which has length 2π.
Discussion
In this article, we introduced a general class of models called the perturbation models and proposed a test statistic (which is asymptotically equivalent to the LRT statistic) based on the score process to detect the presence of perturbation. Further, we developed a general inferential theory to derive the limiting distribution of the test statistic for a class of non-regular problems using the Hotelling-Weyl-Naiman volume-of-tube formula. We illustrated the resulting theory using the problem of testing for the order of a mixture model. Our theory is applicable to a general family of mixture models including the multivariate family of mixtures. We also developed the theory to the case when the null density f (x; θ 0 ) itself has a set of nuisance parameters. Moreover, we showed that the results of Lindsay (1995) , Lin and Lindsay (1997) and Chen and Chen (2001) are special cases of our general theory. Other applications to our general theory include spatial scan analysis, latent class models (employed in social research) and Rasch models (employed in educational testing and survey sampling).
The explicit determination of the geometric constants appearing in the tube formula are carried out using the LIBTUBE software developed by Loader (2002) . Our theory is general enough to be applicable to scalar or vector λ and univariate or multivariate data. The advantage of our approach is that the tube formula provides a better approximation to the limiting distribution compared to those based on the bootstrap or penalty-based versions of the LRT statistic.
Proofs
In this section we provide a proof of the Theorem 3. We begin with a series of lemmas leading to the result in the one-dimensional case and then extend the result to that of higher dimensions. As before, ′ denotes first derivative with respect to the appropriate term.
Lemma 2 Let a(λ) be a continuously differentiable function on an interval Λ. Let M = {a(λ 1 ) − a(λ 0 )}. Then for all ǫ > 0.
Proof: Applying Lemma 4 shows that Pr sup
where the last line uses the Markov inequality Pr(X > a) ≤ E(X)/a for any non-negative random variable X. 
The above result establishes that even though, equations (21) and (20) are based on a Karhunen-Loève expansion truncated at J, the tail probability of a truncated Gaussian process is independent of J since the integral on the right hand side of above equation is free of J.
The above equation is for a truncated process at J. Adler (1990) as J → ∞. Therefore, the left hand side of (37), which is finite for J, tends to Pr(sup λ Z(λ) ≥ c), where Z(λ) is based on an infinite Karhunen-Loève expansion.
The expression for κ 0 can be derived by approximating M by a series of short line segments; in the limit, one obtains
Using the relation (14) shows that the stated form in terms of the covariance function is equivalent.
When the Karhunen-Loève expansion is infinite, apply the result to the truncated process Z J (λ) defined by (17) 
