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AN EXAMPLE IN THE VANISHING DISCOUNT PROBLEM FOR
MONOTONE SYSTEMS OF HAMILTON-JACOBI EQUATIONS
HITOSHI ISHII
Abstract. In recent years, there have been many contributions to the vanishing discount
problem for Hamilton-Jacobi equations. In the case of the scalar equation, B. Ziliotto [Conver-
gence of the solutions of the discounted Hamilton-Jacobi equation: a counterexample. J. Math.
Pures Appl. (9) 128 (2019), 330-338] has shown an example of the Hamilton-Jacobi equation
having non-convex Hamiltonian in the gradient variable, for which the full convergence of the
solutions does not hold as the discount factor tends to zero. We give an example of the nonlin-
ear monotone system of Hamilton-Jacobi equations having convex Hamiltonians in the gradient
variable, for which the whole family convergence of the solutions does not hold.
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1. Introduction
We consider the system of Hamilton-Jacobi equations
(1)
λu1(x) +H1(Du1(x)) +B1(u1(x), u2(x)) = 0 in Tn,λu2(x) +H2(Du2(x)) +B2(u1(x), u2(x)) = 0 in Tn,
where λ > 0 is a given constant, called the discount factor, and the functions Hi : R
n → R and
Bi : R
2 → R, with i = 1, 2, are given continuous functions.
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In a recent paper [5], the authors have investigated the vanishing discount problem for a
nonlinear monotone system of Hamilton-Jacobi equations
(2)

λu1(x) +G1(x,Du1(x), u1(x), u2(x), . . . , um(x)) = 0 in T
n,
...
λum(x) +Gm(x,Dum(x), u1(x), u2(x), . . . , um(x)) = 0 in T
n,
and established under some hypotheses onGi ∈ C(Tn×Rn×Rm) that, when uλ = (uλ1 , . . . , uλm) ∈
C(Tn)m denoting the (viscosity) solution of (2), the whole family (uλ)λ>0 converges in C(T
n)m
to some u0 ∈ C(Tn)m as λ → 0+. The constant λ > 0 in the above system is the so-called
discount factor.
The hypotheses on Gi are the convexity, coercivity, and monotonicity of Gi as well as the
solvability of (2), with λ = 0. Here the convexity of Gi is meant that the functions R
n ×Rm ∋
(p, u) 7→ Gi(x, p, u) are convex. We refer to [5] for the precise statements of the hypotheses.
Before [5], there have been many contributions to the question about the full convergence in
the vanishing discount problem, which we refer to [1, 3–8] and the references therein.
In the case of the scalar equation, B. Ziliotto [9] has recently shown an example of the
Hamilton-Jacobi equation having non-convex Hamiltonian in the gradient variable for which
the whole family convergence does not hold.
Our purpose in this paper is that, by adapting the idea of Ziliotto [9] to the system (2), we
give an example of Bi such that, if H1(0) = H2(0) = 0, then the whole family of the solutions
of the system (2), with λ > 0, does not converge as λ→ 0+.
Motivated by [9], we write
I = {1, 2}, A = {2−
√
2 + 4−k : k ∈ N} ∪ {2−
√
2}, B = {0, 1},
and set
C(α, β) = (cij(α, β))i,j∈I :=(
1 0
0 1
)
+ β
(
−α −1 + α
−1 + α −α
)
+ (1− β)
(
−1 + α −α
−α −1 + α
)
for α, β ∈ R.
Moreover, we define Li : R
2 → R, with i ∈ I, by
L1(α, β) = αβ + 2(1− α)(1− β), L2(α, β) = −αβ − 2(1− α)(1− β).
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Note that A ⊂ (0, 1) and A, B are compact subsets of R and that
(3)

∑
j∈I
cij(α, β) = 0 for all (i, α, β) ∈ I× R× R,
cij(α, β) ≤ 0 if i 6= j for all (i, j, α, β) ∈ I× I× [0, 1]× [0, 1].
Let λ ∈ (0, 1). Consider the problem of finding u = (u1, u2) ∈ R2 such that
(4)
λu1 +B1(u1, u2) = 0,λu2 +B2(u1, u2) = 0.
where Bi : R
2 → R, with i ∈ I, are the continuous functions given by
(5) Bi(u1, u2) = max
α∈A
min
β∈B
(ci1(α, β)u1 + ci2(α, β)u2 − Li(α, β)).
For later convenience, we set for (i, α, β) ∈ I× [0, 1]× [0, 1] and (u1, u2) ∈ R2,
bi(α, β, u1, u2) = ci1(α, β)u1 + ci2(α, β)u2 − Li(α, β).
It is clear that the functions bi are continuous on [0, 1]× [0, 1]× R× R.
Although our main concern is the system (4), for the argument below we need to treat a
more general form of (4), that is, the system
(6)
λu1 + A1(u1, u2) = g1,λu2 + A2(u1, u2) = g2,
where (g1, g2) ∈ R2 is a given vector, Ai, with i ∈ I, are defined by
Ai(u1, u2) = max
α∈Ai
min
β∈Bi
bi(α, β, u1, u2),
and Ai,Bi, with i ∈ I, are given compact subsets of [0, 1], If we take gi = 0, Ai = A, and
Bi = B for all i ∈ I, (6) is exactly the system (4).
We note that the mapping A : (u1, u2) 7→ (A1(u1, u2), A2(u1, u2)) is monotone in the sense
that for any (u1, u2), (v1, v2) ∈ R2, if uj−vj ≥ uk−vk, where j 6= k, then Aj(u1, u2) ≥ Aj(v1, v2).
Indeed, assuming, for instance, that u1 − v1 ≥ u2 − v2, we observe that for any α ∈ A1 and
some β¯(α) ∈ B1,
A1(u1, u2) ≥ min
β∈B
b1(α, β, u1, u2) = b1(α, β¯(α), u1, u2),
while for some α¯ ∈ A1,
A1(v1, v2) = min
β∈B
b1(α¯, β, v1, v2) ≤ b1(α¯, β¯(α¯), v1, v2).
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Combining the above two, using (3), and writing β¯ = β¯(α¯), we deduce that
A1(u1, u2)− A1(v1, v2) ≥ b1(α¯, β¯, u1, u2)− b1(α¯, β¯, v1, v2)
= c11(α¯, β¯)(u1 − v1) + c12(α¯, β¯)(u2 − v2)
≥ c11(α¯, β¯)(u1 − v1) + c12(α¯, β¯)(u1 − v1) = 0.
This shows that A is monotone.
With the fact that A is monotone, the following proposition is well-known.
Proposition 1. There exists a unique solution (u1, u2) ∈ R2 of (6). Moreover, if (v1, v2) ∈ R2
satisfies
λv1 + A1(v1, v2) ≤ g1 and λv2 + A2(v1, v2) ≤ g2,(7)
(resp.,
λv1 + A1(v1, v2) ≥ g1 and λv2 + A2(v1, v2) ≥ g2 ),(8)
then v1 ≤ u1 and v2 ≤ u2 (resp., u1 ≤ v1 and u2 ≤ v2).
For completeness, we provide below proof of the above proposition.
Proof. We first show the second claim in Proposition 1, that is, the comparison claim. Let
(u1, u2) ∈ R2 be a solution of (6) and let (v1, v2) ∈ R2 satisfy either (7) or (8).
We treat only the case of (7); the proof of the other case is similar. We argue by contradiction,
and hence suppose that either v1 > u1 or v2 > u2. Assume, for instance, that v1−u1 ≥ v2−u2.
By the monotonicity of A, we have A1(v1, v2) ≥ A1(u1, u2). Hence, by (6) and (7), we deduce
that
0 ≥ λ(v1 − u1) + A1(v1, v2)− A1(u1, u2) ≥ λ(v1 − u1),
which contradicts that v1 > u1. Thus, we have v1 ≤ u1 and v2 ≤ u2. The uniqueness of the
solution of (6) is now evident.
Next, we show that there exists a solution of (6). We choose a constant R > 0 such that
maxi∈I(‖Li‖∞+ |gi|) ≤ λR, where ‖ · ‖∞ denotes the sup-norm, and deduce with the help of (3)
that (v1, v2) = −(R,R) (resp., (v1, v2) = (R,R)) satisfies (7) (resp., (8)). It is easily seen that
A : R2 → R2 is Lipschitz continuous. Let M ≥ 0 be a Lipschitz constant of A, and consider
the problem of finding (u1, u2) ∈ R2 that satisfies
(9) (λ+M)u1 + A1(u1, u2) = f1 and (λ+M)u2 + A2(u1, u2) = f2,
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where (f1, f2) ∈ R2 is a fixed vector. By the Banach fixed-point theorem, (9) has a unique
solution.
We define inductively a sequence of points (u
(j)
1 , u
(j)
2 ) ∈ R2, with j ∈ N, by setting (u(1)1 , u(1)2 ) =
−(R,R) and, when (u(j−1)1 , u(j−1)2 ) is given, solving (9) for (u1, u2), with
(f1, f2) = (g1, g2) +M(u
(j−1)
1 , u
(j−1)
2 ),
to set (u
(j)
1 , u
(j)
2 ) := (u1, u2).
Note that (v1, v2) = (R,R) (resp., (v1, v2) = −(R,R)) satisfies
(λ+M)v1 + A1(v1, v2) ≥ g1 +MR and (λ+M)v2 + A2(v1, v2) ≥ g2 +MR,
( resp., (λ+M)v1 + A1(v1, v2) ≤ g1 −MR and (λ+M)v2 + A2(v1, v2) ≤ g2 −MR. )
Applying the comparison assertion of Proposition 1, with λ and gi replaced respectively by
λ +M and gi +Mu
(1)
i , we obtain −R ≤ u(2)1 ≤ R and −R ≤ u(2)2 ≤ R. It is easily seen by
induction that −R ≤ u(j)1 ≤ R and −R ≤ u(j)2 ≤ R for all j ∈ N.
Moreover, if we assume that u
(j+1)
1 ≥ u(j)1 and u(j+1)2 ≥ u(j)2 for some j ∈ N, then
(λ+M)u
(j+2)
1 + A1(u
(j+2)
1 , u
(j+2)
2 ) = g1 +Mu
(j+1)
1 ≥ g1 +Mu(j)1 ,
(λ+M)u
(J+2)
2 + A2(u
(j+2)
1 , u
(j+2)
2 ) = g2 +Mu
(j+1)
2 ≥ g2 +Mu(j)2 ,
and, by the comparison argument as above, we deduce that u
(j+2)
1 ≥ u(j+1)1 and u(j+2)2 ≥ u(j+1)2 .
By induction, we conclude that uj+11 ≥ u(j)1 and u(j+1)2 ≥ u(j)2 for all j ∈ N.
We now know that the sequences (u
(j)
1 )j∈N and (u
(j)
2 )j∈N are convergent. Let u1 and u2 denote
the respective limits, and we note that
(λ+M)u1 + A1(u1, u2) =Mu1 and (λ+M)u2 + A2(u1, u2) =Mu2,
to conclude that (u1, u2) is a solution of (6). 
We note that if (Xλ, Yλ) ∈ R2 is the unique solution of (4) and if H1(0) = H2(0) = 0, the pair
of constant functions u1(x) = Xλ and u2(x) = Yλ is a solution of (1). As is well-known (see,
for instance, [5] and the references therein), (1) has a unique (viscosity) solution, and hence,
the pair (Xλ, Yλ) is the unique solution of (1).
The main result of this paper is the following two theorems.
Theorem 2. For any λ > 0, let (Xλ, Yλ) ∈ R2 be the solution of (4). Then (i) the set of points
(Xλ, Yλ), with λ > 0, is bounded in R
2. (ii) We have
lim inf
λ→0+
Xλ ≤ 1√
2
< lim sup
λ→0+
Xλ, and lim inf
λ→0+
Yλ ≤ − 1√
2
< lim sup
λ→0+
Yλ.
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In particular, the family of the pairs (Xλ, Yλ) does not converge as λ→ 0+.
As noted before the theorem, the following is an immediate consequence of Theorem 2.
Theorem 3. Assume that H1(0) = H2(0) = 0. For any λ > 0, let (uλ,1, uλ,2) be the (viscosity)
solution of (1). Then, the functions uλ,i are constants, the family of the points (uλ,1, uλ,2) in
R
2 is bounded, and it does not converge as λ→ 0+.
Notice that the convexity of Hi in the above theorem is irrelevant, and, for example, one
may take Hi(p) = |p|2 for i ∈ I, which are convex functions.
We remark that a claim similar to Theorem 3 is valid when one replaces Hi(p) by degenerate
elliptic operators Fi(p,M) (see [2] for an overview on the viscosity solution approach to fully
nonlinear degenerate elliptic equations), where M is the variable corresponding to the Hessian
matrices of unknown functions.
In the next and final section, we give the proof of Theorem 2.
2. Proof of Theorem 2
This section is entirely devoted to the proof of Theorem 2.
For any λ > 0, let (Xλ, Yλ) denote the solution of (4).
Proof of claim (i). We show first that (1/
√
2,−1/√2) is a solution of
B1(u1, u2) = 0 and B2(u1, u2) = 0.
For this, we observe that for any α ∈ A,
b1(α, 0, 1/
√
2,−1/
√
2) = (2 +
√
2)(α− (2−
√
2)),
b1(α, 1, 1/
√
2,−1/
√
2) = −(1 +
√
2)(α− (2−
√
2)),
b2(α, 0, 1/
√
2,−1/
√
2) = −(2 +
√
2)(α− (2−
√
2)),
b2(α, 1, 1/
√
2,−1/
√
2) = (1 +
√
2)(α− (2−
√
2)),
and hence, we get
B1(1/
√
2,−1/
√
2) = 0 and B2(1/
√
2,−1/
√
2) = 0.
By (3), we see that Bi(u1+ r, u2+ r) = Bi(u1, u2) for all i ∈ I, (u1, u2) ∈ R2 and r ∈ R. Hence,
we have
Bi(2/
√
2, 0) = Bi(0,−2/
√
2) = 0 for i ∈ I,
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which shows that for any λ > 0, if (v1, v2) = (
√
2, 0) (resp., (v1, v2) = (0,−
√
2)) satisfies
λvi +Bi(v1, v2) ≥ 0 ( resp., λvi +Bi(v1, .v2) ≤ 0 ) for all i ∈ I.
By the comparison assertion of Proposition 1, we deduce that
0 ≤ Xλ ≤
√
2 and −
√
2 ≤ Yλ ≤ 0 for all λ > 0,
which proves that the set of (Xλ, Yλ), with λ > 0, is bounded in R
2. 
Proof of claim (ii). We fix α1, α2 ∈ (0, 1) and β1, β2 ∈ B, and consider the linear problem
(10)
λX + c11(α1, β1)X + c12(α1, β1)Y − L1(α1, β1) = 0,λY + c21(α2, β2)X + c22(α2, β2)Y − L2(α2, β2) = 0.
When (β1, β2) = (0, 0), (10) reads(1 + λ)X = (1− α1)X + α1Y + 2(1− α1),(1 + λ)Y = α2X + (1− α2)Y − 2(1− α2).
This yields
X = − 2(α1λ+ α1 − α2 − λ)
λ(α1 + α2 + λ)
,
Y = − 2(α1 − α2λ− α2 + λ)
λ(α1 + α2 + λ)
=
2(α2λ+ α2 − α1 − λ)
λ(α1 + α2 + λ)
.
When (β1, β2) = (0, 1), we have(1 + λ)X = (1− α1)X + α1Y + 2(1− α1),(1 + λ)Y = (1− α2)X + α2Y − α2,
and
X =
α1α2 − 2α1λ− 2α1 − 2α2 + 2λ+ 2
λ(α1 − α2 + λ+ 1) ,
Y =
α1α2 − 2α1 − α2λ− 2α2 + 2
λ(α1 − α2 + λ+ 1) .
When (β1, β2) = (1, 0), (1 + λ)X = α1X + (1− α1)Y + α1,(1 + λ)Y = α2X + (1− α2)Y − 2(1− α2),
and
X =
−α1α2 + α1λ + 2α1 + 2α2 − 2
λ(−α1 + α2 + λ + 1) = −
α1α2 − α1λ− 2α1 − 2α2 + 2
λ(−α1 + α2 + λ+ 1) ,
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Y =
α1α2 − 2α1 − 2α2λ− 2α2 + 2λ+ 2
λ(α1 − α2 − λ− 1) = −
α1α2 − 2α1 − 2α2λ− 2α2 + 2λ+ 2
λ(−α1 + α2 + λ+ 1) .
When (β1, β2) = (1, 1), we have(1 + λ)X = α1X + (1− α1)Y + α1,(1 + λ)Y = (1− α2)X + α2Y − α2,
and
X =
α1λ+ α1 − α2
λ(−α1 − α2 + λ+ 2) ,
Y =
−α1 + α2λ+ α2
λ(α1 + α2 − λ− 2) = −
−α1 + α2λ+ α2
λ(−α1 − α2 + λ+ 2) .
In what follows, for the solution (X, Y ) of (10), we write
X = X(λ, α1, α2, β1, β2), Y = Y (λ, α1, α2, β1, β2).
Observe that
X(λ, α1, α2, 0, 0) = −Y (λ, α2, α1, 0, 0), X(λ, α1, α2, 0, 1) = −Y (λ, α2, α1, 1, 0),
X(λ, α1, α2, 1, 0) = −Y (λ, α2, α1, 0, 1), X(λ, α1, α2, 1, 1) = −Y (λ, α2, α1, 1, 1).
We set θ = 3
4
−
√
2
2
(> 0) and, for n ∈ N,
ρn = 2
−2n−2, λn = θ2
−2n = 4θρn.
We write
p(λ) = 2−
√
2 + θ−1λ for λ > 0,
and note that p(λn) = 2−
√
2 + 4ρn ∈ A and, since (2−
√
2)2 − 4(2−√2) + 2 = 0,
p(λn)
2 − 4p(λn) + 2 = 8(2−
√
2)ρn − 16ρn = −8
√
2ρn.
We compute that
lim
n→∞
X(λn, p(λn), p(λn), 0, 0) = − lim
n→∞
Y (λn, p(λn), p(λn), 0, 0)
= − lim
n→∞
2λn(p(λn)− 1)
λn(2p(λn) + λn)
=
1√
2
,
lim
n→∞
X(λn, p(λn), p(λn), 0, 1) = − lim
n→∞
Y (λn, p(λn), p(λn), 1, 0)
= lim
n→∞
p(λn)
2 − 4p(λn) + 2− 2p(λn)λn + 2λn
λn(λn + 1)
=
−2√2
θ
+ 2
√
2− 2 = 1√
2
,
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lim
n→∞
X(λn, p(λn), p(λn), 1, 0) = − lim
n→∞
Y (λn, p(λn), p(λn), 0, 1)
= lim
n→∞
−(p(λn)2 − 4p(λn) + 2) + p(λn)λn
λn(λn + 1)
=
2
√
2
θ
+ 2−
√
2 =
1√
2
,
lim
n→∞
X(λn, p(λn), p(λn), 1, 1) = − lim
n→∞
Y (λn, p(λn), p(λn), 1, 1)
= lim
n→∞
p(λn)λn
λn(−2p(λn) + λn + 2) =
1√
2
.
We set (Xn, Yn) := (Xλn , Yλn), so that
λnXn +B1(Xn, Yn) = 0 and λnYn +B2(Xn, Yn) = 0.
We have for any α ∈ A,
λnXn +min
β∈B
b1(α, β,Xn, Yn) ≤ 0, and λnYn +min
β∈B
b2(α, β,Xn, Yn) ≤ 0,
and, in particular,
λnXn +min
β∈B
b1(p(λn), β,Xn, Yn) ≤ 0 and λnYn +min
β∈B
b2(p(λn), β,Xn, Yn) ≤ 0.
We select βn,1, βn,2 ∈ B so that
λnXn + b1(p(λn), βn,1, Xn, Yn) ≤ 0 and λnYn + b2(p(λn), βn,2, Xn, Yn) ≤ 0.
The comparison assertion of Proposition 1, with A1 = A2 = {p(λn)} and Bi = {βn,i}, yields
Xn ≤ X(λn, p(λn), p(λn), βn,1, βn,2) and Yn ≤ Y (λn, p(λn), p(λn), βn,1, βn,2).
Combining all together, we find that
lim sup
n→∞
Xn ≤ 1√
2
, lim sup
n→∞
Yn ≤ − 1√
2
.
In particular, we have
(11) lim inf
λ→0+
Xλ ≤ 1√
2
, lim inf
λ→0+
Yλ ≤ − 1√
2
.
To proceed the proof, we check the monotonicity of X(λ, α1, α2, β1, β2), Y (λ, α1, α2, β1, β2)
as functions of α1, α2. We use the notation: for Z = X or Z = Y ,
∂1Z(λ, α1, α2, β1, β2) = ∂tZ(λ, t, α2, β1, β2)
∣∣∣
t=α1
,
∂2Z(λ, α1, α2, β1, β2) = ∂tZ(λ, α1, t, β1, β2)
∣∣∣
t=α2
.
10 H. ISHII
By simple computation, we obtain
(12)
∂1X(λ, α1, α2, 0, 0) = −∂2Y (λ, α2, α1, 0, 0) = −2(λ+ 2)(λ+ α2)
λ(α1 + α2 + λ)2
< 0,
∂2X(λ, α1, α2, 0, 0) = −∂1Y (λ, α2, α1, 0, 0) = 2α1(λ+ 2)
λ(α1 + α2 + λ)2
> 0,
∂1X(λ, α1, α2, 0, 1) = −∂2Y (λ, α2, α1, 1, 0) = −(λ+ 1− α2)(2(λ+ 2)− α2)
λ(α1 − α2 + λ+ 1)2 < 0,
∂2X(λ, α1, α2, 0, 1) = −∂1Y (λ, α2, α1, 1, 0) = − α1(λ+ 3− α1)
λ(α1 − α2 + λ+ 1)2 < 0.
∂1X(λ, α1, α2, 1, 0) = −∂1Y (λ, α2, α1, 0, 1) = −(λ+ α2)(−α2 + λ+ 3)
λ(α1 − α2 + λ+ 1)2 > 0,
∂2X(λ, α1, α2, 1, 0) = −∂1Y (λ, α2, α1, 0, 1) = −(1− α1)(−α1 + 2(λ+ 2))
λ(α1 − α2 + λ+ 1)2 > 0.
∂1X(λ, α1, α2, 1, 1) = −∂2Y (λ, α1, α2, 1, 1) = (λ+ 2)(−α2 + λ+ 1)
λ(−α1 − α2 + λ+ 2)2 > 0,
∂2X(λ, α1, α2, 1, 1) = −∂1Y (λ, α2, α1, 1, 1) = − (1− α1)(λ+ 2)
λ(−α1 − α2 + λ+ 2)2 < 0.
Now, set
θ :=
(
3
5
− 2
√
2
5
)−1
= 5(3 + 2
√
2), ρn = 2
−2n−2, µn = 2θρn,
and write q(λ) = 2−√2 + θ−1λ for λ > 0. Note that
q(µn/2) = 2−
√
2 + ρn, q(2µn) = 2−
√
2 + 4ρn,
q(µn/2)
2 − 4q(µn/2)2 + 2 = −2
√
2ρn + ρ
2
n,
q(2µn)
2 − 4q(2µn)2 + 2 = −8
√
2ρn + 16ρ
2
n,
q(µn/2)q(2µn)− 2q(µn/2)− 2q(2µn) + 2 = −5
√
2ρn + 4ρ
2
n.
We compute by using the above equalities that
lim
n→∞
X(µn,q(µn/2), q(2µn), 0, 0) = − lim
n→∞
2(q(µn/2)µn + q(µn/2)− q(2µn)− µn)
µn(q(µn/2) + q(2µn) + µn)
= − 3
4θ(2 −√2) +
1√
2
=
1√
2
+
3
20(2 +
√
2)
>
1√
2
,
lim
n→∞
X(µn,q(µn/2), q(µn/2), 0, 1)
= lim
n→∞
q(µn/2)q(µn/2)− 2q(µn/2)µn − 2q(µn/2)− 2q(µn/2) + 2µn + 2
µn(q(µn/2)− q(µn/2) + µn + 1)
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= −
√
2
θ
+ 2(
√
2− 1) = 1√
2
+
3
5(3
√
2 + 4)
>
1√
2
,
lim
n→∞
X(µn,q(2µn), q(2µn), 1, 0)
= − lim
n→∞
q(2µn)q(2µn)− q(2µn)µn − 2q(2µn)− 2q(2µn) + 2
µn(−q(2µn) + q(2µn) + µn + 1)
=
4
√
2
θ
+ 2−
√
2 =
1√
2
+
3
5(3
√
2 + 4)
>
1√
2
,
lim
n→∞
X(µn,q(2µn), q(µn/2), 1, 1)
= lim
n→∞
q(2µn)µn + q(2µn)− 2q(µn/2)
µn(−q(2µn)− q(µn/2) + µn + 2)
=
3(2 +
√
2)
8θ
+
1√
2
>
1√
2
.
We compute furthermore that
lim
n→∞
Y (µn,q(µn/2), q(2µn), 0, 0) = − lim
n→∞
2(q(µn/2)− q(2µn)µn − q(2µn) + µn)
µn(q(µn/2) + q(2µn) + µn)
=
3
4θ(2−√2) −
1√
2
> − 1√
2
,
lim
n→∞
Y (µn,q(µn/2), q(µn/2), 0, 1)
= lim
n→∞
q(µn/2)q(µn/2)− 2q(µn/2)− 2q(µn/2)− q(µn/2)µn + 2
µn(q(µn/2)− q(µn/2) + µn + 1)
= −
√
2
θ
+
√
2− 2 = − 1√
2
+
3
5(3
√
2 + 4)
>
1√
2
,
lim
n→∞
Y (µn,q(2µn), q(2µn), 1, 0)
= lim
n→∞
q(2µn)q(2µn)− 2q(2µn)− q(2µn)µn − 2q(2µn) + 2µn + 2
µn(q(2µn)− q(2µn)− µn − 1)
=
4
√
2
θ
+ 2(1−
√
2) = − 1√
2
+
3
5(3
√
2 + 4)
> − 1√
2
,
lim
n→∞
Y (µn,q(2µn), q(µn/2), 1, 1)
= lim
n→∞
−q(2µn) + q(µn/2)µn + q(µn/2)
µn(q(2µn) + q(µn/2)− µn − 2)
=
3(2 +
√
2)
8θ
− 1√
2
> − 1√
2
.
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We set
xn = min{X(µn, q(µn/2), q(2µn), 0, 0), X(µn, q(µn/2), q(µn/2), 0, 1),
X(µn, q(2µn), q(2µn), 1, 0), X(µn, q(2µn), q(µn/2), 1, 1)},
yn = min{Y (µn, q(µn/2), q(2µn), 0, 0), Y (µn, q(µn/2), q(µn/2), 0, 1),
Y (µn, q(2µn), q(2µn), 1, 0), Y (µn, q(2µn), q(µn/2), 1, 1)}.
For any n ∈ N, set (X̂n, Ŷn) := (Xµn , Yµn) and note
µnX̂n +B1(X̂n, Ŷn) = 0 and µnŶn +B2(X̂n, Ŷn) = 0.
We select αˆn,1, αˆn,2 ∈ A and βˆn,1, βˆn,2 ∈ B so thatµnX̂n + b1(αˆn,1, βˆn,1, X̂n, Ŷn) = 0,µnŶn + b2(αˆn,2, βˆn,2, X̂n, Ŷn) = 0.
Accordingly, we have
X̂n = X(µn, αˆn,1, αˆn,2, βˆn,1, βˆn,2) and Ŷn = X(µn, αˆn,1, αˆn,2, βˆn,1, βˆn,2).
Note that q(µn/2), q(2µn) ∈ A and that if t ∈ (q(µn/2), q(2µn), then t 6∈ A. The mono-
tonicity of X and Y (see (12)) shows that for any α1, α2 ∈ A, if α1 ≥ q(µn) and α2 ≥ q(µn),
then X(µn, α1, α2, 1, 0) ≥ X(µn, q(2µn), q(2µn), 1, 0),Y (µn, α1, α2, 1, 0) ≥ Y (µn, q(2µn), q(2µn), 1, 0),
if α1 > αˆ1 and α2 ≤ αˆ2, thenX(µn, α1, α2, 1, 1) ≥ X(µn, q(2µn), q(µn/2), 1, 1),Y (µn, α1, α2, 1, 1) ≥ Y (µn, q(2µn), q(µn/2), 1, 1),
if α1 ≤ q(µn) and α2 ≥ q(µn), thenX(µn, α1, α2, 0, 0) ≥ X(µn, q(µn/2), q(2µn), 0, 0),Y (µn, α1, α2, 0, 0) ≥ Y (µn, q(µn/2), q(2µn), 0, 0),
and, if α1 ≤ q(µn/2) and α2 ≤ q(µn/2), thenX(µn, α1, α2, 0, 1) ≥ X(λ, q(µn/2), q(µn/2), 0, 1),Y (µn, α1, α2, 0, 1) ≥ Y (µn, q(µn/2), q(µn/2), 0, 1).
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Hence, we deduce that
X̂n = X(µn, αˆn,1, αˆn,2, βˆn,1, βˆn,2) ≥ xn, Ŷn = Y (µn, αˆn,1, αˆn,2, βˆn,1, βˆn,2) ≥ yn.
From these, we conclude that
lim inf
n→∞
X̂n ≥ lim inf
n→∞
xn >
1√
2
,
and
lim inf
n→∞
Ŷn ≥ lim inf
n→∞
yn > − 1√
2
,
which ensure that
lim sup
λ→0+
Xλ >
1√
2
and lim sup
λ→0+
Yλ > − 1√
2
.
The proof is now complete. 
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