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Abstract
In this work we present an alternative approach to the usual finite element formulation based on
edge elements and double-curl Maxwell equations. This alternative approach is based on nodal
elements and regularized Maxwell equations. The advantages are that, without adding extra un-
knowns (such as Lagrange multipliers), it provides spurious-free solutions and well-conditioned
matrices. Besides, its integral representation involves a less singular kernel (order 1 instead of 3),
which makes this approach best suited to hybridization with integral numerical techniques. On the
other hand, a new set of difficulties arises that were not present in the classical formulation. The
main drawback is that a globally wrong solution is obtained when the electromagnetic field has a
singularity in the problem domain. Also, boundary conditions and field discontinuities are more
laborious to implement. This work explains how to overcome these difficulties and demonstrates
that accurate solutions can be obtained with nodal elements and the regularized formulation.
We also present ERMES, the C++ implementation of the finite element approach depicted
above and the main deliverable of this work. We compute with ERMES the scattering parameters
of microwave filters and the specific absorption rate induced in a body when exposed to elec-
tromagnetic fields. ERMES is also the computational tool used in two novel numerical models
introduced in this work. The first one characterizes electromagnetic metal forming processes and
the second one the transfer impedance of cable shields.
The electromagnetic metal forming model calculates the driving Lorentz force and estimates
the optimum frequency at which it is attained the maximum workpiece deformation. The main
advantage of the approach is that it provides an explicit relation between the capacitance of the
capacitor bank and the frequency of the discharge, which is a key parameter in the design of an
electromagnetic forming system. The successful application of the regularized formulation in this
model reveals its excellent behavior in the low-frequency (quasi-static) regime.
The second numerical model introduced in this work computes the transfer impedance of ca-
ble shields. The model reproduces the high frequency behavior of the transfer impedance more
accurately than the approaches found in the literature and, moreover, it is able to analyze a wider
variety of geometries and materials.
Keywords: finite element method, regularized Maxwell equations, nodal elements, scattering pa-
rameters, microwave engineering, specific absorbtion rate, antenna design, electromagnetic form-
ing, optimum capacitance, transfer impedance, shielded cables, electromagnetic compatibility.
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Chapter 1
Introduction
This chapter exposes the motivation for writing this monograph and how the work is organized.
1.1 Motivation
The main contribution of this work is the development, implementation and application of a fi-
nite element formulation based on nodal elements and the regularized Maxwell equations. The
generality and flexibility of this formulation allows its application in a wide variety of situations
such in microwave engineering, specific absorption rate computations, antenna design, eddy cur-
rents, electromagnetic metal forming, cable shielding modeling, etc. This formulation offers, in
principle, well-conditioned matrixes, an easier hybridization with integral numerical techniques
and an easier multi-physics coupling with other numerical models that also use nodal elements.
These features makes the regularized formulation an ideal choice to solve most of the problems
encountered in the electromagnetic projects in which CIMNE was involved. Moreover, its study
opens new paths and broadens the current knowledge in computational electromagnetism.
The finite element formulation developed in this work has been implemented in a C++ code
called ERMES. This code is a user-friendly computational tool that has been applied to the above
mentioned problems successfully. But, why develop another finite element code?, why not use the
available commercial software?. The answer to the these questions is that, sometimes, you need
to obtain results that the available commercial codes do not provide. In such a situations, you
have two options, to adapt an existent software tool or to make a new one from scratch. To adapt
an existent software requires full access to the internal algorithms of the tool and, usually, that is
only possible with an in-house code. Furthermore, an in-house code is a cheaper option, it allows
to know exactly the mathematical formulation behind it and it permits to test new algorithms.
Therefore, to modify an in-house code or to make a new one from scratch, even although you
can end up with a code less efficient than the commercial ones, is an advantageous option for the
numerical methods research community.
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1.2 Outline of this monograph
Because of the heterogenous nature of this work, each chapter has its own introduction and litera-
ture review. The monograph is organized as follows:
Chapter 2 briefly reviews the fundamentals of the classical electromagnetic theory. Its main
objective is to introduce the notation and the basic formulas that will be used throughout this work.
Chapter 3 presents the main contribution of this work, i.e. the finite element formulation based
on nodal elements and regularized Maxwell equations. It exposes its advantages and drawbacks
and explains how to overcome the new difficulties that this formulation arises. The method is
validated here computing the fields and scattering parameters of microwave filters and comparing
the results with measurements and other numerical techniques.
Chapter 4 applies the formulation of chapter 3 to the computation of the specific absorbtion
rate (SAR). It proves the applicability of the method for solving real-life problems. This chapter
shows the SAR induced in an ellipsoidal phantom inside rectangular waveguide, a human dummy
near an antenna installed on a motorbike and a dummy head near a PMR antenna. Also, at the
end of the chapter, it is studied the thermal effects induced by a RFID antenna in vials filled with
blood plasma.
Chapter 5 presents a numerical model for electromagnetic metal forming processes. It shows
how the model calculates the driving Lorentz force and estimates the optimum frequency and
capacitance at which it is attained the maximum workpiece deformation for a given set of coil,
workpiece and initial energy. This chapter reveals the applicability of the regularized formulation
to low-frequency (quasi-static) problems.
Chapter 6 presents a numerical model for computing the transfer impedance of a cable shield.
It validates the model for perforated tubes and shows that it reproduces the high frequency behavior
of the transfer impedance more accurately than the approaches found in the literature.
Chapter 7 summarizes the main conclusions of this work and the futures lines of research and
development.
Finally, in the appendix A, it is shown the user manual of ERMES, the C++ code which
implements the finite element formulation of chapter 3.
Chapter 2
Electromagnetic theory
This chapter briefly reviews the fundamentals of the classical electromagnetic theory. Only the
portions of the electromagnetic theory needed to understand the developments of the following
chapters will be presented here. If it is desired a more detailed information on the fundamentals
of electromagnetic theory we recommend the books [42, 30, 91, 56, 103, 113, 90]. For more
advanced topics and specific applications in frequency domain we recommend [2, 35, 12].
2.1 Maxwell’s equations
In the second half of the 19th century James Clerk Maxwell established in [61, 62] a set of twenty
equations with twenty unknowns that summarized all the electromagnetic phenomena known in
those days. This set of equations was later reduced by Oliver Heaviside [37, 68], who simplified
and transformed the original set with the help of the vector notation developed by himself concur-
rently with Josiah Willard Gibbs [116, 115]. The term Maxwell’s equations is nowadays applied
to the simplified version due to Heaviside:
∇ ·D = ρ, (2.1)
∇×H− ∂D
∂t
= J, (2.2)
∇×E+ ∂B
∂t
= 0, (2.3)
∇ ·B = 0, (2.4)
where the vector functions E, D, B and H are usually called (although there is no universal agree-
ment and different names can be found in the literature):
E: electric field (volt/meter),
D: electric displacement field
(
coulomb/meter2
)
,
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B: magnetic induction (tesla),
H: magnetic field (ampere/meter).
The sources that generate these electromagnetic fields are:
J: electric current density
(
ampere/meter2
)
,
ρ: electric charge density
(
coulomb/meter3
)
,
which are related through the continuity equation
∇ · J+ ∂ρ
∂t
= 0. (2.5)
The above relation express the law of conservation of charge. This law can be deduced from
equations (2.2) and (2.1) using the fact that, for any vector function F, is satisfied
∇ · (∇× F) = 0. (2.6)
The symbols ∇· and ∇× correspond to the divergence and the curl, respectively. The divergence
is defined by
∇ · F ≡ lim
V→0
1
V
∮
S
F · nˆ dS, (2.7)
where F is a vector function, V is an arbitrary volume, S is the surface of that volume, and the
integral, is a surface integral with nˆ being the outward normal to the surface S. In a cartesian
coordinates system, with F = Fxxˆ+ Fyyˆ + Fz zˆ, the divergence takes the form
∇ · F = ∂Fx
∂x
+
∂Fy
∂y
+
∂Fz
∂z
. (2.8)
The curl, in the direction given by the unit vector nˆ, is defined by
(∇× F) · nˆ ≡ lim
S→0
1
S
∮
C
F · dr, (2.9)
where F is a vector function, and the integral, is a line integral along the boundary C of the area S,
which is perpendicular to nˆ. In a cartesian coordinates system, with F = Fxxˆ + Fyyˆ + Fz zˆ, the
curl takes the form
∇× F =
(
∂Fz
∂y
− ∂Fy
∂z
)
xˆ+
(
∂Fx
∂z
− ∂Fz
∂x
)
yˆ +
(
∂Fy
∂x
− ∂Fx
∂y
)
zˆ. (2.10)
In principle, it is recognized that Maxwell’s equations are always valid, and that, if a vector func-
tion satisfies them, it is a possible electromagnetic field. This statement is, of course, subject to
the assumption that the boundary conditions, source distribution and material’s properties are co-
herent and have physical meaning. We must keep in mind that the Maxwell’s equations are not
more than the mathematical expression of some experimental results, that is:
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(2.1) summarizes Coulomb’s law of forces plus the effects of matter,
(2.2) represents an extension of Ampere’s circuital law,
(2.3) represents Faraday’s law of induction,
(2.4) proclaims the non-existence of magnetic monopoles.
Under these circumstances, Maxwell’s equations can not be demonstrated, but its applicability
can be verified experimentally. Therefore, as a result of an extensive experimental work, it is
considered that these set of equations can be applied to almost all macroscopic situations and
they are used as guiding principles in the same way as we use the conservation of energy or the
conservation of the linear momentum.
2.1.1 Lorentz force
To have a complete description of the electromagnetic phenomena we must add to the Maxwell’s
equations the Lorentz force law. This law relates electromagnetism with mechanics and it is given
by the equation
f = ρ (E+ v ×B), (2.11)
where f is the force density
(
newton/meter3
)
, v is the velocity of the electric charge density
(meter/second) and × represents the cross product.
Using the continuity equation (2.5), it can be shown that an electric charge density moving
with a velocity v satisfies
J = ρ v. (2.12)
With this relation we can express the Lorentz force by
f = ρE+ J×B, (2.13)
and the power per unit volume p
(
watt/meter3
)
delivered by the Lorentz force by
p = f · v = ρ (E+ v ×B) · v = E · J. (2.14)
Lorentz force acting on a charged particle
To obtain the electromagnetic force acting on a charged particle we use the electric charge density
ρ(r) = q δ(r− r0), (2.15)
where q is the total electric charge of the particle, δ(r− r0) is the Dirac’s delta function and r0 is
the position of the particle. With (2.15) and (5.11) we can write
F = q (E+ v ×B), (2.16)
where F is the total force (newton) acting on the particle.
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2.1.2 Constitutive relations
Maxwell’s equations cannot be solved until the relations D = D[E,B] and H = H[E,B] are known.
These connections are called constitutive relations and can be expressed as
D = 0E+P, (2.17)
H =
1
µ0
B−M, (2.18)
where
P: polarization
(
coulomb/meter2
)
,
M: magnetization (ampere/meter),
0: vacuum permittivity
(
1
36pi · 10−9farad/meter
)
,
µ0: vacuum permeability
(
4pi · 10−7henry/meter).
The quantity P represents the macroscopically averaged electric dipole moment per unit volume
of a material medium. The quantity M represents the macroscopically averaged magnetic dipole
moment per unit volume of a material medium. Higher order multipole moments are negligible
in most materials, therefore, the knowledge of P and M is usually enough to have a complete
characterization of a macroscopic media from the standpoint of the electromagnetic theory. P
and M are functions of the fields, position and time and can not be predicted by the macroscopic
electromagnetic theory, but they are accepted as an external information. These relations can be
very complex and its determination are left to experiment or to be calculated theoretically from
microscopic models.
To complete the description of matter we should add a third constitutive equation, J = J[E,B],
which also has to be known experimentally, or theoretically, and represents the electric current
density induced on the media.
Linear isotropic materials
There is a tremendous diversity in the electric and magnetic properties of matter but, in this work,
we are only interested in linear isotropic materials. Linear materials are those in which the consti-
tutive relations D = D[E,B], H = H[E,B] and J = J[E,B] are linear. Isotropic materials are those
in which D is related to E, B is related to H, and the induced current density J is related to E, with
the field direction in each pair aligned. Inside a linear isotropic material (time-invariant and local
in space) the constitutive relations have the general form [12]:
D(r, t) =
∫ ∞
−∞
(r, t′)E(r, t− t′) dt′, (2.19)
B(r, t) =
∫ ∞
−∞
µ(r, t′)H(r, t− t′) dt′, (2.20)
J(r, t) =
∫ ∞
−∞
σ(r, t′)E(r, t− t′) dt′, (2.21)
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where , µ and σ are scalars functions denominated
: electric permittivity (farad/meter),
µ: magnetic permeability (henry/meter),
σ: electric conductivity (siemens/meter).
The assumed time-invariant property reveals a non-instantaneous response of the material to an
applied field. This property allows to express the linear constitutive relation by means of a convo-
lution in time. The assumed locality in space property is a valid approximation when the spatial
variation of the applied fields has a scale that is large compared with the dimensions involved in
the creation of the atomic or molecular polarization. For visible light, or electromagnetic radia-
tion of longer wavelength, it is often permissible to neglect the non-locality in space [42]. For
conductors, however, the presence of free charges with macroscopic mean free paths makes this
assumption to break down at much lower frequencies. Nevertheless, in this work, it is assumed
that the constitutive relation between J and E is local in space.
If we apply to (2.19)-(2.21) the Fourier transform defined by
F (ω) =
∫ ∞
−∞
f(t)e−iωt dt, (2.22)
we obtain, considering the spatial coordinates as parameters, the following equations:
D(r, ω) = (r, ω)E(r, ω), (2.23)
B(r, ω) = µ(r, ω)H(r, ω), (2.24)
J(r, ω) = σ(r, ω)E(r, ω), (2.25)
whereD(r, ω),B(r, ω), J(r, ω),E(r, ω) andH(r, ω) are the Fourier transform in time ofD(r, t),
B(r, t), J(r, t), E(r, t) and H(r, t), respectively. Also, (r, ω), µ(r, ω) and σ(r, ω) are the
Fourier transform in time of (r, t), µ(r, t) and σ(r, t), respectively. A linear isotropic mate-
rial is completely characterized, from the standpoint of the macroscopic electromagnetic theory,
when , µ and σ are known, either in time domain or in frequency domain.
2.2 Potentials
Using Helmholtz’s theorem and the equations (2.4) and (2.3) it can be shown that there exist a
scalar function Φ, called the electric potential, and a vectorial function A, called magnetic vector
potential, such as
B = ∇×A, (2.26)
E = −∇Φ− ∂A
∂t
. (2.27)
18 CHAPTER 2. ELECTROMAGNETIC THEORY
If we replace the above equations into (2.1) and (2.2), we obtain
∇2Φ+ ∂
∂t
∇ ·A = − 1
0
(ρ−∇ ·P) , (2.28)
∇2A− µ00∂
2A
∂t2
−∇
(
∇ ·A+ µ00∂Φ
∂t
)
= −µ0
(
J+∇×M+ ∂P
∂t
)
, (2.29)
where we have take into account the general expressions for the constitutive relations (2.17) and
(2.18). The operator ∇2, when applied to a scalar function in a cartesian coordinate system, is
defined by
∇2Φ = ∂
2Φ
∂x2
+
∂2Φ
∂y2
+
∂2Φ
∂z2
(2.30)
and, when it is applied to a vectorial function in a cartesian coordinate system, is defined by
∇2A = ∇2Ax xˆ+∇2Ay yˆ +∇2Az zˆ. (2.31)
The equations (2.28) and (2.29) plus the definitions (2.26) and (2.27) are a set of equations totally
equivalent to the set (2.1)-(2.4). If we are able to find a solution of (2.28) and (2.29) then, the fields
E and B obtained with (2.26) and (2.27), will satisfy automatically all the Maxwell’s equations
(2.1)-(2.4).
There are different choices of A and Φ which give the same E and B. In fact, if χ is an arbitrary
scalar function, any potential of the form
A+ = A+∇χ, (2.32)
Φ+ = Φ− ∂χ
∂t
, (2.33)
will give the same fields E and B. This happens because any scalar function χ satisfy
∇× (∇χ) = 0, (2.34)
where the operator ∇ represents a gradient which, in a cartesian coordinate system, is defined by
∇χ = ∂χ
∂x
xˆ+
∂χ
∂y
yˆ +
∂χ
∂z
zˆ. (2.35)
To have a unique solution in (2.28) and (2.29) we must impose an extra condition over A and
Φ. This extra condition is call the gauge and there are several options. The most used gauge
conditions are the Coulomb gauge
∇ ·A = 0 (2.36)
and the Lorenz gauge [5, 70]
∇ ·A+ µ00∂Φ
∂t
= 0. (2.37)
In some situations, thanks to the gauge freedom, a suitable choice of A and Φ can simplify equa-
tions (2.28) and (2.29) and make them easier to solve than the Maxwell’s equations (2.1)-(2.4)
themselves.
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2.3 Time-harmonic Maxwell’s equations
In this work we are mainly interested in electromagnetic fields with a sinusoidal time depen-
dance and in a steady-state condition. These fields are called time-harmonic and, although a pure
monochromatic time-harmonic steady-state electromagnetic field is a mathematical idealization,
this assumption is a good approximation in most of the situations we can find in microwave engi-
neering, antenna design or scattering problems. Time-harmonic fields are properly represented in
phasor notation:
E (r, t) = Real
[
Ec(r)e−iωt
]
, (2.38)
D(r, t) = Real
[
Dc(r)e−iωt
]
, (2.39)
B(r, t) = Real
[
Bc(r)e−iωt
]
, (2.40)
H(r, t) = Real
[
Hc(r)e−iωt
]
, (2.41)
where i =
√−1 is the imaginary unit, e−iωt = cos(ωt) − i sin(ωt) is the Euler’s formula
modified by a sign, ω is a positive real number (ω ∈ R and ω > 0), Real[.] denotes the real part
of the expression in brackets and Ec(r), Dc(r), Bc(r) and Hc(r) are vector complex functions
that only depend on position. Other authors choose a time dependance of eiωt. Of course, the
choice is arbitrary, and provided it is used consistently, produces no difficulties. It also assumed a
sinusoidal time dependance for the sources which, in phasor notation, are represent as
J(r, t) = Real
[
Jc(r)e−iωt
]
, (2.42)
ρ(r, t) = Real
[
ρc(r)e−iωt
]
. (2.43)
If the expressions (2.38)-(2.43) are substituted into equations (2.1)-(2.4) it is obtained the so-called
time-harmonic Maxwell’s equations:
∇ ·Dc(r) = ρc(r), (2.44)
∇×Hc(r) + iωDc(r) = Jc(r), (2.45)
∇×Ec(r)− iωBc(r) = 0, (2.46)
∇ ·Bc(r) = 0. (2.47)
To reach these equations we use the fact that for an arbitrary complex function Fc = Fr + iFi is
satisfied
Real
[
Fce
−iωt] = 0 ∀ t ⇔ Fr = 0 , Fi = 0 (2.48)
and
∂
∂t
(
Fce
−iωt) = −iωFce−iωt. (2.49)
Observing the expressions (2.44)-(2.47) we see that an obvious benefit of the phasor notation is
that we can manipulate field quantities without involving the sinusoidal time dependence. Only
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vector complex functions which depend exclusively on the position are present in the time-harmo-
nic Maxwell’s equations. When the calculations are complete, we can return to the physical solu-
tion in time domain using
F(r, t) = Real
[
(Fr(r) + iFi(r))e−iωt
]
= Fr(r) cos(ωt) + Fi(r) sin(ωt), (2.50)
where F is any electromagnetic field. Another benefit of the phasor notation is that we can find
easily the time average of the dot and cross product of two quantities. This is often of interest when
dealing with power and energy. The time average of the dot and cross product of the quantities
F(r, t) = Real
[
Fc(r)e−iωt
]
and G(r, t) = Real
[
Gc(r)e−iωt
]
can be calculated as
〈 F(r, t) · G(r, t) 〉 = 1
T
∫ T
0
F(r, t) · G(r, t) dt = 1
2
Real
[
Fc(r) · G¯c(r)
]
, (2.51)
〈 F(r, t)×G(r, t) 〉 = 1
T
∫ T
0
F(r, t)×G(r, t) dt = 1
2
Real
[
Fc(r)× G¯c(r)
]
, (2.52)
being G¯c the complex conjugate of Gc and T = 2pi/ω the period. For the specific case where
Fc = Gc we have
〈 F(r, t) · F(r, t) 〉 = 〈 |F(r, t) |2 〉 = 1
2
Fc(r) · F¯c(r) = 12 |Fc(r) |
2. (2.53)
2.3.1 Time-harmonic Maxwell’s equations in linear isotropic media
Inside a linear isotropic material (time-invariant and local in space) the constitutive relations have
the general form given in (2.19)-(2.21). If we assume the presence of time-harmonic electromag-
netic fields and replace expressions (2.38)-(2.41) in equations (2.19)-(2.21), we obtain
Dc (r) = c (r) Ec (r) , (2.54)
Bc (r) = µc (r) Hc (r) , (2.55)
Jc (r) = σc (r) Ec (r) , (2.56)
where Ec, Dc, Bc and Hc are the complex valued vectorial functions defined in (2.38)-(2.41) and
c, µc and σc are the complex conjugate of the Fourier transform in time of the functions (r, t),
µ(r, t) and σ(r, t) defined in (2.19)-(2.21). In other words, if (r, ω), µ(r, ω) and σ(r, ω) are the
functions given in (2.23)-(2.25) and ¯(r, ω), µ¯(r, ω) and σ¯(r, ω) are its complex conjugates, then
c = ¯(r, ω), (2.57)
µc = µ¯(r, ω), (2.58)
σc = σ¯(r, ω), (2.59)
where ω is the frequency at which the fields are oscillating. Since the response of materials to
alternating fields is characterized by a complex value, we can separate its real and imaginary parts
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in the following way:
c = 
′
+ i
′′
, (2.60)
µc = µ
′
+ iµ
′′
, (2.61)
σc = σ
′
+ iσ
′′
. (2.62)
The imaginary parts ′′ and µ′′ and the real part σ′ accounts for the dissipation (or loss) of energy
within a medium. The real parts ′ and µ′ and the imaginary part σ′′ are related to the stored
energy within the medium. For the frequencies of interest in this work (ω < 100GHz), we can
consider the imaginary part of the conductivity σ′′ as been essentially zero [42].
If we substitute (2.54)-(2.56) into (2.44)-(2.47) we obtain the time-harmonic Maxwell’s equa-
tions for linear isotropic media:
∇ · (cEc) = ρc, (2.63)
∇×Hc + iωcEc = Jc, (2.64)
∇×Ec − iωµcHc = 0, (2.65)
∇ · (µcHc) = 0, (2.66)
where Ec, Hc, Jc, ρc, c and µc are complex valued functions that only depend on position.
The term Jc in (2.64) includes all the free current densities which are present in the problem
domain. By free current densities we mean all the currents densities except those produced by the
polarization and magnetization of the material. The currents densities produced by the polarization
and magnetization of the material are implicit in c and µc. Free current densities are, for instance,
the diffusion of charged particles, the induced eddy currents in conductive materials, the impressed
currents that are independent of the fields, etc. Hence, we can write
Jc = σcEc + Jimpc , (2.67)
where Jimpc represents all the free current densities except those induced by the electric field in
materials with conductivity. Substituting (2.67) into (2.64) gives
∇×Hc + iω
(
c + i
σc
ω
)
Ec = Jimpc . (2.68)
If we apply the divergence to (2.68) and recall (2.6), we have
∇ · (εcEc) = ρimpc , (2.69)
∇×Hc + iωεcEc = Jimpc , (2.70)
∇×Ec − iωµcHc = 0, (2.71)
∇ · (µcHc) = 0, (2.72)
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where
εc = c + i
σc
ω
= 
′ − σ
′′
ω
+ i
(

′′
+
σ
′
ω
)
(2.73)
and
ρimpc =
1
iω
∇ · Jimpc . (2.74)
In equations (2.69)-(2.72) the effect of the induced currents is included in εc. On the other hand,
in the equivalent set of equations (2.63)-(2.66), the effect of the induced currents must be detailed
explicitly as it is shown in (2.67).
2.4 Fields at the interface between two media
When solving electromagnetic problems we usually find that different materials are present in the
domain of study. It is expected that these materials will have different electromagnetic properties
and that these properties will change continuously in a narrow region between the two media
(transition layer). This expectation is consistent with the assumption that the physical fields are
continuous and have a continuous derivative. However, in general, we are not interested in the
specific details of what actually happens in the transition layer. Therefore, it is customary to
replace the real situation by an idealized one in which the width of the transition layer tends to
zero and becomes a surface. Using Maxwell’s equations can be demonstrated that, at this surface,
the fields must satisfy
nˆ · (D1 −D2) = ρs, (2.75)
nˆ× (H1 −H2) = Js, (2.76)
nˆ× (E1 − E2) = 0, (2.77)
nˆ · (B1 −B2) = 0, (2.78)
where nˆ is the unit normal to the surface S (the idealized transition layer) and it points from region
2 into region 1 (see fig. 2.1). Js and ρs represent, respectively, a surface current density and a
surface electric charge density located at S. The fields E1, D1, H1 and B1 denotes the limiting
values of the fields as S is approached from region 1. Analogously, E2, D2, H2 and B2 denotes
the limiting values of the fields as S is approached from region 2. The expressions (2.75)-(2.78)
are useful in solving Maxwell’s equations in different adjacent regions and then connecting the
solutions to obtain the fields throughout all the space. In the presence of linear isotropic materials
and time-harmonic fields and sources we can use equations (2.69)-(2.72) to find that, at the surface
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S, the fields must satisfy
nˆ · (εc1Ec1 − εc2Ec2) = ρimpcs , (2.79)
nˆ× (Hc1 −Hc2) = Jimpcs , (2.80)
nˆ× (Ec1 − Ec2) = 0, (2.81)
nˆ · (µc1Hc1 − µc2Hc2) = 0, (2.82)
where εc1 and µc1 are the complex permittivity and permeability of the material 1 as it is defined
in (2.73) and (2.55). Analogously, εc2 and µc2 are the complex permittivity and permeability of
the material 2. The complex vector functions Ec1 andHc1 , which are defined in (2.38) and (2.41),
denotes the limiting values of the fields as S is approached from region 1. Similarly, Ec2 and
Hc2 denotes the limiting values of the fields as S is approached from region 2. J
imp
cs and ρimpcs ,
which are defined in (2.67) and (2.74), represent, respectively, an imposed surface current density
and an imposed surface electric charge density located at S. Usually Jimpcs and ρimpcs are zero. In
(2.79)-(2.82) it is not necessary to include explicitly the surface charge density and surface current
density due to polarization, magnetization and conductivity of the material, because their effects
are implicit in εc and µc.
Figure 2.1: Interface between two media.
2.4.1 Perfect electric conductor
A perfect electric conductor (PEC) is a material in which the electric conductivity is considered
infinite. A remarkable feature of this idealized material is that, in its interior, any time-harmonic
field is zero. This can be seen, heuristically, using equations (2.56) and (2.65) and assuming that,
inside a PEC, the fields and the induced currents remain finite. From (2.56), if the conductivity is
infinite then Ec must vanish to have a finite Jc. On the other hand, from (2.65), if Ec is zero then
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Hc must also be zero. Equations (2.79)-(2.82) are deduced from (2.69)-(2.72) and they are valid
in time-harmonic regimen for linear isotropic materials with finite conductivity. Instead, when the
conductivity is infinite, we use (2.63)-(2.66) to obtain
nˆ · c1Ec1 = ρcs, (2.83)
nˆ×Hc1 = Jcs, (2.84)
nˆ×Ec1 = 0, (2.85)
nˆ · µc1Hc1 = 0, (2.86)
where we have consider in figure 2.1 that the medium 2 is a PEC. Jcs and ρcs represent, respec-
tively, a free surface current density and a free surface electric charge density confined in S. From
(2.85) and (2.86) we can conclude that, outside a PEC, the electric field is normal to the surface S
and the magnetic field is tangential to surface S.
2.4.2 Imperfect electric conductor
If the material 2 in figure 2.1 is not a perfect conductor, but allows the fields to penetrate a small
distance, then a time-harmonic electric field at S satisfies approximately the relation [97, 98]
1
µc1
nˆ× (∇×Ec1) +
(
iω
√
εc2
µc2
)
nˆ× (nˆ×Ec1) = 0. (2.87)
Analogously, a time-harmonic magnetic field at S satisfies approximately the relation
1
εc1
nˆ× (∇×Hc1) +
(
iω
√
µc2
εc2
)
nˆ× (nˆ×Hc1) = 0. (2.88)
In the above expressions, Ec1 and Hc1 denotes the limiting values of the fields as S is approached
from region 1, εc2 and µc2 are the complex permittivity and permeability of the imperfect con-
ductor and εc1 and µc1 are the complex permittivity and permeability of the material outside the
imperfect conductor. The relations (2.87) and (2.88) are called the impedance boundary condi-
tions.
2.5 Radiation condition
To ensure the uniqueness of the solution of the time-harmonic Maxwell’s equations (2.69)-(2.72)
on problems where the domain is unbounded, we must specify some boundary condition at infinite
[12]. Assuming all the sources and objects at a finite distance from the origin of the coordinate
system and immersed in an infinite linear, isotropic, homogeneous and lossless medium (charac-
terize by the real parameters r and µr), it is required that the time-harmonic electric and magnetic
fields satisfy
lim
r→∞ r [∇×Ec − iω
√
rµr (rˆ×Ec)] = 0, (2.89)
lim
r→∞ r [∇×Hc − iω
√
rµr (rˆ×Hc)] = 0, (2.90)
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where r = |r| =
√
x2 + y2 + z2 and rˆ = r/|r|. Equations (2.89) and (2.90) are the well-known
outgoing Silver-Mu¨ller radiation conditions [63].
2.6 Wave equation
Applying the curl operator to (2.71) and using (2.70) to eliminate Hc it is obtained the equation
∇×
(
1
µc
∇×Ec
)
− ω2εcEc = iωJimpc . (2.91)
Applying now the curl operator to (2.70) and using (2.71) to eliminate Ec it is obtained the equa-
tion
∇×
(
1
εc
∇×Hc
)
− ω2µcHc = ∇×
(
1
εc
Jimpc
)
. (2.92)
These expressions are the inhomogeneous electromagnetic vector wave equations for time-harmo-
nic fields in linear isotropic media. Equations (2.91) and (2.92) are very useful because the fields
are decoupled, which means that, to calculate Ec and Hc, we only need to solve (2.91) and then
find Hc with
Hc =
1
iωµc
(∇×Ec) , (2.93)
or, equivalently, we can solve instead the equation (2.92) and then find Ec with
Ec =
1
iωεc
(
Jimpc −∇×Hc
)
. (2.94)
2.7 Poynting theorem
If we make the dot product of E with equation (2.2) and the dot product of H with equation (2.3)
and then subtract both expressions, we obtain
−E · J =
(
E · ∂D
∂t
+ H · ∂B
∂t
)
+ ∇ · (E×H) , (2.95)
where we have used the identity
∇ · (F×G) = G · ∇ × F− F · ∇ ×G. (2.96)
If we now integrate (2.95) over a volume V delimited by a surface S and apply the divergence
theorem to the las term in the right-hand side, we arrive at the expression
−
∫
V
E · J dV =
∫
V
(
E · ∂D
∂t
+H · ∂B
∂t
)
dV +
∮
S
(E×H) · dS, (2.97)
which is known as the Poynting’s theorem [84]. This theorem states the conservation of energy for
the electromagnetic fields. The left-hand side of equation (2.97) can be recognized as the power
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delivered against the Lorentz force (2.14) or, in other words, as the rate at which energy is supplied
to the fields by the currents. The first term of the right-hand side accounts for the the rate at which
energy is stored in the electromagnetic fields and for the power dissipated within a material. This
dissipation is produced by a time lag between the field applied to the medium and the resulting
polarization or magnetization of the atoms. Finally, the last term of the right-hand side represents
the power radiated out of the volume V through the surface S.
If the fields are time-harmonic we are usually more interested in the time-average of the ex-
pression (2.97). Using (2.51), (2.52) and (2.49), we can express the time-average of (2.97) for
time-harmonic fields as
−1
2
∫
V
Real
[
Ec · J¯c
]
dV = − ω
2
∫
V
Imag
[
Ec · D¯c +Hc · B¯c
]
dV
+
1
2
∮
S
Real
[
Ec × H¯c
] · dS, (2.98)
where Imag[.] denotes the imaginary part of the expression in brackets. If the materials present
are linear and isotropic we can use the definitions (2.53)-(2.56), (2.60)-(2.62) and (2.67), to obtain
−1
2
∫
V
Real
[
Ec · J¯impc
]
dV =
1
2
∫
V
σ
′ |Ec |2 dV
+
ω
2
∫
V
(

′′ |Ec |2 + µ′′ |Hc |2
)
dV
+
1
2
∮
S
Real
[
Ec × H¯c
] · dS,
(2.99)
where the left-hand side represents the time-average power delivered by the imposed sources, the
first and second term of the right-hand side account for the time-average power dissipated as heat
in the volume V due to conductivity, dielectric and magnetic losses and, finally, the last term of
the right-hand side, represents the time-average power transmitted through the surface S.
2.8 Summary
In this chapter we have made a review of the equations of the electromagnetic theory that will be
used throughout this work. Henceforth, we will omit the subindex c from all the complex valued
electromagnetic fields, sources and material properties. Also, as it is mentioned in subsection
2.3.1, we will consider the imaginary part of the electrical conductivity σ′′ as been essentially zero
and, therefore, σc = σ
′
= σ.
Chapter 3
Regularized Maxwell equations and
nodal finite elements
This chapter presents an alternative approach to the usual finite element formulation based on
edge elements and double-curl Maxwell equations. This alternative approach is based on nodal
elements and regularized Maxwell equations. The advantage is that, without adding extra un-
knowns (such as Lagrange multipliers), it provides spurious-free solutions and well-conditioned
matrices. The drawback is that a globally wrong solution is obtained when the electromagnetic
field has a singularity in the problem domain. The main objective of this work is to obtain accurate
solutions with nodal elements and the regularized formulation, even in the presence of electromag-
netic field singularities. The work described in this chapter has been presented in [76, 73, 72] and
it is part of the project SANTTRA (Sistema de ANTenas para Transceptores de RAdio), Spanish
MCIT PROFIT, ref.: FIT-330210-2006-44, framed in the project SMART (SMart Antennas sys-
tem for Radio Transceivers), European Commission EUREKA, ref.: PIDEA+ Project no04-161.
This work has also been partially founded by the project CaRDiAN (Ca´lculo de Radiacio´n elec-
tromagne´tica en presencia de Diele´ctricos mediante Ana´lisis Nume´rico), Spanish MCI National
R+D Plan 2008-2011, ref.: CIT-370000-2008-10.
3.1 Introduction
The typical approach when solving a general electromagnetic problem with the finite element
method (FEM) is to use edge elements and double-curl Maxwell equations. These edge elements,
proposed by Ne´de´lec [69], seem to be the answer to most of the drawbacks exhibited by FEM
when applied to electromagnetism [92, 44]. With edge elements, spurious-free solutions are ob-
tained, boundary conditions are easier to implement, and the normal discontinuity and tangential
continuity between different media are automatically satisfied. In addition, they present a better
behavior in nonconvex domains than Lagrangian elements [114]. However, using edge elements
with the double-curl formulation has also disadvantages [67, 66]. The most important flaw is the
matrices produced, which are ill-conditioned and, in problems with a high number of unknowns,
can even be singular [53]. The use of potentials or Lagrange multipliers can improve the con-
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ditioning of the matrix [14, 39] or even be necessary [49, 54], but the number of unknowns is
increased by the presence of these scalar functions. Therefore, although edge elements present
several advantageous features, there can be trouble when trying to solve big problems where the
use of direct methods, or good preconditioning, can be limited by computer hardware. Because of
this, it would be desirable to explore alternative FEM formulations that provide matrices that are
easy to solve by means of iterative solvers.
The alternative approach proposed in this work is based on nodal elements and regularized
Maxwell equations [36, 17]. The good point of this proposal is that it provides spurious-free
solutions with well-conditioned matrices and, moreover, only the three components of E or H are
the unknowns; that is, there is no need of extra functions such as Lagrange multipliers or scalar
potentials. Furthermore, its integral representation involves a less singular kernel (order 1 instead
of 3), which makes the regularized FEM formulation best suited to hybridization with integral
numerical techniques [36]. On the other hand, new difficulties arise that were not present in the
classical formulation. The main drawback is that if the electromagnetic field has a singularity in
the problem domain, a globally wrong solution is obtained. Also, boundary conditions and field
discontinuities are more laborious to implement. This chapter explains how to overcome these
difficulties. The main objective is to demonstrate that accurate solutions can be obtained using
nodal elements and the regularized formulation. The comparative performance of the classical
edge-double-curl formulation versus the nodal-regularized formulation presented in this chapter
will be the topic of future work.
In the first two sections, the classical double-curl formulation and the regularized Maxwell
formulation are exposed, both adapted to electromagnetic problems in frequency domain. The
formulations are written to emphasize their differences in the differential and weak form and also
in the boundary conditions. This method can use E or H as the primary unknown but, in this
work, for simplicity, only the E field is used. The next section explains how to deal with field
discontinuities and nodal elements, not only how to solve problems with a discontinuity surface
present, but also how to work with the intersection of three or more different materials. Following
that, the problem of the singularities is described: why it is produced and how to overcome this
critical question. Finally, in the last sections, several examples in two and three dimensions are
shown to check the accuracy of the method.
3.2 Double-curl Maxwell equations and edge elements
The generic problem to be solved is to find the electric field E in a domain Ω with boundary ∂Ω
produced by a divergence-free source J driven at a frequency ω. The equation that E satisfies in
Ω, the so-called double-curl Maxwell equation, is
∇×
(
1
µ
∇×E
)
− ω2εE = iωJ, (3.1)
where µ and ε are, respectively, the complex magnetic permeability and the complex electric
permittivity defined in section 2.3.1. On the surface of a perfect electric conductor (PEC), the field
E satisfies the boundary condition
nˆ×E = 0. (3.2)
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On the surface of a perfect magnetic conductor (PMC), the field E satisfies the boundary condition
nˆ×∇×E = 0. (3.3)
In an open domain, the Silver-Mu¨ller radiation boundary condition must be added at infinity:
lim
r→∞
∮
∂Ωr
‖ nˆ×∇×E + (iω√0µ0)E ‖2 = 0. (3.4)
In a waveguide port, the boundary conditions will be adapted to take into account the specific
modes of the waveguide. For instance, in a rectangular waveguide port with only the fundamental
mode TE10 propagating,
nˆ×∇×E = γ (nˆ× nˆ×E) +U (3.5)
holds, where γ is the propagation constant of the fundamental mode and
U = −2 γ (nˆ× nˆ×E10),
U = 0
(3.6)
for the input and the output port, respectively [44]. The field E10 is the incident mode TE10
imposed in the input port. The boundary condition (3.5) can also be adapted to represent the
behavior of E on the surface of an imperfect conductor (see section 2.4.2) or to approximate the
Silver-Mu¨ller radiation boundary condition (3.4) with the first order absorbing boundary condition
(1st ABC), which is
nˆ×∇×E = iω√0µ0 (nˆ× nˆ×E). (3.7)
The above set of equations can be solved using an equivalent weak formulation, that is, if
H0(curl; Ω) := {F ∈ L2(Ω) | ∇ × F ∈ L2(Ω), nˆ× F = 0 in PEC } (3.8)
is defined, solving equation (3.1) is equivalent to finding E ∈ H0(curl; Ω) such that ∀F ∈
H0(curl; Ω) holds:∫
Ω
1
µ
(∇×E) · (∇× F¯) − ω2
∫
Ω
εE · F¯ + B.C.|∂Ω = iω
∫
Ω
J · F¯, (3.9)
where the bar over the magnitudes denotes its complex conjugate and B.C.|∂Ω is the term that
takes into account the radiation boundary conditions or the modes in a waveguide port. Its general
expression is
B.C.|∂Ω =
∫
∂Ω
1
µ
(nˆ×∇×E) · F¯. (3.10)
The weak formulation (3.9), discretized with edge elements, is the classical way to use the FEM
when applied to electromagnetic field problems. The advantages and disadvantages of this ap-
proach were cited in the introduction of this chapter.
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3.3 Regularized Maxwell equations and nodal elements
An alternative for solving equation (3.1) is to use an equivalent second-order differential equation,
the so-called regularized Maxwell equation:
∇×
(
1
µ
∇×E
)
− ε¯∇
(
1
ε¯εµ
∇ · (εE)
)
− ω2εE = iωJ. (3.11)
On the surface of a perfect electric conductor, the PEC boundary condition (3.2) must be extended
to take into account the regularization
∇ · (εE) = 0,
nˆ×E = 0. (3.12)
On the surface of a perfect magnetic conductor, the PMC boundary condition (3.3) must be also
adapted to the regularization
nˆ×∇×E = 0,
nˆ ·E = 0. (3.13)
In an open domain, the extended Silver-Mu¨ller radiation boundary condition is
lim
r→∞
∮
∂Ωr
‖ nˆ×∇×E − iω√0µ0 (nˆ× nˆ×E) ‖2 = 0,
lim
r→∞
∮
∂Ωr
|∇ ·E − iω√0µ0 (nˆ ·E) |2 = 0.
(3.14)
If we approximate the extended Silver-Mu¨ller radiation boundary condition with the 1st ABC then,
instead of (3.7), we have to use:
nˆ×∇×E = iω√0µ0 (nˆ× nˆ×E) ,
∇ ·E = iω√0µ0 (nˆ ·E) .
(3.15)
On the surface of a rectangular waveguide port with only the fundamental mode TE10 propagating,
the boundary condition (3.5) is now extended to:
nˆ×∇×E = γ (nˆ× nˆ×E) +U,
nˆ ·E = 0. (3.16)
The above differential equation can be solved using an equivalent weak formulation; that is, if
H0(curl, div; Ω) := {F ∈ L2(Ω) |∇ × F ∈ L2(Ω), ∇ · (εF) ∈ L2(Ω),
nˆ× F = 0 in PEC, nˆ · F = 0 in PMC } (3.17)
is defined, solving (3.11) is equivalent to finding E ∈ H0(curl, div; Ω) such that ∀F ∈
H0(curl, div; Ω) holds:∫
Ω
1
µ
(∇×E) · (∇× F¯) + ∫
Ω
1
ε¯εµ
(∇ · (εE)) · (∇ · (ε¯ F¯))
− ω2
∫
Ω
εE · F¯ + R.B.C.|∂Ω = iω
∫
Ω
J · F¯,
(3.18)
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where R.B.C.|∂Ω is the term, properly adapted to the regularization, that takes into account the
radiation boundary conditions or the modes in a waveguide port. Its general expression is
R.B.C.|∂Ω =
∫
∂Ω
1
µ
(nˆ×∇×E) · F¯ −
∫
∂Ω
1
µ
(∇ ·E) (nˆ · F¯) . (3.19)
In [36], the equivalence between the classical problem (3.1)-(3.10) and the regularized problem
(3.11)-(3.19) is demonstrated. The regularized formulation has the characteristics required for an
efficient FEM simulation; that is, it calculates spurious-free solutions with E as the only unknown,
and it produces well-conditioned matrices. Nodal elements can be used as the finite element base,
being careful to explicitly consider the discontinuities between different media, as explained in the
next section.
Although equation (3.18) looks like a penalized method, the regularized formulation has no
undetermined constants, and with the help of the extra boundary conditions, the problem is well-
posed. It is worth emphasizing the importance of the extension of the boundary conditions in the
regularized formulation: if these extra boundary conditions are omitted, the number of iterations
needed for an iterative solver to achieve convergence can be severely increased or we can even
obtain spurious solutions.
3.4 Nodal elements and field discontinuities
As mentioned in the previous section, nodal elements are used along with the regularized formu-
lation. Due to the fact that these elements impose normal and tangential continuity, the disconti-
nuities between different media must explicitly be considered. To do so, the technique explained
in [83] is employed. This technique consists of defining two different nodes (one on each side of
the discontinuity) and during the assembly procedure, relate the two nodes as follows:E+xE+y
E+z
 =
 n2xξ + 1 n2xn2yξ n2xn2zξn2xn2yξ n2yξ + 1 n2yn2zξ
n2xn
2
zξ n
2
yn
2
zξ n
2
zξ + 1
E−xE−y
E−z
 (3.20)
being
ξ =
− + i (σ−/ω)
+ + i (σ+/ω)
− 1,
n = (nx, ny, nz) is the unit normal at the surface, and superscripts ”+” and ”-” denote each side
of the discontinuity surface. In this procedure, the node on side ”+” is removed from the total
linear system with the help of (3.20), and only the unknowns on the side ”-” are solved. No extra
unknowns are added, and the symmetry of the total FEM matrix is retained if the side ”+” is
removed using (3.20) and its transpose [7].
Although this technique works well for discontinuity surfaces, a procedure is needed to deal
with the intersection of three or more different materials. An attempt was made in [82], but the
finite element bases appearing there do not belong to H0(curl, div; Ω) and cannot be used to
discretize (3.18). The approach here to overcome this setback consists of a simple extension of the
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Figure 3.1: Intersection of four different materials. The interface between different materials is considered
as two separated surfaces related by equation (3.20). The vectors n21, n31 and n41 are the unit normal to
the surfaces limiting the volume of materials 2, 3, and 4, respectively. In the intersection, equation (3.20) is
applied to the pairs 2-1, 3-1, and 4-1.
method presented at the beginning of this section. For instance, in a situation like the one shown in
fig. 3.1, four different nodes at the center are defined. One of the nodes defined at the center plays
the role of ”-” in equation (3.20). In this case, the selected node is in material 1. Then, during
the assembly procedure, equation (3.20) is applied to the pairs 2-1, 3-1 and 4-1, with unit normals
n21, n31 and n41, respectively. Nodes 2, 3, and 4 are removed from the total linear system, and
only the unknowns of node 1 are solved. The best choice for the role of ”-” is the node that is
in the material with the smallest | + i (σ/ω) |. It was observed that this option always gives the
lowest number of iterations when solving the total FEM matrix with iterative solvers.
3.5 Regularized formulation and field singularities
In [36], it is shown that solving (3.18) analytically is equivalent to solving (3.9). However, care
must be taken when solving (3.18) numerically with nodal finite elements in a nonconvex polyhe-
dral domain. If Vh is the vectorial space spanned by K nodal basis functions Ni(r),
Vh :=
{
uh |uh = xˆ
K∑
i=1
cxiNi(r) + yˆ
K∑
i=1
cyiNi(r) + zˆ
K∑
i=1
cziNi(r) , ci ∈ C
}
and
H10(Ω) :=
{
F ∈ L2(Ω) | ∂F
∂x
,
∂F
∂y
,
∂F
∂z
∈ L2(Ω) , nˆ× F = 0 in PEC
}
,
it is clear thatVh is included inH10(Ω). But, for nonconvex polyhedral domains,H10(Ω) is strictly
included in H0(curl, div; Ω) and, moreover, H10(Ω) is closed in H0(curl, div; Ω) [15, 17]. As a
consequence of this theorem, if E, the analytical solution of (3.18), belongs to H0(curl, div; Ω)
but not to H10(Ω); then, it is impossible to approximate E using nodal elements. In fact, such
an approximation is impossible using any H1-conforming finite element discretization [16]. This
situation happens, for instance, when the electric field is singular in the corners or edges of a PEC.
In other words, for nonconvex polyhedral domains,
Vh ⊆ H10(Ω) ⊂ H0(curl, div; Ω).
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If the electric field is singular at some point of the domain, the analytical solution E belongs to
H0(curl, div; Ω) but not to H10(Ω). This means that E can not be approximated with nodal ele-
ments and (3.18), because any approximation of E, regardless of the element size or the polynomial
order used in the discretization, will belong to H10(Ω). In fact, what is approximated using (3.18)
and nodal elements is the Garlekin projection of E onto H10(Ω), which is, in general, globally
different to E. An example of this behavior is shown in figure 3.2.
Figure 3.2: Modulus of the electric field in a waveguide step discontinuity. Left: reference solution. Right:
same problem solved with the regularized formulation.
A good option to overcome the problem with the singularities in the regularized formulation is
to follow the weighted regularized Maxwell equations (WRME) method explained in [17]. There
are other possibilities, such as [20, 1] or [8], but the WRME method is more general and robust. In
the WRME method, the divergence term of (3.18) is multiplied by a geometry-dependent weight.
This weight tends to zero when approaching to a field singularity. To be more specific, the weight
τ is
τ :=
( ∏
corners
rγc
)
·
∏
edges
ργe
 , (3.21)
where r and ρ are the distances from a point in the domain to the corner or edge where the
field is singular. The coefficients γc and γe only depend on the geometry and can be calculated
theoretically [17]. The WRME method defines the space
X :=
{
u ∈ H0(curl; Ω) | τ(∇ · u) ∈ L2loc(Ω)
}
,
and solves the problem of finding E ∈ X such that ∀F ∈ X holds∫
Ω
1
µ
(∇×E) · (∇× F¯) + ∫
Ω
τ
ε¯εµ
(∇ · (εE)) · (∇ · (ε¯ F¯))
− ω2
∫
Ω
εE · F¯ + W.R.B.C.|∂Ω = iω
∫
Ω
J · F¯,
(3.22)
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where W.R.B.C.|∂Ω is the term, properly adapted to the weighted regularization, that takes into
account the radiation boundary conditions or the modes in a waveguide port. In [17], it is demon-
strated that solving (3.22) is equivalent to solving the Maxwell equations and also that H10(Ω) is
dense in X. These results imply that nodal elements converge to the right electromagnetic field
solution even in the presence of singularities.
The method proposed in this work is a simplification of the WRME method. Instead of (3.21),
the divergence term of (3.18) is multiplied by a weight which is equal to zero in the elements near
a singularity and equal to one in the rest. The same idea appears in [86] for eddy current problems
with the T − Ω formulation and also in [46] for magnetostatic problems with the potential A
formulation. It is worth to mention that the WRME method always needs finer meshes and more
iterations of the iterative solvers to achieve the same accuracy as the simplified formulation. This
was observed for the 2D problems in the next section. No testing of the WRME method for 3D
problems was performed.
Henceforth, when a problem is said to be solved with one ungauged layer (UL), it means that
only the elements with a node in contact with a singularity have a weight equal to zero. If a
problem is said to be solved with 2 ULs, it means that the weight is set to zero in the elements with
a node in contact with a singularity and also in the elements that have a node in contact with the
elements of the first layer. An equivalent definition is applied for 3 ULs, 4 ULs, and so on. Only
the elements in the UL have a weight equal to zero; for the rest, the weight is equal to one. These
ULs must be applied in all places where the field is singular. If a singularity point is kept without
this treatment, the simulation can give a globally wrong solution. To know the places where the
field is singular, analyze the geometry and look for [6]:
1) Reentrant corners and edges of PECs.
2) Corners and edges of dielectrics.
3) Intersection of several dielectrics.
Once these points are located, the number of ULs depends on the size and order of the elements,
as shown in the next sections. If, for some reason, very small elements are required around the
singularity, the number of ULs must be increased. Not doing so is equivalent to use (3.18) instead
of (3.22). To distinguish the simplified formulation from the WRME method, it is called RME-UL
(Regularized Maxwell Equations with Ungauged Layers).
3.6 Validation examples in two dimensions
This section shows some 2D configurations used to check the accuracy of the RME-UL method.
The geometries employed represent four different discontinuities in a parallel-plate waveguide
(figures 3.3, 3.7, 3.11 and 3.15). The problems are driven by a current density Jy = 1A/m2 at a
frequency of ν = 10GHz. The walls of the waveguide are PECs. The discontinuous lines at the
sides of the geometries symbolize the application of the first-order absorbing boundary condition
(1st ABC). The graphs 3.5, 3.6, 3.9, 3.10, 3.13, 3.14, 3.17 and 3.18 show the modulus of the
electric field |E| =
√
E2x + E2y calculated with three different approaches: Reference (reference
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solution), RME (regularized Maxwell equations) and RME-UL (regularized Maxwell equations
with ungauged layers).
The reference solutionE = (Ex,Ey) is obtained with the method explained in [44, ch.4]. That
is, we solve with the FEM and a dense mesh of first order triangular nodal elements the equation
∇ ·
(
1
ε
∇Hz
)
+ ω2µHz =
∂
∂y
(
1
ε
Jx
)
− ∂
∂x
(
1
ε
Jy
)
, (3.23)
with
nˆ ·
(
1
ε
∇Hz
)
= 0 (3.24)
in the PEC walls of the waveguide and
nˆ ·
(
1
ε
∇Hz
)
= iω
√
µ
ε
Hz (3.25)
in the discontinuous lines at the sides of the geometries (see figures 3.3, 3.7, 3.11 and 3.15). Once
Hz is known, we compute E = (Ex,Ey) with
E =
i
ωε
(∇×H− J) = i
ωε
(
∂Hz
∂y
− Jx , −∂Hz
∂x
+ Jy
)
. (3.26)
In [45] is demonstrated that the numerical solution provided by this approach approximates to the
analytical solution for a sufficient dense mesh. In figures 3.4, 3.8, 3.12 and 3.16 is shown the
modulus of the electric field calculated with this method.
The RME solution is obtained from (3.18), (3.12) and (6.4) assuming that the z component of
the electric field and all the derivatives in the z direction are equal to zero (Ez = 0 and ∂(·)/∂z =
0). We used triangular nodal elements from first- to sixth-order and we treat the electric field
discontinuities at the material interfaces as it is explained in section 3.4. The unit normals at the
nodes placed in the corners are calculated as a geometric average and they are used in (3.20), or
in the PEC condition, like in any other node [7]. No special treatment is given to the points where
the field is singular.
The RME-UL solution is obtained in the same way that the RME solution but taking into
account the field singularities as it is explained in section 3.5. The RME-UL approach was also
tested with triangular nodal elements from first- to sixth-order. From third- to sixth-order elements
and 1 UL, accurate solutions were obtained even near the singularity. With second-order elements
and 3 ULs, correct solutions were also obtained. With first-order elements, it was not possible to
obtain accurate solutions even with 6 ULs.
In the graphs of figures 3.5, 3.6, 3.9, 3.10, 3.13, 3.14, 3.17 and 3.18, it can be seen that
the reference solution and the RME-UL solution overlap perfectly, even in the neighborhood of
the singularity. On the other hand, the RME solution is completely different from the reference
solution. This shows graphically the consequences of using (3.18) without taking into account the
effect of the singularities.
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Figure 3.3: Step discontinuity in a parallel-plate waveguide.
Figure 3.4: Modulus of the electric field in the parallel-plate waveguide step discontinuity of fig. 3.3.
Reference solution.
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Figure 3.5: Modulus of the electric field along the x-direction at y = 7.5mm in the parallel-plate waveguide
configuration of fig. 3.3.
Figure 3.6: Modulus of the electric field along the x-direction at y = 5mm in the parallel-plate waveguide
configuration of fig. 3.3.
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Figure 3.7: Sheet singularity in a parallel-plate waveguide.
Figure 3.8: Modulus of the electric field in the parallel-plate waveguide configuration of fig. 3.7. Reference
solution.
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Figure 3.9: Modulus of the electric field along the x-direction at y = 7.5mm in the parallel-plate waveguide
configuration of fig. 3.7.
Figure 3.10: Modulus of the electric field along the x-direction at y = 5mm in the parallel-plate waveguide
configuration of fig. 3.7.
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Figure 3.11: Dielectric ( = 600, σ = 0S/m) in a parallel-plate waveguide.
Figure 3.12: Modulus of the electric field in the parallel-plate waveguide configuration of fig. 3.11. Refer-
ence solution.
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Figure 3.13: Modulus of the electric field along the x-direction at y = 7.5mm in the parallel-plate waveg-
uide configuration of fig. 3.11.
Figure 3.14: Modulus of the electric field along the x-direction at y = 2.5mm in the parallel-plate waveg-
uide configuration of fig. 3.11.
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Figure 3.15: Intersection of dielectrics in a parallel-plate waveguide. Material 1:  = 50, σ = 0 S/m.
Material 2:  = 100, σ = 0 S/m. Material 3:  = 200, σ = 1S/m. Material 4:  = 300, σ = 10S/m.
Figure 3.16: Modulus of the electric field in the parallel-plate waveguide configuration of fig. 3.15. Refer-
ence solution.
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Figure 3.17: Modulus of the electric field along the x-direction at y = 8.75mm in the parallel-plate
waveguide configuration of fig. 3.15.
Figure 3.18: Modulus of the electric field along the x-direction at y = 5mm in the parallel-plate waveguide
configuration of fig. 3.15.
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3.7 Validation examples in three dimensions
This section presents some 3D configurations solved with the RME-UL approach. Figures 3.19,
3.21 and 3.23 display three microwave filters taken from [64], [60] and [48]. We computed the
scattering parameters of these microwave filters assuming that only the fundamental mode TE10 is
propagating in the waveguide ports. We used the RME-UL method with the boundary condition
(3.12) in the PEC walls and the condition (3.16) in the waveguide ports. Once the electric field E
was known, the scattering parameter S11 was obtained with [92]
S11 =
∫
Γ1
(E×H10) · nˆ dΓ1
V imp1
− 1, (3.27)
and the scattering parameter S21 with [92]
S21 =
∫
Γ2
(E×H10) · nˆ dΓ2
V imp1
, (3.28)
where Γ1 is the input port, Γ2 is the output port, H10 is the magnetic field
H10 =
1
iωµ
(∇×E10) , (3.29)
and V imp1 is given by the expression
V imp1 =
∫
Γ1
(E10 ×H10) · nˆ dΓ1. (3.30)
The electric field E10 is the fundamental mode TE10 of a rectangular waveguide
E10 = −
√
2iωµ
abγ
sin(kcx) eγz yˆ, (3.31)
where a is the width of the rectangular waveguide, b is its height, kc = pi/a and γ is the propaga-
tion constant of the mode TE10, which is γ = ±i
√
k20 − k2c when k0 > kc and γ = ∓
√
k2c − k20
when k0 < kc. The sign of γ depends on the direction of propagation. We have considered that the
x-axis is along the width of the rectangular waveguide, the y-axis is along its height and the z-axis
is perpendicular to the xy-plane. For a more detailed information about rectangular waveguides
and microwave engineering see [85, 2].
The RME-UL results shown in figures 3.20, 3.22 and 3.24 were obtained with second-order
isoparametric tetrahedral nodal finite elements and 3 ULs. The same good results can also be ob-
tained with third-order tetrahedral nodal elements and 1 UL, but the computational cost is higher.
We were not able to obtain accurate and robust solutions with first-order elements, no mater the
number of ULs employed (it was tested up to 6 ULs). All the examples were solved using a quasi-
minimal residual (QMR) iterative solver [28] with a diagonal preconditioner. The convergence of
the solver was excellent, proving the well-conditioning of the matrix. It took less than 0.1-0.5%
of the total number of unknowns to reach a residual (‖Ax− b‖/‖b‖) of less than 1e-4.
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Figure 3.19: Cylindrical cavity filter from [64].
Figure 3.20: Modulus of the transmission coefficient S21 of the cylindrical cavity filter shown in fig. 3.19
as a function of the frequency ν. The results obtained with the RME-UL approach are compared with the
measurements performed in [64].
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Figure 3.21: Ridge waveguide from [60].
Figure 3.22: Modulus of the transmission coefficient S21 of the ridge waveguide shown in fig. 3.21 as
a function of the frequency ν. The results obtained with the RME-UL approach are compared with the
measurements performed in [60].
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Figure 3.23: Dielectric in a rectangular waveguide from [48, 13].
Figure 3.24: Modulus of the reflection coefficient S11 of the waveguide shown in fig. 3.23 as a function
of k0b, where k0 = ω
√
0µ0 and b is the height of the rectangular waveguide. The RME-UL approach is
compared with the method of orthogonal expansions of Katzier [48].
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3.8 Summary
It is demonstrated in this chapter that an accurate solution can be obtained with nodal finite ele-
ments and the regularized formulation even in the presence of electromagnetic field singularities.
To do so, a simplified version of the WRME method was used. This simplification consists of a
weight equal to zero applied in the elements near a singularity and equal to one in the rest. The
number of layers of elements whose weight is equal to zero depends on their size and order. For
a given element order, this number is fixed, but if for some reason, it is meshed with very small
elements near a singularity, this number must be increased to obtain a correct solution.
We tested several combinations of element order and ULs searching for accuracy and robust-
ness. We reached to the conclusion that the best option is to use second-order elements and 3
ULs. It can also be obtained accurate solutions with higher order elements and 1 UL, but the
computational cost is higher. On the other hand, it was not possible to attain a robust and accurate
combination with first-order elements.
It is necessary to further study the relationship between the number of elements with a weight
equal to zero and the element size, element order, and singularity order. Also, a deeper theoretical
knowledge of how this simplification affects the well-conditioning and convergence of the regular-
ized formulation is needed. In future work, a comparative performance of the RME-UL approach
with other methods will be given.
Chapter 4
Specific absorption rate computations
The specific absorption rate is a measure of the rate at which electromagnetic energy is absorbed
by a body when exposed to electromagnetic fields. The aim of this chapter is to validate the RME-
UL method when applied to the computation of this quantity. We will explain, through examples,
how to obtain the specific absorption rate with the RME-UL method and we will validate our ap-
proach by comparing the results with other numerical techniques. The work described here has
been presented in [78, 77, 74, 75] and it is part of the project SANTTRA (Sistema de ANTenas
para Transceptores de RAdio), Spanish MCIT PROFIT, ref.: FIT-330210-2006-44, framed in the
project SMART (SMart Antennas system for Radio Transceivers), European Commission EU-
REKA, ref.: PIDEA+ Project no04-161. This work has also been partially founded by the project
CaRDiAN (Ca´lculo de Radiacio´n electromagne´tica en presencia de Diele´ctricos mediante Ana´lisis
Nume´rico), Spanish MCI National R+D Plan 2008-2011, ref.: CIT-370000-2008-10.
4.1 Introduction
The specific absorption rate (SAR) is the power per unit mass absorbed by a body when illuminated
by electromagnetic fields. This quantity is useful to determine, in combination with the heat
equation, the temperature increase produced by an incident electromagnetic radiation inside a
body. The SAR is also a quantity used for regulatory purposes. That is, before a mobile phone
is available for sale to the general public, it must shown that the SAR is below some limits. In
addition, a mobile phone with a high value of SAR imply that the energy is lost in unwanted
heating instead of being used to transmit information.
The measurement of the SAR is performed in specialized test houses with complex and sophis-
ticated systems. Besides, if you want your product complies with the government requirements,
you have to send it to an accredited test house to obtain the certification. This process is expensive
and time-consuming. Numerical simulations can save time and money predicting the value of the
SAR before certification and improving the design of the product before manufacturing it. Also,
in situations in which the measurement of the SAR is difficult, like in the measurement of the SAR
in living creatures, the numerical simulations are of valuable help.
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In the scenario present above, a volumetric, frequency domain, finite element formulation
like the RME-UL approach seems to be a good choice for the numerical simulations. This is so,
because it works naturally with complex geometries and materials and it can solve large problems
thanks to the fact that it produces well-conditioned matrices easy to solve with iterative Krylov
solvers.
The objective of this chapter is to validate the RME-UL method and assess its performance
when applied to the computation of the SAR. In section 6.2 we define formally the SAR. In
section 4.3 we present the numerical tool used for obtaining of the electromagnetic fields. In
sections 4.4, 4.5 and 4.6 we calculate the SAR in different scenarios and compare the results with
other numerical methods. In section 4.7, we make a numerical study of the the thermal effects
induced by a RFID antenna in vials filled with blood plasma. Finally, in section 6.5, we present
our conclusions.
4.2 Definitions
The Specific Absorption Rate (SAR) is defined as,
SAR (W/kg) = σ + ω
′′
2ρ
|E|2 (4.1)
where σ is the electrical conductivity, ′′ is the imaginary part of the electric permittivity (see
section 2.3.1), ω is the frequency, ρ is the mass density and E is the electric field. This definition
comes from the expression (2.99) in chapter 2 and it represents the time-average power per unit
mass dissipated as heat due to conductivity and dielectric losses. We assume that there is no
magnetic losses (µ = µ0).
When the SAR is employed for regulatory purposes it is usually averaged either over the whole
body, or over a small sample volume (typically 1g or 10g of tissue). SAR limits for a radiating
object depends of the country, for instance, in United States, the Federal Communications Com-
mission (FCC) requires that phones sold for the general public have a SAR level at or below 1.6
W/kg taken over a volume of 1g of tissue with the shape of a cube. In the European Union, before a
mobile phone is available for sale, it must show compliance with the European Radio & Telecom-
munication Terminal Equipment (R&TTE) directive 1999/5/EC. This directive limits the human
exposure to radio frequency (RF) fields in accordance with the standard EN 50360:2001 (see table
4.1), developed by the European Committee for Electrotechnical Standardization (CENELEC).
User SAR10g (W/Kg) SARwb (W/Kg)
General public 2 0.08
Occupational 10 0.40
Table 4.1: SAR limits specify by the CENELEC EN 50360:2001. SAR10g is the average over 10 g of tissue
with the shape of a cube. SARwb is the average over the whole body.
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4.3 Numerical tool
The numerical tool used in this, and the following chapters, is called ERMES. ERMES stands for
Electric Regularized Maxwell Equations with Singularities and it is the C++ implementation of the
RME-UL method. ERMES uses GiD [29] for geometrical modeling, meshing and visualization
of results. The user interface is detailed in appendix A.
The current version of ERMES is mono-processor and it runs in the operative system Win-
dows XP 64-bit. ERMES uses a quasi-minimal residual (QMR) iterative solver [28] with a di-
agonal preconditioner to solve the linear systems resulting from the finite element discretization.
The problems of this chapter were discretized with about 8e5-1e6 tetrahedral second order nodal
elements. The resulting liner systems had around 3e6-4e6 unknowns. The RAM memory required
was about 6-7 GB and the time needed to reach a residual (‖Ax− b‖ / ‖b‖) of less than 1e-3 varies
from 2 to 10 hours depending of the problem. These data are referred to a desktop computer with
a CPU Intel Core 2 Quad Q9300 at 2.5 GHz and the operative system Microsoft Windows XP
Professional x64 Edition v2003.
4.4 Ellipsoidal phantom in rectangular waveguide
In this validation example we compute the SAR in an ellipsoidal phantom placed inside a rectan-
gular waveguide. The SAR values obtained with ERMES are compared with measurements and
numerical simulations performed with the finite difference time domain method (FDTD).
4.4.1 Description of the problem
An ellipsoidal phantom, with a longer axis of 41 mm and a shorter axis of 30 mm, is filled with a
substance of electrical properties  = 430 and σ = 0.97S/m. The phantom is placed at the center
of a rectangular waveguide WR-975 (24.7625 cm x 12.3825 cm) and it is illuminated with the
fundamental mode TE10. The incident electric field has a frequency of ν = 900MHz, a maximum
value of |Erms| =
∣∣E/√2∣∣ = 61.4V/m and a polarization parallel to the shorter axis of the
ellipsoid. The weight of the phantom is M = 20 g. The weight and electrical properties of the
phantom are comparable to those of a mouse. An outline of the problem is shown in fig. 4.1. The
data for this example are taken from [52].
4.4.2 Finite element model
We computed the electric field inside the rectangular waveguide with the finite element model
explained in section 3.7 of chapter 3. In this case we do not have any field singularity in the
problem domain, then, we do not need to use any UL. The incident field E10 (see equation (3.31))
is multiplied by the constant α = 61.4
√
γab/iωµ = 0.4776 to accomplish with the requirement
that the maximum value of |E10| must be 61.4
√
2V/m. Once the electric field is calculated, we
obtain the SAR inside the ellipsoidal phantom with equation (4.1). The density ρ = M/V is
deduced using the formula V = piAB2/6 for the volume of the ellipsoid, where A is the length of
the mayor axis and B the length of the minor axis.
52 CHAPTER 4. SPECIFIC ABSORPTION RATE COMPUTATIONS
Figure 4.1: Ellipsoidal phantom inside rectangular waveguide. Data from [52].
4.4.3 Results
In table 4.2 is showed the SAR averaged over the whole volume of the ellipsoidal phantom
(SARavg). This average SAR can be easily obtained experimentally by measuring the input and
the output power in the waveguide ports [52]. On the other hand, the SAR distribution inside the
phantom is more difficult to measure and this is where numerical simulations can be very helpful.
In figures 4.2 and 4.3 is shown the SAR distribution inside the ellipsoidal phantom. The pres-
ence of ”hot spots” where the SAR values are several times bigger than the average can be clearly
observed with the help of the numerical simulation.
Method SARavg (W/Kg)
Measured 0.06
FDTD 0.05
ERMES 0.05
Table 4.2: SAR averaged over the whole volume of the ellipsoidal phantom (SARavg). The SARavg value
measured in [52] is compared with the FDTD simulation performed in [52] and the result obtained with
ERMES.
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Figure 4.2: SAR (W/Kg) inside the ellipsoidal phantom. Iso-surfaces.
Figure 4.3: SAR (W/Kg) inside the ellipsoidal phantom.
4.5 PROCOM MU9-XP4 antenna installed on motorbike
The objective of this validation example is to calculate the SAR inside a body produced by an
antenna installed on a motorbike. The results obtained with ERMES are compared with those
provided by a commercial software which implements the method of moments.
4.5.1 Description of the problem
A body with a mass density ρ = 1000Kg/m3 and electric properties  = 41.30 and σ = 0.58S/m
is placed at a distance of 0.6m from a PROCOM MU9-XP4 antenna (see figures 4.4 and 4.5). The
antenna is fed by a 50Ω coaxial cable with P0 = 10W (40 dBm) at a frequency of ν = 406MHz.
The ground is located 1.22m below the feeding point of the antenna and a luggage rack is placed
0.15m below the same feeding point.
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4.5.2 Finite element model
The finite element model used to solve numerically this problem is depicted in fig. 4.6. We
applied the PEC boundary condition (3.12) to the ground, antenna and luggage rack, the first order
absorbing boundary condition (3.15) to the exterior surface and the PMC boundary condition
(3.13) to the symmetry plane. The antenna is fed by a coaxial line (see fig. 4.8), in where it is
assumed that only the fundamental mode TEM is propagating. Then, we imposed the following
boundary condition at the coaxial port
nˆ×∇×E = γ (nˆ× nˆ×E) +U,
nˆ ·E = 0 (4.2)
where γ = iω√εµ is the propagation constant of the fundamental mode and
U = −2 γ (nˆ× nˆ×ETEM). (4.3)
The field ETEM is the incident field imposed in the input port:
ETEM =
√
η
2pi ln(b/a)
(
eγ z
r
)
rˆ, (4.4)
being η =
√
µ/ε, a the inner radius of the coaxial, b the exterior radius of the coaxial, r =√
x2 + y2 and rˆ = (x/r, y/r). The port plane is in the xy-plane and the direction of propagation
is along the z-axis. In this case, we have that η =
√
µ0/0, a = 1.25mm and b = 2.88mm.
Therefore, the characteristic impedance Z0 of the coaxial line is
Z0 =
η
2pi
ln(b/a) = 50Ω. (4.5)
The geometry was meshed with 839360 tetrahedral second-order nodal elements (see fig. 4.7).
We used 3 ULs in the edges of the luggage rack and in the edges of the base and tip of the antenna.
Once the field E was computed, we multiplied the result by the constant
α =
√
2P0
1− |S11|2
, (4.6)
where P0 = 10W and S11 is the reflection coefficient of the coaxial. The parameter S11 is
calculated as in (3.27), but with ETEM instead of E10. We multiply the fields by α to impose that
all the power sent to antenna is radiated, which is the worst-case scenario.
4.5.3 Results
EADS Defense & Security [9] computed the problem described above in the frame of the project
SMART. They used the commercial software FEKO [25], which implements the method of mo-
ments (MoM). They modeled the feeding of the antenna with an impedance matching coil at its
base (see fig. 4.8). The results of the simulations performed with ERMES and FEKO are shown in
figures 4.9, 4.10 and 4.11 and in table 4.3. The maximum SAR value obtained with ERMES was
0.06 W/Kg, located in the neck. The maximum SAR value obtained with FEKO was 0.07 W/Kg,
also located in the neck. The SAR averaged over the 10g cube was 0.04 W/Kg in ERMES and
0.06 W/Kg in FEKO.
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Method SARmax ( W/Kg ) SAR10g ( W/Kg )
FEKO 0.07 (neck) 0.06
ERMES 0.06 (neck) 0.04
Table 4.3: Maximum SAR (SARmax) and SAR averaged over the 10g cube (SAR10g) obtained with FEKO
and ERMES. The maximum SAR is located in the neck.
Figure 4.4: PROCOM MU9-XP4 antenna installed on a motorbike.
Figure 4.5: PROCOM MU9-XP4 antenna installed on a motorbike. CAD model.
56 CHAPTER 4. SPECIFIC ABSORPTION RATE COMPUTATIONS
Figure 4.6: PROCOM MU9-XP4 antenna installed in a motorbike. FEM model.
Figure 4.7: PROCOM MU9-XP4 antenna installed on a motorbike. FEM mesh. The mesh is composed of
839360 tetrahedral second-order nodal elements.
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Figure 4.8: Coaxial feeding at the bottom of the PROCOM MU9-XP4 antenna. Left: Coaxial model used
by ERMES. Right: Coaxial model used by FEKO.
Figure 4.9: Iso-surfaces for SAR = 0.03W/kg. Left: FEKO results. Right: ERMES results.
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Figure 4.10: SAR distribution calculated by ERMES. Maximum value is 0.06 W/Kg, located in the neck.
Figure 4.11: SAR distribution calculated by FEKO. Maximum value is 0.07 W/Kg, located in the neck.
4.6. PMR ANTENNA NEAR SAM HEAD 59
4.6 PMR antenna near SAM head
In this validation example we compute the SAR produced by a professional mobile radio (PMR)
antenna in a specific anthropomorphic mannequin (SAM) head. The results obtained with ERMES
are compared with those provided by FEKO.
4.6.1 Description of the problem
A PMR antenna (see fig. 4.12) is placed near a SAM head as shown in fig. 4.13. The antenna is
fed with P0 = 2W (33 dBm) at a frequency of ν = 400MHz. The mass density of the SAM head
is ρ = 1000Kg/m3 and its electrical properties are  = 45.50 and σ = 0.7S/m. The electrical
permittivity of the GPS antenna substrate is  = 30.
Figure 4.12: PMR antenna (with a GPS antenna at its base) installed on handset. Prototype designed and
manufactured by Radiall [88].
4.6.2 Finite element model
We applied the PEC boundary condition (3.12) to the PMR antenna, GPS antenna and handset and
the first order absorbing boundary condition (3.15) to a 70 cm diameter spherical surface centered
at the feeding point of the antenna. We fed the antenna with a current probe located at its base (see
fig. 4.14). The geometry was meshed with 838840 tetrahedral second-order nodal elements (see
fig. 4.15). We used 3 ULs in the edges of the handset, tip of the PMR antenna, edges of the GPS
antenna and edges of the dielectric substrate. We impose a radiated output power of P0 = 2W by
multiplying the computed E field by the constant
α =
√
2P0
− ∫sReal [E · J¯] , (4.7)
where s is the volume of the current probe.
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4.6.3 Results
EADS Defense & Security computed the problem described above with the commercial software
FEKO in the frame of the project SMART. They modeled the feeding of the antenna with a voltage
gap (see fig. 4.18). The results of the simulations performed with ERMES and FEKO are shown
in figures 4.16, 4.17 and 4.19 and in table 4.4. The differences in the results can be attributed to
the different geometries employed in the computations. We must take into account that the SAR
is very sensitive to the positioning of the handset with respect to the SAM head. For instance, if
we move the handset 0.4 cm closer to the surface of the SAM head then, the value of the SAR
averaged over the 10g cube obtained with ERMES rises to 3.36 W/Kg.
Method SAR10g ( W/Kg )
FEKO 3.00
ERMES 2.82
Table 4.4: SAR averaged over the 10g cube (SAR10g) obtained with FEKO and ERMES.
Figure 4.13: Positioning of the PMR antenna. Left: Frontal view. Right: Lateral view. The distance
between handset and SAM head is 2 cm.
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Figure 4.14: Current probe used by ERMES to fed the PMR antenna.
Figure 4.15: Details of the FEM mesh used by ERMES.
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Figure 4.16: SAR distribution calculated by ERMES and location of the 10g cube. The maximum SAR is
4.92 W/Kg. The SAR averaged over the 10g cube is 2.82 W/Kg.
Figure 4.17: SAR distribution calculated by ERMES. Sections of the SAM head. Left: Frontal view. Right:
Upper view.
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Figure 4.18: Details of the geometry used by FEKO to model the PMR antenna. The antenna is fed by a
voltage gap.
Figure 4.19: Location of the 10g cube by FEKO. The SAR averaged over the 10g cube is 3.00 W/Kg.
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4.7 RFID antenna near vials of blood plasma
This section contains a numerical study of the thermal effects induced by a commercial RFID
antenna in vials filled with blood plasma. The antenna is located under a conveyor belt which
transports cardboard boxes bearing test tubes or pooling bottles filled with blood plasma. The aim
of this study is to evaluate the worst-case scenario temperature increase produced by the RFID
antenna in the blood plasma contained in the vials. This study has been fostered by GRIFOLS
[31].
4.7.1 Description of the problem
RFID stands for Radio Frequency IDentification and it consists in the use of a tag incorporated
into a product, animal, or person for the purpose of identification using radio waves. There are
basically two types of RFID tags: active tags, which can transmit signals autonomously, and
passive tags, which require an external energy source to transmit signals. In this study we are only
interested in passive tags. The RFID process with passive tags is as follows. First, the tag receives
electromagnetic energy from the RFID reader. Then, the tag uses this energy to send back the
data stored in it. Finally, the reader receives the tag’s radio waves and interprets the signals. Part
of the electromagnetic energy that reaches the tag also penetrates into the object where the tag is
incorporated. The aim of this work is to study numerically the thermal effects induced in these
objects.
In our case, we have a RFID antenna under a conveyor belt. Cardboard boxes bearing test
tubes or pooling bottles filled with blood plasma are moved along the conveyor belt and pass
above the antenna. When the boxes are above the antenna, some of the electromagnetic radiation
that is used to read the tags is absorbed by the blood plasma contained in the vials. The absorbed
radiation heats the blood plasma and increases its temperature. The question we try to answer here
is how fast the temperature increases in the worst-case scenario. More specifically, we calculate
the time required to increase the temperature 0.1oC, at the point of maximum SAR, and under the
supposition that no mechanism of heat dissipation is acting during the excitation.
The heating induced by the RFID antenna was computed for blood plasma at room temperature
(+25oC) and frozen (-30oC). The physical properties of the blood plasma at both temperatures are
summarized in table 4.5. The plasma is contained in test tubes or pooling bottles (see figures 4.20
and 4.26). These vials are carried inside cardboard boxes containing 96 test tubes or 15 pooling
bottles (see fig. 4.20). The cardboard boxes are transported by a conveyor belt passing above the
RFID antenna. The commercial RFID antenna used for tag identification is a CS-777 Bricyard
operating at a frequency of ν = 915MHz and with an input power of P0 = 1W.
4.7.2 Finite element model
The finite element model used in this study is depicted in figures 4.21 and 4.27. We applied the
PEC boundary condition (3.12) to the ground, the first order absorbing boundary condition (3.15)
to the exterior surface and the PMC boundary condition (3.13) to the symmetry planes. We do not
have any field singularity in the problem domain, then, we do not need to use ULs.
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The antenna CS-777 Bricyard is a segmented loop antenna [21, 87] designed for UHF near-
field RFID applications. This type of antenna produce a strong and uniform magnetic field distri-
bution in the near-field region, which ensures a good inductive coupling between the tag and the
antenna. Such a coupling system is the most appropriate to operate in the vicinity of liquids and
metals with low magnetic permeability. The characteristic field distribution of a segmented loop
antenna is achieved with an electrical current which is in-phase and has the same magnitude along
the loop. Therefore, we have modeled the CS-777 Bricyard as a circular current loop of constant
phase and magnitude. The loop has an internal diameter of 20 cm and a rectangular section which
is 0.6 cm wide and 0.2 cm high. The current loop is enclosed in a metallic case with a plastic
cover in the front. To model the casing of the antenna, we placed the current loop on a PEC plane
separated 2 cm from the bottom of the cardboard boxes. We impose a radiated output power of
P0 = 1W by multiplying the computed E field by the constant
α =
√
2P0
− ∫sReal [E · J¯] , (4.8)
where s is the volume of the current loop.
In fig. 4.21 is shown a quarter of the cardboard box containing 96 test tubes. The dimensions
of the box are detailed in fig. 4.20. Inside the box there are 8 rows of 12 test tubes. The distance
between tubes in the same row is 0.24 cm. The distance between rows is 0.35 cm. The box is
positioned 2 cm above the RFID antenna.
In fig. 4.27 is shown a quarter of the cardboard box containing 15 poling bottles. Inside the
box there are 3 rows of 5 plasma pooling bottles. The distance between bottles in the same row
is 0.5 cm. The distance between rows is also 0.5 cm. The box is positioned 2 cm above the RFID
antenna.
T (oC) ′r (
′
/0) 
′′
r (
′′
/0) σ (S/m) ρ (Kg/m3) c (J/KgoC)
+25 70 0 1.7 1025 3780
-30 3 0.3 0 920 2050
Table 4.5: Physical properties of the blood plasma at room temperature (+25oC) and frozen (-30oC), being

′
r the real part of the relative electric permittivity, 
′′
r the imaginary part of the relative electric permittivity,
σ the electrical conductivity, ρ the mass density and c the specific heat capacity at constant pressure. Data
extrapolated from [43, 24, 47, 38].
4.7.3 Results
The results of the simulations are shown in figures 4.22,4.23,4.24, 4.25,4.28 and 4.29. We can
see that the higher SAR is found in the vials positioned just atop the current loop of the antenna.
The values of the maximum SAR (SARmax) obtained in each case are summarized in table 4.6.
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Once the SAR is known, we can estimate the time needed to increment of temperature of the
blood plasma ∆T = 0.1 oC. The relation of SAR with the temperature can be very complex
if we take into account heat dissipation processes as conduction or convection. However, if we
want to calculate the increase of temperature in the worst-case scenario possible, where all the
electromagnetic energy is used to increase temperature, this relation is very simple,
4T ≈ SAR∆t
c
, (4.9)
where ∆T is the temperature increase, c is the specific heat capacity and ∆t is the duration of the
electromagnetic radiation excitation. In table 4.7 is shown the time (∆t) needed to increase the
temperature of the blood plasma ∆T = 0.1 oC, at the point of maximum SAR, and assuming that
no mechanism of heat dissipation is present. As can be seen in the table 4.7, the shorter time is
∆t = 75 s for the pooling bottle at room temperature (+25oC). Then, since a typical read cycle
lasts 100ms, it would take 750 continuous reading cycles to produce an increase 0.1oC in the
worst-case scenario. So, we can conclude that, the RFID technology analyzed in this work, do
not alter the quality of the blood plasma in a standard situation of a few readings cycles, when the
vials are carried by a conveyor belt equipped with RFID antennas. The only scenario that would
present a problem would be a box left forgotten just above a RFID reader in continuous operation.
However, this situation is very unlikely because motion detectors are usually placed in the con-
veyor belt and the RFID readers are only activated when the belt is moving.
Test tube Pooling bottle
T (oC) SARmax ( W/Kg ) SARmax ( W/Kg )
+25 2.63 5.04
-30 0.43 0.52
Table 4.6: Maximum SAR (SARmax).
Test tube Pooling bottle
T (oC) ∆t (s) ∆t (s)
+25 144 75
-30 477 394
Table 4.7: Time (∆t) needed to increase the temperature of the blood plasma ∆T = 0.1 oC, at the point of
maximum SAR, and assuming that no mechanism of heat dissipation is present.
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Figure 4.20: Left: Dimensions of a test tube. Right: Dimensions of the cardboard box containing 96 test
tubes.
Figure 4.21: FEM model of the cardboard box containing 96 test tubes.
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Figure 4.22: SAR distribution in the box containing 96 test tubes with blood plasma at room temperature
(+25oC). Logarithmic scale.
Figure 4.23: SAR distribution in the box containing 96 test tubes with blood plasma at room temperature
(+25oC). Detail.
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Figure 4.24: SAR distribution in the box containing 96 test tubes with frozen blood plasma (-30oC). Log-
arithmic scale.
Figure 4.25: SAR distribution in the box containing 96 test tubes with frozen blood plasma (-30oC). Detail.
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Figure 4.26: Dimensions of a pooling bottle.
Figure 4.27: FEM model of the cardboard box containing 15 pooling bottles.
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Figure 4.28: SAR distribution in the box containing 15 pooling bottles with blood plasma at room temper-
ature (+25oC).
Figure 4.29: SAR distribution in the box containing 15 pooling bottles with frozen blood plasma (-30oC).
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4.8 Summary
In this chapter we have applied the RME-UL method to the computation of the SAR and we have
validated our approach by comparing the results with those obtained with other numerical meth-
ods. Although the RME-UL method is appropriate for solving SAR related problems there are
some scenarios in where its efficiency can be put in jeopardy: when there are too many reentrant
metallic or dielectric edges in the problem domain and when the source and the target are far away
from each other.
In the vicinity of reentrant metallic or dielectric edges we need to mesh with small elements to
catch the singular behavior of the fields. This fine meshing increases dramatically the number of
unknowns and, in consequence, the computational cost. Moreover, the presence of field singular-
ities in these edges worsen the condition number of the FEM matrix and we need more iterations
of the Krylov solvers to reach the solution. Therefore, we must improve the treatment of the field
singularities to make the RME-UL approach more efficient.
Another problem of the RME-UL approach is that it needs to calculate the electric field in
the space surrounding source (antenna) and target (dielectric body). Then, if the distance between
them is large, the volume needed to run the simulation is large and, as a result, the computational
cost is high. A possible solution in these cases is the implementation of hybrid methods (e.g.
FEM-MoM). Therefore, we must research how to hybridize the RME-UL approach with MoM or
asymptotic methods to improve its performance in electrically large problems.
Chapter 5
Electromagnetic metal forming
This chapter presents a numerical model for computing the Lorentz force that drives an electro-
magnetic forming process. This model is also able to estimate the optimum capacitance at which
it is attained the maximum workpiece deformation. The input data required are the geometry and
material properties of the system coil-workpiece and the electrical parameters of the capacitor
bank. The output data are the optimum capacitance, the current flowing trough the coil and the
Lorentz force acting on the workpiece. The main advantage of our approach is that it provides
an explicit relation between the capacitance of the capacitor bank and the frequency of the dis-
charge, which is a key parameter in the design of an electromagnetic forming system. The model
is applied to different forming processes and the results compared with theoretical predictions
and measurements of other authors. The work described in this chapter has been presented in
[79, 80] and it is part of the project SICEM (SImulacio´n multifı´sica para el disen˜o de Conformado
ElectroMagne´tico), Spanish MEC National R+D Plan 2004-2007, ref.: DPI2006-15677-C02-01.
5.1 Introduction
Electromagnetic forming (EMF) is a high velocity forming technique that uses electromagnetic
forces to shape metallic workpieces. The process starts when a capacitor bank is discharged
through a coil. The transient electric current which flows through the coil generates a time-varying
magnetic field around it. By Faraday’s law of induction, the time-varying magnetic field induces
electric currents in any nearby conductive material. According to Lenz’s law, these induced cur-
rents flow in the opposite direction to the primary currents in the coil. Then, by Ampere’s force
law, a repulsive force arises between the coil and the conductive material. If this repulsive force is
strong enough to stress the workpiece beyond its yield point then it can shape it with the help of a
die or a mandrel.
Although low-conductive, non-symmetrical, small diameter or heavy gauge workpieces can
not be suitable for EMF, this technique present several advantages. For example: no tool marks
are produced on the surfaces of the workpieces, no lubricant is required, improved formability, less
wrinkling, controlled springback, reduced number of operations and lower energy cost. In order
to successfully design sophisticated EMF systems and control their performance, it is necessary to
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advance in the development of theoretical and numerical models of the EMF process. This is the
objective of the present work. More specifically, we focus our attention on the numerical analysis
of the electromagnetic part of the EMF process. For a review on the state-of-the-art of EMF see
[22, 27, 58] or the introductory chapters in [65, 99, 19, 100], where it is given a general overview
about the EMF process and also abundant bibliography.
In this chapter we present a method to compute numerically the Lorentz force that drives an
EMF process. We also estimate the optimum frequency and capacitance at which it is attained the
maximum workpiece deformation for a given initial energy and a given set of coil and workpiece.
The input data required are the geometry and material properties of the system coil-workpiece and
the electrical parameters of the capacitor bank. With these data and the time-harmonic Maxwell’s
equations we are able to calculate the optimum capacitance, the current flowing trough the coil
and the electromagnetic forces acting on the workpiece. The main advantage of this method is that
it provides an explicit relation between the capacitance of the capacitor bank and the frequency
of the discharge which, as it is shown in [41, 117, 34], is a key parameter in the design of an
EMF system. Also, our frequency domain approach is computationally efficient and it offers an
alternative to the more extended time domain methods.
In section 5.2 we summarize the coupling strategies which connect the electromagnetic equa-
tions with the other physical phenomena involved in an EMF process.
In section 5.3 we explain in detail the electromagnetic model employed in this work. We show
the general formulas and the assumptions we made to compute the intensity flowing through the
coil and the Lorentz force acting on the workpiece.
In section 5.4 we describe the numerical tools used to obtain the electromagnetic fields and
the deformation of the workpiece.
In section 5.5 and 5.6 we apply the method detailed in section 5.3 to the bulging of a metal
sheet and the bulging of a cylindrical tube. Our results are compared with theoretical predictions
and measurements found in the literature.
In section 5.7 we explain how to estimate the optimum frequency and capacitance at which it
is attained the maximum workpiece deformation for a given initial energy and a given set of coil
and workpiece.
Finally, in section 5.8 we apply the techniques detailed in section 5.7 to a tube bulging process
and to a tube compression process.
5.2 Coupling strategies
EMF is fundamentally an electro-thermo-mechanical process. Different coupling strategies have
been proposed to solve numerically this multi-physics problem, but they can be reduced to these
three categories: direct or monolithic coupling, sequential coupling and loose coupling.
The direct or monolithic coupling [104, 57] consists in solving the full set of field equations
every time step. This approach is the most accurate but it does not take advantage of the different
time scales characterizing electromagnetic, mechanical and thermal transients. Moreover, the
linear system resulting from the numerical discretization leads to large non-symmetric matrices
which are computationally expensive to solve and made this approach unpractical.
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In the sequential coupling strategy [27, 71, 110, 100, 34] the EMF process is divided into
three sub-problems (electromagnetic, thermal and mechanical) and each field is evolved keeping
the others fixed. Usually the process is considered adiabatic and it only alternates the solution of
the electromagnetic and the mechanical equations. That is, the Lorentz forces are first calculated
and then automatically transferred as input load to the mechanical model. The mechanical model
deforms the workpiece and, thereafter, the geometry of the electromagnetic model is updated and
so on. These iterations are repeated until the end of the EMF process. The advantages of this
method is that it is very accurate and it can be made computationally efficient.
In the loose coupling strategy [58] the Lorentz forces are calculated neglecting the workpiece
deformation. Then, they are transferred to the mechanical model which uses them as a driven
force to deform the workpiece. This approach is less accurate than the former methods but it is
computationally the most efficient and it can be very useful for estimating the order of magnitude
of the parameters of an EMF process, for experimentation on modeling conditions or for modeling
complex geometries. Also, it provides results as accurate as the other strategies when applied to
small deformations or abrupt magnetic pressure pulses. In [3, 109, 50] it is shown a comparative
performance of this approach with the sequential coupling strategy.
In this work we perform all the electromagnetic computations neglecting the workpiece de-
formation. This is done for clarity reasons and also because the results obtained with a static,
un-deformed workpiece are useful for a rough estimation of the parameters involved in an EMF
process. Moreover, the usual uncertainties in the knowledge of some parameters (mechanical
properties of the workpiece, electrical properties of the RLC circuit, etc) can overshadow any
improvement generated by the computationally more expensive sequential coupling.
On the other hand, if we have a precise knowledge of all the EMF parameters and we want
to improve the accuracy of the simulations then, we can consider our results as the first step
of a sequential coupling strategy. That is, we transfer the force calculated on the un-deformed
workpiece to the mechanical model. The mechanical model deforms the workpiece until it reaches
some prefixed value. Then, we input the new geometry into the electromagnetic model and so on.
In this sequential strategy is not necessary to solve the electromagnetic equations each time
step. It is only necessary to solve them when the deformation of the workpiece produces ap-
preciable changes in the electromagnetic parameters of the system coil-workpiece (inductance,
resistance and Lorentz force). Therefore, we do not have to worry about numerical instabilities
caused by a wrong choice of the time step.
5.3 Electromagnetic model
The electromagnetic model followed in the present work starts by solving the time-harmonic
Maxwell’s equations in a frequency interval. For each frequency ω we compute the electromag-
netic fields inside a volume υ containing the coil and the workpiece. With E(r, ω) and H(r, ω)
we compute the inductance Lcw(ω) and the resistance Rcw(ω) of the system coil-workpiece. With
Lcw(ω) and Rcw(ω) we obtain the intensity I(t) flowing through the coil. Finally, with I(t) and
the magnetic field H(r, ω) on the surfaces of the workpiece we can calculate the Lorentz force
that drives the EMF process.
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In section 5.3.2 we explain how to compute the inductance Lcw(ω) and the resistance Rcw(ω)
with the electromagnetic fields E(r, ω) and H(r, ω).
In section 5.3.4 we show how to obtain the intensity I(t) with the calculated values of Lcw(ω)
and Rcw(ω).
Finally, in sections 5.3.5 and 5.3.6 we compute the Lorentz force acting on the workpiece with
the Fourier transform of I(t) and H(r, ω).
Figure 5.1: RLC circuit used to produce the discharge current. In the shadowed rectangle at the left is
represented the capacitor bank with capacitance Ccb, inductance Lcb and resistance Rcb. In the shadowed
rectangle at the right is represented the system formed by the coil and the metal workpiece. This system has
an inductance Lcw and a resistance Rcw. Between both rectangles are represented the cables connecting
the capacitor bank with the coil. These cables have an inductance Lcon and a resistance Rcon.
5.3.1 Input data
The input data required for computing the Lorentz force are:
a) Geometry and material properties of the coil and the workpiece.
b) Electrical parameters of the capacitor bank (capacitance Ccb, inductance Lcb, resistance Rcb
and initial voltage V0).
c) Electrical parameters of the cables connecting the coil with the capacitor bank (inductance
Lcon and resistance Rcon).
From the data in a) we calculate the inductance Lcw and the resistance Rcw of the system coil-
workpiece as a function of the frequency ω. With Lcw(ω) and Rcw(ω) and the data in b) and c)
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we find the intensity I(t) flowing through the RLC circuit of fig. 5.1. Finally, with I(t) and the
magnetic field calculated with the data in a) we obtain the Lorentz force acting on the workpiece.
In the following we analyze these steps in more detail.
5.3.2 Inductance and resistance of the system coil-workpiece
The repulsive force between the coil and the workpiece is a consequence of the time varying
current I(t) generated in the RLC circuit of fig. 5.1. To calculate I(t) we first need the values
of the inductance Lcw and the resistance Rcw. We do not take into account the capacitance of
the system coil-workpiece because it is negligible in the geometries and at the frequencies usually
involved in electromagnetic forming. The same is applicable to the capacitance of the cables
connecting the coil with the capacitor bank.
We consider the set coil-workpiece as a generic, two-terminal, linear, passive electromagnetic
system operating at low frequencies. We can imagine the coil and the workpiece inside a volume
υ with only its input terminals protruding. Under these assumptions, the inductance Lcw and the
resistance Rcw at the frequency ω can be calculated with [42]
Lcw(ω) =
1
|In|2
∫
υ
µ|H(r, ω)|2 dυ, (5.1)
Rcw(ω) =
1
|In|2
∫
υ
σ|E(r, ω)|2 dυ (5.2)
where In is the current injected into the system through the input terminals, µ is the magnetic
permeability,H(r, ω) is the magnetic field, σ is the electrical conductivity andE(r, ω) is the elec-
tric field. The fields E(r, ω) and H(r, ω) are obtained after solving the time-harmonic Maxwell’s
equations at a given frequency ω. For each frequency ω we have a different value of Lcw and Rcw.
The injected current In is a dummy variable that is only used to drive the problem. It can take any
value without affecting the final result of (5.1) and (5.2).
5.3.3 Intensity in the RLC circuit
In fig. 5.1 is shown a typical RLC circuit used in electromagnetic forming. This circuit has a
resistance R, an inductance L and a capacitance C given by
R = Rcb +Rcon +Rcw,
L = Lcb + Lcon + Lcw,
C = Ccb.
(5.3)
The values of R and L vary with time because of the deformation of the workpiece. In contrast, the
capacitance C remain constant during all the forming process. The intensity I(t) for all t ∈ [0,∞]
flowing through the circuit of fig. 5.1 satisfies the differential equation
0 =
d
dt
(RI) +
d
dt
(L
dI
dt
) +
1
C
I, (5.4)
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with initial conditions V (t0) = V0 and I(t0) = 0. The initial value V0 represents the voltage at
the terminals of the capacitor. This voltage is related with the energy of the discharge U0 by
U0 =
1
2
CV 20 . (5.5)
To find I(t) with (5.4) we have to know first R(t) and L(t) for all t ∈ [0,∞].
If we consider a loose coupling strategy, the functions R(t) and L(t) are constants and equal to
the values R0 and L0 calculated at the initial position with an un-deformed workpiece. Therefore,
we have that R(t) = R0 and L(t) = L0 for all t ∈ [0,∞]. Under these circumstances, the solution
of (5.4) is given by
I(t) =
V0
ω0L0
e−γ0t sin(ω0t), (5.6)
where
ω0 = 2piν0 =
√
1
L0C
−
(
R0
2L0
)2
(5.7)
and
γ0 =
R0
2L0
. (5.8)
If we consider a sequential coupling strategy then we solve (5.4) in time intervals [ti, ti+1]. This
time intervals correspond with the time periods between two successive calls to the electromag-
netic equations. We can assume that L(t) and R(t) are constants inside each [ti, ti+1] and equal
to the values Ri and Li calculated with the deformed workpiece at ti. In a sequential coupling
strategy , the expression (5.6) is the solution of the first time interval [t0, t1].
5.3.4 Capacitance and frequency
Equation (5.6) shows that if we want to know the intensity I(t) we have to know first the values
of ω0, C, V0, L0 and R0. The capacitance C and the voltage V0 are given data. The inductance L0
and the resistance R0 can be obtained with the help of (5.1), (5.2) and (5.3). The only value that
remains unknown is ω0.
The frequency ω0 is determined by the capacitance Ccb for a given set of coil, workpiece and
connectors. The frequency ω0 is the solution of the implicit equation
C0(ω)− Ccb = 0, (5.9)
where the relation C0(ω) is obtained after reordering expression (5.7)
C0(ω) =
4L0(ω)
4ω2L0(ω)2 +R0(ω)2
. (5.10)
In the case of using a sequential coupling strategy, we must take into account that the functions
Li(ω) and Ri(ω) are different in each [ti, ti+1] and, as a consequence, the frequency ωi is also
different in each time interval.
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5.3.5 Lorentz force on the workpiece
To calculate the electromagnetic force acting on the workpiece we made the following assump-
tions:
i) The dimensions of the system coil-workpiece are small compared with the wavelength of
the prescribed fields. The wavelengths involved in EMF are in the order of λ ≈ 103−105 m
with frequencies in the order of ν ≈ 103 − 104 Hz. As a consequence of this, we can
consider the displacement current negligible ∂D/∂t ≈ 0 and to treat the fields as if they
propagated instantaneously with no appreciable radiation [103, 42].
ii) The workpiece is linear, isotropic, homogeneous and non-magnetic (µ = µ0). These prop-
erties represent all the workpieces used in this work (aluminium alloys). If we want to con-
sider more complex materials, we must add to (5.11) the surface and volumetric integrals
described in [103].
iii) The modulus of the velocity at any point in the workpiece is always much less than |v| <<
107 m/s. In fact, the velocities involved in EMF are in the order of |v| ≈ 102−103 m/s. This
circumstance allows us to neglect the velocity terms that appear in the Maxwell’s equations
when working with moving media [59].
Under hypothesis i)-iii) we can express the total force acting on the workpiece by [65]
F =
∫
υ
fυ dυ =
∫
υ
(J×B) dυ, (5.11)
where fυ is a volumetric force density, J = σE is the current density induced in the workpiece
and B = µ0H is the magnetic flux density. If we use the vector identity
B×∇×B = ∇
(
1
2
|B|2
)
− (B · ∇)B, (5.12)
and recalling that, by hypothesis i) and ii), the Ampere’s circuital law is
∇×B = µ0J, (5.13)
we can write the force density fυ as
fυ = −∇
(
1
2µ0
|B|2
)
+
1
µ0
(B · ∇)B. (5.14)
In EMF the last term of the right hand side is usually negligible compared with the first. This is so
because the field B is almost unidirectional in the area of the workpiece just in front of the coil.
In this area is where the main contribution to the total force is produced and also where the higher
values of the Lorentz force are found. If a field B is unidirectional then, by the Gauss law for
magnetism (∇ ·B = 0), it will not change in the direction of B. If a field B only changes in the
directions perpendiculars to B then we have that (B · ∇)B = 0. In other words, to neglect the
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last term of (5.14) is equivalent to neglect the compressive and expansive forces parallels to the
workpiece surface and to state that, in EMF, the Lorentz force is due to the change in magnitude
of the magnetic field along the thickness of the workpiece. Therefore, in EMF, we can simplify
(5.14) to
fυ ≈ −∇
(
1
2µ0
|B|2
)
. (5.15)
Sometimes, the computational codes that solve the mechanical equations work more easily with
pressures than with volumetric forces densities. In such cases, it is advantageous to express the
force acting on the workpiece as a magnetic pressure applied on its surface. This magnetic pressure
is the line integral of (5.15) from a point r0 placed on the workpiece surface nearest to the coil to
a point rτ placed on the opposite side of the workpiece. The path to follow is a straight line with
a direction defined by the surface normal at r0. The magnetic pressure is then given by
P (r0, t) =
∫ rτ
r0
fυ ds =
1
2µ0
( |B(r0, t)|2 − |B(rτ , t)|2) , (5.16)
which it can be also expressed as a function of H recalling that, by hypothesis (ii), B = µ0H
P (r0, t) =
1
2
µ0
( |H(r0, t)|2 − |H(rτ , t)|2) . (5.17)
We can conclude from equation (5.17) that, under hypothesis i)-iii), we only need to know |H(r, t)|
on the surfaces of the workpiece to characterize electromagnetically the EMF process.
5.3.6 Lorentz force in frequency domain
The fields H(r, t) of (5.17) can be represented in frequency domain using the inverse Fourier
transform as follows
H(r, t) =
1
2pi
∫ ∞
−∞
[Hn(r, ω) I(ω)] eiωt dω, (5.18)
where i =
√−1 is the imaginary unit, Hn(r, ω) is the magnetic field per unit intensity at the
frequency ω and I(ω) is the Fourier transform of the intensity I(t) flowing through the RLC
circuit
I(ω) =
∫ ∞
−∞
I(t) e−iωtdt. (5.19)
If the intensity I(t) is given by (5.6) then the analytical expression of I(ω) is
I(ω) =
1
2
(
1
ω + ω0 − iγ0 −
1
ω − ω0 − iγ0
)
, (5.20)
where ω0 is the frequency (5.7) and γ0 is defined in (5.8). The magnetic field per unit intensity
Hn(r, ω) is defined by
Hn(r, ω) =
H(r, ω)
In
, (5.21)
where H(r, ω) and In are the same magnetic field and intensity as the ones appearing in (5.1).
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We can write the Fourier transform of H(r, t) as it is shown in (5.18) because, by hypothesis
i) and ii), we are in the quasi-static regime and in the presence of linear materials. This implies
that the magnetic field has almost a constant phase inside the system coil-workpiece and that
it is linearly related with the current intensity. Also, it implies that the magnetic field and the
current are in phase and, as a consequence, Hn(r, ω) is approximately a real number Hn(r, ω) ≈
Real [Hn(r, ω)]. The advantage of using Hn(r, ω) is that we can know the magnetic field inside
the system coil-workpiece for any value of the current intensity I(ω) once it is known for In.
5.4 Numerical analysis tools
Two different numerical tools are used to simulate the electromagnetic forming process. One
solves the electromagnetic equations and the other solves the mechanical equations. The input
data a)-c) (section 5.3.1) are provided to the electromagnetic code to obtain the magnetic pressure
(5.17) on the surfaces of the workpiece. Afterwards, this magnetic pressure is provided to the
mechanical code to obtain the deformation workpiece.
The electromagnetic equations are solved with the in-house code ERMES. The numerical
formulation behind ERMES is explained in detail in chapter 3. Its main features and user manual
are the objective of appendix A.
The mechanical equations are solved with the commercial software STAMPACK [102]. This
numerical tool has been applied to processes such as ironing, necking, embossing, stretch-forming,
forming of thick sheets, flex-forming, hydro-forming, stretch-bending of profiles, etc. It can solve
dynamic problems with high speeds and large strains rates, obtaining explicitly accelerations,
velocities and deformations. In this work, our emphasis is on the electromagnetic part of the EMF
process, then, we do not go further into the numerical formulation behind STAMPACK. For a
detailed information about this formulation see [11].
5.5 Application example I. Sheet bulging.
In this section we apply the electromagnetic model explained above to the EMF process presented
in [105]. This process consists in the free bulging of a thin metal sheet by a spiral flat coil.
Our objective is to find the magnetic pressure acting on the workpiece for the given value of the
capacitance Ccb = 40µF and the initial voltage V0 = 6 kV.
5.5.1 Description of the system coil-workpiece
The spiral flat coil appearing in [105] can be approximated by coaxial loop currents in a plane.
Thus, the problem can be considered axis symmetric. The dimensions of the coil and the work-
piece are shown in fig. 5.2. The diameter of the wire, material properties and horizontal position-
ing of the coil are missed in [105]. We used the values given in [27], where the same problem is
treated and it is provided a complete description of the geometry.
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The coil is made of copper with an electrical conductivity of σ = 58e6S/m. The workpiece is
a circular plate of annealed aluminum JIS A 1050 with an electrical conductivity of σ = 36e6S/m.
It is assumed  = 0 and µ = µ0 in the coil and in the workpiece.
The RLC circuit has an inductance Lcb +Lcon = 2.0µH, a resistance Rcb +Rcon = 25.5mΩ
and a capacitance Ccb = 40µF. The capacitor bank was initially charged with a voltage of V0 =
6 kV.
Figure 5.2: Dimensions of the system coil-workpiece. Data taken from [105, 27]. Number of turns of
the coil N = 5. Pitch or coil separation p = 5.5mm. Diameter of the coil wires d = 1.29mm (16
AWG). Maximum coil radius rext = 32mm. Minimum coil radius rint = 8.71mm. Separation distance
between coil and metal sheet h = 1.6mm. Thickness of the sheet τ = 0.5mm. Radius of the workpiece
Rwp = 55mm.
5.5.2 Finite element model
Although, undoubtedly, in this case the best option is to perform the computations with an axis
symmetric two-dimensional computational tool, we used the in-house three-dimensional code ER-
MES. The advantages are that we do not need to build a new tool and that we can solve more
general situations with the same software and the same file exchange interface between ERMES
and STAMPACK. On the other hand, for this specific problem, our tools are computationally less
efficient.
We employed the geometry shown in fig. 5.3 to compute the electromagnetic fields with
ERMES. The geometry is a truncated portion of a sphere with an angle of 20o. We drive the
problem with a current density J uniformly distributed in the volume of the coil wires. In the
colored surfaces of fig. 5.3 we imposed the regularized perfect electric conductor (PEC) boundary
conditions (see chapter 3)
∇ · (εE) = 0,
nˆ×E = 0. (5.22)
It is not necessary to impose more boundary condition if we apply in all the FEM nodes of the
domain a change of coordinates from cartesian (Ex, Ey, Ez) to axis symmetric around the Y axis
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(Eρ, Eϕ, Ey). That is, at the same time we are building the matrix, we enforce at each node of the
FEM mesh the following  EρEϕ
Ey
 =
 x/ρ 0 z/ρ−z/ρ 0 x/ρ
0 1 0
ExEy
Ez
 (5.23)
where x and z are the cartesian coordinates of the node and ρ =
√
x2 + z2. We preserve the
symmetry of the final FEM matrix applying (5.23) and its transpose as it is explained in [7].
The advantage of using (5.23) is that Eρ = 0 and Ey = 0 in axis symmetric problems. This
fact reduces by a factor of three the size of the final matrix and also the time required to solve
it. Therefore, we can improved noticeably the computational performance of ERMES in axis
symmetric problems with a simple modification of its matrix building procedure. In a desktop
computer with a CPU Intel Core 2 Quad Q9300 at 2.5 GHz and the operative system Microsoft
Windows XP, ERMES requires less than 30 s and less than 500 MB of memory RAM to solve
each frequency.
Figure 5.3: Geometry used in ERMES to compute the electromagnetic fields in the free bulging process of
a thin metal sheet by a spiral flat coil.
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5.5.3 Intensity through the RLC circuit
Once the initial geometry of system coil-workpiece is properly characterized, we have to find the
intensity I(t) flowing through the RLC circuit. As it is mentioned in section 5.3.4, if we want
to know I(t) we have to calculate first the frequency ω0. This frequency ω0 is the solution of
equation (5.9) with Ccb = 40µF. We solved (5.9) using the following iterative procedure:
1) We replace in C0(ω) the frequency which satisfies δ = τ , where τ is the thickness of the
workpiece and δ is the skin depth
δ =
√
1
piνµσ
. (5.24)
2) We compare C0(ω) with Ccb. If C0(ω) > Ccb then we must increase the value of ω. If
C0(ω) < Ccb then we must decrease the value of ω. If C0(ω) = Ccb then we have found
the solution ω0.
3) If the solution is not achieved then we replace in C0(ω) the new incremented/decremented
value of ω and go to step 2). The procedure is repeated until the solution is achieved.
In fig. 5.4 is shown the capacitance C0 as a function of the frequency ν and the solution ν0 =
16.35 kHz for the given capacitance Ccb = 40µF. We have choose an initial frequency satisfying
δ = τ because we have observed in the literature that the typical frequencies employed in EMF
lay in the interval
0.5 <
δ
τ
< 1.5. (5.25)
In the present case, we have that the skin depth is δ = 1.3 τ .
As it is indicated in equation (5.10), we need to know L0(ω) and R0(ω) to calculate C0(ω).
These functions are defined in (5.3) and they represent the total inductance and the total resistance
of the RLC circuit of fig. 5.1. We assume that the given values Lcb + Lcon = 2.0µH and
Rcb + Rcon = 25.5mΩ do not change with the frequency. On the other hand, Lwp and Rwp are
frequency dependant and they have to be calculated with the help of (5.1) and (5.2). In the volume
of the coil, equation (5.2) is replaced by
Rcw(ω) =
1
|In|2
∫
υ
|J|2
σ
dυ (5.26)
where J is the imposed current density and σ is the conductivity of the coil. We recall that if we
want to obtain a volume integral for all the space then we must multiply by 18 (=360o/20o) any
volume integral calculated in the portion of truncated sphere of fig. 5.3. The values of the total
inductance L0 and the total resistance R0 as a function of the frequency ν are shown in fig. 5.5
and in fig. 5.6.
If we substitute in equation (5.6) the calculated values of ω0 = 2piν0, L0(ω0) = 2.35µH
and R0(ω0) = 38.1mΩ and the given values of Ccb and V0 then we obtain the intensity I(t)
flowing through the coil. In fig. 5.7 we compare the intensity calculated in [105] with the intensity
calculated in this work.
5.5. APPLICATION EXAMPLE I. SHEET BULGING. 85
Figure 5.4: Capacitance C0 as a function of the frequency ν for the un-deformed workpiece placed in
its initial position. The function C0(ν) is obtained from equation (5.10). If the capacitor bank has a
Ccb = 40µF the oscillation frequency of the RLC circuit is ν0 = 16.35 kHz.
Figure 5.5: Total inductance L0 = Lcb+Lcon+Lcw as a function of the frequency ν for the un-deformed
workpiece placed in its initial position. The inductance of the system coil-workpiece Lcw is calculated with
the equation (5.1). The value of Lcw varies from 0.86µH at the lower frequencies to 0.35µH at the higher
frequencies. We assumed that the inductance of the exterior circuit Lcb + Lcon = 2.0µH remains constant
in this frequency band.
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Figure 5.6: Total resistance R0 = Rcb+Rcon+Rcw as a function of the frequency ν for the un-deformed
workpiece placed in its initial position. The resistance of the system coil-workpiece Rcw is calculated with
equation (5.2) in the volume of the workpiece and with equation (5.26) in the volume of the coil. The value
of Rcw varies from 8.4mΩ at the lower frequencies to 13.2mΩ at the higher frequencies. We assumed that
the resistance of the exterior circuit Rcb +Rcon = 25.5mΩ remains constant in this frequency band.
Figure 5.7: Intensity calculated in Takatsu et al. [105] compared with the intensity calculated in this
work. We have graphed expression (5.6) with V0 = 6 kV, Ccb = 40µF, ν0 = 16.35 kHz, ω0 = 2piν0,
L0 = 2.35µH and R0 = 38.1mΩ.
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5.5.4 Magnetic pressure on the workpiece
If we want to calculate the magnetic pressure (5.17) acting on the workpiece then we need the
fieldsH(r0, t) andH(rτ , t), where r0 is located on the surface of the workpiece nearest to the coil
(S0) and rτ is located on the surface of the workpiece farthest to the coil (Sτ ). The fields H(r0, t)
and H(rτ , t) are obtained from (5.18) with the Fourier transform of I(t) and the magnetic fields
per unit intensity Hn(r0, ω) and Hn(rτ , ω). In fig. 5.8 are shown |Hn(r0, ω)| and |Hn(rτ , ω))|
as a function of the frequency ν. In fig. 5.9 are shown |Hn(r0, ω0) I(ω)|, |Hn(r0, ω)) I(ω)| and
|Hn(rτ , ω)) I(ω)| as a function of the frequency ν. It can be shown (see fig. 5.9) that, in this EMF
process, we have
Hn(r0, ω0) I(ω) ≈ Hn(r0, ω) I(ω),
|Hn(r0, ω0) I(ω)|  |Hn(rτ , ω) I(ω)|.
(5.27)
If we use (5.27) in (5.18) and (5.17) then we can write the magnetic pressure P (r0, t) as
P (r0, t) =
1
2
µ0|Hn(r0, ω0) I(t)|2. (5.28)
This simplification of (5.17), which is possible when (5.27) is accomplished, is very useful in a
sequential coupling strategy. This is so because, in the next calls to the electromagnetic model, we
will only need to find the magnetic field for one frequency, which makes the computations more
efficient.
Figure 5.8: Modulus of the magnetic fields per unit intensity |Hn(r0, ω)| and |Hn(rτ , ω)| as a function of
the frequency ν. The point r0 is located on S0. The point rτ is located on Sτ , on the opposite side of where
r0 is placed.
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Figure 5.9: Modulus of the magnetic fields |Hn(r0, ω0) I(ω)|, |Hn(r0, ω) I(ω)| and |Hn(rτ , ω) I(ω)|
as a function of the frequency ν. The constant Hn(r0, ω0) is the magnetic field per unit intensity at the
frequency ω0 in the point r0. The point r0 is located on S0. The function I(ω) is the Fourier transform
of the intensity I(t). The analytical expression of I(ω) is given by (5.20). The function Hn(r0, ω) is the
magnetic field per unit intensity at the point r0. The function Hn(rτ , ω) is the magnetic field per unit
intensity at the point rτ . The point rτ is located on Sτ , on the opposite side of where r0 is placed. In this
graph we can see that |Hn(r0, ω0) I(ω)| ≈ |Hn(r0, ω) I(ω)| and |Hn(r0, ω0) I(ω)|  |Hn(rτ , ω) I(ω)|.
In fig. 5.10 is shown the total magnetic force acting on the workpiece as a function of time.
The total magnetic force is the integral of the function (5.28) over the whole surface S0. We
computed the total force using (5.28) with Hn(r0, ω0) and I(t) calculated for the un-deformed
workpiece placed in its initial position.
In fig. 5.11 is shown the radial distribution of the magnetic pressure (5.28) when the coil
current reaches its maximum Imax = 21.83 kA at t = 14.5µs. In fig. 5.11 is also shown the
magnetic pressure obtained in [105] when the coil current calculated there reaches its maximum
at t = 15.4µs. In fig. 5.11 we see that, apart from a difference in the positioning of the coil, there
is a difference in the magnitude of the magnetic pressure. The same difference is also observed in
[101, 100], where this EMF process is simulated using two different approaches. One is based on
FDTD (Finite Difference Time Domain) and the other on FEM (Finite Element Method). In the
FDTD approach they used a similar procedure to that employed in [105]. In the FEM approach
they used the freeware software FEMM4.0 [26]. In fig. 5.12 and fig. 5.13 we show the components
of the magnetic flux density Bρ and By calculated with FEMM4.0, FDTD and ERMES when the
coil current is I = 20.81 kA. In these figures we see that the results given by both FEM codes are
similar between them but different from the results given by the FDTD method.
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Figure 5.10: Total magnetic force calculated in Takatsu et al. [105] compared with the total magnetic force
calculated in this work.
Figure 5.11: Radial distribution of the magnetic pressure calculated in Takatsu et al. [105] when the coil
current reaches its maximum (t = 15.4µs) compared with the radial distribution of the magnetic pressure
calculated in this work (Imax = 21.83 kA at t = 14.5µs).
90 CHAPTER 5. ELECTROMAGNETIC METAL FORMING
Figure 5.12: Radial component of the magnetic flux density calculated in [101] with FEM (FEMM4.0)
and FDTD compared with the radial component of the magnetic flux density calculated in this work with
ERMES.
Figure 5.13: Axial component of the magnetic flux density calculated in [101] with FEM (FEMM4.0)
and FDTD compared with the axial component of the magnetic flux density calculated in this work with
ERMES.
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The differences between the FDTD and the FEM approaches can be attributed to the use of a
coarse mesh in the FDTD method. To show this, we solved a problem similar to the one appearing
in this section (see fig. 5.2) but with a fixed workpiece of thickness τ = 3.0mm, gap distance
h = 2.9mm and initial voltage V0 = 2 kV. We calculated in this set-up the radial component of
the magnetic flux density Bρ. Then, we compared our results with the simulations performed in
[100] for different FDTD mesh sizes and also with the measurements of [105] (see fig. 5.14).
In fig. 5.14 we see that when the FDTD mesh is coarse (6 elements along the thickness of
the sheet) the results of the FDTD simulations are in good agreement with the measurements but
they are different from the results obtained with ERMES. On the hand, if we improve the FDTD
mesh to 20 elements along the thickness of the sheet, the results of the FDTD simulations are
similar to the results obtained with ERMES but they are different from the measurements. This
unusual behavior can be explained if we consider that Rcon and Lcon are undervalued. If we add,
for instance, only 1 meter of 16 AWG copper wire (R1m = 13.2mΩ, L1m = 1.5µH [32]) to the
total resistance and the total inductance of the RLC circuit then, the results obtained with ERMES,
and with the improved FDTD mesh, are in agreement with the measurements and also with the
fact that improving the mesh must improve the results.
Figure 5.14: Radial component of the magnetic flux density Bρ for the coil of fig. 5.2 with a fixed work-
piece of thickness τ = 3.0mm, gap distance h = 2.9mm and initial voltage V0 = 2 kV. Measurements are
from [105]. FDTD (6x110) represents the simulations performed in [100] with a FDTD mesh of 6 elements
along the thickness of the sheet and 110 elements along the radial direction. FDTD (20x110) represents the
simulations performed in [100] with a FDTD mesh of 20 elements along the thickness of the sheet and 110
elements along the radial direction. ERMES represents the simulations performed in this work. ERMES
(+1m wire) represents the simulations performed in this work adding the DC resistance and the inductance
of 1 meter of 16 AWG copper wire (R1m = 13.2mΩ, L1m = 1.5µH [32]) to the total inductance and the
total resistance of the RLC circuit.
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5.5.5 Deflection of the workpiece
We introduced in STAMPACK the magnetic pressure calculated in section 5.5.4 to obtain the de-
flection of the metal sheet. STAMPACK interprets the magnetic pressure as a mechanical pressure
which deforms the workpiece. The results are shown in fig. 5.15.
In STAMPACK is not available the mechanical model used in [105]. Therefore, we had to
adapt the parameters of the available model to reproduce the behavior of the material used in
[105]. We considered the workpiece as an aluminium alloy with a Young’s modulus E = 69GPa,
density ρ = 2700Kg/m3 and Poisson’s ratio ν = 0.33. STAMPACK used the Voce hardening
law
σcs = σy0 + (σm − σy0)
(
1− e−nεps) , (5.29)
where σcs is the Cauchy stress, σy0 = 34.9MPa is the yielding tensile strength, σm = 128.8MPa
is the ultimate tensile strength, n = 12.0 is the isotropic hardening parameter and εps is the ef-
fective plastic deformation. STAMPACK also used a damping proportional to the nodal velocity
(Fi = −ηi vi) with ηi = 2αMi, being α = 138.6 and Mi the lumped mass at the i-th node.
The constant parameters of the mechanical model were obtained introducing in STAMPACK the
magnetic pressure calculated in [105]. Then, we adjusted the parameters until achieve with STAM-
PACK the same deflection of the disk as the one measured in [105].
Figure 5.15: Deflection of the workpiece at the positions x = 0mm and x = 20mm as a function of time.
The results of this work are compared with the measurements of Takatsu et al. [105].
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5.6 Application example II. Tube bulging.
In this section we apply the electromagnetic model of section 5.3 to the EMF process presented in
[117]. This process consists in the expansion of a cylindrical tube by a solenoidal coil. In [117]
is analyzed the tube bulging process under different working conditions but, here, our objective is
to find the magnetic pressure acting on the workpiece when the capacitance is Ccb = 160µF, the
coil length is ` = 200mm and the initial charging energy is U0 = 2 kJ.
5.6.1 Description of the system coil-workpiece
We take the geometrical description of the solenoidal coil and the tubular workpiece from [117].
The coil is approximated by coaxial loop currents, concentric with the workpiece and placed inside
it. Thus, the problem is considered axis symmetric.
The coil is made of d = 2.0mm diameter copper wire. The outer diameter of the coil is
Dc = 37.0mm. The separation between each loop is p = 3.0mm. The length of the coil is
approximately ` = 200mm and the number of turns is N = 68. We assume an electrical conduc-
tivity for copper of σ = 58e6S/m.
The workpiece is a cylindrical tube made of annealed aluminum A1050TD with an outer
diameter Dwp = 40.0mm and a thickness of τ = 1.0mm. We assume an electrical conductivity
for the workpiece of σ = 36e6S/m. We also assume that  = 0 and µ = µ0 for workpiece and
coil.
In [117] is said that Lcb + Lcon and Rcb + Rcon are less than 1.0µH and 2.0mΩ respec-
tively. But, in [65], where it is used an EMF set-up similar to that used in [117], it is reached to
the conclusion that these quantities underestimate the inductance and the resistance of the wires
connecting the capacitor bank with the coil. In [65] is found that Lcb + Lcon = 2.5µH and
Rcb + Rcon = 15.0mΩ are more realistic values. In this work we employ the Lcb + Lcon and
Rcb +Rcon given in [65].
Figure 5.16: Geometry used in ERMES to compute the electromagnetic fields of the tube bulging process
analyzed in [117].
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5.6.2 Finite element model
The FEM model used for the tube bulging process is similar to that described in section 5.5.2. We
computed the fields E(r, ω) and H(r, ω) in the geometry of fig. 5.16. The geometry represents a
truncated portion of one turn of the coil with an angle of 20o. The problem is driven by a current
density uniformly distributed in the volume of the wire. We applied the PEC boundary condition
(6.6) in the colored surface of fig. 5.16. We imposed the change of coordinates explained in
section 5.5.2 at each node of the FEM mesh. One of the advantages of using the geometry of fig.
5.16 is that we can obtain Lwp and Rwp for any coil length. We only need to multiply the integrals
(5.1) and (5.2) performed in the volume of fig. 5.16 by N · (360o/20o), where N is the number of
turns of the coil.
5.6.3 Intensity through the RLC circuit
We follow the steps given in section 5.5.3 to compute the intensity flowing trough the coil of length
` = 200mm (N = 68 turns) when the capacitance is Ccb = 160µF and the initial charging energy
is U0 = 2 kJ. We found that ν0 = 4.6 kHz, V0 = 5 kV, L0 = 6.9µH and R0 = 101.1mΩ, being
L0 = Lcb + Lcon + Lcw and R0 = Rcb +Rcon +Rcw.
In [117] is measured the maximum current intensity for several coil lengths and capacitances
Ccb when the initial charging energy is U0 = 1 kJ. In fig. 5.17 we compare these measurements
with the results of this work.
Figure 5.17: Maximum current intensity for several coil lengths and capacitances Ccb. The initial charging
energy is U0 = 1 kJ in all the cases. The measurements from [117] are compared with the results of this
work.
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5.6.4 Magnetic pressure on the workpiece
In fig. 5.18 we show the modulus of the magnetic fields |Hn(r0, ω0) I(ω)|, |Hn(r0, ω) I(ω)| and
|Hn(rτ , ω) I(ω)| as a function of the frequency ν, where the notation used here is the same as
in section 5.5.4. In this case we can not apply the approximations (5.27) and (5.28) and we must
employ the equations (5.18) and (5.17) to calculate the magnetic pressure acting on the workpiece.
In fig. 5.19 we show the magnetic pressure calculated in this work compared with the magnetic
pressure calculated in [117]. We had to average the magnetic pressure over the surfaces of the
workpiece to compare our results with those provided by [117].
The differences shown in fig. 5.19 can be attributed to the features of each electromagnetic
model. In [117] is considered the movement of the workpiece, assumed a uniform current density
along all the the length of the coil and an exponential decay of the magnetic field from the inner
surface to the outer surface of the metallic tube. On the other hand, we neglected the workpiece
deformation, considered a more realistic coil geometry and calculated numerically the magnetic
field on the surfaces of the metallic tube.
Figure 5.18: Modulus of the magnetic fields |Hn(r0, ω0) I(ω)|, |Hn(r0, ω) I(ω)| and |Hn(rτ , ω) I(ω)| as
a function of the frequency ν.
5.6.5 Deflection of the workpiece
We calculated the expansion of the workpiece using the mechanical model explained in section
5.5.5. The material properties and constant parameters are the same as in section 5.5.5 except for
the damping coefficient α, which now is α = 693.1.
The parameters of the mechanical model were obtained by introducing in STAMPACK the
magnetic pressure calculated in [117]. Then, we adjusted the parameters until reproduce the form-
ing velocity given in [117].
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Figure 5.19: Magnetic pressure calculated by Zhang et al. [117] compared with the magnetic pressure
calculated in this work.
In fig. 5.20 we compare the deflection of the workpiece deduced from [117] with the deflection
of the workpiece calculated in this work. In [117] is not provided the deflection of the workpiece,
we obtained it by integrating in time the forming velocity facilitated there.
Figure 5.20: Deflection of the workpiece as a function of time. The results of Zhang et al. [117] are
compared with the results of this work.
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5.7 Optimum frequency and optimum capacitance
The frequency at which the discharge current oscillates is a key parameter in the design of an
electromagnetic forming system. In [34, 117, 41] it is shown that, for a fixed energy U0 and a
given set of capacitor bank, connectors, coil and workpiece, there exist a frequency νop at which
the maximum deformation of the workpiece is achieved. The use of this optimum frequency saves
energy and prevents the premature wearing of the coil.
The frequency of the discharge ν is controlled by the capacitance Ccb for a given set of ca-
pacitor bank, connectors, coil and workpiece. The relationship between Ccb and ν is described
by equations (5.7) and (5.10). Therefore, the search for the optimum frequency νop is equivalent
to the search for the optimum capacitance Cop. Usually, in EMF, there is only a discrete set of
capacitances Ccb available in the capacitor bank. Then, once we have determined Cop we must
search for the closest available Ccb. In this work, we will refer indistinctly to the available value
or to the theoretical value as the optimum capacitance Cop.
The optimum capacitance can be obtained computing the deformation of the workpiece for the
available Ccb using the same initial charging energy U0 in all the numerical simulations. There-
after, we select the capacitance Ccb which produces the maximum deformation. This is the ap-
proach followed in [34, 117, 41]. We can reduce the number of electro-mechanical simulations if
we make an initial estimation Cig close to the optimum value Cop. In fact, if Cig is close enough,
we can find Cop with only three simulations. For instance, suppose that Cig falls between two
available capacitances C1 and C2, being C1 < C2. We make two electro-mechanical simulations
and obtain that the deflections of the workpiece satisfy h1 < h2. Afterwards, we take a capaci-
tance C3 which is the lower value available such as C2 < C3. If we compute that h2 > h3 then
C2 is the optimum capacitance. In this case, we have required only three electro-mechanical sim-
ulations. On the other hand, if h2 < h3, we must keep on testing with successive Cn until find a
n such as hn > hn+1. When this happens, we have that Cn is the optimum capacitance and n+ 1
the number of electro-mechanical simulations. Therefore, the better Cig is the less n+ 1 is.
The simplest way to find an initial guess is derived from expression (5.25). As it is mentioned
in section 5.5.3, we have observed in the literature that the typical frequencies employed in EMF
lay in the interval (5.25). Therefore, we can consider an initial estimation νig as the frequency
which satisfies δ = τ .
We can improve the initial guess if we have prior knowledge about the workpiece. For instance,
in [34], it is stated that the optimum frequency for the compression of a tube of thickness τ = 2mm
made of aluminium AA3003 satisfies δ = 0.66 τ . If we are going to use the same workpiece in
a different EMF process (different coil or capacitor bank) we can try the frequency which satisfy
δ = 0.66 τ as the initial guess. The same can be applied to the workpiece used in [117], where it
is found that the optimum frequency for the expansion of a tube of thickness τ = 1mm made of
aluminium A1050TD satisfies δ = 0.9 τ .
In the case we do not posses any prior knowledge about workpiece we propose a method to
find νig. The idea is to look for the frequency which produces the maximum momentum P in the
first n semi-periods, where a semi-period is half a period T/2 = 1/2ν. That is, we look for the
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frequency which makes maximum the quantity
∆Pn =
∫ n
2ν
0
Ftot · dt, (5.30)
where Ftot is the total magnetic force acting on the workpiece and ∆Pn is the momentum pro-
duced by this force in the first n semi-periods. The number n depends on the application and we
obtained the best results with the minimum natural number which accomplish
n ≥ 4L0ν∞
R0
, (5.31)
where L0 and R0 are the inductance and the resistance defined in section 5.3.3 and ν∞ is the
frequency which makes maximum the quantity ∆P∞. The quantity ∆P∞ is obtained when n→
∞ in (5.30). L0 and R0 are evaluated at the frequency ν∞. The expression (5.31) comes from
reordering (n/2ν) ≥ (1/γ0), where γ0 is defined in (5.8), and it represents the minimum number
of semi-periods required to release more than 80% of the total momentum ∆P∞.
In summary, we first locate the frequency ν∞ which makes maximum the quantity ∆P∞.
Second, we compute n with (5.31) at ν∞. Finally, νig is the frequency which makes maximum
∆Pn, being n the natural number calculated in the second step. All this process is performed
neglecting the workpiece deformation. We do not require any additional simulation. We are using
the data obtained in the initial frequency sweep of our electromagnetic model. It takes only a few
seconds to compute all the integrals and obtain νig. In the next section we apply this method to
two particular examples.
5.8 Optimum capacitance estimation
In this section we are going to obtain an initial guess Cig for the tube bulging process analyzed in
[117] and for the tube compression process analyzed in [34]. We apply the method proposed in
section 5.7 to calculate Cig.
5.8.1 Tube bulging
In [117] is analyzed the expansion of a tube by a solenoidal coil under different working condi-
tions. They used several coils with lengths ` = {100, 200, 300, 400, 500}mm. They computed
for each coil the bulge height with the capacitance varying from Ccb = 20µF to Ccb = 1600µF.
They obtained the optimum capacitance Cop for each coil length and concluded that the optimum
frequency satisfy δ = 0.9 τ in all the cases.
We analyzed this problem with the geometry, material properties and FEM model detailed in
section 5.6. We found that the number defined in (5.31) is n = 2 in all the cases. Then, the
initial guess Cig is the capacitance which makes maximum the quantity ∆P2 defined in (5.30). In
fig. 5.21 we show the momentum ∆P2 as a function of the capacitance Ccb for the coil lengths
` = {200, 300, 400, 500}mm and the initial charging energy U0 = 2 kJ. In Table 5.1 we show the
values of Cig compared with the optimum capacitances Cop calculated in [117].
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In [117] is also analyzed a coil with ` = 100mm and U0 = 1 kJ. They measure the bulge
height for the capacitances Ccb = {24, 50, 100, 200, 400, 800, 1600}µF and they found that the
maximum height was inCcb = 200µF. They also calculated numerically the optimum capacitance
and they obtained a value of Cop = 310µF. We calculated the initial guess with the method of
section 5.7 and we found that Cig = 296µF.
Figure 5.21: Momentum ∆P2 as a function of the capacitance Ccb for several coil lengths. The initial
charging energy is U0 = 2 kJ in all the cases. The initial guess Cig is the capacitance which makes maxi-
mum the quantity ∆P2. The values of Cig are shown in Table 5.1.
` (mm) Cop (µF) Cig (µF)
200 160 161
300 100 108
400 70 83
500 40 67
Table 5.1: Optimum capacitance (Cop) and initial guess (Cig) for different coil lengths (`).
5.8.2 Tube compression
In [34] is analyzed the compression of a tube by a solenoidal coil for the capacitances Ccb = {60,
120, 240, 360, 480, 600, 702, 720, 840, 960, 1080, 1800}µF and the initial charging energy
U0 = 2.02 kJ. They computed the radial displacement of the walls of the tube and they found that
the maximum displacement occurs when Cop = 840µF, νop = 4.97 kHz and δ = 0.66 τ .
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We analyzed numerically this problem with the geometry of fig. 5.22. The geometry represents
half of the coil and the workpiece placed inside a truncated portion of a semi-sphere with an angle
of 20o. The FEM model used here is similar to that described in sections 5.5.2 and 5.6.2.
The workpiece is made of the aluminium alloy AA3003. The electrical conductivity is σ =
29.4e6S/m. The outer diameter of the workpiece is Dwp = 50.0mm. Its thickness is τ = 2mm
and its length is ` = 100.0mm.
The solenoidal coil is approximated by coaxial loop currents, concentric with the workpiece
and placed outside it. The coil is made of copper with a conductivity of σ = 58e6S/m. The
inner diameter of the coil is Dc = 56.0mm. The separation between each loop is p = 6.25mm.
The length of the coil is ` = 100mm and the number of turns is N = 17. The dimensions of
the coil wires are not provided in [34]. We assumed a thickness of 4xc = 5mm and a height of
4yc = 3mm for each coil wire.
In [34] is assumed that R0 = Rcb +Rcon +Rcw = 13.03mΩ and L0 = Lcb +Lcon +Lcw =
1.22µH for all the frequencies. Therefore, for comparison purposes, we assumed the same.
We found that the maximum of ∆P∞ was in ν∞ = 13 kHz. If we substitute ν∞, L0 and R0
in (5.31), we have that n = 5. Then, Cig is the capacitance which makes maximum the quantity
∆P5. In fig. 5.23 we show the momentum ∆P5 as a function of the capacitance Ccb. The
maximum is at Cig = 805µF, νig = 5 kHz and δ = 0.66 τ .
Figure 5.22: Geometry used in ERMES to compute the electromagnetic fields of the tube compression
process analyzed in [34].
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Figure 5.23: Momentum ∆P5 as a function of the capacitance Ccb. The initial guess Cig is the capacitance
which makes maximum the quantity ∆P5. The value of the initial guess is Cig = 805µF.
5.9 Summary
In this chapter we have presented a numerical model for the simulation of electromagnetic form-
ing processes. This method is computationally efficient because it only requires to solve the time-
harmonic Maxwell equations for a few frequencies to have completely characterized the EMF
system. The approach can be very useful for estimating the order of magnitude of the parameters
of an EMF process, for experimentation on modeling conditions or for modeling complex geome-
tries. Moreover, it can be easily included in a sequential coupling strategy without the worry of
numerical instabilities. The method provides an explicit relation between the capacitance of the ca-
pacitor bank and the frequency of the discharge. This allow us to estimate the optimum frequency
and capacitance at which it is attained the maximum workpiece deformation for a given initial
energy and a given set of coil and workpiece. Also, it offers an alternative to the more extended
time domain methods and a new insight into the physics of EMF. Finally, we have shown that the
numerical results provided by this method exhibit a good correlation with the measurements and
with the theoretical developments of other authors.

Chapter 6
Transfer impedance of cable shields
The transfer impedance of a cable shield is a parameter that characterizes its shielding effec-
tiveness. The aim of this chapter is to adapt a general-purpose finite element formulation to the
computation of this parameter. The advantage of using a numerical approach, instead of the usual
analytical or semi-empirical approaches, is that it reproduces more accurately the high frequency
behavior of the transfer impedance and that it can be applied to a wider variety of situations where
complex geometries and materials may be present. After the presentation of the numerical model
we will apply it to perforated tube shields and we will compare the results of our simulations with
analytical models and measurements found in the literature. The work described in this chapter
has been introduced in [81, 95, 96] and it is part of the project HIRF-SE (High Intensity Radiated
Fields Synthetic Environment), European Community’s 7th Framework Programme FP7/2007-
2013, ref.: 205294.
6.1 Introduction
The transfer impedance Zt (also known as surface transfer impedance) characterizes the quality of
a cable shield. A lower transfer impedance indicates a good shielding against interfering electro-
magnetic fields. This concept was initially introduced by Schelkunoff in [94] and it is an intrinsic
parameter that represents, independently of environmental factors, the shielding effectiveness of a
cable shield. Also, the measurement of Zt is relatively easy to perform and the experimental setup
provides accuracy and repeatability (for a review of measurements methods see for instance [4]).
The knowledge of Zt is important because it determines the coupling of interference to the
wires inside the cable shield. An interference current will be induced in the shield of a cable which
is exposed to an electromagnetic field, either because the cable acts as an antenna or because the
(grounded) shield is part of a loop in which an interference voltage is induced. In the latter case an
interference current will flow depending on the impedance of the loop. If the transfer impedance is
known the common mode voltage between the inner conductors and the shield can be determined.
Therefore, with the knowledge of Zt, we can estimate the effect produced by an external field in
the wires inside the cable, or reciprocally, we can also estimate the radiation leaked from inside
the cable to the environment.
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A number of analytical and empirical approaches have been formulated in the past to deter-
mine the transfer impedance of cable shields, specially to the most usual arrangement based on
braided metal wires [112, 55, 108, 93, 51, 33]. The low and medium frequency behavior of the
transfer impedance (DC resistance and skin depth) can be determined quite accurately with these
models. However, the behavior of the inductance of the metal braid is very complex. The accuracy
of the analytical and empirical models for the higher frequencies in which the inductance plays an
important role is sometimes poor. A numerical approach might provide a higher accuracy espe-
cially for the high frequency behavior. Also, it can be applied systematically to a wider variety of
situations where complex geometries and materials may be present.
The objective of this work is to develop a numerical model for the computation of the transfer
impedance of cable shields. This numerical model is based on the finite element method (FEM).
More specifically, it is based on the finite element formulation explained in chapter 3. Neverthe-
less, our numerical model can be easily adapted to any other FEM formulation. You only need to
calculate the electric field with your preferred formulation or a ”black-box” commercial software
and then perform the surface integrals of section 6.2.
In section 6.2 we introduce the formal definition of transfer impedance Zt. Then, we re-
express Zt as a function of the electric field integrated on the exterior and transversal surfaces of
the shield.
In section 6.3 we adapt the general-purpose finite element formulation of chapter 3 to the
specific problem of computing Zt. The input data required in this process are the geometry and
the material properties of the shield. The output data is the electric field.
In section 6.4 we validate the numerical model by computing the transfer impedance of per-
forated tubes and comparing the results of our simulations with analytical methods and measure-
ments found in the literature. The reason for selecting perforated tubes shields instead of the more
usual braided wires shields is because the braided wires present some uncertainties which can hin-
der the validation process. This uncertainties are due mainly to the contact impedance between
adjacent and porpoising wires or changes in the properties because of aging and handling [10]. The
objective of the present work is to show that our finite element model can give accurate results. It
is left for a future work the application of the same numerical model to the study of braided wires
shields.
6.2 Definitions
The transfer impedance Zt (Ω/m) of a cable shield is defined as [94, 112]
Zt =
1
I0
∂V
∂z
(6.1)
where I0 is the current flowing through the shield induced on its outer surface and ∂V/∂z is the
voltage per unit length on the inside of the shield. Definition (6.1) can be re-expressed as a function
of the electric field by means of the relations
∂V
∂z
=
1
Ae
∫∫
Se
Ez dSe (6.2)
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and
I0 =
∫∫
Si
σE dSi, (6.3)
where E is the modulus of the electric field, Ez is the modulus of the longitudinal component
of the electric field, Se is the inner surface of the cable shield, Si is its transversal surface, Ae
is the area of Se and σ is the electrical conductivity of the shield. Equation (6.2) represents the
transversal electric field averaged over the inner surface of the shield and equation (6.3) represents
the induced current going through it.
The transfer impedance can also be defined, by reciprocity, as the ratio between the voltage per
unit length on the outer surface of the shield and the current flowing through the shield induced
on its inner surface [10]. In this last case, Se is the outer surface of the cable shield and (6.2)
represents the transversal electric field averaged over its outer surface (see fig. 6.1 and fig. 6.2).
Figure 6.1: Minimum portion of the shield shown in fig. 6.2 necessary to compute its transfer impedance.
If we know the value of the electric fieldE in the surfaces Se and Si we can compute Zt. We must integrate
Ez over Se to obtain the longitudinal electric field averaged over the outer surface of the shield and J = σE
over Si to obtain a sixteenth of the total induced electric current going through the shield. We have only
a sixteenth of the total electric current because Si is a sixteenth of the whole transversal section of the
geometry in fig. 6.2. Therefore, to calculate the total current, we must multiply by sixteen the value of
the integral (6.3). On the other hand, the integral (6.2) does not need such a multiplication. Performing
the integral (6.2) over the surface Se give us the same result as if we performed the integral over the whole
outer surface of the shield.
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Figure 6.2: Geometry of the shield of a standard RG 58 coaxial cable tinned (section 6.4.3). This cable
shield was modeled as a perforated tube with rhomboidal holes. The thickness of the shield is T = 2d, being
d the diameter of the wires of the braid (d = 0.12 mm). The external diameter of shield is Dext = 3.5 mm.
The braid angle is θ = 32.32o. The numbers of carriers is C = 16 and the number of wires in each carrier
is N = 7. The electrical conductivity is σ = 32.4e6 S/m, which is the average between the conductivity of
copper given in [107] (σ = 56e6 S/m) and the conductivity of tin (σ = 8.8e6 S/m [106]).
6.3 Finite element model
From the expressions (6.2) and (6.3), it is clear that, to obtain Zt, we need first to compute the
transversal component of the electric field. In this section, we show how to calculate the electric
field in the cable shield with the help of the finite element formulation explained in chapter 3.
The first step is to take a portion of an infinitely long cable shield (see fig. 6.3 and fig. 6.4
or fig. 6.5 and fig. 6.6). Thanks to the special characteristics of our problem we only need to
compute the electric field in a portion of the shield. The only requirement to select this portion is
that it must have the capacity to generate the whole shield geometry after applying consecutively
a mirror symmetry at its faces.
The second step is to induce an electric current in the shield. This can be done by means of an
electric field coming from the outside of the shield. In this case, we will integrate the transversal
component of the electric field on the internal surface of the shield to obtainZt. Another possibility
is, by reciprocity, to induce the electric current by means of a field coming from the inside of the
shield and integrate the electric field on its exterior surface. These two ways of solving the problem
are completely equivalent [10]. We have selected the second option. We produce the incoming
inner field by a longitudinal current density Jz placed along the centered inner cylinder shown in
fig. 6.4 and fig. 6.6.
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As a boundary conditions (see fig. 6.4 or fig. 6.6), we impose on the top surface a first order
absorbing boundary condition (1st ABC) adapted to the regularized formulation [36]
nˆ×∇×E = iω√0µ0 (nˆ× nˆ×E) ,
∇ ·E = iω√0µ0 (nˆ ·E) ,
(6.4)
where 0 and µ0 are, respectively, the electric permittivity and the magnetic permeability of vac-
uum. On the longitudinal surfaces we impose the regularized perfect magnetic conductor (PMC)
condition [36]
nˆ×∇×E = 0,
nˆ ·E = 0. (6.5)
Finally, on the transversal surfaces we impose the regularized perfect electric conductor (PEC)
condition [36]
∇ · (εE) = 0,
nˆ×E = 0. (6.6)
The application of these boundary conditions is possible thanks to the peculiar symmetry of the
electric field in the perforated tube geometries. The PEC condition indicates that the field is
normal to the transversal surfaces. The PMC condition represents that the field is parallel to the
longitudinal surfaces.
On the other hand, expressions (6.5) and (6.6) are not longer applicable when modeling braided
wires geometries. In that case we must use periodic boundary conditions. Also, the minimum por-
tion of geometry necessary to compute the transfer impedance is different. This portion must
have the capacity to generate the whole braided wire geometry after applying successive transla-
tion symmetries in the transversal surfaces and successive rotation symmetries in the longitudinal
faces of the problem domain. This model will be the topic of future work.
Summarizing, in the case of perforated tube shields, we are solving the problem of finding
E ∈ H0 (curl, div; Ω) such that, ∀F ∈ H0 (curl, div; Ω) holds∫
Ω
1
µ
(∇×E) · (∇× F¯)+ ∫
Ω
1
µεε¯
(∇ · (εE)) · (∇ · (ε¯F¯))− ω2 ∫
Ω
ε
(
E · F¯)
− iω
√
0
µ0
∫
∂Ωr
(
E · F¯) = iω ∫
Ω
J · F¯,
(6.7)
where Ω is the problem domain, ∂Ωr is the surface where the 1st ABC condition has been applied,
E is the electric field, ω is the angular frequency, J is the current density, µ is the magnetic per-
meability and ε is the electric permittivity (ε = + iσ/ω). The bar over the magnitudes denotes
the complex conjugate. The functional space H0(curl, div; Ω) is defined by
H0 (curl, div; Ω) := {F ∈ H (curl, div; Ω) | nˆ× F = 0 in PEC, nˆ · F = 0 in PMC }. (6.8)
In the presence of a field singularity or a surface of discontinuity between two media, we apply
the techniques explained in chapter 3.
OnceE is known, we must return to the equations (6.2) and (6.3) to obtain Zt. The integration
surfaces Se and Si are shown in fig. 6.1. Se is the surface just above the shield and also includes
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the holes. Si can be the forward or the backward surface in fig. 6.1. A third option to calculate
(6.3) consists in doing the integration over the forward and over the backward transversal surfaces
and then perform the geometric average between these two values. We must recall that the surface
Si shown in fig. 6.1 is only a fraction of the whole transversal section of the shield. Therefore, to
calculate the total intensity flowing through the shield, which is the magnitude required in (6.1),
we must multiply (6.3) by the number of times required to recover the whole transversal section.
For instance, in the case shown in fig. 6.1, which represents a sixteenth of the whole geometry of
fig. 6.2, we have to multiply (6.3) by sixteen. On the other hand, the integral (6.2) does not need
such a multiplication. Performing the integral (6.2) over the surface Se of fig. 6.1 give us the same
result as if we performed the integral over the whole outer surface of the shield.
Figure 6.3: Perforated tube with 22 circular holes per meter. Each hole has a diameter dh = 3.175 mm. The
thickness of the wall is T = 1.683 mm. The external diameter of the tube is Dext = 15.875 mm. The tube is
made of brass with an electrical conductivity of σ = 13.32e6 S/m.
6.4 Validation
In this section we apply our numerical model to different cable shield configurations: a homoge-
neous tube, four different perforated tubes with circular holes and to a standard RG 58 coaxial
cable tinned. As mentioned in the introduction of this chapter, we have selected these configura-
tions because they present less uncertainties than the usual configurations based on braided wires.
It is left for a future work the application of the present numerical model to the study of the transfer
impedance of braided wires shields.
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Figure 6.4: Detail of the geometry of the shield shown in fig. 6.3. This geometrical set-up was used
to compute the electric field with ERMES. In the two transversal surfaces is applied a perfect electric
conductor boundary condition (PEC). In the longitudinal surface is applied a perfect magnetic boundary
condition (PMC). In the exterior curved surface is applied a first order absorbing boundary condition (1st
ABC). The problem is driven by a volumetric current density Jz located along the central axis of the shield.
We employed the in-house code ERMES to find the numerical solution of the problems shown
here. ERMES is the C++ implementation of the formulation explained in chapter 3 and its main
features are displayed in appendix A. We used isoparametric tetrahedral second order nodal ele-
ments with 3UL (see chapter 3) and the resulting linear system was solved using a quasi-minimal
residual (QMR) iterative solver [28] with a diagonal preconditioner. In all the simulations per-
formed the convergence of the solver was excellent, proving the well-conditioning of the matrix.
In average, it were used around 200000 tetrahedral second order nodal elements which produced
a linear system with about 600000 unknowns. Around 700 iterations of the solver were necessary
to reach a residual (‖Ax− b‖ / ‖b‖) of less than 1e-4. The memory employed was approximately
1 GB and the time spent solving each frequency was around 400 seconds. These data are referred
to a desktop computer with a CPU Intel Core 2 Quad Q9300 at 2.5 GHz and the operative system
Microsoft Windows XP.
110 CHAPTER 6. TRANSFER IMPEDANCE OF CABLE SHIELDS
Figure 6.5: Geometry of the shield of a standard RG 58 coaxial cable tinned (section 6.4.3). This cable
shield was modeled as a perforated tube with rhomboidal holes. In the areas where the carriers of the braid
overlap each other the thickness of the shield is T = 2.5d [18], being d the diameter of the wires of the braid
(d = 0.12mm). In the areas where the carriers of the braid do not overlap each other the thickness of the
shield is T = 1.5d. The external diameter of shield is Dext = 3.5mm. The braid angle is θ = 32.32o. The
numbers of carriers is C = 16 and the number of wires in each carrier is N = 7. The electrical conductivity
is σ = 32.4e6S/m, which is the average between the conductivity of copper given in [107] (σ = 56e6S/m)
and the conductivity of tin (σ = 8.8e6S/m [106]).
6.4.1 Homogeneous tube
In fig. 6.7 is shown the transfer impedance calculated with ERMES for a stainless steal tube with
an internal radius rint = 3.625mm, wall thickness T = 0.91mm and electrical conductivity
σ = 1.1e6S/m. In a homogeneous tube, only the current diffusion is important and the values of
Zt are due to DC resistance modified by skin-effect screening. In this case, an analytical solution
can be obtained from the formula given in [111]
Zt =
γ
σ2pia
(
1
sinh (γ T )
)
, (6.9)
where γ is the propagation constant in the shield material, σ is the conductivity of the shield, T
is its thickness and a is its mean radius (a = rint + T/2). The analytical results were computed
using a = 4.08mm, T = 0.91mm and σ = 1.1e6S/m.
The measurements shown in fig. 6.7 were performed in [89]. The shield configuration con-
sisted in the core (inner conductor plus dielectric) of a URM 67 cable with a solid stainless steel
outer conductor 0.91 mm thick. In [89] is assumed an electrical conductivity of 0.8e6 S/m for
stainless steel at room temperature. This figure is too low compared to the values found in the lit-
erature (see for instance [106] or [23]). We adopted the more reasonable value of σ = 1.1e6S/m
6.4. VALIDATION 111
Figure 6.6: Detail of the geometry of the shield shown in fig. 6.5. This geometrical set-up was used to
compute the electric field with ERMES. In the two transversal surfaces is applied a perfect electric con-
ductor boundary condition (PEC). In the two longitudinal surfaces is applied a perfect magnetic boundary
condition (PMC). In the upper curved surface is applied a first order absorbing boundary condition (1st
ABC). The problem is driven by a volumetric current density Jz located along the central axis of the shield.
for the simulations and the analytical calculations. If we use σ = 0.8e6S/m we obtain the same Zt
with ERMES and with the equation (6.9) but, these results are displaced upwards with respect the
measurements in [89]. The numerical results of fig. 6.7 were obtained considering vacuum in the
core of the tube. Nonetheless, simulations performed with ERMES adding a dialectic (polyethy-
lene, r = 2.3) produced the same values of Zt that the ones shown in fig. 6.7.
6.4.2 Perforated tubes with circular holes
Four different configurations of perforated tubes were simulated with ERMES. The first one,
shown in fig. 6.3, has 22 circular holes per meter, each hole with a diameter dh = 3.175mm. The
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external diameter of the tube is Dext = 15.875mm and the thickness of the wall is T = 1.683mm.
The tube is made of brass with an electrical conductivity of σ = 13.32e6S/m. The results of the
simulations with ERMES compared with measurements and analytical formulas are shown in fig.
6.8. The rest of the configurations consisted in three different copper tubes with one circular
hole per meter. The diameter of the hole in each tube was, respectively, dh = 15.875mm, dh =
9.525mm and dh = 6.350mm. All three tubes had the same external diameterDext = 31.750mm
and the same wall thickness T = 1.504mm. It was considered an electrical conductivity for cop-
per of σ = 58e6S/m. In fig. 6.9 are compared the results of the simulations with measurements.
In fig. 6.10 the simulations and the measurements are compared with two different analytical
approaches. The analytical results of Vance [111] were obtained with the formula
Zt =
γ
σ2pia (1− τ) sinh (γ T ) + iωυ
µ0m
4pi2a2
, (6.10)
where υ is the number of holes per unit length, m is the polarizability of each hole, τ is the
transparency of the shield and the remainder symbols are the same as in (6.9). The first term of
(6.10) is equal to the transfer impedance of a solid shield (6.9) except for the scalar factor (1− τ),
which represents the shield coverage. For a perforated shield containing υ uniformly distributed
circular holes, each with a radius rh, we have
τ = υ
r2h
2a
. (6.11)
The second term in (6.10) is a mutual inductance that depends on the number of openings υ in the
shield and the polarizability m of each opening. For a circle of radius rh, the polarizability is
m =
4r3h
3
. (6.12)
The bad results given by (6.10) (see fig. 6.8 and fig. 6.10) are mainly due to the implicit assumption
made in (6.12) that the thickness of the shield T is small compared to the radius rh of the circular
apertures. On the other hand, in the model proposed by Kley [51] the effect of a non-negligible
thickness is considered. The expression provided in [51] for the transfer impedance of a solid
shield perforated with circular holes reads as follows:
Zt = ZR + iωυMLL + (1 + i)ωυLSL, (6.13)
where ZR is the transfer impedance of a solid shield, MLL is the hole inductance and LSL is the
skin inductance. ZR is equal to the first term of (6.10)
ZR =
γ
σ2pia (1− τ) sinh (γ T ) . (6.14)
MLL is obtained by multiplying the inductance of a hole with negligible thickness by an attenua-
tion factor due to the ”chimney effect”. The approximate formula for MLL is
MLL ≈ µ0 0.875 r
3
h
3pi2a2
exp
(−1.84T
rh
)
. (6.15)
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LSL models the effect of the eddy currents induced in the walls of the hole. The approximate
formula for LSL is
LSL ≈ Trh2a2 exp
(−2.30T
rh
)√
µ
2σω
. (6.16)
In fig. 6.8 and fig. 6.10 is clear the improvement introduced by Kley (6.16) with respect to Vance
(6.10).
The measurements in fig. 6.8, fig. 6.9 and fig. 6.10 were carried out in [40]. The data
provided in [40] for the tube with υ = 22 holes/meter (fig. 6.8) were Dext = 15.875mm (5/8 in),
dh = 3.175mm (1/8 in) and the material of the tube (brass, an alloy with an electrical conductivity
which can vary between 10e6 S/m and 30e6 S/m). The thickness T and the conductivity σ were
not provided in [40] but we deduced them from fig. 6 in [40]. In the graph of fig. 6 [40] is
displayed the measured transfer impedance of the same tube, but without holes. Then, we can
infer T and σ with the help of equation (6.9). From fig. 6 [40] we know that |Zt|1KHz = 1mΩ/m
and |Zt|100KHz = 0.23mΩ/m. If we solve (6.9) with these values of |Zt|we obtain T = 1.683mm
and σ = 13.32e6S/m.
A similar situation is found for the three tubes with υ = 1 holes/meter (fig. 6.9 and fig.
6.10). The data provided in [40] are Dext = 15.875mm (1-1/4 in), dh = 15.875mm (5/8 in),
dh = 9.525mm (3/8 in), dh = 6.350mm (1/4 in) and the material of the tubes (copper). We
assumed a conductivity for copper of σ = 58e6S/m [106] and we deduced the thickness from fig.
2 in [40]. In the graph of fig. 2 [40] is shown the measured transfer impedance for the same tubes
but without holes. From fig. 2 [40] we know that |Zt|1KHz = 0.12mΩ/m. If we solve (6.9) with
this value of |Zt| we obtain a thickness T = 1.504mm.
6.4.3 Standard RG 58 coaxial cable tinned
The last validation example is the braided wire shield of a standard RG 58 coaxial cable in which
the wires were fused together with a tin solder dip [107]. The braided shield consists of C = 16
interwoven carriers, each carrier having N = 7 copper wires with a diameter d = 0.12 mm. The
diameter of the shield is D = 3.5 mm. The angle between the cable direction and the wires, the
braid angle θ, is not provided in [107]. We derived θ by considering that, in general, the optical
coverage of a RG 58 is K = 0.95 (95%) and its filling factor is less than 1 (F < 1). The definition
of the filling factor F is [112]
F =
CNd
4piacos (θ)
, (6.17)
where C is the number of carriers, N is the number of wires per carrier, d is the diameter of each
wire, θ is the braid angle and a is the mean radius of the shield (a = rint + d, where rint is the
inner radius of the shield). The filling factor F is related with the optical coverage K by means of
the equation
K = 2F − F 2. (6.18)
Imposing K = 0.95 and F < 1 in (6.18) gives F = 0.7764. If it is replaced this value of F in
(6.17) with C = 16, N = 7, d = 0.12 mm and a = 1.63 mm, it is finally obtained the braid angle θ
= 32.32o.
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The analytical results by Vance [112] shown in fig. 6.11 and 6.12 were obtained representing
the diamond-shaped holes of fig. 6.2 as elliptical holes. The expression of Zt in this case is similar
to (6.10) but with
τ = υ
wele
8a
(6.19)
and
m =
pil3e
24
( (
1− e2) e2
E(e)− (1− e2)K(e)
)
, (6.20)
where le is the major axis of the equivalent elliptical hole, we is the minor axis, e is the eccentricity(
e =
√
1− (we/le)2
)
and K(e) and E(e) are the complete elliptic integrals of the first and the
second kind, respectively, defined by
K(e) =
∫ pi
2
0
1√
1− e2 sin2(ϕ)
dϕ,
E(e) =
∫ pi
2
0
√
1− e2 sin2(ϕ) dϕ.
(6.21)
Equation (6.20) is valid when θ < 45o. The parameters le, we and υ can be deduced from the
known values F , θ, N and d thanks to the relations [112]
υ = 4pia sin(θ) cos(θ)
(
F
Nd
)2
, (6.22)
le =
(1− F )Nd
F sin(θ)
, (6.23)
we =
(1− F )Nd
F cos(θ)
. (6.24)
The bad results given by the Vance model in fig. 6.11 and fig. 6.12 can be attributed to same
reason as in the previous examples with circular holes, the non-depreciable thickness of the shield
to respect the size of the holes. Unfortunately, we had not found available in the literature any
adaptation of the Kley’s model (6.16) to perforated solid tubes with diamond-shaped holes. Hence,
in fig. 6.11 and fig. 6.12, we employed (6.16) with rh =
√
lewe/4, that is, we approximate the
rhomboidal holes as circular and with the same area as the equivalent elliptical hole. In this case,
the bad results given by Kley’s model can be attributed to a lack of a properly adaptation to the
new circumstances.
We simulated with ERMES the tinned RG 58 cable with two different geometrical models.
The first one is shown in fig. 6.2 and the results appear in fig. 6.11. We can see an excellent
resemblance with measured data in the high an low frequency range. The second geometrical
model is shown in fig. 6.5 and the results appear in fig. 6.12. This last model is more realistic and
it presents a better correlation with the measured data in all the frequency range. We must recall
that the determination of the electrical conductivity is an approximation (σ = 32.4e6S/m, which
is the average between the conductivity of copper and the conductivity of tin) and this makes also
approximate the value of Zt in the low and medium frequency range. On the other hand, at higher
frequencies Zt is almost independent of σ.
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Figure 6.7: Transfer impedance of a stainless steal tube with an internal radius rint = 3.625mm, wall
thickness T = 0.91mm and electrical conductivity σ = 1.1e6S/m. Analytical results from [111]. Mea-
surements from [89].
Figure 6.8: Transfer impedance of the perforated tube shown in fig. 6.3 (υ = 22 holes/meter, dh =
3.175mm, Dext = 15.875mm, T = 1.683mm and σ = 13.32e6S/m). Analytical results from Vance
[111] and Kley [51]. Measurements from [40].
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Figure 6.9: Transfer impedance of three copper tubes with 1 circular hole per meter. The diameter of the
hole in each tube is, respectively, dh = 15.875mm, dh = 9.525mm and dh = 6.350mm. All three tubes
have the same external diameter Dext = 31.750mm and the same wall thickness T = 1.504mm. It is
considered an electrical conductivity for copper of σ = 58e6S/m [106]. Measurements (•,N,) from
[40].
Figure 6.10: Transfer impedance of two of the three copper tubes shown in fig. 6.9. The two tubes selected
are those with the maximum and the minimum hole diameter (dh = 15.875mm and dh = 6.350mm).
Analytical results from Vance [111] and Kley [51]. Measurements (•,) from [40].
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Figure 6.11: Transfer impedance of the shield of a standard RG 58 coaxial cable tinned. This cable shield
was modeled as the perforated tube shown in fig. 6.2 (Dext = 3.5mm, d = 0.12mm, T = 2d, θ = 32.32o,
C = 16, N = 7 and σ = 32.4e6S/m). Analytical results from Vance [112] and Kley [51]. Measurements
from [107].
Figure 6.12: Transfer impedance of the shield of a standard RG 58 coaxial cable tinned. For the analytical
computations with the formulas of Vance [112] and Kley [51] the shield was modeled as the perforated tube
shown in fig. 6.2, but with the values: Dext = 3.5mm, d = 0.12mm, T = 2.5d [18], θ = 32.32o, C = 16,
N = 7 and σ = 32.4e6S/m. For the simulations with ERMES the shield was modeled as it is shown in fig.
6.5. Measurements from [107].
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6.5 Summary
In this chapter we have presented a numerical model for the computation of the transfer impedance
of cable shields. This model has been validated on some specific geometries comparing simula-
tions with measurements. One of the advantages of the numerical approach is its flexibility and
its ability to deal with complex geometries and materials. Also, we had shown that our numerical
model reproduces more accurately the high frequency behavior of the transfer impedance than the
analytical approaches found in the literature.
In a future work the same numerical model presented here will be applied to a more real
geometries where interwoven wires will be considered. The numerical model developed for per-
forated tubes only needs minor changes to be adapted to this new situation. We only have to
change the PEC and PMC boundary conditions by periodic boundary conditions and use a differ-
ent minimum portion of the shield.
The major difficulty in solving braided wires rests in the generation of a computer aided design
(CAD) geometry ready to be used as input data for the finite element method. The generation of
a braided wire CAD geometry is a time consuming task (more than the computing time of the
transfer impedance itself), this is why we are currently developing a computer tool able to generate
automatically this kind of geometry after being informed of the relevant parameters. This task is
very important if we want to apply the numerical model to the wide variety of different braided
wires shields available in the market or if we want to design new ones.
Chapter 7
Conclusions and future work
This chapter summarizes the main conclusions of this work and the futures lines of research and
development.
7.1 Regularized Maxwell equations and nodal finite elements
It has been demonstrated that accurate solutions can be obtained with nodal finite elements and
the regularized Maxwell equations provided we take care of the singularities and discontinuities
of the fields. To take care of the field singularities, we must eliminate the divergence term of the
regularized weak form in the elements near the singularity (RME-UL). The number of layers of
elements whose divergence term must be eliminated (UL) depends on their order. We reached to
the conclusion that the optimal combination is second-order elements with 3 ULs. To take care of
the field discontinuities, we must define multiple nodes in the surfaces of discontinuity between
different media (one on each surface) and relate them explicitly.
We implemented the above formulation in a C++ code called ERMES. This code was used for
computing the scattering parameters of microwave filters and the SAR induced in a body when
exposed to electromagnetic fields. The results obtained were accurate but, if there are too many
field singularities in the problem domain, the computational cost is high. This is due to the need of
meshing with small elements near the singularity and the worsening of the condition number in the
resultant matrix. Therefore, it is necessary to further study the treatment of the field singularities
in the RME-UL approach to improve its efficiency. We need a deeper understanding of the relation
between the number of ULs and the element size, element order and singularity order. Also, we
need to study in more detail how the ULs affect the well-conditioning of the RME-UL matrix.
It is left for future work the improvement of ERMES capabilities. This includes the improve-
ments in the modelization of the electric field singularities, the implementation of better solvers
and preconditioners, parallelization, hybridization with integral numerical techniques, better ra-
diation and waveguide boundary conditions and the incorporation of new features (e.g. far field
radiation patterns, automatic detection of singularities and discontinuities). It is also left for fu-
ture work the comparative performance of the classical edge-double-curl formulation versus the
nodal-regularized formulation presented in this work.
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7.2 Electromagnetic metal forming
We had presented a numerical model for the simulation of electromagnetic metal forming pro-
cesses. The approach is computationally efficient and very useful for estimating the order of
magnitude of the parameters involved in the design of an EMF system. Also, it is able to estimate
the optimum frequency and capacitance at which it is attained the maximum workpiece deforma-
tion for a given set of coil, workpiece and initial energy. This model also reveals the excellent
behavior of ERMES when solving low-frequency problems.
It is left for future work to implement a sequential coupling strategy with ERMES and STAM-
PACK. A sequential coupling strategy will improve the accuracy of our computations in problems
with large deformations and long magnetic pressure pulses. It is also left for future work to study
in more detail the influence of the frequency of the discharge in the deformation of the workpiece.
7.3 Transfer impedance of cable shields
We had presented a numerical model for the computation of the transfer impedance of cable
shields. This model has been validated for perforated tubes and we had shown that it reproduces
the high frequency behavior of the transfer impedance more accurately than the approaches found
in the literature.
The next step is to adapt the model to braided wires shields. The objective is to study how
the value of the transfer impedance is affected by the geometric disposition of the wires in the
braid. Once we know the influence of the path, shape and distance between wires in the same and
different carriers we will look for the arrangements with the lowest transfer impedance and the
minimum quantity of shielding material.
The numerical model developed for perforated tubes only needs minor changes to be adapted
to the new situation described above. We only have to change the PEC and PMC boundary con-
ditions by a periodic boundary condition. Currently, we are implementing the periodic boundary
condition in ERMES. Also, we are developing a plug-in module for ERMES able to generate
automatically braided wire geometries after being informed of the relevant parameters.
Appendix A
ERMES: Numerical tool for
electromagnetic field computations
This appendix is the user manual of ERMES. We explain step-by-step how to run a numerical
simulation with this computational tool.
A.1 Description of ERMES
The C++ implementation of the RME-UL method explained in chapter 3 is called ERMES (Electric
Regularized Maxwell Equations with Singularities). ERMES has a user-friendly interface based
on GiD [29]. GiD is employed for geometrical modeling, meshing and visualization of results.
The current version of ERMES is mono-processor and it runs in the operative system Windows
XP (64-bits and 32-bits). The graphic interface works with GiD 10 and lower versions.
A.2 Installation
ERMES is a problem type of GiD and, therefore, we only have to copy&paste the folder ERMES
6.0 in the folder problemtypes of GiD to install it. ERMES is opened in the upper menu of GiD
Data → Problem type → ERMES 6.0 → ERMES (see fig. A.1). The ERMES menu bar appears at
the left side of GiD after clicking on ERMES (see fig. A.2).
Figure A.1: ERMES is opened in the upper menu of GiD Data→ Problem type→ ERMES 6.0→ ERMES.
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A.3 Pre-Process
Before running a simulation with ERMES we need to create a geometry, define materials, apply
boundary conditions and set problem parameters. The geometry can be imported or created inside
GiD. It is important to remember that ERMES needs two different surfaces, joined by contact
elements, for modeling the discontinuity of the fields in the surface of separation between two
media (chapter 3, section 3.4). The materials, boundary conditions and problem parameters must
be defined and assigned from the windows associated to the ERMES menu bar. In the following
subsections we describe these windows in detail. Once the problem is set up properly, we only
have to mesh the geometry (clicking on the Generate mesh button) and, finally, execute ERMES
(clicking on the Calculate button).
Figure A.2: ERMES menu bar.
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A.3.1 Materials
The window Materials (see fig. A.3) defines materials and assigns it to the volumes of the geom-
etry. The material properties required are:
• Electrical conductivity (S/m): electrical conductivity σ (S/m).
• Electric permittivity real: real part of the relative electric permittivity ′r (
′
/0).
• Electric permittivity img: imaginary part of the relative electric permittivity ′′r (
′′
/0).
• Magnetic permeability real: real part of the relative magnetic permeability µ′r (µ
′
/µ0).
• Magnetic permeability img: imaginary part of the relative magnetic permeability µ′′r (µ
′′
/µ0).
Figure A.3: Materials window.
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A.3.2 RWPort TE10
The window RWPortTE10 (see fig. A.4) defines the rectangular waveguide ports. The parameters
required are:
• Port Type: ID number. PortType = 0 for an input port. PortType > 0 for an output port.
• 00 X: X coordinate of the lower left corner of the port.
• 00 Y: Y coordinate of the lower left corner of the port.
• 00 Z: Z coordinate of the lower left corner of the port.
• high X: X coordinate of the upper left corner of the port.
• high Y: Y coordinate of the upper left corner of the port.
• high Z: Z coordinate of the upper left corner of the port.
• width X: X coordinate of the lower right corner of the port.
• width Y: Y coordinate of the lower right corner of the port.
• width Z: Z coordinate of the lower right corner of the port.
Figure A.4: RWPortTE10 window.
A.3. PRE-PROCESS 125
A.3.3 CoaxialPort TEM
The window CoaxialPortTEM (see fig. A.5) defines the coaxial waveguide ports. The parameters
required are:
• Port Type: ID number. PortType = 0 for an input port. PortType > 0 for an output port.
• 00 X: X coordinate of the center of the coaxial waveguide port.
• 00 Y: Y coordinate of the center of the coaxial waveguide port.
• 00 Z: Z coordinate of the center of the coaxial waveguide port.
• Inner radius a: radius of the inner cylinder of the coaxial waveguide.
• Exterior radius b: radius of the exterior cylinder of the coaxial waveguide.
• Electric permittivity: real part of the relative electric permittivity ′r (
′
/0) of the medium
inside the coaxial waveguide.
• Magnetic permeability: real part of the relative magnetic permeability µ′r (µ
′
/µ0) of the
medium inside the coaxial waveguide.
Figure A.5: CoaxialPortTEM window.
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A.3.4 Generic Robin Coefficients
The window Generic Robin Coefficients (see fig. A.6) defines the coefficient γ that appears in the
boundary condition
nˆ×∇×E− γ (nˆ× nˆ×E) = 0. (A.1)
The parameters required are:
• Robin coef real: real part of the coefficient γ.
• Robin coef img: imaginary part of the coefficient γ.
Figure A.6: Generic Robin Coefficients window.
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A.3.5 Current Sources Properties
The window Current Sources Properties (see fig. A.7) defines the electric current densities. The
parameters required are:
• Jx (A/m2): modulus of the X component of the electric current density.
• Phase x (rad): phase of the X component of the electric current density.
• Jy (A/m2): modulus of the Y component of the electric current density.
• Phase y (rad): phase of the Y component of the electric current density.
• Jz (A/m2): modulus of the Z component of the electric current density.
• Phase z (rad): phase of the Z component of the electric current density.
• Ja (A/m2): modulus of the angular component of an axis symmetric current density around
the Y axis.
• Phase a (rad): phase of the angular component of an axis symmetric current density around
the Y axis.
Figure A.7: Current Sources Properties window.
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A.3.6 Dirichlet Conditions
The window Dirichlet Conditions (see fig. A.8) assigns the following conditions:
• Singularity: number of Ungaged Layers (see section 3.5) around to a point or line.
• Electric Field PEC: perfect electric conductor boundary condition (nˆ×E = 0).
• Electric Field PMC: perfect magnetic conductor boundary condition (nˆ ·E = 0).
• Electric Field TE Port: boundary condition nˆ · E = 0 for waveguide ports. It avoids the
geometric average of the boundary normals at the intersection of a port surface with a PMC
surface.
• Correct Contact Normals: makes coherent the definition of the normals at the surfaces of
discontinuity between two media (see section 3.4).
Figure A.8: Dirichlet Conditions window.
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A.3.7 Robin Conditions
The window Robin Conditions (see fig. A.9) assigns the boundary condition
nˆ×∇×E− γ (nˆ× nˆ×E) = U, (A.2)
being the parameters γ and U the following:
• RW Port TE10 Conditions: γ is the propagation constant of the mode TE10.
If PortType = 0 then U = −2 γ (nˆ× nˆ×E10).
If PortType > 0 then U = 0.
The rectangular waveguide ports are defined in the window RWPortTE10.
See sections 3.2, 3.3 and 3.7 for more details.
• Coaxial TEM Conditions: γ is the propagation constant of the mode TEM.
If PortType = 0 then U = −2 γ (nˆ× nˆ×ETEM).
If PortType > 0 then U = 0.
The coaxial waveguide ports are defined in the window CoaxialPortTEM.
See section 4.5.2 for more details.
• Far Field Condition: γ = iω√0µ0 and U = 0 (sections 3.2 and 3.3).
• Generic Robin Condition: γ is defined in the window Generic Robin Coefficients andU = 0.
Figure A.9: Robin Conditions window.
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A.3.8 Current Sources
The window Current Sources (see fig. A.10) assigns to volumes the electric current densities
defined in the window Current Sources Properties.
Figure A.10: Current Sources window.
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A.3.9 Modes Projection
The window Modes Projection (see fig. A.11) selects the waveguide ports, surfaces and volumes
over which the computed fields are integrated:
• Projection RWTE10: computes the scattering parameter Sij over the selected rectangular
waveguide port (see section 3.7).
• Projection CoaxialTEM: computes the scattering parameter Sij over the selected coaxial
waveguide port (see section 4.5.2).
• Field Surface Integral: integrates the fields over the selected surface.
• Field Volume Integral: integrates the fields over the selected volume.
Figure A.11: Modes Projection window.
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A.3.10 Solving Parameters
The window Solving Parameters (see fig. A.12) sets the problem parameters. It contains three
tabs: Frequency, Solvers and Geometric Data.
The Frequency tab sets the parameters:
• Frequency (Hz): problem frequency in Hz. If the checkbox Frequency sweep is checked
then it is disabled.
• Frequency sweep: frequency sweep starting at Initial freq, ending at End freq and with a
step Step freq. If the checkbox Frequency sweep is unchecked then it is disabled.
The Solvers tab sets the parameters:
• Solver: selects the method for solving the linear system.
• Max iterations: maximum number of iterations allowed for the iterative solver.
• Step iterations: the value of the residual ||b−Ax||/||b|| is shown every Step iterations.
• Tolerance: solution is reached when ||b−Ax||/||b|| < Tolerance.
• Preconditioner: selects a preconditioner for the iterative solver.
• Initial guess: reads a file with an initial guess for the iterative solver.
• Results in file: writes the solution of the linear system in a file.
If Results in file = No then the option is disable.
If Results in file = Every step then the solution is saved every Step iterations.
If Results in file = Final step then the solution is saved when the solver finish.
• External solver path: if the option External solver is selected in Solver then ERMES writes
the linear system in a file and executes External solver path.
• Parameters: parameters for the external solver.
The Geometric Data tab sets the parameters:
• Dimensions: If Dimensions = 3D then ERMES solves E = (Ex, Ey, Ez) in all the domain.
If Dimensions = 3D-Exy then ERMES solves E with Ez = 0 in all the domain.
If Dimensions = 3D-Ez then ERMES solves E with Ex = Ey = 0 in all the domain.
If Dimensions = 3D-Ea then ERMES solves E = (Eρ, Eϕ, Ey) with Eρ = Ey = 0 in all
the domain (axis-symmetric problem around Y-axis).
• Length factor (m): multiplies all the lengths for the factor indicated:
If Length factor (m) = m then the factor is 1.
If Length factor (m) = dm then the factor is 10.
If Length factor (m) = cm then the factor is 100.
If Length factor (m) = mm then the factor is 1000.
• Normal type: determines the type of smoothing for the boundary and contact normals.
• Order: order of the Lagrangian elements (1st, 2nd, 3rd or 4th).
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Figure A.12: Solving Parameters window.
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A.3.11 Results
The window Results (see fig. A.13) selects the results to be displayed in the post process of GiD.
It contains three tabs: Frequency domain, Time domain and Geometric.
Figure A.13: Results windows.
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A.4 Post-Process
ERMES displays the results of the simulations in two different modes: single frequency and fre-
quency sweep. In the following subsections we explain the characteristics of these modes.
A.4.1 Single frequency
If the checkbox Frequency sweep of the window Solving Parameters is unchecked then ERMES
solves the problem for a single frequency and the results are stored in the file *.flavia.res. This
file located in the folder *.gid. We can visualize the results by sending the *.flavia.res file to the
GiD post processor. The frequency domain results are in the time step 0 of the View Results &
Deformation window that we can find in the upper menu of GiD Window → View results. The
time domain results are in the time steps > 0 of the same window. The time domain results are
obtained from the frequency domain results with the formula (see section 2.3):
F(r, t) = Real
[
(Fr(r) + iFi(r))e−iωt
]
= Fr(r) cos(ωt) + Fi(r) sin(ωt). (A.3)
In the file *.info, also located in the *.gid folder, we can retrieve information related to the solver
(residual, size of the problem, iterations, time spent) and the values of the integrals over the sur-
faces (intSurf ) and volumes (intVol) selected in the window Modes Projection.
A.4.2 Frequency sweep
If the checkbox Frequency sweep of the window Solving Parameters is checked then ERMES
solves the problem for the frequencies in the interval (Initial freq, End freq) with a step of Step
freq. The results for each frequency are stored in the files *.dat located in the *.gid folder. There
is a file for every volume or surface selected in the Modes Projection window. The name of the
surfaces files are Surfn.dat, where n is the ID of the surface. The name of the volume files are
Vn.dat, where n is the ID of the volume. These files store the values of the surface integrals (si)
and volume integrals (vi) of E, H, J, |E|2, |H|2 and |J|2. If the surface is a waveguide port then
the name is S1j.dat, being j = 1 for the input port and j = 2, 3, ... for the output ports. In the files
S1j.dat are stored the values of the scattering parameters S1j for each frequency.
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