In this paper we characterize the existence of large solutions for a general class of porous medium logistic equations in the presence of a vanishing carrying capacity. The decay rate of the carrying capacity at the boundary of the underlying domain determines the exact blow-up rate of the large solutions. Its explicit knowledge allows us to obtain a general uniqueness result.
Introduction
In this work we study the existence, blow up rate and uniqueness of the classical positive solutions to the singular boundary value problem
where Ω is a bounded domain of R In the special case when W = 0 and a is separated away from zero on ∂Ω, Theorem 1.1 was found by A. V. Lair [13] . In the special case when f (u) = u p and W (x) = λ ∈ R, Theorem 1.1 was obtained by M. Delgado et al. [7] . Finally, F. C. Cirstea and V. Radulescu [5] , [6] , found the existence in the special case when q = 1 and W = λ ∈ R. Theorem 1.1 substantially extends and unifies all previous existence results. Subsequently, we denote by n : ∂Ω → R N , x → n(x) := n x , the outward unit normal vector-field of Ω, and, for each ω ∈ (0, π/2),
To state the results concerning the blow-up rate and the uniqueness of the nonnegative large solutions of (1.1) we need to introduce some additional hypothesis on f . Namely, (H5) There exist p > 1 and
(H6) There are x 0 ∈ ∂Ω, β := β(x 0 ) > 0 and γ := γ(x 0 ) ≥ 0 such that
(H7) There exist β ∈ C(∂Ω;
• R+ ) and γ ∈ C(∂Ω; R + ) such that
Then, our main result reads as follows.
Theorem 1.2 Suppose f satisfies (H2-3)
and (H5-6). Then, for each ω ∈ (0, π/2) and any positive solution u of (1.1), one has that
where
(1.8)
In particular, for any pair (u 1 , u 2 ) of positive classical solutions of (1.1),
Therefore, for any pair (u 1 , u 2 ) of positive solution of (1.1), lim 
is increasing, since q < 1, and, hence, (H3) is satisfied. Also, note that (H5) implies (1.4) and, (H4 
for some constants β > 0, γ ≥ 0, and ρ ∈ R , and, hence,
while, in the present paper, the weight function a(x) is allowed to decay towards zero on ∂Ω with arbitrary rates, depending upon the particular point, or region, of ∂Ω. Hence, a(x) might exhibit several different decays at ∂Ω. Some pioneering results were given by J.B. Keller [11] , R. Osserman [17] [10] , L. Véron [18] , and M. Marcus & L. Véron [12] , although most of them were found for very special cases where q = 1 and a is a positive constant.
The distribution of this paper is as follows. In Section 2 we collect some preliminary results of a technical nature that are going to be used later. In Section 3 we give the proof of Theorem 1.1. In Section 4 we prove Theorem 1.2.
Some preliminary results
In this section we collect two results of technical character that are going to be very useful for proving Theorem 1.1. Throughout, we assume f to satisfy (H2-4).
Proof: Thanks to (H3),
for some constants C, C 1 > 0, whose explicit knowledge is not important. Thus,
As this relation again contradicts (H4), necessarily L = ∞. This concludes the proof.
Subsequently, we consider the function h defined by
for certain constants A > 0 and λ > 0 to be chosen later. 
Moreover, thanks to (H3), h(t) is increasing in t >
It should be noted that t 0 = t 0 (A, λ). The value t 0 that we have just constructed satisfies the following result.
Proposition 2.2 Suppose f satisfies (H2-4). Then, for each z > t 0 ,
and lim
I(z), z > t 0 , can be expressed as
Note that g(z) = 0 and g (z) = h(z) > 0, since z > t 0 , and, hence,
Moreover, by l'Hôpital rule and Lemma 2.1,
and, hence,
Thanks to (H4), (2.3) and (2.4), it is apparent, by the asymptotic comparison test for improper integrals, that I(z) < ∞. Finally, setting
From these identities one can easily obtain lim z↓t 0 I(z) = ∞.
Proof of Theorem 1.1
The following result, whose proof can be easily adapted from [7, Theorem 3.1] , is needed in proving Theorem 1.1. Subsequently, for each b > 0 we consider the following auxiliary boundary value problem
is the unique nonnegative solution of (3.1). In any circumstance, the map b → θ [W,b] is increasing.
The most crucial result in proving Theorem 1.1 is the next one. 
Proof: Let K ⊂ Ω + be compact, and pick x 0 ∈ K. It suffices to prove that there exist ρ(x 0 ) > 0 and
for any nonnegative regular solution v of (3.2). Consider ρ(x 0 ) > 0 such thatB :=B ρ(x 0 ) (x 0 ) ⊂ Ω + and a nonnegative regular solution of (3.2), say v. Then,
where we have denoted
Let h be the function defined in (2.1) with the choice (3.3) and t 0 the unique positive zero of h. Now, for each
Thanks to Proposition 3.1, (3.4) possesses a unique nonnegative regular solution, θ [λ,b] . Moreover, due to Lemma 2.1 sufficiently large positive constants provide us with positive supersolutions of (3.4). Thus, since v is a subsolution, it is apparent, from the uniqueness, that v ≤ θ [λ,b] .
By the uniqueness of the positive solution of (3.4) and the rotational invariance of the Laplacian, for each x ∈ B,
Since b ≥ t 0 + 1, adapting the proof of [7, Theorem 4.1] , it is easy to see that
and, hence, integrating (3.6) from 0 to r yields
This shows that r → Ψ b (r) is increasing, as well as r → h(Ψ b (r)). Thus we find from (3.7) that
We now multiply (3.9) by Ψ b and integrate from 0 to r to obtain
Now, taking the square root of the reciprocal of (3.10) and integrating again gives
and in particular
ds . Thanks to (H1), for each sufficiently small δ > 0,
and, for each of those δ's, there exists an open set O δ satisfying
Fix one of those δ's. Then, thanks to Theorem 3.2, there exists a constant M > 0 such that, for each b > 0,
This shows that the point-wise limit Θ [W ] is well defined. Now, we take two open sets O, O 1 and a sufficiently small δ > 0 so that
By the elliptic L p -estimates and Morrey's theorem, there exists a constant C > 0 such that, for each b > 0,
From these estimates the details of the proof can be easily completed by using a rather standard compactness argument and the uniqueness of the point-wise limit.
To complete the proof of Theorem 1.1 it remains to show that, under conditions (H1-3) and (1.4), (H4) is necessary for the existence of a large solution. We begin by establishing the following result. 
possesses a solution. Then, (H4) is satisfied.
Proof: Suppose, in addition, that Ω = B R (x 0 ) is the ball of radius R > 0 centered at x 0 ∈ R N , and let u be any solution of (3.14) in this special case. Then, due to the theory developed in pages 506 and 507 of [11] (cf. [17] as well), u must be radially symmetric, u(x) = ϕ(r), r = |x − x 0 |, and, setting
because of (3.11). Since
dz and the first term of the right hand side of this identity is finite, to prove (H4) it suffices to show that
Since f > 0, for each M > 0 and z > M we have
and, hence, due to (1.4),
and, therefore, (3.16) follows straight ahead from (3.15) . This concludes the proof of (H4). Now, suppose Ω is a general open set for which (3.14) has a solution v. Pick x 0 ∈ Ω, choose a sufficiently large R > 0 so thatΩ ⊂ B R (x 0 ), and consider the auxiliary problems
for sufficiently large b > 0. Thanks to Proposition 3.1 and the proof of [7, Theorem 4 .1], (3.17) has a unique solution which is radially symmetric u b (x) = Ψ b (r), r = |x − x 0 |, and it satisfies
We already know that b → Ψ b (0) is increasing. Thus, by passing to the limit as b ↑ ∞ in (3.18), it is apparent that (H4) holds if
To show (3.19) one can argue as follows. Set, for each sufficiently small δ > 0,
Then, for any sufficiently large b > 0 there exists δ > 0 such that
Taking b → +∞, concludes the proof of (3.19).
The following result concludes the proof of Theorem 1.1. Let u be a solution of (1.1). Then, for each b > 0, u provides us with a supersolution of
and, hence, θ [µ,b] ≤ u, where we have denoted by θ [µ,b] the unique solution of (3.20). Passing to the limit as b ↑ ∞, and using a very well known compactness argument, shows that (3.14) possesses a solution. Therefore, thanks to Proposition 3.4, condition (H4) is satisfied.
4 Proof of Theorem 1.2
Two auxiliary radially symmetric problems
In this subsection we include some useful preliminary results. The first one is an extension of [9, Lemma 4], whose proof easily follows from [1, Theorem A]; so, we will omit it.
Theorem 4.1 Suppose u and u satisfy
Then, (1.1) possesses a solution u in between u and u.
The main result of this subsection is the following theorem. It will be crucial in proving Theorem 1.2.
Theorem 4.2 Suppose f satisfies (H5) and consider the singular problem
where 
where α and M are defined in (1.8)
provides us with a radially symmetric positive large solution of
Proof: First, we claim that, for each ε > 0 sufficiently small, there exists a constant
is a positive supersolution of (4.1) where
Indeed, taking into account that α + 2 + γ − αp = 0 , we find thatψ ε is a supersolution of (4.1) if, and only if,
Since q < 1, by (H5) the inequality (4.6) at the value r = R becomes into
Therefore, by making the choice (4.5), the inequality (4. provides us with a non-negative subsolution of (4.1) if
Indeed, it is easy to see that ψ ε is a subsolution of (4.1) if in the region where
the following inequality is satisfied
Making the choice (4.7) and using the continuity of b(r), it is easy to see that there exists a constant δ = δ(ε) > 0 for which (4.9) is satisfied in [R − δ, R). Moreover, for each C < 0 there exists a constant z = z(C) ∈ (0, R) such that
Actually, z(C) is decreasing and
Thus, thanks to (4.10), there exists C < 0 such that
For this choice of C, it readily follows that ψ ε provides us with a subsolution of (4.1). Finally, since
it follows the existence of a solution of (4.1), denoted by ψ ε , satisfying (4.2). The remaining assertions of the theorem are easy consequences from these features.
As an immediate consequence from Theorem 4.2, combining a translation together with a reflection around r 0 := ρ+R 2 it readily follows the corresponding result in each of the annuli
where λ ∈ R , γ ≥ 0, 0 < ρ < R , and
Then, for each ε > 0 the problem (4.11) possesses a positive solution v ε (x) satisfying
where α, β and M are defined through (1.8) and
Proof of Theorem 1.2
Let u be a positive strong solution of (1.1) and consider
Since Ω is of class C
2
, there exist R > 0 and δ 0 > 0 such that 
Thanks to (4.14), for any δ ∈ (0, δ 0 ], the restriction
provides us with a positive smooth subsolution of 
