ABSTRACT As communication technologies have enlarged the set of devices with networking capabilities, a new conception of the Internet of Things (IoT) is emerging. The incorporation of devices with advanced diagnosis and actuating capabilities to the IoT provides an appealing environment to control external processes using its sensing, actuating, and computational power, yet it makes the operation difficult. In this setting, consensus algorithms are an interesting alternative to support the operation of the IoT and to enable its potential as a distributed control network. Although consensus algorithms are mature, well studied strategies that naturally adjust to networks, their performance deteriorates when faced with phenomena such as stochastic delays, sequential transmissions and receptions, and unreliability in the information exchanging process, all pervasive in an IoT environment. In this paper, an algorithm for achieving average consensus over an IoT environment is presented and evaluated in an IoT testbed. The proposed algorithm is inspired by gossips, yet it is deadlock-free by design, and shows convergence to the average in all cases.
I. INTRODUCTION
Since its origin, the Internet of Things (IoT) has been usually referred to as a large-scale network of heterogeneous objects with Internet connectivity, uniquely addressable using standard protocols, mainly IPv6 [1] . However, as communication technologies have enlarged the set of devices with networking capabilities up to objects as varied as keys, appliances, and cars, a new definition of the IoT is emerging as a sparsely coupled, distributed system of interacting smart objects, or things. Smart objects are able to sense/actuate, store, and interpret information created within themselves and around the neighboring external world where they are situated, take decisions, cooperate, and exchange information with other objects and human users [2] .
From a systems and control point of view, the IoT is a complex network that can be abstracted using classical tools such as graph theory and hybrid systems, which facilitates the synthesis of controllers to support its operation. Among the existing control techniques, distributed multiagent control, in particular consensus algorithms, can be used to address several open problems in the operation of the IoT. Hence, having a protocol able to achieve consensus over IoT environments is desirable. Consensus algorithms are simple distributed protocols that require only minimal computation and communication to reach a network-wide common value for locally observed variables. The agreement, or consensus, value is a function of the initial value at all the participating agents, with the specific function determined by the structure of the consensus protocol [3] , [4] . The most popular formulation is the one ensuring convergence to the average of the initial conditions: the average consensus algorithm. Consensus algorithms have their origin in the analysis of Markov chains and have been applied since by the computer science community for load balancing [5] and by the linear algebra community for the asynchronous solution of linear systems [6] . More recently, they have been rediscovered and applied by the control, communications, and robotics communities [7] - [9] . As an example of the potential application of consensus algorithms to the IoT consider network-wide time synchronization, which can be regarded as a consensus problem over an heterogeneous network. Pulse-coupled synchronization [10] , [11] , a consensus-inspired technique which is naturally scalable and simple enough to be adopted by any smart object in the network, and Average TimeSynch [12] , which is a doubleconsensus-based algorithm, have been applied with success in pilot-scale wireless sensor networks and are an appealing alternative for the IoT. Another example of a critical operational aspect is scheduling, where a set of agents compete for In this work, N denotes the natural numbers, R the real numbers, R ≥0 the set of nonnegative real numbers, and Z ≥0 the set of nonnegative integers. R n denotes the Euclidean space of dimension n. For a countable set χ , |χ| denotes its cardinality.
B. NETWORK GRAPH
Throughout this paper a graph theoretical formulation is used to model the communication topology. To this end, we define the (finite) set of nodes (or agents) as V = {1, . . . , N }, with N = |V|, and then we define the feasible communication graph as G = {V, E, A}, where the feasible arc set E is defined as (k, i) ∈ E ⊆ V × V if and only if the node i is able to receive information from agent k (for a given protocol stack and network infrastructure); and A = [a ik ] ∈ R N ×N ≥0 is the corresponding adjacency matrix, for which a ik = 1 if and only if (k, i) ∈ E, a ii = 1 (self-loops), and 0 elsewhere. For a given non-negative matrix A ∈ R N ×N ≥0 , we will refer to its underlying graph as the graph formed by N nodes with an arc from k to i if and only if the ikth entry is nonzero. The reader is referred to [20] for an extensive treatment of the algebraic graph theoretical formulation used in this work.
Given a feasible communication graph G, for a node k ∈ V the set N out k := {i ∈ V : (k, i) ∈ E} denotes its out-neighbor set, and similarly, the set N in k := {i ∈ V : (i, k) ∈ E} denotes its in-neighbor set. In the special situation when the feasible communication graph is bidirectional, i.e., when (i, k) ∈ E if and only if (k, i) ∈ E, for a given node k ∈ V its in-neighbor and out-neighbor sets are equal and denoted as N k := {i ∈ V : (k, i) ∈ E}. A feasible path from agent k to agent i is a sequence of arcs (k, l 1 ), (l 1 , l 2 ), ..., (l n−1 , l n ), (l n , i) ∈ E and the feasible graph G is strongly connected if for all i ∈ V there exists at least one feasible path to every other agent in V. 
C. NON-IDEAL COMMUNICATION PHENOMENA
Communication among agents is triggered by internal timers; yet the frequency of the clocks are not necessarily equal and, in a real deployment, rarely constant. This property will generate what we call a multi-rate behavior, which leads to asynchrony. Furthermore, the real IoT environment we are interested in suffers from packet losses. In the case that every event of data transmission always generates its associated event of data reception, we will say that the communication channel is fully-reliable. Similarly, the IoT environment will exhibit communication delays that are observed if the time interval t between a transmission and its associated event of data reception is a positive real value. The ideal case occurs when t = 0 for all transmissions and receptions and we will say that the communication channel is delay-free. VOLUME 7, 2019 
D. AGENT DYNAMICS
Each agent i has a time-dependent state vector x i ∈ R p i , with p i ∈ N, that represents internal information. For consensus purposes, each agent will have an special scalar state component z i ∈ R, part of x i , and we will name it momentum of the agent. Communication among agents works on an event-driven basis as follows. When an internal timer event takes place, agent i transmits a unicast message to an agent k ∈ N k containing part of its state x i . When a reception event takes place at agent k, it updates its internal state based on the information received from agent i and sends a reply message to agent i. Recall that packet drops are allowed, hence a transmission does not necesarily trigger a reception event. 
E. COMMUNICATION GRAPH INDUCED BY A PROTOCOL
We will say the protocol induces an arc from agent i to agent k in the time interval [t, t + t], if agent i generates an event of data transmission to agent k at time t and its associated event of data reception occurs at time t + t. When the channel is delay-free, we will say the protocol induces an arc at time t. Similarly, we will say the protocol induces a path from agent i to agent k in the time interval [t, t + T ] if it induces a sequence of arcs (i, l 1 
.., t n−1 + t n−1 < t n , t n + t n = t + T . Note that an induced arc is an induced path of length one. We will say that an agent i is a source of its information in the interval [t, t + T ] if the protocol induces a path from agent i to every agent in V \ {i}.
In addition, we will denote the induced graph by the protocol in the interval [t, 
Then, the average consensus problem consist in designing an interaction rule, in the form of a feedback law, that guarantees the achievement of average consensus in a given network of agents over an IoT environment subject to the non-ideal communication phenomena previously described. Such interaction rule must be fully distributed, and should not depend on the number of neighbors nor on the knowledge of any network-wide property.
III. PROPOSED PROTOCOL
We propose a protocol, inspired by gossips [18] and asynchronous iterations [21] , that solves the average consensus problem in IoT environments. The ideal flow of the protocol is as follows: when the internal timer of agent i expires, it sends data to a selected agent k, which upon reception updates its state and sends back information to i, finally if agent i receives that response, it updates its internal state. In terms of events, the flow is the following: if a timer event occurs at agent i, then it generates a transmission to agent k, as long as agent k detects the event of data reception it updates its state with the received information and generates as fast as possible a reply transmission to agent i, then if agent i detects an event of data reception in response to its first message, it updates its own states. Note that this communication sequence is possible only if the feasible communication graph is bidirectional.
Since an agent selects a neighbor to send data after a timer event, the following definition is in order.
Definition 3: The transmission strategy of the protocol is a set of rules every agent i ∈ V follows for selecting a neighbor, from its neighbor set N i , to send data to, after a timer event. Furthermore, an all-out-neighbor-covered transmission strategy, is a transmission strategy for which there exists a finite T ∈ R >0 such that for all i ∈ V, every outneighbor is selected at least once in a time interval of length T . We will refer to T as the period of the transmission strategy.
The transmission strategy is a key tool for ensuring that eventually each agent will send information to every neighbor, in order to distribute the information over the whole network. Consequently, in this work we are interested in particular in the collection of all-out-neighbor-covered transmission strategies. 
A. FORMULATION
To achieve average consensus the proposed protocol creates internal variables at every agent. For a given agent i, the number of internal variables depends on the cardinality of the neighbor set N k . For every agent i ∈ V, the variables involved in the protocol are its momentum z i ∈ R; z ik ∈ R, which represents the sum of all exchanged momentums induced from agent i to agent k ∈ N i ; andˆ z ki ∈ R, which represents the estimated sum of exchanged momentums induced from agent k to agent i.
If agent i generates a timer event, then the protocol produces a transmission labeled as type 1 and sends the internal variables z i , z ik ,ˆ z ki to a selected agent k ∈ N i according to a predefined transmission strategy. If agent k receives the data and hence generates an event of data reception, then it creates correction variables z corr k , z corr i and a manipulated variable z ki ∈ R as:
Then, agent k updates its internal variables as:
and generates an event of data transmission to agent i labeled as type 2, to transmit the variables z ki and z ki (not updated value) as response. If the response transmission is successful agent i generates an event of data reception and updates its internal state as:
where z corr i is defined as in equation (3).
B. ANALYSIS
The idea behind the proposed protocol is to try to update in such a way the two agents involved in a communication process have the same momentum, corresponding to the average of the two momentums before updating. Indeed, if it is assumed that the channel is fully-reliable, then the variables z ki andˆ z ik are zero during the complete process and after the communication the momentums will look like a perfect gossip update, i.e., z
However, in practice packet losses do not allow perfect gossip-like communications. For instance, if only the type 1 message is received by agent k but the type 2 never reaches its destination node i, then evidently the momentums of both agents will not be the same and the gossip-like update does not happen.
In order to overcome this practical issue, the variables z ki (the total momentum lost by i due to k) andˆ z ik (the total momentum gained by i due to k) play a central role to preserve the momentum every time there is an update. In fact, after any update every node independently have a conservation property since:
therefore, the total momentum of the system is preserved after any update, since
Furthermore, note that every time there is an update the momentums of the agents involved tend to be closer, and the variablesˆ z ik and z ik are constantly trying to match each other, i.e., the total momentum induced by i tries to be equal to the total momentum induced by k. If this behavior is held over time, it is expected that all the momentums z k converge to a consensus and the double-sum (12) tends to zero as time tends to infinity, and therefore consensus must be to the average of the initial momentums according to (11) . The convergence properties of the proposed algorithm in ideal conditions can be formalized as follows. 
As long as an agent changes its state, we will say that the protocol induces a transition matrix A (j) between the jumps j and j + 1, that changes the state z (j) from the jump j at time t 1 to the state z (j+1) associated with the jump j + 1 at time t 2 , where j ∈ N 0 and t 1 , t 2 ∈ R ≥0 such that t 1 < t 2 . This is expressed as:
It is straightforward to see that (13) can be written as:
and defining
Simple inspection of (15) Although the previous result holds only for ideal channels, it should be noted that in the real case 1) the average is an equilibrium such that, when the system reaches it, the system remains at it for all future times despite interactions between nodes exist; and 2) disturbances produced by packet losses in the type 2 communication from node k to node i are detected and corrected after a future successful type 2 communication from node k to node i using the variables z ik andˆ z ki . Then, these insights suggest that the algorithm hypothetically will achieve average consensus in the presence of packet losses and delays.
Besides convergence to average consensus, another important aspect of the algorithm is its convergence rate. In the context of Theorem 1, if the multi-rate behavior is ruled out by imposing a condition on the internal timers, an analytical expression for the convergence rate can be given. To this end, the following definition is in order The performance of the algorithm over real communication channels, subject to packet losses and transmission delays among other non-ideal phenomena, will be extensively tested in Sections IV and V in order to study its performance when faced with non-ideal communication phenomena.
C. IMPLEMENTATION
To implement the proposed protocol in real hardware, a complete networking stack, where addressing is possible at the network layer, must be used. In particular, we propose to use the Internet Protocol at the network layer, either version 4 (IPv4) or the newer version 6 (IPv6), which is recognized as the enabler addressing scheme for the IoT. Moreover, we propose the use of the UDP protocol at the transport layer to ensure speed over reliablity. Since the protocol does not use functionalities from the lower layers, in principle any IP-compatible technology can be used at the MAC and Physical layers. It should be noted that this scheme allows to implement the protocol in low-capable networks as those based on 6LoWPAN over IEEE802.15.4.
Recall that every time there is a timer event, a node selects a neighbor and sends information to it. In the context of an UDP/IP network, this means that when the timer of a node expires it sends one UDP datagram to the selected neighbor. The UDP datagram is formed by a header and a data section, naturally the header contains the addresses of the sender and the receiver and in our protocol, the data section contains the internal states of the sender. The structure of the UDP datagram is depicted in Figure 1 . Once the networking stack has been set, the protocol is implemented at the application layer following Algorithm 1. The main code can be broken down into three actions: i) an initial setup; ii) an asynchronous response after a timer event to send a type 1 message; and iii) an asynchronous action after detecting a reception event, which depends whether the received message is type 1 or type 2.
For online operation, a distributed stop condition should be implemented. We propose to use a simple rule in which every node checks constantly if it has reached an equilibrium and if such it stops the algorithm locally. To this end, at every reception event the receiving node i compares its momentum with the momentum of the sender, node k, and if these values are the same it increases a local counter C ik . If, on the other hand, the momentums are different, node i resets its local counter C ik to 0. When all the local counters (one per neighbor) reach a given threshold, node i declares the problem solved and stops the algorithm locally. Note that the threshold can be tuned to increase the probability of reaching average consensus, yet, this local rule gives no guaranties that average consensus is indeed achieved network-wise. Since this rule is not part of the formulation, is not included in Algorithm 1.
IV. EVALUATION IN A PILOT-SCALE IOT TESTBED
In order to evaluate the performance of the proposed protocol, an IoT environment of 22 agents was implemented. The IoT environment is realistic in the sense that real hardware, heterogeneous in nature, was used, which leads to asynchronism and multi-rate behavior associated with using digital eventtriggered devices. The IoT environment also suffers from real phenomena in the communication channel, such as packet losses and delays.
The testbed network consist of a set of 22 heterogeneous devices and a router that serves as network manager, with the potential of implementing infrastructured Local Area Networks (LANs) or ad-hoc (peer-to-peer) networks. We preset the feasible communication links or, more precisely, each agent knows its neighborhood of agents. In particular, for all the following experiments, each agent has at most 4 neighbors.
A. HARDWARE
The hardware involved are all considered within the class of embedded IoT development platforms [22] , except for one laptop that was included in the network to represent the interaction between human-oriented devices and embedded sensors/actuators. The hardware used are introduced in the following.
1) ROUTER LINKSYS WRT1900AC
It acts as network manager. Its main features are a 1.3GHz dual-core processor, and that it supports dual band operation at 2.4GHz and 5GHz with transfer rate up to 1.9Gbps.
2) RASPBERRY PI 3
Powered by a 1.2-GHz 64-bit quad-core ARM Cortex-A53 CPU, with 1.2GB of RAM and an integrated 802.11n 2.4GHz wireless transceiver. It runs the Raspbian operating system. The IoT testbed contains 4 Raspberry Pi 3 boards.
3) LAPTOP HP MINI SERIES 210-3000
It has a 1.66 GHz Intel Atom N570 processor, 1GB of DDR3 RAM and a 802.11 b/g/n 2.4GHz wireless transceiver. It runs Ubuntu 16.04 LTS as operating system.
4) BEAGLEBONE GREEN WIRELESS
Based on the Texas Instruments AM335x 1GHz ARM Cortex-A8 processor, it has 512MB of DDR3 RAM and an integrated 802.11 b/g/n 2.4GHz wireless transceiver. It runs the Debian Jessie operating system. The IoT testbed contains 2 BeagleBone Green Wireless boards.
5) BEAGLEBONE BLACK
Powered by the Texas Instruments AM335x 1GHz ARM Cortex-A8 processor, it has 512MB of DDR3 RAM. The IoT testbed contains 15 Beagle Bone Black boards. Out of the 15 boards, 13 boards run the Debian Jessie operating system and have attached a TP-Link TL-WN722N USB dongle, which enables 802.11n connectivity in the 2.4GHz band. The other two boards run the Debian Wheezy operating system and have attached a TP-Link Archer-T2UH USB dongle, which enables 802.11ac connectivity in the 5GHz band.
Since all the agents run a complete operating system, the protocol operates in the agents by making use of a full protocol stack implemented in each of them, to enable transparent communication. Although consensus on a protocol stack for IoT systems has not been reached, we resort to a classical 4-layered stack to represent the communication processes. The layers are, from higher to lower: Application, Transport, Network and Network Interface.
For the Network Interface, the testbed includes agents implementing the 802.11n protocol at 2.4GHz and the 802.11ac protocol at 5GHz. Since the router supports dual band operation, it bridges both subnetworks whenever needed. For the Network layer, all the agents implement the Internet Protocol (IP) version 4. When operating in infrastructure mode, a DHCP server running at the router is in charge of address management, while when operating in ad-hoc mode, pre-set addresses hard coded in the agents are used. At the Transport layer, the User Datagram Protocol (UDP) was chosen instead of others such as the Transmission Control Protocol (TCP) since for control-oriented tasks, speed is more important than quality of service in terms of reliability. Note that since UDP is used, retransmissions for packet not correctly delivered are not present, hence the protocol indeed needs to correct for momentum losses in the following experiments. Finally, the Application layer is not fully determined by the protocol, since we are working in between the application and the transport layers, where each agent opens a socket in order to transmit and receive UDP datagrams.
B. EXPERIMENTS
For each agent, the protocol was coded in the user space where timer events and data reception events are handled. Specially suitable for these purposes is Node.js [23] due to its asynchronous event-driven nature. Also, the Cloud9 IDE server [24] was made use of in all the agents since it facilitates coding and debugging. At the beginning of the experiment, each device is in idle mode not communicating data. In order to start the interaction, an external device sends an start signal until all agents are enabled to communicate information. After that, the protocol develops naturally as was stated in Section III and finally the external external device sends a stop signal after a certain amount of time in which is expected the algorithm reaches the average consensus.
The feasible communication graphs used are shown in Figure 2 and Figure 3 . Figure 2 shows four different topologies, all are based on a ring structure. The idea behind the chosen topologies is to test the performance of the protocol for the minimum quantity of links, i.e., the ring structure, and then to evaluate its behavior as links are added over the ring structure. It should be noted that for a ring topology, packet losses are prone to disconnect the network, hence are more harmful than in other configurations.
Additionally, Figure 3 shows two different feasible communication graphs that are time-varying by means of pseudoswitches. These pseudo-switches open and close at different time instants. The idea behind these topologies it to emulate networks with mobility where disconnected clusters are likely to be found from time to time. An also to emulate IoT environments with multiple interfaces, where an agent bridges two subnetworks with different technologies at the physical layer of the protocol stack, e.g., an IEEE802.11 network and an IEEE802.15.4 network.
The dynamics of the communication topology shown in Figure 3 (a) is as follows. At the beginning, the clusters of 14 and 8 agents does not have any communication link between them but the agents of the same cluster can exchange information, after a time t 1 the pseudo-switch is closed by an external device and consequently the final feasible graph is strongly connected.
For the communication topology shown in Figure 3 (b) , at the beginning there are three isolated clusters where internal agents interact from the beginning, at time t 1 the clusters of 4 and 6 agents are bridged by an external device and form a cluster of 10 agents, then at time t 2 the two remaining clusters are bridged together at two points forming a strongly connected feasible communication graph. Figure 4 and Figure 5 show the results obtained for the experiments involving the communication topologies in Figure 2 and Figure 3 respectively. In Figure 4 it can be seen that the protocol achieves the average consensus of 50. Also, it can be pointed out that the consensus trajectory has a decaying exponential envelope, which is natural since this is a convergent linear system. Similar results can be seen in Figure 5 , where for both topologies the average consensus is achieved with a trajectory bounded by a decaying exponential. However, the most remarkable result in these cases is the robustness of the protocol to deal with time-varying interaction topologies. In particular, in Figure 4 before the pseudo-switch is closed, the agents inside the two clusters achieve average consensus locally and then, when interaction among clusters is allowed, all the agents achieve the desired global average consensus value. An analogous behavior is shown in Figure 5 , where before time t 1 the agents inside the clusters achieve average consensus locally, between t 1 and t 2 the new formed cluster of 10 agents mix and the agents achieve the combined average value, and finally, after time t 2 , the IoT network as a whole is strongly connected and consequently achieves average consensus.
It should be noted that, although the IoT environment used as testbed has several non-ideal phenomena known to deteriorate the performance of traditional average consensus algorithms [15] , such as packet losses, delays, multi-rate behavior and asynchronous events, the proposed protocol achieves the desired objective in all cases, even when faced with time-varying communication topologies, as long as the feasible communication graph is strongly connected.
V. EVALUATION IN A LARGE-SCALE IOT TESTBED
One of the goals of the proposed protocol is that it should be scalable, hence an evaluation over a large-scale IoT environment is desirable. To this end, the open FIT IoT-LAB in France is an appealing alternative since the IoT-LAB provides a large-scale infrastructure suitable for testing heterogeneous communicating devices [25] .
For evaluation purposes, we setup an IoT environment consisting on 285 agents, based on a high-performance ARM Cortex-A8 microprocessor and able to run a high-level operating system, e.g., Linux. One of the key features of the IoT-LAB is its geographical distribution [25] . Our setup makes use of this feature by including nodes from the cities of Grenoble, Saclay, Strasbourg and Paris, hence adding a new dimension not captured by our local deployment. The software and networking stack used in the IoT-LAB implementation is very similar to the local testbed, the main difference being the use of the public Internet Protocol version 6 (IPv6) at the IoT-LAB. It is important to emphasize that the IoT-LAB deployment, as the one in our facilities, presents the characteristic IoT phenomena such as packet losses, delays and even packet repetitions, therefore it constitutes an ideal environment to test the effectiveness of the proposed protocol.
Several experiments were conducted at the IoT-LAB setup, the initial values, timer period and neighbors of each agent were determined by a central computer placed in our facilities. The configuration process is automatic and can be summarized as follows: first the manager computer creates a file with the network topology and the initial conditions of the agents, then the file is sent and read by every node in France. The feasible communication graph is random, strongly connected and such that for different experiments the maximum number of neighbors on every node is set remotely. Subsequently the manager sends a flag signal to every agent in France to set a common time reference. Afterwards, the central computer generates three clusters, with approximately the same number of agents. Each cluster has a different average, in particular, the initial momentums of the first cluster are chosen from a uniform distribution between 0 and 33, the second cluster between 33 and 66 and the third cluster between 66 and 100. Hence, the network-wide real average is always close to 50. To emulate different start times, the central computer sends a start signal for the first cluster to run the protocol, after 30 seconds it sends a start signal to the second cluster, and finally after 30 seconds it sends the start signal to the third cluster. The timer period of each node also was chosen randomly from the discrete set 0.5, 1 or 1.5 seconds. While the algorithm is running each node continuously writes a log file with information about its local state for future analysis. The experiment ends when the central computer sends a stop signal after a predefined amount of time in which is expected that the average consensus is reached and each node in France sends back the log file.
Results of one realization are displayed in Figure 6 . The first plot shows the evolution of the momentum of every agent. In the second plot the error variables or the momentum stored in the links of every agent are presented. The third plot shows the elapsed time of all nodes in which an agent does not receive information from a neighbor. Finally, the fourth plot shows the time instant at which the stop signal was applied, locally. These plots are presented so practical issues observed can be explained. In particular, in the first plot showing the evolution of the momentums abrupt jumps of momentum are observed, even though we expected a decaying exponential envelope. A similar behavior can be seen on the second plot in which the errors or momentums stored in the links present the same abrupt jumps, at the same time instants. Furthermore, the fourth plot indicates that, even though the stop signal sent from the central computer was concurrent to every node, the duration of the protocol in France was different. Both, the abrupt changes of the state and the different stopping times, can be explained by delays present in the highly congested network. Thanks to the third graph, the abrupt changes in the momentums can be explained since it indicates that some nodes have to wait longer times to listen a neighbor, when a node finally does so, an abrupt exchange of momentum appears. Once all nodes can listen to its neighbors on a regular basis, the information flows constantly without waiting a long time, but subject to a clear delay.
Regarding convergence, it is observed in the first plot of Figure 6 that the network indeed achieves consensus to the average. Note that, since the three clusters start at different times, agents are trying to converge to local (or partial) averages that change in time with a separation of 30 seconds. After the first start signal the first cluster tries to converge to a number close to 15, after the second start signal two clusters are running the protocol so they try to converge to a momentum of 33, and finally when the third cluster receives the start signal the network tries to converge to the average close to 50. The distinctive feature of this distributed algorithm is its robustness to undesirable, yet pervasive, conditions in IoT environments as asynchronism, packet losses and delays.
In order to illustrate the influence of the graph connectivity on the convergence speed, four experiments are performed where a different number of neighbors per agent is setup. Graphs with 3, 4, 5 and 8 neighbors per agent were setup and tested. Results of one realization of the protocol for each case are shown in Figure 7 . It can be seen that the protocol achieves average consensus in all cases. Furthermore, the convergence speed is larger as more neighbors per agent are present in the feasible communication topology, as we expected. To put the proposed algorithm in context of the current trends on distributed averaging algorithms, the novel state-ofthe-art push-sum-based protocol presented in [26] was tested over the FiT-IoT Laboratory in order to compare its performance against the proposed protocol. It should be noted that the push-sum-based protocol only was simulated extensively in [26] and not tested over a real deployment. In the following, we test this algorithm over a large real network of digital devices with all the practical issues this involves. Results of one realization are shown in Figure 8 , where the second plot presents an internal variable used as denominator of a fraction whose result is the estimated average consensus. In general, from the first plot of the evolution of the momentums it can be seen that the push sum-based protocol tends to achieve average consensus; yet at the end it fails since some nodes move away from the average near the end of the experiment, thus average consensus in the sense of Definition 1 is not achieved.
Several realization were conducted for the push-sum-based protocol experiments and the same undesired behavior was observed. The explanation is the following. After the stop signal is sent to all the nodes, some do not stop immediately the protocol due to delays, as it is shown in the fourth plot of Figure 8 , so the agents still running continue updating their state without receiving information from its neighbors already off, this implies that the denominator internal variables tend to FIGURE 8. Results for one realization of the push-sum based protocol implemented on the IoT-LAB in France over 285 A8 nodes. It can be seen near the end of the first plot that some momentums become undefined, thus average consensus in the sense of Definition 2 is not achieved.
FIGURE 9.
Results for one realization of the push-sum based protocol implemented on the IoT-LAB in France over 285 A8 nodes when a node never starts the algorithm, which can be deduced from the third plot. The average is not reached successfully.
zero, as it is shown in the third plot of Figure 8 , and consequently the estimated average becomes undefined. This is an intrinsic behavior of the push-sum-based protocol that in this example was causes by delays on the stop signal; however, FIGURE 10. Results for one realization of the gossip based protocol implemented on the IoT-LAB in France over 285 A8 nodes when a node never starts the algorithm, which can be deduced from the third plot. Despite the defective node, the average is reached successfully.
it may occur also if a node cannot receive information from its neighbors during a certain finite period of time. Note that this problem does not happen in the proposed gossip-based protocol since it does not perform updates unless it receives information from a neighbor.
Another practical issue detected is when a node never turns on, i.e., there is a defective node in the network. This anomaly was rather infrequent but appears when the public FiT IoT laboratory was under a heavy load, hence is of practical interest. Figure 9 shows the results for one realization where a node never starts the algorithm for the push-sum based protocol.
Note that Figure 9 shows the same qualitative behavior as the previous results: apparently the push-sum based protocol achieves the average consensus. However, the third plot indicates that some agents never detect the information from a neighbor. By reviewing the results carefully, one can conclude that the values of the consensus were different from the expected average. The explanation is that the updating rules of the push-sum-based protocol relies on the knowledge of the network topology (particularly the number of neighbors) to preserve the total momentum. Hence, if a node never executes the protocol yet it is in the neighbor set for some agents, average consensus cannot be reached. In Figure 10 the same situation is illustrated for a realization of the gossip-based protocol. It can be seen that, despite the defective node, average consensus (without considering the initial momemtum of the defective node) is reached.
VI. CONCLUDING REMARKS
In this work, a robust gossip-based algorithm was designed and implemented to solve the average consensus problem over IoT environments. The proposed protocol is able to deal with packet losses, delays, asynchronism and multi-rate behavior, all of which are pervasive in any IoT deployment. Although the algorithm is gossip-based, it does not suffer from the problem of deadlocks as typical gossip protocols do.
Performance was evaluated in a low-scale IoT testbed and also in a large-scale network with 285 nodes. Experimental results for both static and time-varying communication topologies show that the proposed protocol indeed solves the average consensus problem over IoT environments as long as the communication links are induced indefinitely during the information exchanging process. The proposed protocol was compared against an state-of-the-art push-sum based algorithm which, although it reaches the average consensus in many cases, presents practical issues that makes the estimated consensus value sometimes undefined and even, in other cases, it does not reach the correct average value. In contrast, the proposed gossip-based protocol achieved average consensus in all the evaluated scenarios.
