The speed of quantum random number generators is a major concern for practical quantum applications. However, the bit extraction process limits the final bit rate due to lack of comparably fast electronics. Here we introduce optical scattering as a method to perform optical bit extraction. Scattering is a probabilistic phenomenon and it increases the chaotic behaviour of coherent sources. As a result, it broadens the distribution of photon statistics and makes it super-Poissonian. We show that the raw signal of the sources with super-Poissonian distribution have better randomness compared to Poissonian, indicated by their autocorrelation characteristics. Therefore, the optical bit extraction process allows faster sampling of raw signal without compromising the randomness quality. The use of scattering mechanisms as an entropy source eases the miniaturization of quantum random number generators, it also makes them compatible and adaptable to existing technologies.
Introduction .-The importance of random number generators (RNGs) is increasing day by day, alongside the advancement of technology and science. Nowadays, there is a wide range of applications for random number generators such as computer games, simulations, lotteries, statistics, financial transactions and communication security [1] [2] [3] [4] [5] . For most of these applications, random numbers are required at a high rate [6] . Pseudorandom-number generators, that are based on complex mathematical algorithms, can provide high bit rate. However, they fail to be truly random as there exist algorithms that can examine the pattern of the PRNG and predict the next coming bits.
Quantum Random Number Generators (QRNGs), on the other hand, are proved to be the most secure ones because their entropy source is completely random and unpredictable. There are reports on QRNGs based on Raman scattering [7] , vacuum fluctuations [8] [9] [10] [11] , optical vacuum states [12] [13] [14] [15] [16] [17] , photon arrival time [18] [19] [20] [21] [22] , single photon detection [23, 24] spontaneous emission noise [25] [26] [27] [28] [29] [30] [31] , photon bunching [32] , uncertainty principle [33] , photon number distribution [34, 35] , photon polarization state [36, 37] , mobile phone camera [38] .
Ideal cryptography is based on one-time-pad encryption requires key generation and distribution at the same rate as the data transmission rate [39] . Although it is possible to generate keys at very high rates using optical QRNG, typically the optical signals are converted to electrical signals through detectors for post processing. The post processing rate is around two orders of magnitude slower than the optical signal generation rate [40] . Therefore, it is crucial to have the capability to perform post processing (bit extraction) algorithms optically to achieve the targeted final bit rate.
The random nature of quantum phenomena makes it an appealing candidate for RNGs. Vacuum fluctuations, quantum tunnelling and interference are some of the events that are used in the literature for quantum random number generation. The shot noise based QRNGs are shown to be fast and reliable thanks to their unpredictable entropy source; vacuum fluctuations. Tunnelling or scattering effects also allow fast and reliable creation of quantum random numbers.
The photon statistics of a coherent light source is Poissonian. The scattering of the coherent light by the scattering centers lead the distribution to have a greater variance. Consequently, the distribution turns into a super-Poissonian where the fluctuations in the measured optical intensity have a broader distribution even with the same mean value. The autocorrelation function of the raw signal for a coherent light and scattered light show different lag values for minimum (ideally zero) values. We show that for super-Poissonian the minimum of autocorrelation function occurs at a smaller lag value. This allows a faster sampling rate without compromising the randomness quality.
Experiment . -We classify the light sources based on the variance of their photon distributions. They are categorized into three main types; Poissonian, sub-Poissonian, and super-Poissonian [41] . The super-Poissonian is either chaotic, incoherent, or thermal light. Where the Poissonian distribution is caused by a perfectly coherent light, and the sub-Poissonian distribution is caused by a non-classical light source. Despite the fact that they all share the same mean, the distributions of super-Poissonian and sub-Poissonian look broader and narrower than the Poissonian, respectively.
In the literature, many of the applications have been implemented on the balanced homodyne detection to monitor the quadrature measurements of the quantum vacuum fluctuations. The main reason behind its preferrasion is to remove the effect of the classical noise. However in our case (see Fig.1 ), classical noise wanted to be observed in order to show the dominance of the quantum noise that is why homodyne detection is not preferred. While different scattering sources have different scattering parameters, all result in a broadened distribution of the photon statistics. Fig.2 shows the measured distributions of the light from a coherent laser, scattered light from half-polished silver and unpolished aluminum.
The light from the laser exhibits Poissonian distribution. The random nature of scatterings from a semi-polished silver mirror enhances the chaotic (thermal) characteristics of the light and broadens the distribution. Unpolished aluminum has higher intensity of scattering centers and the roughness of the surface is proportional to the scattering. Therefore the distribution is further broadened. This shows that the chaotic behaviour becomes more dominant with the increased number of scattering centers.
Min-entropy estimation. -One crucial aspect of proving the randomness of a stream of bits is how much entropy it can produce per output bit. The perfect entropy in a system exists only if the number of 0's and 1's is exactly equal in a bit stream. Where each bit can be used as an independent randomness where it resembles a fair coin toss. Min-entropy is the most moderate bound of a functional entropy for a randomness source, where it is not feasible to well quantify the randomness by other entropies such as Shannon Entropy [42, 43] . In order to ensure that the randomness we are extracting is truly quantum, and not just electronic noise, we need to understand each noise source separately. This is necessary to insure the validity of the extracted quantum noise and predict its entropy.
Min-entropy is used to quantify the amount of randomness in the system. Where by using min-entropy we will be able to decide on how many bits to be received from each set of samples. In the process of calculating min-entropy, we will make a few assumptions; that the signal detected by the detector is the sum of two different noises; quantum noise (shot noise) and electronic noise (technical noise) given by X t = X q + X e and that they are both independent of each other [38] . Also that the photon statistic of the quantum signal will follow a Poisson distribution, and that the classical noise will show a Gaussian distribution [41] . The last assumption is the worst case-scenario is that an adversary (Eve) has full knowledge of the classical noise. Both the quantum signal and the classical noise will be digitized as voltage values by an oscilloscope. The formula to calculate min-entropy is:
H ∞ (X) = -log (P[X = x]) (1) where H ∞ (X) is the min-entropy of a probability distribution X on {0,1}, and n is the count of the used bits in digitizing the signal into voltages. And P[X = x] is the probability that the measured voltage V will take place in bin X. Out of 16 bits, we get a min-entropy of 13.45 bits per sample. Which is the maximum entropy an eavesdropper can guess from a random sample of our data. Similar to the total noise. The total variance σ 2 equals the sum of the thermal variance σ e 2 and the quantum variance σ q 2 [44] . According to [41] , you can calculate the shot noise level by using the following equation:
P quantum = 2eR L iΔf (2) Where e corresponds to the modulus of the charge of the electron, R L is the load resistance, i is the photocurrent and Δf as the bandwidth frequency. For a 1 mW power set of samples, the theoretical shot noise is calculated as -69.2 dBm.
There are some limitations in the literature such as the frequency bandwidth and the dead time of the detector [8] . Using 5 GHz frequency bandwidth detectors alleviates the limitation. The lower bound is determined by the min-entropy as it is explained above. In our paper most challenges and limitations originate from classical noise and post processing [40] . In Fig.3 , shot noise is dominant to classical noise so what is left is the post processing part. We created an alternative to that by using scattering as a way to do optical bit extraction. Power spectral density of the signal is measured to guarantee that the quantum fluctuations dominate the electrical noise.
Randomness extraction. -Randomness extraction is a method to elicit a bunch of bits in the shape of a distribution that is almost uniform coming from biased and correlated bits. Originally, the main purpose of these extraction methods was to randomize the data of a weak randomness source more. This purpose is still attracting to be used for the same reason, but recently this method had gained notable importance especially in the field of cryptography and computer science. It is also important because when we smooth the entropy source, Shannon entropy function is maximized. There are different methods in the literature to extract randomness, some use a non-fuzzy randomness extractor as in [45] . Another popular method is entropy hashing method [7, 46] . Some others use Common Chaining Modes [47] , another one is the Permutation Based Extractors [48] .
In this paper, the implemented randomness extraction method is the Linear-feedback shift register (LFSR). It is used to find the shortest linear feedback register which can generate a given finite sequence of digits [49] . LFSRs are also operating as a pseudorandom number generator [50] .
Results. -There exists a few methods to determine the randomness quality of the QRNG. One of them is the autocorrelation function of bit stream as it shows the unpredictability of the next bit from the bit before it.
In order to suppress the effects of electronic noise, we sample our data at a sampling rate of 20 GSamples/s. When the sampling rate is higher, the correlation between the next sampling point is also higher. Hence, to determine the sampling rate the autocorrelation coefficient of the output signal needs to be calculated at assorted sampling frequencies, f s = 1/T s .
The sampling rate of the oscilloscope is 40 GSps, which is much faster than the bandwidth of our detector (5 GHz). Therefore, the signal requires undersampling. The ideal undersampling value can be extracted from the autocorrelation function. The autocorrelations of the samples, shape the primary approximation for the bit sequence quality. The minimum autocorrelation in the signal provides better randomness. If the minimum autocorrelation occurs at small lag values the sampling rate can be faster and therefore a higher final bit rate can be achieved. The autocorrelation function of the scattering comes around zero faster than the direct laser signal (see Fig.4 ), this lag point is used for undersampling. Figure 4 : Autocorrelation functions of the analog signal from the laser directly (blue), after scattering half polished silver surface (black), after scattering of unpolished aluminum (red), after and the laser after digital bit extraction process (green).
For the scattered source the minimum autocorrelation value is much smaller than the analog signal from the laser fluctuations. However, the digital bit extraction (we used LFSR in this work) requires smaller lag value for minimum autocorrelation compared to the optical scattering case. The bit extraction process is used for signal probability equalization and decreased self-correlations. Combining this graph with density functions of these three signals (see Fig.  2 ) it can be concluded that the optical scattering works as a bit extraction process. However, there is still room for improvement on the ideal optical bit extraction process as the digital bit extraction process results in better signal equalization and allows faster sampling rate. The lower value of the autocorrelation function coefficient in scattered data compared to direct laser implies that the higher quality randomness can be obtained with scattering.
Where the direct laser becomes negative at lag 44, half polished silver at 22, unpolished aluminium at lag 15, and after only 2 lag points for the bit extracted laser.
Conclusion. -This paper introduces a technique for a QRNG based on light scattering. The method is used to perform a fast post processing with optical bit extraction.
Many constraints are encountered in the physical production of random numbers; the bandwidth and the deadtime of the detector, classical noise, digitizing of the analog data and the post processing are the big obstacles ahead that slow down QRNG. Our method of using scattering source, proposes a solution for this problem by giving the physical setup the ability to produce data in a flatter and more random.
The photon statistics of thermal and coherent light sources and their scatterings are compared. The sources with super-Poissonian distribution are shown to have better randomness than the Poisson distribution. Moreover, the autocorrelation function of the scattering signal gets around zero in advance compared to the coherent laser signal. The optimal sampling rate is obtained when the undersampling is set as two times of the lag point for the minimum autocorrelation of the scattered signal. The raw signal is digitized and processed optically in order to make an even distribution of bits.
