Abstract-We present a particle filter construction for a system that exhibits time-scale separation. The separation of timescales allows two simplifications that we exploit: i) The use of the averaging principle for the dimensional reduction of the dynamics for each particle during the prediction step and ii) the factorization of the transition probability and the RaoBlackwellization of the update step. Both simplifications can be implemented using the multiscale integration framework. The resulting particle filter is faster and has smaller variance than the particle filter based on the original system. The convergence of the new particle filter to the analytical filter for the original system is proved and some numerical results are provided.
I. INTRODUCTION
The field of dimensional reduction has seen a flourishing in the last decade (see e.g. the reviews in [1] , [2] ), mainly due to i) the realization that many systems of physical interest are more complex than one can handle even with the largest available computers and ii) the fact that for many complex systems the quantities of interest are coarse-scale features. Once a reduced model is constructed, it can be used in conjunction with filtering algorithms, like particle filters [3] , to incorporate information from real-time measurements. If the system under consideration exhibits time-scale separation, the construction of a reduced model and subsequently of a particle filter, is also simplified. In this work we present a particle filter, for a system that exhibits time-scale separation, which exploits this simplification to create a particle filter that is more efficient than the particle filter of the original (large dimensional) system. The particle filter we construct is proved to converge to the analytical filter of the original system.
A strategy for reducing the number of unknowns, in the calculation of a proposal distribution in a sequential Monte-Carlo implementation of a Bayesian filter for nonlinear dynamics, is proposed in [4] . In that work the authors assumed that the dynamics are strongly locally contractive in some directions which are found adaptively. Here we make an alternative assumption. We instead assume that the system exhibits a time scale separation. By this we mean that certain components or modes of the system tend to move very slowly in comparison with the rest of the modes. In particular we are interested in D. Givon are noisy observations of some multiscale Markov process X t at discrete times s 1 , . . . , s N . For a very general definition of a multiscale Markov process see [5] , [6] and [7] . In this presentation we will focus on the case that X t is the solution to a stochastic differential equations with time scale separation (see equation (III.1)). The basic idea, however, can be applied to filtering problems for a wide variety of multiscale Markov process for which fast multiscale integration methods are available (see [7] and the references therein). Loosely speaking, recursive estimation of conditional expectations of the form above can be accomplished in two steps. First, in the prediction step, the system is evolved according to its evolution law. Second, in the update step, the resulting samples of the system are weighted by the likelihood of the next observation given the sample using (I.1). We describe the filtering problem in more detail in the next section. The separation of timescales facilitates the construction of an efficient particle filter in two ways: i) it allows for fast evolution of the system in the prediction step and ii) it allows the integration of the observation weights over the fast modes of the system during the update step.
Step ii) amounts to a Rao Blackwellization of a standard particle filter estimator. Our presentation of the new particle filter starts with a presentation of the standard particle filter for a general Markov process. Then we focus on the case of discretely observed stochastic differential equations with time-scale separation and recall how the averaging principle (see [8] , [6] , [9] ) can be used to construct effective equations for the slow components of the system. The useful consequence of the time-scale separation is that the transition probability for the full system can be approximately factorized into a product of transition probabilities for the slow and fast modes. The resulting approximate marginal density of the slow system can be efficiently sampled by multiscale integration methods (see [10] , [11] ) while the approximate conditional density for the fast variables depends only on the value of the slow variables. For each sample of the slow modes in the system the multiscale integration method can be implemented again to efficiently generate many samples from the approximate conditional density. As explained later, by averaging the observation weights for each sample of the slow modes over the corresponding samples generated from the approximate conditional density and resampling according to these averaged weights, we reduce the variance of the particle filter estimator. Multiscale phenomena have been observed in wide ranging areas of research. For example, empirical evidence from a study of exchange rate dynamics in [12] , suggests the use of stochastic volatility models with both fast and slow time scales. Other examples of sytems with scale separation include chemical reaction systems where there can exist a difference of several orders of magnitude among the different reaction rates (see [13] , [14] , [15] , [16] , [17] ). Similar problems exist in material science (see [18] ) and molecular dynamics simulations (see [19] ) where one is interested in large scale features of the system but this behavior depends critically on the small (and fast) scale motion. An even more challenging problem is that of weather prediction and how to assimilate (through filtering) the vast amount of measurements collected daily around the globe. The weather system exhibits an extremely large range of active scales not necessarily with clear time scale separation (see [20] ). A projection formalism framework, for the construction of reduced models of large systems with or without time-scale separation, has been presented by Chorin and co-workers (see [21] , [22] ).
Many authors have suggested the use of some form of RaoBlackwellization in the context of particle filtering (see [23] , [24] , [25] , [26] , [27] , [28] for example). The distribution of the underlying Markov process given current and past observations can always be factored into a posterior marginal distribution for some set of (in our case slow) variables and a posterior conditional distribution for the remaining (in our case fast) variables. Rao-Blackwellization requires that expectations with respect to the resulting posterior conditional distribution can be carried out exactly. In the case that the posterior conditional distribution can be sampled, the Rao-Blackwellization procedure can be approximated by Monte Carlo averaging over these samples. As discussed in detail later, the separation of scales assumption made in this paper allows an approximate factorization of the posterior distribution in which samples from the posterior conditional distribution can be easily and efficiently generated. While our assumption on the system clearly restricts the class of possible applications, another advantage of our setup is that the posterior conditional distribution of the unresolved variables is allowed to be quite general (for example very non-Gaussian).
A method closely related to the one presented here was recently proposed in [29] . There is, however, a crucial difference. In [29] it is assumed that the observation function depends only on the slow modes in the system. Here we allow for general observations. While this may seem at first to be mearly a generalization, it is in fact central to the utility of our algorithm. The method proposed here is designed to not only improve the efficiency of the evolution step of a particle filter, but also to reduce the number of particles required to achieve a given accuracy. It is precisely because our method averages the observation weights over the fast modes of the system that we achieve a reduced variance estimator. This is the Rao Blackwellization component of the algorithm.
We are interested in the computational implementation of the filter problem. Convergence results in the weak sense, for singularly perturbed nonlinear problems with continuous-time observations are given in [30] . Those results focus on the analytical filter of the underlying processes.
The paper is organized as follows. Section II recalls the well known particle filter construction for a general Markov process which is observed through noisy observations at a discrete set of instants. Section III presents our approach for the construction of a particle filter for a system that has a separation of time-scales. Section III-A discusses how the presence of a separation of time-scales can lead to a construction of a reduced model for the slow components of the system and how it allows the Rao-Blackwellization of the filtering step. It also includes a particle filter construction which is based on the assumption that the reduced model can be constructed analytically and the Rao-Blackwellization of the filtering step can be performed analytically. Section III-B contains the main algorithm, which approximates the particle filter presented in Section III-A when the necessary calculations cannot be performed analytically. Section IV contains the proof that the approximate particle filter of Section III-B converges to the particle filter for the original system. Section V contains numerical results for a toy system. Finally, Section VI contains a discussion of the algorithm and of the results.
II. THE FILTERING PROBLEM AND PARTICLE FILTERS
We start by formulating the filtering problem. Assume that x t is a d-dimensional Markov process (e.g. satisfying a d-dimensional system of SDEs) with transition probability Q ∆s (x, dx ) where Q 0 (dx) is a known distribution on R d . We assume for notational convenience, that the process is autonomous. The process x t is usually called the hidden signal. Assume, also, that we have noisy discrete observations at N regularly spaced times of length ∆s = s k − s k−1 for k = 1, . . . , N where s 0 = 0 and s k the time of the i-th observation. The observations satisfy,
where the χ k are i.i.d random variables, independent of x, and for all x the variable Z = G(x, χ) admits a density z → g(x, z) which is known. Let 1 : k denote the sequence {1, . . . , k} for k = 1, . . . , N . The filtering problem consists of computing the conditional expectations
where f belongs to some reasonable family of functions. The quantities Π k f constitute the filter (called the analytical filter).
The conditional expectation Π k f can be written as
where stands for integration over the variables x s0 , x s1 , . . . , x s k . Let H k be the kernels,
The filter (II.1) can be written recursively as
Usually, the integrals in (II.3) cannot be computed analytically. A particle filter [31] , [3] is an approximation to the analytical filter (II.3). In its simplest form, particle filter consists of the following steps:
Algorithm II.1 Standard particle filter.
. . , n from Ψ n k , and go to Step 2. We stop at the end of step N , and our approximation of Π k f is,
III. FILTERING FOR SYSTEMS WITH TIME-SCALE SEPARATION

A. Scale Separation and Rao-Blackwellization
Many problems in the natural sciences give rise to systems with time-scale separation. These systems represent a challenge for numerical simulations. For example in molecular dynamics simulations femtoseconds timesteps are required to integrate the fastest atomic motions, while the object of interest is of orders of microseconds or longer. In the past four decades systems with scale separation have been the focus of extensive research within the framework of the averaging principle. The separation of scales is utilized to derive an effective model for the slow components of the system. While the averaging principle and its resulting effective dynamics provide a substantial simplification of the original system it is often impossible or impractical to obtain the reduced equations in closed form. This has motivated the development of algorithms such as multiscale integration methods described in the next section.
In this work we focus on d-dimensional systems of stochastic differential equations with multiple time scales (see [9] Chapter 7). As mentioned in the introduction, the ideas that we will discuss can be applied to filtering problems for a wide variety of multiscale Markov process for which fast multiscale integration methods are available (see [7] ). Let (x t , y t ) be a solution of the system
The hidden variable (x t , y t ) is a Markov process with transition probability Q ∆s ((x, y),
. The x t variables evolve on a O(1) time-scale (the macro time-scale), and the y t variables evolve on an O( ) time-scale (the micro time-scale). As above, we have noisy discrete observations,
where the χ k are i.i.d variables, independent of x, y, and for all x, y the variable Z = G(x, y, χ) admits a density z → g(x, y, z) which is known.
The standard approach to this filtering problem (see [32] ) is to use an easily sampled approximation Q ,δt ∆s ((x, y) , (dx , dy )) of the transition probability Q ∆s ((x, y), (dx , dy )) where the discrete time step δt is of scale comprable to . If one is interested in the evolution of the system over O(1) time scales then one must evolve the system for O( 1 ) steps, which can be very costly for systems with large scale separation. Even if we have the exact transition probability, Q ∆s ((x, y), (dx , dy )), and not an approximation of it, the filtering problem can be very costly if the dimension of the system is large. Particle filters can become inefficient when applied to a high dimensional system and a prohibitively large number of samples may be required to approximate the underlying distributions with sufficient accuracy. Thus, the filtering problem for high dimensional systems of SDEs with time-scale separation presents two challenges: i) the need to reduce the required number of particles (ie. variance reduction) and ii) the need to accelerate the evolution of each particle.
In this section we show how the averaging principle and Rao-Blackwellization can be used to reduce the computational effort for each particle and the number of required particles. The method we discuss assumes that the Rao-Blackwellization and the construction of the dimensionally reduced model can be performed analytically. Unfortunately, this is rarely the case. In the next section, we show how the multiscale integration framework can be used to implement our approach when we are not able to perform the Rao-Blackwellization and the construction of the reduced model analytically.
Under appropriate assumptions (see Section IV), the averaging principle dictates that as → 0
The averaged coefficientā is given bȳ
where µ x (dy) is the invariant measure induced by (III.1b) with x variables fixed. In terms of the transition probability notation we have that when is small, the transition probability over the time interval ∆s, Q ∆s ((x, y), (dx , dy )) can be approximatly factored as
whereQ ∆s is the transition density for the averaged system, (III.2). Markov process with time-scale separation. We can define the kernel for the averaged system bȳ
Knowledge of µ xs k (dy) allows one to integrate out y (this is the Rao-Blackwellization step) and write this same kernel in another form,
We can use the definition above for the kernel of the averaged system to define a recursive filter for the averaged system, similar to the one in (II.3). Moreover, the two forms above, (III.5) and (III.6), suggest two different particle filter approximations. The first is a standard particle filter for the system, Algorithm III. 
. . , n from Ψ n k , and go to Step 2. We stop at the end of step N , and our approximation of
The second is a Rao-Blackwellized version of the filter above.
Algorithm III.2 Rao-Blackwellized particle filter corresponding to (III.6).
a) Calculate the weights,
[µg] (x k j ).
4)
Define the probability measure
Since the y components of the resampled particles after step 4 are not used in step 2, we can, in practice, resample from the lower dimensional density
The two procedures give equivalent estimates and differ only in efficiency. The choice in step 4 is convenient for the analysis in section IV. Usually,Q ∆s (x, dx ) is not available analytically for a general system. Thus, in practice, we must replaceQ ∆s by, for example, the transition probability kernel for the EulerMaruyama scheme with step size ∆t,Q ∆t ∆s . Of course to apply the Euler approximation to (III.2) we have to assume that we can exactly evaluate averages with respect to µ x . The removal of this assumption will be addressed in the next section.
It is shown in [25] that, under appropriate assumptions, both of the above filters satisfy Central Limit Theorems and that the asymptotic variance of the estimator produced by Algorithm III.2 is less than the asymptotic variance of the estimator produced by Algorithm III.1. In the next section we will construct an approximation to the estimator generated in Algorithm III.2 and in Section IV we will show that a similar result holds for the asymptotic variance of the new estimator in an appropriate limit.
B. Implementation of the multiscale integration for the reduced particle filter
In the particle filter construction of the previous section we used the fact that we can average over the invariant measure induced by the fast variables. This is usually impossible since the invariant measure is unknown or because integration cannot be performed analytically. We will demonstrate that to overcome this problem one use multiscale integration schemes (see [10] , [11] ). In the following description we will be discussing specifically multiscale integration schemes of the form studied in [33] and [34] . Let ∆t be a fixed time step, and X k,l be the numerical approximation to the coarse variable, x from the previous section, at time t k,l = s k + l∆t (recall s k is the k-th observation time). Assume for simplicity that L = ∆s ∆t is an integer. Inspired by the limiting equation (III.2), X k,l is evolved in time by an Euler-Maruyama step,
for l = 0, . . . , L − 1, where ∆W t k,l are Brownian displacements over a time interval ∆t. We refer to (III.8) as the macro-solver, or macro integrator, and we denote its transition probability byQ ∆t,δt,M ∆s (x, dx ). Notice that with this notation
The function A(X) approximatesā(x), introduced in the previous section, which is the average of a over an ergodic measure. The ergodic property implies that instead of ensemble averaging we can use time averaging over trajectories of the rapid variables with fixed x. Since, by assumption, this average cannot be performed analytically, it is approximated by an empirical average over short runs of the fast dynamics. These "short runs" are over time intervals that are sufficiently long for empirical averages to be close to their limiting ensemble averages, yet sufficiently short for the entire procedure to be efficient compared to the direct solution of the coupled system.
Thus, given the coarse variable at the k, l-th time step, X k,l , we take some initial value for the fast component Y k,l,0 , and solve (III.1b) numerically with step size δt and x = X k,l fixed. We denote the discrete variables associated with the fast dynamics at the k, l-th coarse step by Y k,l,m , m = 0, 1, . . . , M. The numerical solver used to generate the sequence Y k,l,m is called the micro-solver, or micro-integrator. The simplest choice is again the Euler-Maruyama scheme,
where ∆V k,l,m are Brownian displacements over a time interval δt. In this equation X k,l is a parameter in Y k,l,m+1 though this will not be explicitly written. Since we assume that the dynamics of the y variables is ergodic, we may choose Y k,l,0 = Y k,l−1,m for all k and l. For convenience however, we will set Y k,l,0 = 0. As for the X variables, our notation implies
The existence, under appropriate assumptions, of an invariant measure, µ δt x , of the numerical scheme (III.9), follows from results in [35] , [36] . The measure µ δt x is an approximation to µ x . This suggests estimating the functionā by
Since we will frequently encounter this form of trajectory averaging in the sequel, we define the symbol
where h is some function defined on R dy . We will henceforth omit from our notation, the dependence of S M h on the variables (y 1 , . . . , y m ). Equations (III.8), (III.9), and (III.10) define the multiscale integration scheme.
Suppose that the joint distribution of Y k,l,m given that
where the subscript x on the expectation emphasizes the dependence of the random variables Y k,l,m on the parameter x. By using trajectory averages over the fast dynamics to approximate integrals over µ x of the observation density as well as the coefficientā we can define a particle filter which approximates the Rao-Blackwellization step of the previous section. The following kernel is an approximation of expression (III.6),
The next particle filter, defined in the folling algorithm, corresponds to (III.11) and differs from Algorithm III.2 in that we evolve the particles according toQ 
c) Calculate
Define the probability measure Ψ n k on R d with density
As for the previous algorithm, the two procedures give equivalent estimates and differ only in that the work required for the resampling step using (III.12) will scale with n instead of nM 
IV. CONVERGENCE
In this section we study the convergence of the particle filter presented in the last section to the analytical filter of the system (III.1). This is accomplished in two steps. First, we prove the convergence of the analytical version of our filtering scheme,Π ∆t,δt,M and the original analytical filter Π . Next, we apply a standard convergence result for particle filters to show that the error in our method converges as
where e is a function that can be made arbitrarily small by an appropriate choice of the parameters , ∆t, δt, and M.
Recall that we denote the transition kernels of the full system (III.1), the averaged system (III.2), and the multiscale integration scheme (III.8), by Q ∆s ,Q ∆s , andQ ∆t,δt,M ∆s , respectively. We start by describing the auxiliary models. Let H k be the filtering kernel corresponding to the original system (III.1). LetH k be the kernel defined in (III.5). LetH ∆t,δt,M k be the kernel defined in (III.11). The corresponding analytical filters will be denoted by Π k ,Π k , andΠ ∆t,δt,M k , respectively. We will demonstrate the convergence in the case that the measures Π k ,Π k , andΠ
for functions on R dx and
for functions on R dx × R dy where |·| denotes the Euclidean norm. Throughout, f (x, y) is assumed to be a bounded function in C 4 P with bounded first derivatives. We will also use the notation |f | ∞ = sup Assumption IV.3 For some γ > 0, independent of x,
for all y ∈ R dy .
Assumption IV.4 For some η > 0, independent of x,
We make one additional assumption about the filtering problem.
Assumption IV.5 The observation density g is in C 4 P and is bounded with bounded first derivatives.
Our first goal is to show that the difference
can be made arbitrarily small by a suitable choice of , ∆t, δt,and M. To accomplish this we decompose
and show that the two terms on the right can be made small.
The result will follow from the following lemmas.
Lemma IV.1 Fix an integer N and for k ≤ N, consider a filter Π k and a sequence of filters Π m k given recursively by
where 
Proof: The proof is by induction on k. The k = 0 case is trivial. Assume that (IV.2) holds for k − 1. Write
For any bounded function h we have
The second term goes to zero with m by assumption (IV.1) and the dominated convergence theorem since |H
For the first term on the right we have
Since |H m k h| ∞ ≤ |gh| ∞ , the inductive assumption and the dominated convergence theorem imply that this term goes to zero as well.
We also have that |Π m k f | ≤ |f | ∞ . Thus both terms on the right side of (IV.3) go to zero as m goes to infinity.
An application of the theory of averaging for multiscale Markov processes yields, Lemma IV.2 For all x ∈ R dx and y ∈ R dy ,
as goes to zero.
Proof: This follows from the averaging theorems in [5] and [6] .
The following lemma shows that the difference between averages with respect to the transition density of the averaged system and the multiscale integration scheme can be made small.
Lemma IV.3
For all x ∈ R dx and y ∈ R dy ,
as ∆t, δt, go to zero and M δt goes to infinity.
Proof: This follows immediately from Theorem 4.8 in [34] .
A simple application of the previous lemma yields,
as ∆t and δt go to zero and M δt goes to infinity. Proof: By definition,
We start with the first term on the right hand side. We integrate out the y variable by using µ x :
For every z, the smoothness of µ x (dy) implies that the functionf (x , z) = µ x (dy )g(x , y , z)f (x , y ) has the same regularity properties as the function f (x, y) [37] . By Lemma IV.3, we get
Lemma 4.4 in [34] implies that for each ∆t,
as δt go to zero and M δt goes to infinity.
We now bound the error due to the Monte Carlo estimation of the filterΠ ∆t,δt,M k . Let Ψ ∆t,δt,M,n k be the probability measure defined by Algorithm III.3.
Lemma IV.5 For any k there exists a constant c k such that,
Proof: The result follows from a simple modification of the proof of Theorem 1 in [38] .
Combining all of the above lemmas we have
Furthermore, for , ∆t, and δt small enough and M δt large enough,
Proof: The expression for σ 2 ( ) follows directly from Proposition 2 in [25] . The expression for σ 2 (∆t, δt, M ) follows from the argument in the proof of Proposition 2 in [25] with only trivial modification.
As goes to zero,
and as ∆t and δt go to zero and M δt goes to infinity,
Formula (IV.6) is the expression for the asymptotic variance of the standard particle filter for the averaged system (Algorithm III.1) and formula (IV.7) is the expression for the asymptotic variance of the Rao-Blackwellized particle filter (Algorithm III.2) for the averaged system. Thus by Proposition 2 in [25] , we have that for , ∆t, and δt small enough and M δt large enough,
V. NUMERICAL RESULTS
We present a simple numerical example which demonstrates the variance reduction obtained through our algorithm. Consider the system given by,
The observations satisfy,
where χ ∼ N (0, 0.01). We set the parameter which controls the time-scale separation to = 10 −2 and the number of particles n for the particle filter to n = 100. We compare our particle filter with the particle filter proposed in [32] . This is a standard particle filter as described in Algorithm II.1 with Q k replaced by an Euler-Maruyama scheme approximation. We filter (V.1) every 1 unit of time, for a total of 10 time units. In order to solve the filtering problem using [32] we evolve (V.1) by using the Euler-Maruyama scheme with step size δt = 10 −4 . In order to solve the filtering problem using the multiscale particle filter III.3 we evolve the reduced system (III.8) with the Euler-Maruyama scheme with step size ∆t = 10 −2 . For each step of the macro-solver (III.8) we use M = 100 steps of the micro-solver (III.9).
In order to compute the variance of the estimator we fix observation values at z 1 = · · · = z 10 = 0. Fixing the values for the observations allows an accurate estimate of the particle filter variance (for the fixed observation values). This particular choice of observation values also implies that E [X k |z 1 , . . . , z k ] = 0 for all k. Thus we can easily evaluate the accuracy of our method. This is important, since we are actually filtering an approximate system. We run the particle filters (both the multiscale particle filter and the full particle filter [32] ) 10 3 times (each time with 100 particles) and average. The results are given in Figure 1 . As can be seen, the multiscale particle filter is as accurate as the full particle filter. At the same time, the variance of the full particle filter is more than double the variance of the reduced filter.
Consider the number of times the drift coefficient functions (4 x t − (y t ) 3 or (x t − y t )) need to be evaluated for each particle. For one unit of time, the reduced filter requires 100 × 100 = 10000 steps of the micro-solver. In addition, it requires 100 steps at every observation instant in order to perform the Rao-Blackwellization step. Thus the total number of drift coefficient evaluations per particle for one iteration is 100+10000+100 = 10200. On the other hand the standard particle filter requires 2*(10000)=20000 coefficient evaluations per particle for one iteration. If we also consider the number of evaluations of an objective function f and the observation function g, the multiscale particle filter requires 10200+200= 10400 function evaluations per particle per iteration while the standard particle filter would require 20002 function evaluations per particle. Thus, for this example the multiscale particle filter has a slight efficiency advantage. As indicated by Fig.  1 , the multiscale particle filter also appears to have about half the variance of the standard particle filter. The approximations to the conditional expectations E [X k |z 1 , . . . , z k ] = 0 are also plotted for the two methods. It is important to note that as → 0 discretization of the system (V.1) would require smaller and smaller time steps. Thus the computational advantage for the multiscale particle filter becomes extreme in this limit.
VI. CONCLUSIONS
We have presented an algorithm that combines dimensional reduction and approximate Rao-Blackwellization to create an efficient reduced variance particle filter for systems that exhibit time-scale separation. We tested the algorithm on a system that has large time-scale separation and the results are encouraging.
We constructed the particle filter as a numerical scheme to run on a computer. As such, when we evolve the fast variables we assume that the slow variables are kept fixed. Nevertheless with minor modifications we can use the same particle filter for more general cases. If one cannot fix the slow variable the particle filter will still be valid but this will introduce another error term. Moreover one can still use our particle filter even when the transition kernel of the system (III.1) can be sampled and the observation density g can be evaluated but one does not actually know the form of the right hand side of (III.1) or of g. In that case a modification of the microscopic solver can be used to estimate the right hand side of (III.1a). In both cases the time-scale separation ensures that the slow variable does not deviate much from its initial value, while at the same time the fast variable explores the entire fast space.
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