A new interconnection network for massively parallel computing is introduced. This network is called an Optical Multi-Mesh Hypercube (OMMH) network. The OMMH integrates positive features of both hypercube (small diameter, high connectivity, symmetry, simple control and routing, fault tolerance, etc.) and mesh (constant node degree and scalability) topologies and at the same time circumvents their limitations (e.g., the lack of scalability of hypercubes, and the large diameter of meshes). The OMMH can maintain a constant node degree regardless of the increase in the network size. In addition, the exibility of the OMMH network makes it well-suited for optical implementations. This paper presents the OMMH topology, analyzes its architectural properties and potentials for massively parallel computing, and compares it to the hypercube. Moreover, it also presents a three-dimensional optical design methodology based on free-space optics. The proposed optical implementation has totally space-invariant connection patterns at every node, which enables the OMMH to be highly amenable to optical implementation using simple and e cient large space-bandwidth product space-invariant optical elements.
Introduction
It has become very clear that signi cant improvements in computer performance in the future can only be achieved through exploitation of parallelism at all machine design levels 1]. On the architectural side, communication among the elements of a high-performance computing system is recognized as the limiting and decisive factor in determining the performance and cost of the system 2, 3]. In recent years, there have been considerable e orts in the design of interconnection networks for parallel computers. Two of the most popular point-to-point interconnection networks for parallel computers today are the binary n-cube, also called the hypercube, and the mesh interconnection networks. Several companies, including NCUBE, Connection Machine Inc., FPS, Intel, and Ametek, are currently selling parallel machines based on the hypercube topology 1]. In a binary n-cube we have N = 2 n nodes each of degree n, where the degree of a node means the number of nodes directly connected to it. A node in this paper could be a processing element (PE), a memory unit, or a switch. The attractiveness of the hypercube topology is its small diameter, which is the maximum number of links (or hops) a message has to travel to reach its nal destination between any two nodes. For a binary n-cube network the diameter is identical to the degree of a node n = log 2 N. Each node is numbered in such a way that there is a one binary bit di erence between any node and its log 2 N neighbors that are directly connected to it. This property greatly facilitates the routing of messages through the network. In addition, the regular and symmetric nature of the network provides fault-tolerance.
However, a major drawback of the hypercube network is its lack of scalability, which limits its use in building large size systems out of small size systems with little changes in the con guration. Among important parameters of an interconnection network of a multicomputer system are its scalability and modularity 2, 3] . Scalable networks have the property that the size of the system (e.g., the number of communicating nodes) can be increased with minor or no change in the existing con guration. Also, the increase in system size is expected to result in an increase in performance to the extent of the increase in size. As the dimension of the hypercube is increased by one, one more link needs to be added to every node in the network. In addition to the changes in the node con guration, at least a doubling of the size is required for the regular hypercube network to expand and to remain as a hypercube.
The second interconnection network that has been extensively studied is the mesh. Mesh networks are easily implemented because of the simple regular connection and small number of links (four) per node. Due to the constant node degree, the mesh network is highly scalable. With a network size of N nodes, the minimal incremental size is approximately N 1=2 for the perfectly balanced network.
However, the mesh network also su ers from a major limitation which is its large diameter (N 1=2 for an N-node network). Moreover, a relatively small portion of algorithms for scienti c and engineering problems e ciently ts the mesh topology.
On the technological side, optics, owing to its inherent parallelism, high spectral and spatial bandwidth, and low signal crosstalk, possesses the potential for a better solution to the communication problem in parallel and distributed computing 4, 5, 6, 7, 8] . Recent studies have shown that free-space optical interconnects provide far better communication bandwidth and power dissipation for su ciently long connection paths than possible with VLSI technology 9, 10] . There have already been considerable e orts in designing optical interconnection networks 5, 7, 11, 12, 13, 14, 15, 16] . However, optical implementations of these networks often require the use of space-variant optics, which often results in low interconnection densities, and requires complex optical (active) components 17]. The degree of space-variance determines the complexity and regularity of an interconnection network 17, 7] . A totally space-invariant system has a very regular structure where all the nodes have the same connection patterns which consequently lower the design complexity. There is a fundamental trade-o between the space-bandwidth product (SBWP), the total degree of freedom in an optical interconnect (the space is considered the cross section area and the bandwidth is the highest spatial frequency handled by the system), and the degree of space-variance. A totally space-invariant system has minimal SBWP requirements, whereas a totally space-variant system has extensive SBWP requirements. Also, totally space-invariant systems are much easier to implement than totally space-variant systems.
Motivated by these limitations, we have explored a novel network topology, called Optical MultiMesh Hypercube (OMMH), which combines advantages of both the hypercube (small diameter, high connectivity, symmetry, simple control and routing, fault tolerance, etc.) and the mesh (constant node degree and scalability) topologies, while circumventing their disadvantages (lack of scalability of the hypercube, and large diameter of the mesh). We have also developed a three-dimensional (3-D) optical implementation for the OMMH. The distinctive advantages of the proposed design methodology include: (1) an e cient and scalable interconnection network, (2) better utilization of the SBWP of optical imaging systems, (3) full exploitation of the parallelism of free-space optics, (4) simple optical implementations because of the use of large SBWP space-invariant optical elements, (5) cost-e cient implementations because the beams which will be directed orthogonal to the device plane would share the same set of imaging optics for interconnects, and consequently, the cost of the optical hardware would be shared by a large amount of communicating elements, and (6) compatibility with the emerging two-dimensional (2-D) optical logic and switching, and opto-electronic integrated circuit (OEIC) technologies.
The rest of the paper is organized as follows. Section 2 introduces the OMMH network and its architectural properties. Section 3 presents the proposed (3-D) optical implementation methodology. Section 4 describes possible optical hardware and settings of the physical implementation of the OMMH network. Section 5 concludes the paper.
2 Optical Multi-Mesh Hypercube Networks
De nition of OMMH Network
An OMMH is characterized by a triplet (l; m; n), where l represents the row dimension of a fournearest-neighbor-connected mesh, m the column dimension of the mesh, and n the dimension of a binary hypercube. The total number of nodes in (l; m; n)-OMMH is l m 2 n . An address of a node consists of three components: (i; j; k), where 0 i < l, 0 j < m, 0 k < 2 n , and i; j; k are integers. The rst two components, i and j, represent the address of the node in a mesh, and the last component, k, represents the address of the node in a hypercube. Connection rules of the (l; m; n)-OMMH, for two nodes (i 1 ; j 1 ; k 1 ) and (i 2 ; j 2 ; k 2 ), are as follows: in this paper, abstractions of processing elements or memory modules or switches. Both ends of mesh links, dashed lines, are connected for wrap-around connections of the mesh if they have the same labels. The size of the OMMH can grow without altering the number of links per node by expanding the size of the mesh; for example, by adding 3-cubes on the perimeter of the mesh in Figure 1 . This feature allows the OMMH to be scalable. More discussion on the scalability issue will follow in subsection 2. Figure 1 looks like a 3-cube-clustered 4 4 mesh. An interesting isomorphic network is shown in Figure 2 . The same network is redrawn as a 4 4 mesh-clustered 3-cube. Depending on the problems at hand, the OMMH can be con gured as mesh- 
OMMH Network Properties 2.2.1 Message Routing in OMMH
The distributed routing scheme for the OMMH network gives many alternative paths between any two nodes. For an (l; m; n)-OMMH network, let the addresses of two arbitrary nodes S and T be (i s ; j s ; k s ) and (i t ; j t ; k t ), respectively, where 0 i s < l, 0 i t < l, 0 j s < m, 0 j t < m, 0 k s < 2 n , and 0 k t < 2 n . The message routing scheme from S to T is that of an n-cube network or that of an l m mesh network or a combination of the two depending upon the relative locations of the nodes.
1. Routing within a hypercube: if i s = i t and j s = j t , then S and T are within the same hypercube.
The routing scheme for this case is exactly the same as that of the regular n-cube network 18].
2. Routing within a mesh: if k s = k t , then S and T are within the same mesh. The routing scheme for this case is exactly the same as that of the regular l m mesh network 19].
3. Routing through meshes and hypercubes: if none of the above two cases is true, S and T share neither a hypercube nor a mesh. The routing scheme for this case is rst to use the hypercube routing scheme until the message arrives at the same mesh where T resides, and then to use the mesh routing scheme for the message to arrive at T. Or the mesh routing scheme can rst be applied to forward the message to the same hypercube where T resides, and then the message can reach T using the hypercube routing scheme. We can also mix the hypercube and the mesh routing until the message is forwarded to the same hypercube or to the same mesh where T resides, and then we can forward the message to T using the hypercube or the mesh routing scheme, respectively.
The OMMH is less sensitive to performance degradation due to faults in links or nodes because the routing scheme in the OMMH has no preferred path, meaning all alternative paths have the same number of hops between any two nodes. This is an important advantage over other networks which have preferred paths such as Hypernet 2], Enhanced hypercube 20], or Extended hypercube 21].
Diameter and Link Complexity
The distance between two nodes in a network is de ned as the number of links connecting these two nodes. The diameter of a network is de ned as the maximum of all the shortest distances between any two nodes. The diameter of the network is of great importance since it determines the maximum number of hops that a message may have to take. For two extreme cases, the diameter of a linear array with N nodes is (N ? 1) while that of a completely connected network is unity. An l m four-nearestneighbor mesh has diameter (bl=2c + bm=2c) if the mesh has wrapped-around connections, otherwise (l+m?2). The diameter of a hypercube with N nodes is log 2 N. Thus, the diameter of (l; m; n)-OMMH is (l +m+n?2) if the mesh does not have wrapped-around connections, otherwise (bl=2c+bm=2c+n). Link complexity or node degree is de ned as the number of links per node. The higher the link complexity, the greater is the hardware complexity and, consequently, the cost of the network. The node degree of a hypercube with N nodes is log 2 N and that of (l; m; n)-OMMH is (n + 2) or (n + 3) for outermost nodes, (n + 4) for inner nodes if the mesh does not have wrapped-around connections. An (l; m; n)-OMMH with the wrap-around mesh has (n + 4) links at every node. N is equal to (l m 2 n ) if the hypercube and the OMMH have the same network size. A comparison of diameters should be accompanied by a comparison of link complexity, because a higher connectivity resulting from a higher link complexity is expected to lead to smaller diameters. Since one link implies one physical path, electrical or optical, between two nodes, the OMMH network is cost-e cient compared to the regular hypercube network in terms of hardware requirement.
Communication E ciency
The average message distance in a network is de ned as the average number of links that a message should travel between any two nodes. It plays a key role in determining the queueing delay in a computer network 22]. In general, as the number of links per node increases, the average message distance decreases. In order to obtain a realistic comparison between di erent networks with di erent link complexity, some normalization should be made. For this purpose, it is assumed that the communication bandwidth available at a node is constant. As a consequence, the available communication bandwidth per link at a node decreases as the number of links at a node increases. In this context, the normalized average message distance was proposed as the average message distance multiplied by the number of links at the node 3]. This normalization is practical since, with no limits on the number of links, a completely connected network whose average message distance is unity could be designed. Thus, the above assumption is based on the fact that there are physical limitations in the number of pins and in the amount of power available to drive communication lines. Figure 3(d) plots the normalized average message distances against the network size of the hypercube and the OMMH, assuming that the message tra c is globally uniform; that is, the probability of a message being sent from any node to any other node is the same for all pairs of nodes. If the message tra c is globally uniform, the normalized average message distance of the OMMH with the xed mesh size is no more than that of the regular hypercube.
However, it seems reasonable to assume that an e cient and realistic multicomputer system will show much heavier tra c over short distances than over long communication paths since tasks which can be partitioned into smaller subtasks would usually be assigned to neighboring processors. To characterize the locality of messages in multicomputer systems, the Threshold Model and the Geometric Distribution Model have been suggested and used to show performance of computer networks 2, 3]. The threshold model assumes that a fraction of all message destinations is uniformly distributed within some distance (threshold) of the source. The remaining destinations are uniformly distributed over the entire network.
The geometric distribution model is de ned as follows. For every source S, the nodes of the network are divided into regions R 1 ; R 2 ; of increasing distance from S. A fraction of all messages is destined for region R 1 of S, of the remaining messages go to region R 2 , and so on. Within each region, the distribution is uniform. Figure 4 (a) shows the normalized average message distance of localized messages using the threshold model of 8-link threshold and Figure 4(b) shows the the normalized average message distance using the geometric distribution model where each region is 4-hop wide. We compare normalized average message distances of the hypercube and the (l; m; n)-OMMH when the two networks have the same number of nodes. With N nodes as the network size, the dimension of the hypercube is log 2 N and l m 2 n nodes in the OMMH must be equal to N. The size of the mesh in the OMMH is chosen as square as possible. Figure 4 (a) indicates that as the message tra c becomes more localized, the network size within which the normalized average message distance of the (l; m; 10)-OMMH is shorter than that of the hypercube increases, where (l; m; 10)-OMMH means that the size of the hypercube in the OMMH is xed and the size of the mesh is changed to have the same network size. Figure 4 (b) reveals that, with the geometric message distribution model, the increase of the normalized average message distance of the OMMH with constant cube with respect to the growth of the network size is negligible (constant in the graph) while that of the hypercube grows logarithmically with respect to the network size. This implies that the OMMH can be scaled up with little increase in the normalized average message distance. 
Architectural Considerations 2.3.1 Scalability
Scalable networks have the property that the size of the system (e.g., the number of communicating nodes) can be increased with nominal change in the existing con guration. Also, the increase in system size is expected to result in an increase in performance to the extent of the increase in size. As the dimension of the hypercube is increased by one, one more link needs to be added to every node in the network. In addition to the changes in the node con guration, at least a doubling of the size is required for the regular hypercube network to expand and remain a hypercube. This implies that the regular hypercube does not allow an incremental expansion of small sizes. Thus, the regular hypercube network is not scalable according to the above de nition. We should note that the regular hypercube network may be scalable at a greater cost. Moreover, it is not modular 2, 3]. The lack of scalability and modularity have limited the application of the hypercube topology to large-scale high-speed data transmission systems despite the many other advantages it possesses. This major limitation has motivated us to develop a new network topology that not only retains the many attractive properties of the hypercube network but also provides scalability. As can be seen in Figure 3(b) , the OMMH with a constant cube as a basic building block has a constant node degree, which means that the size of the OMMH is ready to be scaled up by expanding the size of the mesh without a ecting the link complexity (number of links per node) of existing nodes as is the case in expanding the size of the hypercube network. However, we cannot just add one node to the OMMH.
For an (l; m; n)-OMMH, we need to add at least l 2 n nodes (if l < m) to have perfectly balanced mesh.
In addition, in Figure 4 (b), the normalized average distance of the OMMH under geometric message distribution remains constant as the network size grows. This implies that the OMMH can be scaled up without increasing the normalized average distance. On the contrary, the regular hypercube can only be scaled up with logarithmic increase in the normalized average distance.
Fault Tolerance
As the number of components in a system grows, the probability of the existence of faulty components increases. For a large-scale system, we cannot always expect that all components in such a system are free from failures. However, we need to expect such a system to continue to operate correctly in the presence of a reasonable number of failures. Due to the concurrent presence of meshes and hypercubes in the OMMH, rerouting of messages in the presence of a single faulty link or a single faulty node can easily be done with little modi cation of existing fault-free routing algorithms.
In the OMMH, any single faulty link or any single faulty node can be bypassed by only two additional hops as long as that particular node is not involved in the communication, namely, the node is neither the source nor the destination for any message. This can be proved as follows. As discussed in subsection 2.2.1, a message in the OMMH is routed using a mesh routing function if both the source and the destination of the message are in the same mesh subnetwork, or a hypercube routing function if those of the message are in the same hypercube subnetwork, or combination of these two routing functions if those of the message are neither in the same mesh nor in the same hypercube subnetwork. Consider the rerouting scheme in the presence of a single faulty link when the mesh routing function is being applied. When the message arrives at the node which is connected to the faulty link, it is forwarded to the neighboring mesh via one hop of the hypercube link (n such neighboring meshes exist in (l; m; n)-OMMH.). By applying the mesh routing function, the message arrives at a node which is one hop (one hypercube link) away from the destination since the message has been routed in the neighboring mesh to detour the faulty link. Similarly, a single faulty link when the hypercube routing function is being applied can be bypassed by forwarding the message to the neighboring hypercube via a mesh link (four such hypercubes always exist in the OMMH). The rerouting scheme in the presence of a single faulty node is the same as that in the presence of a single faulty link but the message forwarding is done at the node located at one hop ahead of the faulty node. Thus, rerouting in the presence of a single faulty node or link can be done with two additional hops with little modi cation of the fault-free routing methods. Figure 5 shows a rerouting scheme in the OMMH network in the presence of a single faulty node.
Suppose that the source of a message is node a and the destination node f. In the absence of faults, a message is forwarded from a to c by a hypercube routing scheme and from c to f by a mesh routing scheme. In the presence of a faulty node e, the message is forwarded to a neighboring mesh at node d which is one hop ahead of the faulty node. From g, the same mesh routing scheme is applied and when the message arrives at node i, it is returned to the original mesh where the nal destination f belongs.
Thus, two additional hops are su cient for rerouting the message to bypass the faulty node.
Optical Implementation of OMMH Network
Recently there has been a great deal of interest in the application of optics as an interconnection medium for high-speed computing and parallel processing 4, 5, 6, 7, 8, 23] . One of the most promising approaches is the use of free-space optical interconnects as opposed to guidewave (e.g., bers or waveguides based on polymers) because of their tremendous spatial parallelism 5]. In this section, we rst summarize a 3-D totally space-invariant optical implementation methodology of the hypercube network and, then, present a totally space-invariant implementation methodology of the proposed OMMH network. A model for 3-D optical interconnects used in this paper is shown in Figure 6 .
Optical Interconnect Module(OIM) Electronic chips with optical sources and detectors integrated onto them
Plane L Plane R Figure 6 : A model for 3-D optical interconnects.
3-D Space-invariant Optical Implementation of Hypercube Networks
The basic idea is derived from an observation that nodes in an interconnection network can be partitioned into two sets of nodes such that any two nodes in a set do not have a direct link. This is a well-known problem of bipartitioning a graph if the interconnection network is represented as a graph. For a binary n-cube, nodes whose addresses di er by more than one in Hamming distance can be in the same partition, since no link exists between two nodes if their Hamming distance is greater than one. Besides bipartitioning the graph, we arrange the nodes in each partition onto the plane such that interconnection between two planes becomes space-invariant. A conceptual three-dimensional implementation of a ve-cube (32 nodes) interconnection using the optical interconnect model is shown in Figure 7 . Figure 7(a) Row HC (n) (or Col HC (n)) : the amount of row-wise (or column-wise) shifts to be performed by the optical interconnect module to realize an n-cube network.
The embedding scheme of the (l; m; n)-OMMH using the model of Figure 6 can be described as follows:
1. Construct layouts (two layouts per hypercube, one for Plane L and the other for Plane R ) of l m hypercubes with dimension n. As can be seen in Figure 8 , we can expand the size of the OMMH by adding more hypercube layouts used as basic building blocks along the perimeter of the mesh. The number of shifts (number of fanouts) in the shift rule remains unchanged. If we use the OMMH with meshes having no wrap around connections, the amount of shifts in the shift rule does not change, either. This is very desirable feature because the optical interconnect module that generates the required number of shifts and the required amount of each shift remains unchanged even if the network grows in size.
Optical Support For the Barrier Synchronization
Architectural support for e cient process synchronization is an important aspect of the design of any MIMD multiprocessor. Message-based synchronization primitives require minimal hardware support but they would not be appropriate in a massively parallel system since lots of messages (overhead) are required in such a system whenever a barrier is encountered. Barrier synchronization is a mechanism that guarantees that all processes have reached a speci ed point in their execution before any are allowed to proceed. In Fig. 9 , we present an optical setup which implements a barrier mechanism for fast synchronization. This setup could be used as a control subnetwork when the OMMH network is used in a massively parallel system. The source array could be a spatial light modulator illuminated by a laser where the i-th row represents processor P i and the j-th column represents barrier point b j .
In the detector array, the rows and the columns have the same meaning as those in the source array 
(5) but the rows are numbered from bottom to top due to the image inversion. Let (P i ; b j ) denote a cell where i-th row and j-th column meet. Suppose that a logical 1 is coded as the presence of light and a logical 0 as the absence of light. For a given synchronization pattern, (P i ; b j ) is set to 1 if barrier point b j is involved in the synchronization pattern and P i is initiated. When P i nishes its execution, (P i ; b j ) is reset to 0. Since the monitor vector is a row vector which is the column-wise logical OR (by cylindrical lens L 1 ) of the source array, m j is 0 only when all processors which need to be synchronized at barrier b j nish their jobs. Now, the value of m j is broadcasted to all processors through cylindrical lenses L 2 and L 3 on the detector array. Processor P i knows the time when all other processors reach the barrier point b j by detecting when the value of (P i ; b j ) changes from 1 to 0. A similar electronic implementation can be found in Ref. 26] where wired-NOR logic is used. The above dynamic barrier synchronization is possible only if the synchronization pattern is predicted at compile time and process preemption is not allowed. However, as discussed in Ref. 26] , the above scheme along with counting semaphores can support multiprogrammed multiprocessors where preemption is allowed.
Optical Hardware Required
There is a wide variety of optical components for accomplishing the basic interconnect operations, including, lenslet arrays 27], multi-split lenses 28], o -axis lenses 13], mirror arrays 14], gratings 29], and holographic techniques 30]. In order to illustrate the approach, we choose as a target network an OMMH network with ve-cubes as basic building blocks (e.g., (l; m; 5)-OMMH where l and m are integers) and will describe an optical module for its implementation.
One particularly attractive approach for the realization of optical interconnects is the use of holographic optical elements (HOEs). HOEs o er high densities 10 4 /cm 2 for space-variant and as high as 10 8 /cm 2 for space-invariant interconnects using a single holographic element, while providing relatively low crosstalk. In addition, holographic approaches may be mass produced.
One simple space-invariant Fourier plane hologram would realize the entire 3-D OMMH interconnection network 7] . An envisaged implementation with HOEs of an (2; 4; 5)-OMMH network, for example, is illustrated in Figure 10 . In the gure only the side view (xz-plane) is shown for clarity and nodes The hologram can be recorded optically or can be a computer generated hologram. In either case, since the hologram is space-invariant, it is expected to be relatively simple to construct.
Conclusions
To overcome the lack of scalability in the regular hypercube networks, a new interconnection network topology, called an Optical Multi-Mesh Hypercube, is presented. The proposed network is a combination of hypercube and mesh topologies. The analysis and simulation results show that the new interconnection network is very scalable, meaning the con guration of the existing nodes is relatively insensitive to the growth of the network size, and more e cient in terms of communication. It is also shown that the new interconnection network is highly fault-tolerant. Any faulty node or link can be bypassed by only two additional hops with little modi cation of the fault-free routing scheme. Due to the concurrent existence of multiple meshes and hypercubes, the new network provides a great architectural support for parallel processing and distributed computing. In addition, a wide body of parallel algorithms that have been designed for the hypercube and the mesh interconnection are readily implementable on the proposed network. More importantly, the proposed network is highly amenable to optical implementations. A threedimensional optical implementation technique of the proposed network is provided. It is based on an e cient three-dimensional space-invariant implementation scheme for the regular hypercube. The proposed optical implementation technique for the new network results in totally space-invariant connection pattern at every node. Consequently, simple and cost-e cient optical implementation of the proposed network with existing optical hardware would be possible.
