In this paper, we prove the existence of capacity achieving linear codes with random binary sparse generating matrices over the Binary Symmetric Channel (BSC). The results on the existence of capacity achieving linear codes in the literature are limited to the random binary codes with equal probability generating matrix elements and sparse parity-check matrices. Moreover, the codes with sparse generating matrices reported in the literature are not proved to be capacity achieving for channels other than Binary Erasure Channel. As opposed to the existing results in the literature, which are based on optimal maximum a posteriori decoders, the proposed approach is based on a different decoder and consequently is suboptimal. We also demonstrate an interesting trade-off between the sparsity of the generating matrix and the error exponent (a constant which determines how exponentially fast the probability of error decays as block length tends to infinity). Based on our results, we also propose a channel coding rate achievable by linear codes at a given block length and error probability. Moreover, we prove the existence of capacity achieving linear codes with a given (arbitrarily low) density of ones on rows of the generating matrix. In addition to proving the existence of capacity achieving sparse codes, an important conclusion of our paper is to prove that any arbitrarily selected sequence of sparse generating matrices is capacity achieving with high probability.
I. INTRODUCTION
The Shannon coding theorem [1] states that for a variety of channels with a given capacity C, if the information transmission rate R over the channel is below C, there exists a coding scheme for which the information can be transmitted with an arbitrarily low probability of error. For Discrete Memoryless Channels (DMC), it has been shown [2] that the probability of error can be bounded between two exponentially decaying functions of the codeword blocklength, n. In this theorem, there is no constraint on the codes in terms of linearity. In [3] , a simpler proof of the Shannon theorem has been provided. The existence of capacity achieving linear codes over the Binary Symmetric Channel (BSC) was shown by Elias [4] where it was also proved that random linear codes have the same error exponent as random codes. A similar result has been obtained in [5] . It was recently shown in [6] that the error exponent of a typical random linear code can, in fact, be larger than a typical random code, implying a faster decaying of error as n increases. Some bounds on the decoding error probability of linear codes have been derived in [7] . The result reported in [4] - [7] are all based on the fact that the elements of generating matrices of the capacity achieving linear codes should be one or zero with equal probability; therefore the generating matrix of such approaches are not sparse. 1 Moreover, most papers on capacity achieving sparse linear codes are concentrated on codes with sparse parity-check matrices. In particular, an important class of codes called Low-Density Parity-Check (LDPC) codes [8] , [9] have been of major interest in the past decade. While these codes have sparse parity-check matrices, they do not necessarily exhibit sparse generating matrices which are the focus of this paper. In [10] - [11] , some Low-Density Generating-Matrix (LDGM) schemes have been proposed which have performance approaching the capacity. 2 Some other related literature on the codes with sparse generating matrices having performance close to capacity includes [12] - [14] ; in [12] , a capacity-achieving scheme has been proposed based on serially concatenated codes with an outer LDPC code and an inner LDGM code. However, the generating matrix corresponding to the concatenation is not necessarily sparse. On the other hand, rateless codes have been proposed in [13] and [14] which have sparse generating matrices but are only proved to be capacity achieving over the Binary Erasure Channel (BEC).
In this paper, using a novel approach, we prove the existence of capacity achieving linear codes with sparse generating matrices that can provide reliable communications over the BSC 1 A sparse generating matrix is a matrix with a statistically low density of ones, see Section II for the exact definition. 2 We distinguish between "capacity approaching" and "capacity achieving" codes. The former term is used when the performance of the code can be shown numerically to approach capacity without any guarantee to achieve it. The latter term is used if the performance can be rigorously proved to achieve the capacity. The subject of this paper is on the latter case. at rates below the channel capacity. The proof is accomplished by first deriving a lower bound on the probability of correct detection for a given generating matrix and then by taking the expectation of that lower bound over all possible generating matrices with elements 1 and 0 with probability ρ and 1 − ρ, respectively. By showing that this expectation goes to one as n approaches infinity, we prove the existence of linear capacity achieving codes. To show the sparsity, we extend this result by taking the expectation over a subset of matrices for which the density of ones could be made arbitrarily close to any target ρ. We then prove a stronger result that indicates the existence of capacity achieving linear codes with the same low density of ones in each row of the generating matrix. In addition to proving the existence of capacity achieving sparse codes, we also show that for a sufficiently large code length, no search is necessary in practice to find the desired deterministic matrix. This means that a randomly chosen code can have the desired error correcting property with high probability. This is done by proving that the error probability of a sequence of codes, corresponding to a randomly selected sequence of sparse generating matrices tends to zero as n approaches infinity, in probability. This important result is then extended to generating matrices with low density rows. As opposed to the existing results in the literature, which are based on Maximum A Posteriori (MAP) decoders, the proposed proofs are based on a suboptimal decoder, 3 which makes our approach also novel from decoder point of view.
Although in reality the block length of codes is finite, in order to prove that a class of codes is capacity achieving, we assume that the block length goes to infinity. An interesting question is that for a given error probability and block length, how close to capacity the rate of the code can be. An upper bound for the coding rate achievable at a given block length and error probability is the sphere packing bound (see Equation (5.8.19 ) in [4] ). In [15] , for a given block length and error probability performance, the authors have obtained a lower bound on the achievable rate called Random Coding Union (RCU) bound. In this paper, we compare the rate of our sparse linear codes with these bounds. We also demonstrate an interesting trade-off between the sparsity of the generating matrix and the error exponent such that the sparser the matrix, the smaller the error exponent becomes.
It is important to note that we rigorously prove the existence of capacity achieving linear codes for a constant ρ resulting in a non-vanishing density of ones on the generating matrix as n tends to infinity. However, we have made a conjecture that if we choose ρ(n) of O( log n √ n ), the resulting codes can still be capacity achieving, which implies a vanishing density of ones. It is worth mentioning that in the full version of this paper [16] , we have proved similar results on the existence of capacity achieving linear sparse codes over the BEC. In particular, we have been able to prove that to have capacity achieving generating matrices, ρ(n) can be of O( log n n ). This implies that the number of ones in the generating matrix is 3 See the details in the next section. about n log n which is asymptotically less than n 3/2 log n, the number of ones in the case of BSC.
The organization of the paper is as follows: In the next section, some preliminary definitions and notations are presented. In Sections III we present our theorems for BSC and Section IV concludes the paper. Due to lack of space, we have omitted the proof of theorems and propositions. They can be found in the full version of the paper [16] .
II. PRELIMINARIES
Consider a Discrete Memoryless channel (DMC) which is characterized by X and Y as its input and output alphabet sets, respectively, and the transition probability function P(y|x), where x ∈ X is the input, and y ∈ Y is the output of the channel. In this paper, we consider the binary case where
1} n , and the code rate R is defined as the ratio of k by n. Since we are only interested in Linear Codes, the mapping is fully specified by an n×k binary matrix A = {A ij } (the generating matrix), and encoding is accomplished by a left multiplication by A:
where the calculations are in GF (2). The vector Z i is then transmitted through the DMC. Decoding is defined as recovering the vector X i from the possibly corrupted received version of Z i .
In this paper the employed decoding scheme relies on the a posteriori probability distribution. Let A be the generating matrix. For a received vector Y = y, the decoder allocates a random vector such as X = x as the original transmitted message with the conditional probability P(X = x|Y = y). Clearly, the probability of correct detection using A as the generating matrix is
where P(X, Y ) depends on A.
Note that the optimal decoder is a MAP decoder which allocates argmax x P(X = x|Y = y) and that the probability of correct detection using MAP is more than or equal to the probability of correct detection in (1) . Throughout the paper, the index i in X i and Z i may be dropped for more clarity. For the sake of convenience, the following notations are used for the remainder of the paper.
Definition 1: Let A n×k be the set of all binary n × k matrices. The density of an A ∈ A n×k is defined as the total number of ones within the matrix divided by the number of its elements (nk). A matrix with a density less than 0.5 is called sparse; the smaller the density, the sparser the matrix becomes.
Definition 2: Let each entry of each element of A n×k has a Bernoulli(ρ) distribution, 0 < ρ < 1. 4 This scheme induces a probability distribution on the set A n×k , denoted by Bernoulli(n, k, ρ). For the rest of paper, we consider this distribution on the set A n×k .
Note that as n approaches infinity, the typical matrices of A n×k have a density close to ρ.
III. CAPACITY ACHIEVING SPARSE LINEAR CODES FOR BINARY SYMMETRIC CHANNEL
Consider a BSC with cross-over probability . The capacity of this channel is given by
We suppose that R, the rate of the code, is less than C. In this section, we prove the existence of capacity achieving linear codes with arbitrarily sparse generating matrices over the BSC. We prove the existence by showing that the average error probability over such generating matrices tends to zero as n approaches infinity.
A. Channel Modeling
Assume that we encode a message vector X to generate the codeword AX. Note that X is chosen uniformly from the set {0, 1} k . Due to the effect of error in the BSC, each entry of the transmitted codeword AX can be changed from 0 to 1 and vice versa. These changes can be modeled by adding 1 to erroneous entries of AX (in GF (2)). Therefore, the error of a BSC with cross-over probability can be modeled by a binary n-dimensional error vector N with i.i.d. entries with Bernoulli( ) distribution. Thus, if the output of the channel is shown by Y , the following equation models the channel:
Note that X and N are independent.
B. Capacity achieving sparse linear codes for the BSC
In the following theorem, a lower bound for the average probability of correct detection over the set A n×k , is obtained.
Theorem 1: Consider a BSC with cross-over probability . A lower bound for the average probability of correct detection over all n × k generating matrices with Bernoulli(n, k, ρ) distribution is given by
(3) An important result of this theorem is that if we fix the average error probability, we can find the maximal achievable rate for a given block length over a given channel. Fig. 1 is a plot of the coding rate versus n for different values of 4 A binary random variable has Bernoulli(ρ) distribution if it is equal to 1 with probability of ρ and equal to 0 with probability of 1 − ρ. ρ for a BSC with = .11. Note that for this value of , the capacity of BSC is equal to 0.5. This plot is numerically evaluated from Theorem 1 where the average probability of error is set to 10 −3 . As can be seen, at block length of 1000, we can achieve the rate of 0.4 which is about 80% of the capacity. Another interesting observation of this figure is that when the block length n increases, the achievable coding rate becomes independent of the density ρ. The significance of this observation is that sparse generating matrices can replace non-sparse ones for large block sizes which implies a simpler encoder structure. Fig. 2 shows the comparison of our result to the sphere packing bound and the RCU bound of [15] for = .11 and average probability error of 10 −3 . As can be seen, the rate of our codes follows both bounds pretty closely. It is important to note that the RCU bound guarantees a lower bound on the achievable rate for codes which are not necessarily linear. Consequently, it is not surprising that the rate of our linear codes have not achieved the RCU bound. Now using the results of Theorem 1, we want to prove the existence of capacity achieving linear codes. In the following theorem, we will show that the expected value of the correct detection probability over all generating matrices from A n×k approaches 1 indicting the existence of at least one linear capacity achieving code.
Theorem 2: For any 0 < ρ < 1, for a BSC we have
The performance of linear codes is determined by the error exponent which is defined as follows:
Definition 3: The error exponent of a family of codes C of rate R is defined as
where p e is the average probability of decoding error. Fig. 1 . Coding rate versus block length for different values of ρ with = .11 and average error probability of 10 −3 .
If the limit is greater than zero, the average error probability of the proposed codes decreases exponentially to zero as n increases. The error exponent is an index such that the larger the error exponent, the faster the probability of error decays as n increases. Based on our observation, there is an interesting relation between the error exponent of the codes constructed by generating matrices with Bernoulli(n, k, ρ) distribution and the values of ρ. In Fig. 3 , we have plotted the average probability of error versus n for various values of ρ and a fixed code rate. As can be seen, the error exponent which is equal to the slope of the curves, increases as ρ increases (the generating matrix become less sparse). In other words, although the probability of error for sparse codes goes to to zero exponentially as n increases; this decrease is not as fast as high density codes. is in fact a subset of A n×k which contains matrices having density of ones arbitrarily close to any given ρ. Note that the probability distribution on T η n×k is induced from the probability distribution on A n×k .
In Theorems 1 and 2, we proved the existence of capacity achieving codes for any value of ρ. We did not explicitly prove the existence of sparse capacity achieving codes. However, us-ing concentration theory [17] , we can see that for a sufficiently large n, a randomly chosen matrix from A n×k is in the subset T η n×k with high probability. In other words, we can state the following proposition which implies the existence of capacity achieving codes which are sparse.
Proposition 1: Let T η n×k be the set of typical matrices defined in Definition (4). We then have
Definition 5: We define R n×k as the set of all binary n×k matrices with rows that have kρ ones. We also consider a uniform distribution on the set R n×k for the rest of the paper.
In the next theorem, we will prove a stronger result on capacity achieving sparse codes. We show the existence of capacity achieving matrices with rows containing exactly kρ ones. In other words, the density of ones in each row is exactly equal to ρ. This also implies that the generating matrix has a density of ones exactly equal to ρ. In Theorem 3, we shall derive a lower bound on the average probability of correct detection and in Theorem 4 we will prove that this lower bound tends to one. This shows that the average probability of error over the set R n×k approaches zero, implying the existence of capacity achieving codes with generating matrices taken from R n×k .
Theorem 3: For a binary symmetric channel with crossover probability , a lower bound for the expected value of the probability of correct detection over all generating matrices in R n×k is given by
where
Theorem 4: For each 0 < ρ < 1, we have
In Theorems 1 and 2, we proved the existence of capacity achieving linear codes with generating matrices having Bernoulli(n, k, ρ) distribution by showing that the average probability of error over all generating matrices tends to zero as n approaches infinity. This implies that we may have to perform a search over A n×k to find such a matrix. Assume that we simply pick matrices randomly for each n from the set A n×k . This constitutes a sequence of n × nR matrices. Now consider the resulting sequence of error probabilities corresponding to the sequence of generating matrices. In the following proposition, we shall prove that the limit of this sequence is zero in probability, i.e., a sequence of randomly chosen matrices is capacity achieving with high probability.
This suggests that for sufficiently large n, no search is necessary to find a desired deterministic generating matrix.
n=0 be the sequence of matrices, where A n×nR is selected randomly from A n×nR . If we denote the error probability of the generating matrix A n×nR over BSC by p e (A n ), then p e (A n ) converges in probability to zero as n tends to infinity.
Note 1: If we use the result of Theorem 4, we can extend Proposition 2 to the case where we construct the matrix sequence by choosing the matrices from the set R n×k . In other words, in order to have capacity achieving sequences of generating matrices for BSC with arbitrarily low density rows, we can simply pick generating matrices randomly from R n×k .
At this stage, we have been able to rigorously prove the existence of capacity achieving sparse linear codes over the BSC. However for a given ρ, although the density of ones can be made arbitrarily small, it does not go to zero even when n approaches infinity. Let us assume the case where ρ is a decreasing function of n such that lim n→∞ ρ(n) = 0, resulting in zero density of ones as n goes to infinity. In the following conjecture, we will propose a result indicating that this assumption can in fact be true. Although, we have not been able to rigorously prove the conjecture, a sketch of the proof has been presented in [16] .
Conjecture 1: For any ρ(n) of O( log n √ n ), by assuming the Bernoulli(n, k, ρ(n)) distribution on the set A n×k , we have
IV. CONCLUSIONS
In this paper, a novel approach to prove the existence of capacity achieving sparse linear codes over the BSC was proposed. In Theorem 1, we derived a lower bound on the average probability of correct detection over the set A n×k . In Theorem 2, we proved that the average probability of error over A n×k tends to zero. Then we proved the existence of sparse capacity achieving codes in Proposition 2. In Theorem 3, we derived a lower bound on the average probability of correct detection over the set R n×k . Using this lower bound in Theorem 4, we proved the existence of capacity achieving codes with generating matrices with the same density in each row. In Proposition 2 and its preceding note, we showed that the error probability of codes corresponding to any randomly chosen sequence of generating matrices tends to zero in probability. This implies that for a sufficiently large n, a randomly chosen matrix from A n×k and R n×k will have the average error correcting capability. In addition, we conjectured that Theorem 2 can hold for the case where ρ is of O( log n √ n ). This implies that for a capacity achieving code over a BSC, the density of the generating matrix can approach zero. We also demonstrated an interesting trade-off between the sparsity of the generating matrix and the error exponent indicating that a sparser generating matrix results in a smaller error exponent. We also observed that fixing the average bit error rate and , the rates for the codes with generating matrices of higher densities are closer to capacity for small block sizes. For larger block sizes, however, the rate becomes independent of the generating matrix density. In our proofs, we have used a suboptimal decoder while previous works in the literature were based on a MAP decoder. This implies that we can get stronger results if we use the optimal MAP decoder. For future work, one can try to rigorously prove Conjecture 1 and possibly extend it to the case of matrices in the set R n×k . The improvement in the bounds using a MAP decoder can be an interesting topic to investigate. The extension of the results to other memoryless channels is another challenging topic to be explored. A very interesting work is to analytically derive the error exponent to prove the trade-off between error exponent and sparsity of the generating matrix.
