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Abstract
Bias in causal comparisons has a direct correspondence with distributional imbal-
ance of covariates between treatment groups. Weighting strategies such as inverse
propensity score weighting attempt to mitigate bias by either modeling the treatment
assignment mechanism or balancing specified covariate moments. This paper intro-
duces a new weighting method, called energy balancing, which instead aims to balance
weighted covariate distributions. By directly targeting the root source of bias, the
proposed weighting strategy can be flexibly utilized in a wide variety of causal analy-
ses, including the estimation of average treatment effects and individualized treatment
rules. Our energy balancing weights (EBW) approach has several advantages over
existing weighting techniques. First, it offers a model-free and robust approach for
obtaining covariate balance, obviating the need for modeling decisions of secondary
nature to the scientific question at hand. Second, since this approach is based on a
genuine measure of distributional balance, it provides a means for assessing the balance
induced by a given set of weights. Finally, the proposed method is computationally
efficient and has desirable theoretical guarantees under mild conditions. We demon-
strate the effectiveness of this EBW approach in a suite of simulation experiments and
in a study on the safety of right heart catheterization.
Keywords— Energy Distance, Causal Inference, Covariate Balance, Balancing
Weights, Confounding
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1 Introduction
Studying the causal effect of a treatment or intervention is a central goal in many scientific
disciplines. In randomized controlled trials, estimation of causal effects is possible since ran-
domization ensures that treated units and control units are comparable (Dasgupta et al.,
2015). However, for many pressing questions, it is impossible or impractical to randomize
treatment assignments. Researchers are thus left with existing sources of observational data
to answer these questions. In these observational studies, it is of prime interest to make
unconfounded comparisons between treatment groups, a common example being estimation
of the average treatment effect (ATE). Yet in observational settings, natural selection pro-
cesses into the treatment result in imbalance in the covariate distributions between treatment
groups. This often results in substantial bias in naive comparisons of the outcome of interest
between groups.
There is a vast literature on adjustment methods for correcting this imbalance in order to
reduce bias in estimating treatment effects. One approach is adjustment via regression. Re-
gression adjustments are, however, often sensitive to model misspecification (Rubin, 1979),
and require the use of outcome information (as opposed to methods which separate a study
into design and analysis stages). When careful modeling is required to make proper adjust-
ments, it is advisable to avoid the use of outcome information to prevent a “garden of forking
paths” problem (Gelman and Loken, 2013) for an analysis. Another approach is adjustment
via weighting. Weighting methods avoid the use of outcome information and control for con-
founding by re-weighting the treatment and control groups. Inverse-probability weighting
(IPW) methods (Robins and Rotnitzky, 1995; Hahn, 1998; Robins et al., 2000; Hirano and
Imbens, 2001; Hirano et al., 2003; Imbens, 2004), which have origins in survey sampling, are
by far the most commonly-used weighting approaches. IPW methods model the treatment
assignment mechanism (or propensity score, see Rosenbaum and Rubin, 1983), and inverse
weight each sample by the probability of receiving its assigned treatment. Inverse weighting
by the true underlying propensity score (or a correctly modeled propensity score) controls
for confounding, as it re-weights the covariate distributions of the treatment groups to that
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of the overall population.
In practice, IPW methods require positing and fitting a model for the propensity score.
While model fitting is no unfamiliar task for a statistician, it has been noted in the literature
that even mild model misspecifications for the propensity score can result in substantial bias
in estimating the treatment effect (Kang and Schafer, 2007). Hearkening to George Box’s
maxim, “all models are wrong, but some are useful”, it is often quite difficult in practice
to obtain a useful propensity score model, especially in the presence of many covariates.
Recent work has focused on mitigating this issue, by either i) including conditions on the
estimation of the propensity model which encourage moment balance of the covariates (Imai
and Ratkovic, 2014), or by ii) altogether avoiding direct modeling of the propensity score and
instead estimating weights which explicitly balance moments of the covariates either exactly
(Hainmueller, 2012; Chan et al., 2016) or approximately (Zubizarreta, 2015). A large class
of such estimators is explored in Chan et al. (2016) and further expanded on by Zhao (2019),
and have a long history dating back to Deming and Stephan (1940).
Moment balancing weights can work quite well, and are often more robust than inverse
propensity score weights. However, when important moments are missed, their performance
can suffer materially; in practice, it can also be difficult to decide which moments should
be balanced for a given dataset. Compounding this predicament is the lack of diagnostic
tools which aid in such decisions. Recent works (Wong and Chan, 2017) have attempted
to mitigate this issue by focusing on non-parametric approaches to moment balancing, yet
they require the tuning of multiple hyperparameters. Given the many possible approaches
for estimating weights, a natural question to ask is which set of weights works best for a
given dataset. There are few available tools which can provide reliable information on which
weights are most likely to result in unconfounded causal comparisons.
To make progress in addressing these issues, we show in this paper that estimation bias
for the ATE has a direct link to imbalance in the covariate distributions. This shows that
balancing the full covariate distributions (and not just lower order moments) of the treatment
groups to the full population is critical for reducing bias. Although this is understood in the
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literature (Li et al., 2018; Zhao, 2019), in this paper we establish and make use of this link
in a general manner by i) introducing a metric which can evaluate how well a set of weights
mitigates imbalance and thus bias for a given dataset, and ii) developing a new method
for estimating “optimal” weights for bias reduction for a given dataset. Unlike other works
which emphasize optimality in an asymptotic manner (Chan et al., 2016; Zhao, 2019), our
approach is designed to be optimal in some sense for a given finite sample, yet still retains
desirable asymptotic properties.
We introduce weights that are explicitly constructed to balance the covariate distributions
of the treatment groups to a target distribution (usually the full population). We do so by
leveraging the energy distance in Sze´kely and Rizzo (2004). The energy distance is a measure
based on powers of the Euclidean distance and was originally introduced as a means to replace
standard nonparametric goodness-of-fit tests in high dimensions. The energy distance has
an exact duality with a norm on the characteristic functions, enabling its use to compare
two (or more) distributions or the distributions of two samples. We show that a weighted
energy distance still retains this duality, making it a rigorously-justified and reliable metric to
compare between multiple sets of weights for a given dataset. From this, we propose the so-
called energy balancing weights (EBWs), which are defined as the weights which minimize
the weighted energy distance between treatment groups and the full sample, subject to
constraints that mitigate variability in the weights. We prove that EBWs asymptotically
ensure full distributional balance and result in root-n consistent estimation of the ATE.
Although we focus primarily on a simple estimand, namely, the ATE, the proposed
weights can be used for a wide variety of estimands that can be characterized as statisti-
cal functionals of the population distribution function of the covariates (since EBWs are
designed to re-balance distributions). We show that they can be used for the estimation
of a wide variety of causal quantities, such as the ATE and individualized treatment rules
(Qian and Murphy, 2011; Zhao et al., 2012). With minor modifications, they can also be
used for estimation of the average treatment effect on the treated (ATT) and for estimating
treatment effects for multi-category treatments. In spite of the fact that EBWs are not
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specifically designed to match low order moments, in practice they often result in better
marginal mean balance of covariates than propensity score methods even in high dimensions
(50-100 covariates), as seen in Section 6. EBWs are also quite stable in practice, rarely
resulting in large weights, an issue that plagues standard propensity score methods (Kang
and Schafer, 2007).
We note that, while the proposed EBWs can work well across a wide variety of scenarios,
there are scenarios where other weighting approaches work better. For example, if it is
known (or likely) that only first order moments are imbalanced for a given dataset, moment
balancing weights (see, e.g., Chan et al., 2016) may work better. In this case, a researcher
may be interested in which, among the many choices of methods which can balance first
order moments, works best for their application. For these scenarios, we provide a useful,
objective criterion for deciding among weights arrived at via different modeling choices. The
weighted energy distance can provide a principled means to assess how well a given set of
weights balances the distributions of treatment groups to the full population and thus can be
used as a tool to verify the balance properties of weights estimated in any fashion, such as by
propensity score modeling, empirical calibration balancing (Chan et al., 2016), or otherwise.
The remainder of this paper is organized as follows. Section 2 motivates the need for
distributional balance and introduces the weighted energy distance. Section 3 presents the
proposed EBWs, and discusses their computation and asymptotic properties. Section 4
describes extensions and further applications of EBWs. Section 5 compares in simulation
studies the performance of EBWs with other weighting methods. Section 6 discusses an
application of EBWs in a study of right heart catheterization and further uses this study to
conduct a realistic simulation. Section 7 concludes with a discussion and future work.
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2 Distributional Balance and Weighted Energy Dis-
tance
2.1 Setup
Consider a sample {(Yi, Ai,Xi)}ni=1 of size n from a population, where Yi is the outcome of
the ith unit, Ai ∈ {0, 1} is a binary indicator of receiving a treatment, and Xi ∈ X = Rp
is a p-dimensional vector of covariates. Further denote n1 =
∑n
i=1Ai and n0 = n − n1. In
this paper, we are interested in estimating the average causal effect of the treatment on the
outcome. A formal definition of a causal effect often involves the use of so-called potential
outcomes (Neyman, 1923; Rubin, 1974, 1978; Hernan and Robins, 2019). The potential out-
come Y (a) is the outcome that would have been observed under level a of the treatment. As
each individual only receives one level of the treatment at a given time, only one potential
outcome, either Yi(0) or Yi(1), for each individual is observable. We assume the standard
stable unit treatment value assumption (SUTVA), which posits that the potential outcomes
for each unit are unaffected by the potential outcomes of other units and that only one
version of the treatment exists. Under SUTVA, the observed outcome is consistent with the
potential outcomes in that Yi = Yi(Ai). We further assume the assignment mechanism is
strongly unconfounded in the sense that {Y (0), Y (1)} ⊥⊥ A |X, which requires that there are
no unmeasured confounders. The ⊥⊥ notation of Dawid (1979) denotes (conditional) inde-
pendence. We further assume positivity (or probabilistic assignment) in that the propensity
score pi(x) ≡ P(A = 1 |X = x) (Rosenbaum and Rubin, 1983) satisfies 0 < pi(x) < 1, so that
everyone has a chance of receiving the treatment. Positivity, together with no unmeasured
confounders, constitute strong ignorability (Rosenbaum and Rubin, 1983).
Let us denote µa(Xi) ≡ E(Y (a) |Xi) as the conditional mean function and V(Yi(a) |Xi) =
σ2a(Xi) as the conditional variance function of the response for a ∈ {0, 1}. We consider
scenarios where data have been collected from an observational study, and thus the treatment
groups are not comparable due to imbalances in the distributions of their baseline covariates.
These differences can be characterized through pi(x) or through Fa(x) ≡ P(X ≤ x | A = a),
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the cumulative distribution function (CDF) of covariates X conditional on treatment level
a.
Using the notation of potential outcomes, the (population) average treatment effect
(ATE) is defined as τ ≡ E(Y (1)− Y (0)). This can be rewritten as
τ =
∫
x∈X
[µ1(x)− µ0(x)] dF (x), (1)
where F (x) = Pr(X ≤ x) is the CDF of covariates X marginalized over the treatment
groups. In other words, F (x) = F1(x)P1 + F0(x)P0, where Pa ≡ P(A = a) ∈ (0, 1) is the
probability of being assigned treatment level a ∈ {0, 1}.
2.2 Weighted average estimates and distributional balance
We restrict our focus to weighted averages as estimates of the ATE. Given a vector of weights
w = (w1, . . . , wn), we study estimators of the form:
τ̂w =
1
n1
n∑
i=1
wiYiAi − 1
n0
n∑
i=1
wiYi(1− Ai). (2)
The most commonly-used example of (2), inverse propensity score weighting, uses wi =
1/(Aipi(Xi)/n1+(1−Ai)(1−pi(Xi))/n0). As in Imai and Ratkovic (2014) and Li et al. (2018),
the weights in (2) are often normalized by treatment group, i.e.,
∑n
i=1wiI(Ai = a) = na for
a ∈ {0, 1}, to improve precision (Kang and Schafer, 2007; Zhao, 2019) at the cost of a small
bias. When these weights are constructed as above and normalized by treatment group, the
resulting estimator is called the Ha´jek estimator (Ha´jek, 1971), and may yield reduced mean
squared error over its non-normalized version (Ding and Li, 2018).
Given any weight vector w, we can express the error of τ̂w as
τ̂w − τ =
∫
x∈X
µ1(x)d [Fn,1,w − Fn] (x)−
∫
x∈X
µ0(x)d [Fn,0,w − Fn] (x), (3)
−
∫
x∈X
[µ1(x)− µ0(x)] d [F − Fn] (x) (4)
+
1
n1
n∑
i=1
wiεiAi − 1
n0
n∑
i=1
wiεi(1− Ai), (5)
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where εi ≡ Yi(Ai) − µAi(Xi), Fn(x) =
∑n
i=1 I(Xi ≤ x)/n is the empirical CDF (ECDF) of
the combined sample {Xi}ni=1, and Fn,a,w(x) =
∑n
i=1wi
I(Xi ≤ x, Ai = a)/na is the weighted ECDF for treatment level a ∈ {0, 1}. In observational
studies, Fn cannot be manipulated, so the term (4) is irreducible. However, this term goes
to 0 as long as the sample is representative of the desired population. Since (5) always
has mean 0, the bias of τ̂w in essence depends on the properties of (3): the difference of
integrals with respect to Fn,a,w−Fn. Thus, the systematic source of error from the weighted
estimator τ̂w arises from the imbalance between the weighted ECDFs Fn,a,w and the ECDF
Fn. Unlike the decomposition in Zhao (2019), the decomposition of τ̂w− τ above holds even
if the treatment effect is not constant over x.
The notion that the covariate distributions should be balanced to obtain a good estimate
of τ is not new (see Imai and Ratkovic (2014) and Li et al. (2018), among many others). In
fact, it is well-understood that the weights resulting from correctly specified propensity score
models asymptotically balance covariate distributions. However, slight model misspecifica-
tions of the propensity score may result in poor performance of (2) (Kang and Schafer, 2007).
Further, two units with the same propensity score do not necessarily have the same covariate
values, so in finite samples propensity score weights may not be optimal. Other approaches
which aim to estimate weights by balancing pre-specified moments of the covariates (e.g.,
Imai and Ratkovic, 2014; Chan et al., 2016) tend to be more robust than directly modeling
pi(X). Yet, the term (3) makes it explicit that bias results directly from distributional im-
balance. A natural conclusion is that w should be estimated to directly balance each Fn,a,w
to Fn. In the following, we introduce a new distance metric between Fn,a,w and Fn, which
enables one to characterize how well a set of weights re-balances the weighted distribution
Fn,a,w to Fn.
2.3 Weighted energy distance
We introduce next a new measure of the distributional balance induced by a set of weights.
This measure is based on the energy distance, which is a metric on distributions (Sze´kely
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and Rizzo, 2013). Due to the link between estimation bias and distributional imbalance, our
measure can be used to evaluate the degree of bias one expects from a given set of weights
and a given dataset. We will later leverage this measure to construct “optimal” weights for
a given dataset.
The energy distance (as surveyed in Sze´kely and Rizzo, 2013) is defined as follows. Let
G and H be two finite-mean distribution functions on X , and let Z,Z′ i.i.d∼ G and V,V′ i.i.d∼ H.
The energy distance between distributions G and H is defined as
E(G,H) ≡ 2E‖Z−V‖2 − E‖Z− Z′‖2 − E‖V −V′‖2. (6)
When both G and H are ECDFs, i.e. Gn is the ECDF of {Zi}ni=1 ⊆ X and Hm is the ECDF
of {Vi}mi=1 ⊆ X , the energy distance E(Gn, Hm) can be expressed as
2
nm
n∑
i=1
m∑
j=1
‖Zi −Vj‖2 − 2
n2
n∑
i=1
n∑
j=1
‖Zi − Zj‖2 − 2
m2
m∑
i=1
m∑
j=1
‖Vi −Vj‖2. (7)
The energy distance has been used within a wide variety of statistical methods, e.g., for
testing equivalence of distributions, for testing statistical independence (Sze´kely et al., 2007),
and for generating samples from a target distribution (Mak and Joseph, 2018).
We propose a weighted modification of this energy distance, which measures the distance
between a weighted distribution, i.e., the weighted covariate ECDFs Fn,0,w and Fn,1,w for the
control and treated) and a target distribution, i.e., the combined covariate ECDF Fn. The
weighted energy distance between Fn,a,w and Fn is defined as
E(Fn,a,w, Fn) ≡ 2
nan
n∑
i=1
n∑
j=1
wiI(Ai = a)‖Xi −Xj‖2
− 1
n2a
n∑
i=1
n∑
j=1
wiwjI(Ai = Aj = a)‖Xi −Xj‖2 − 1
n2
n∑
i=1
n∑
j=1
‖Xi −Xj‖2.
In other words, E(Fn,a,w, Fn) is the energy distance between the ECDF of a sample {Xi}ni=1
and a weighted ECDF of a subsample {Xi}i:Ai=a.
We show this new weighted energy distance is indeed a distance between Fn,a,w and Fn.
Let 〈t, s〉 be the inner product of vectors t and s, and define the empirical characteristic
9
function (ECHF) of {Xi}ni=1 as ϕn(t) ≡
∑n
i=1 exp{i〈t,Xi〉}/n and the weighted ECHFs of
{Xi}i:Ai=a as
ϕn,a,w(t) ≡ 1
na
n∑
i=1
wiI(Ai = a) exp{i〈t,Xi〉}.
The following proposition establishes the so-called distance property of the weighted energy
distance.
Proposition 1. Let w be a vector of weights such that
∑n
i=1wiI(Ai = a) = na for a ∈ {0, 1}
and wi > 0 for i = 1, . . . , n. Then
E(Fn,a,w, Fn) =
∫
Rp
|ϕn(t)− ϕn,a,w(t)|2ω(t)dt for a ∈ {0, 1}, (8)
where ω(t) = 1/(Cp|t|1+p), and Cp = pi(1+p)/2/Γ((1+p)/2) is a constant. Thus, E(Fn,a,w, Fn) ≥
0 with equality to zero if and only if ϕn,a,w(t) = ϕn(t) for all t.
Thus, the weighted energy distance is a distance between the weighted distribution of inter-
est and the target distribution, and is thus a bona fide measure of distributional balance of
covariates induced by a set of weights. This proportion extends the duality results in Propo-
sition 1 of Sze´kely and Rizzo (2013) and Theorem 1 of Sze´kely et al. (2007) for the weighted
energy distance at hand. A subtle point is that Proposition 1, combined with the decom-
position presented in Section 2.2, makes clear that E(Fn,a,w, Fn) more closely aligns with
evaluating how well a set of weights estimates the sample average treatment effect (SATE)
(Ding and Li, 2018) than the population ATE τ that is our main focus. Yet, as long as Fn is
representative of F , the weighted energy distance still aligns well with the population ATE.
We now show that the weighted energy distance converges to the energy distance when
the weights yield a well-defined limiting distribution.
Theorem 2.1. Assume E (‖X‖p | A = a) < ∞ and E‖X‖p < ∞. Further, assume for a
sequence of weights {wn}∞n=1 with
∑n
i=1wiI(Ai = a) = na for a ∈ {0, 1} and wi > 0 for
i = 1, . . . , n for each n (so that Fn,a,wn are well-defined as CDFs) that limn→∞ ϕn,a,wn(t)→
ϕ˜a(t) almost surely for every t ∈ Rp, where ϕ˜a is some integrable characteristic function
with associated cdf F˜a(x). Then almost surely we have
lim
n→∞
E(Fn,a,wn , Fn) = E(F˜a, F ). (9)
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Theorem 2.1 shows that the weighted energy distance converges to the limiting energy
distance. If the limiting distribution implied by a set of weights is F˜0 = F˜1 = F , then
E(F˜0, F ) + E(F˜1, F ) = 0. Proposition 1 and Theorem 2.1 together imply that weights with
smaller values of the sum E(Fn,1,w, Fn) + E(Fn,0,w, Fn) yield better distributional balance of
covariates. Due to the link between imbalance and bias, this also implies better balance will
yield estimates with smaller values for the terms (3). We now demonstrate this with two
illustrative examples.
In the first example, we generate a 1-dimensional covariate of sample size 250, which im-
pacts treatment assignment via a logistic model under each of three scenarios: 1) logit(pi(X)) =
−1 +X, 2) logit(pi(X)) = −1 +X + 2X2/3, and 3) logit(pi(X)) = −1 +X + 2X2/3−X3/3.
In each scenario, the response is generated as Y = X + X3 − 1/(0.1 + 0.1X2) + ε, where
ε∼N(0,√2). For each scenario, we construct IPWs based off of 3 logistic regression models,
which consider only a linear term in X (denoted as “IPW (1)”), a linear plus quadratic term
(“IPW (2)”), and up to the cubic term (“IPW (3)”), respectively. Thus, for Scenarios 2 and
3, at least one of the fitted models is misspecified. For each set of weights w, we compute
E(Fn,0,w, Fn) + E(Fn,1,w, Fn), i.e., the sum of the energy distances between each treatment
group and the combined sample, and compute the error τ̂w − τ of (2) for τ .
Figure 1 (a) displays the energy distances and biases over 1000 replications of the exper-
iment. We see that the energy distances are the largest in all scenarios for the unweighted
estimator ((2) with all weights equal to 1). For scenarios where the weights are estimated
using a misspecified model (IPW (1) in Scenario 2 and IPW (1) and (2) in Scenario 3), the
energy distances are much larger than for weights based on correctly (or over-specified) mod-
els. Correspondingly, the bias is pronounced for the misspecified models. Thus, the weighted
energy distance can be a useful tool to compare between different models, as weights with
smaller weighted energy distances tend to yield estimates with smaller error. In the sec-
ond example, we consider a 2-dimensional example where the true assignment mechanism
depends on first and second moments of the covariates. We consider several methods for es-
timate weights: logistic regression, the method of Imai and Ratkovic (2014), and the method
11
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Figure 1: (a, left) Energy distances and biases for IPW estimates based on weights from the
three fitted logistic regression models; (b, right) Boxplots of the biases for IPW estimates
versus weighted energy distance based on weights estimated by several methods, each with
different combinations of moments included for balancing or estimation.
of Chan et al. (2016), each with different moments included for balancing or estimation. We
then compare their weighted energy distances and absolute errors of (2) over 1000 replica-
tions. Figure 1 (b) displays the distances and errors for each dataset and method. We see
that, in general, weights with lower weighted energy distance have a much smaller magnitude
of bias in estimating the ATE.
There are, of course, many ways of measuring distance between distributions in the liter-
ature, including the Kolmogorov-Smirnov statistic, f -divergences (e.g., the Kullback-Leibler
divergence and the Hellinger distance), the Wasserstein distance, and the maximum mean
discrepancy. The energy distance has several advantages for characterizing distributional
imbalance. First, while in general there is no uniformly most powerful nonparametric test
for the difference between two distributions, the energy distance is often sensitive to differ-
ences in distributions, unlike the Kolmogorov-Smirnov statistic. Second, unlike the energy
distance, f -divergences such as the Kullback-Leibler divergence and Hellinger distance do
not metrize weak convergence; this property ensures that the distance remains stable under
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perturbations of the support of the distributions being measured (Genevay, 2019). Third,
the energy distance is easy and efficient to compute, unlike the Wasserstein distance. It
also works reasonably well in moderately high dimensions (Mak and Joseph, 2018), whereas
the Wasserstein distance suffers from the curse of dimensionality, in the sense that empirical
Wassterstein distances converge to the true Wasserstein distance at rate O(n−1/p) (Weed and
Bach, 2019; Genevay, 2019). Finally, while there is a direct link between maximum mean
discrepancies (MMD) and the energy distance (Sejdinovic et al., 2013), the energy distance
does not require careful tuning of hyperparameters and tends to work well across a wide
variety of scenarios.
3 Energy Balancing Weights
3.1 Definition
We will now use the proposed weighted energy distance to estimate weights which i) match
the distribution of covariates of the treated group to the distribution of covariates of the
full population, and ii) match the distribution of covariates of the control group to the
distribution of covariates of the full population.
To achieve this, we define the energy balancing weights (EBWs) to be
wen ∈ argmin
w=(w1,...,wn)
{E(Fn,1,w, Fn) + E(Fn,0,w, Fn)}
s.t.
n∑
i=1
wiAi = n1,
n∑
i=1
wi(1− Ai) = n0, wi ≥ 0 for i = 1, . . . , n. (10)
Thus, the energy balancing weights wen minimize the statistical energy between the treat-
ment and control groups to the full population. Due to the duality result of Proposition
1, minimizing statistical energy is directly equivalent to balancing covariate distributions.
The constraints
∑n
i=1wiI(Ai = a) = na serve several purposes: they i) preserve the sam-
ple size of the weighted pseudo-population to that of the study population, ii) stabilize the
estimated weights, and iii) ensure that Fn,0,w and Fn,1,w are valid distribution functions. An-
other important note is that, due to the bias decomposition in (3) and the duality result in
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Proposition (1), the weights wen are explicitly designed to minimize the key component of the
finite-sample bias of τ̂wen , in a manner agnostic to the functional forms of µ0(x) and µ1(x).
If the functional forms of µ0(x) and µ1(x) are known, it is certainly possible to construct a
different set of weights to better reduce bias, by emphasizing balance in regions of X where
either µ0(X) or µ1(X) are pronounced. However, this information is rarely (if ever) known,
hence this is difficult to achieve in practice except by good fortune.
To illustrate the effectiveness of EBWs for distributional balance, we consider data gen-
erated under Scenario 3 of the toy example in Figure 1 (a). Figure 2 shows the difference
between the weighted ECDF using EBWs of the covariate in the treatment group and the
ECDF of the combined (i.e., treated and untreated) sample, for varying sample sizes n. This
is compared with the weighted ECDF using weights from the true data-generating propensity
score, the estimated propensity score under the correct model, and the unweighted ECDF of
the treatment group. As sample size increases, the difference vanishes for energy balancing
weights, but much more slowly for both the true and estimated propensity score weights.
This demonstrates the improved distributional balance provided by the proposed EBWs,
which should then translate to a greater reduction of bias.
3.2 Asymptotic properties
Next, we show two desirable properties of the proposed EBWs. We first show that the
weighted ECDFs based on EBWs indeed converge to the population CDF F of X.
Theorem 3.1. Assume that E (‖X‖p | A = a) < ∞ and E‖X‖p < ∞ and that the assump-
tions presented in Section 2.1 hold. Let wen be as defined in (10). Then, for any a ∈ {0, 1},
Fn,a,wen(x) =
1
na
n∑
i=1
wei I(Xi ≤ x, Ai = a)→ F (x) (11)
almost surely for every continuity point x. Furthermore, limn→∞ E(Fn,a,wen , Fn) = 0 holds
almost surely.
Thus, energy balancing weights result in the almost sure convergence of the weighted ECDFs
of the treated (and untreated) group to the underlying covariate distribution F .
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Figure 2: Displayed are the absolute differences between the ECDF of the combined sample
and the weighted ECDF of the covariate in the treatment group based on energy weights.
Also displayed the same for the unweighted ECDF of the treated group and the weighted
ECDF based on the true and estimated propensity scores.
The consistency of the energy-weighted ATE estimator τ̂wen follows immediately as a
corollary of Theorem 3.1:
Corollary 3.2. Suppose the conditions of Theorem 3.1 hold, and that the treatment and
control mean response functions µ0(x) and µ1(x) are bounded and continuous on X . Then
τ̂wen is a consistent estimator of τ .
Next, we show that the ATE estimator τ̂wen is indeed root-n consistent:
Theorem 3.3. Assume the same conditions in Theorem 3.1. Let H be the native space
induced by the radial kernel Φ(·) = −‖ · ‖2 on Rp. Suppose the following mild conditions
hold:
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(A1) µ0(·) ∈ H and µ1(·) ∈ H,
(A2) Var[µ0(X)] <∞ and Var[µ1(X)] <∞,
(A3) σ20(x) and σ
2
1(x) are bounded over x ∈ Rp,
(A4) E[h20(X,X′,X′′,X′′′)] <∞ and E[h21(X,X′,X′′,X′′′)] <∞, where X,X′,X′′,X′′′ i.i.d.∼ F
and, with pi0(x) := 1−pi(x) and pi1(x) := pi(x), the kernel ha is defined for a = 0, 1 as:
ha(x,y, z,a) =
1
pia(x)
||x− z||2 + 1
pia(y)
||y − a||2 − 1
pia(x)pia(y)
||x− y||2 − ||a− z||, (12)
(A5) The energy balancing weights wen = (w
e
i,n)
n
i=1 in (10) satisfy w
e
i,n ≤ Cn1/3 for some
constant C > 0 independent of n.
Then the proposed EBW estimator τ̂wen is root-n consistent, i.e.:√
EX,A,Y [(τ̂wen − τ)2] = O(n−1/2). (13)
We give a brief discussion of Assumptions (A1)-(A5). Assumption (A1) concerns the regu-
larity of the conditional mean functions µ0 and µ1. It can be shown that the Sobolev space
Wd(p+1)/2e,2(Rp) – the space of functions with square-integrable r < d(p + 1)/2e-th differen-
tials – is contained within the native space H(Rp) (Theorem 10.42 of Wendland, 2004), so
(A1) can be viewed as a smoothness assumption on the conditional ATE µ1 − µ0 (a similar
condition is adopted in Wong and Chan, 2017). Assumptions (A2) and (A3) require the
conditional mean functions to have finite variance and the conditional variance function to
be bounded, respectively. Assumption (A4) require the kernels h0 and h1 to have finite sec-
ond moments; these kernels can be seen as a “modified” Euclidean kernel weighted by the
true propensity scores. Assumption (A5) assumes all EBWs to be bounded above by Cn1/3
for some positive constant C > 0; this assumption has been used in several weighting-based
covariate balancing methods (e.g., Wong and Chan, 2017; Athey et al., 2018). In practice,
(A5) can always be checked after optimizing for the EBWs in (10). One can change the
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optimization procedure (10) to explicitly enforce (A5), but we have never encountered “ex-
ploding weights” which violate this assumption in practice; the EBWs in our simulations
and data analysis typically satisfy (A5) with C = 1.
While Theorem 3.3 proves the desired root-n consistency of the proposed EBW estima-
tor τ̂wen , it unfortunately does not shed light on its asymptotic variance, which is useful for
constructing confidence intervals on τ . An exact variance expression is difficult to obtain
here, since the energy-balancing weights are obtained via the non-convex optimization prob-
lem (10). We instead recommend the use of bootstrapped confidence intervals for the EBW
estimator.
3.3 EBWs and importance sampling
We briefly comment on an interesting parallel between the proposed energy balancing weights
for distributional balance and the notion of importance weights for importance sampling.
Importance sampling (see, e.g., Geweke, 1989) is a general technique for estimating integral
quantities from a desired distribution G, using samples of another distribution H. The idea
is to reweigh each sample from H by its importance weight dG/dH: the Radon-Nikodym
derivative (or likelihood ratio) of G with respect to H. Clearly, such weights perfectly
balance the sample from H to the desired distribution G. For distributional balance, H is
the covariate distribution for the treated or control case (which we have access to), and G is
the covariate distribution for the full population (which we wish to infer).
This link to importance sampling reveals two insights on the proposed distributional
balance approach via EBWs. First, in order for importance weights (which are the Radon-
Nikodym derivatives) to exist here, the population distribution must be absolutely continuous
with respect to the treated and control distributions, which requires fX|A=0(x) > 0⇒ f(x) >
0 and fX|A=1(x) > 0 ⇒ f(x) > 0 for almost all x, where f are (conditional) densities of
the covariates. But this condition is precisely the positivity (or probabilistic assignment)
assumption in Section 2, which requires the propensity score pi(x) to satisfy 0 < pi(x) < 1.
Hence, similar conditions are needed for distributional balance in both importance sampling
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and causal analysis. Second, it is known that under mild conditions, integral estimates
under importance sampling are root-n consistent if the underlying samples from G are i.i.d.
sampled (Robert and Casella, 2013). The proof of Theorem 3.3 makes use of such results on
importance weighting to establish the root-n consistency of the EBW estimator.
A key difference between importance weights and EBWs is that the former depends on
both the population covariate density f(x) and the propensity score pi(x), both of which
are unknown in practice. The proposed method offers a nonparametric way for estimating
distribution-balancing weights. It optimizes weights in the new weighted energy distance in
Section 2, thereby balancing to the desired target distribution F (of which Fn is assumed
to be a representative sample). When a distribution other than F is of interest (see Li
et al. (2018) for examples of other common target distributions of interest), this importance
sampling perspective of EBWs allows for a straight-forward modification of the criterion in
Section 3 to balance to the target distribution.
3.4 Optimization
The optimization problem (10) for computing EBWs (and the later optimization prob-
lem (16) for obtaining three-way EBWs) are quadratic programming problems with linear
(in)equality constraints. Hence, this optimization can be efficiently solved using interior
point methods for cone programming (Andersen et al., 2011). We have implemented solu-
tions to both (10) and (16) in the R package ebw, which calls the cone programming solvers
available in the R package cccp (Pfaff, 2015). In our experience, cone programming solvers
provide remarkably robust and efficient solutions. In practice, the covariates are normalized
so that each covariate has mean zero and unit variance, before being used as inputs for the
optimization problem.
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4 Extensions and applications of energy balancing weights
4.1 Three-way energy balancing weights
The EBWs in (10) are designed to balance the distributions of covariates between each
treatment group to that of the combined sample {X}ni=1. As such, the treatment group
should be asymptotically balanced to the control group. Yet for finite samples, EBWs do
not necessarily guarantee good distributional balance between the treatment and control
arms, which can be important in practice. Consider the following re-expression of the two
terms in (3): ∫
x∈X
[µ1(x) + µ0(x)] d [Fn,1,w − Fn,0,w] (x) (14)
−
∫
x∈X
µ1(x)d [Fn − Fn,0,w] (x) +
∫
x∈X
µ0(x)d [Fn − Fn,1,w] (x). (15)
The terms (14) and (15) shed light on how the choice of w impacts estimation error for the
ATE. In particular, this error term depends not only on i) how close the weighted ECDFs
Fn,0,w and Fn,1,w are to that of the combined sample Fn, but also ii) how close the weighted
ECDF for the control group Fn,0,w is to the weighted ECDF of the treated group Fn,1,w. The
EBWs in Section 3 take care of the imbalance in i), but not the imbalance in ii) between
treatment and control. With finite samples, imbalance in ii) can result in (14) dominating
(15), depending on the properties of µ0(x), µ1(x), and µ0(x) + µ1(x).
Indeed, the importance of this three-way balance is recognized in the literature, and is
emphasized in Chan et al. (2016) as an important component in constructing globally efficient
estimators based on moment balancing. In our case, the target is three-way distributional
balance, i.e., balance in i) and ii).
We propose an extension of EBWs, called the improved energy balancing weights (iEBWs),
to help improve covariate balance between the treatment and control groups. These improved
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weights are defined as follows:
wein ∈ argmin
w
{E(Fn,1,w, Fn) + E(Fn,0,w, Fn) + E(Fn,0,w, Fn,1,w)}
s.t.
n∑
i=1
wiAi = n1,
n∑
i=1
wi(1− Ai) = n0, wi ≥ 0 for i = 1, . . . , n, (16)
where
E(Fn,1,w, Fn,0,w) ≡ 2
n1n0
n∑
i=1
n∑
j=1
wiwjAi(1− Aj)‖Xi −Xj‖2
− 1
n21
n∑
i=1
n∑
j=1
wiwjAiAj‖Xi −Xj‖2 − 1
n20
n∑
i=1
n∑
j=1
wiwj(1− Ai)(1− Aj)‖Xi −Xj‖2
is the energy distance between the weighted ECDFs for treated and control. Thus, the iEBWs
wein not only aim to minimize imbalance between treatment arms and the full population,
but also the energy between the treatment arm and control arm. Note that E(Fn,1,w, Fn,0,w)
still retains the properties of a weighted energy distance, in the sense that E(Fn,0,w, Fn,1,w) =∫
Rp |ϕn,1,w(t)−ϕn,0,w(t)|2ω(t)dt, as Proposition 1 can be trivially extended to the case where
both arguments of the energy distance are weighted.
4.2 Estimation of the average treatment effect on the treated
A common target of estimation is the (population) average treatment effect on the treated
(ATT) τ (1) ≡ E(Y (1) − Y (0) | A = 1), which is the mean difference in potential outcomes
among those who are actually treated. Due to the unconfoundedness assumption, we can
write
τ (1) =
∫
x∈X
[µ1(x)− µ0(x)] dF1(x), (17)
which suggests that a plug-in estimator can be obtained by replacing F1(x) with a suitable
energy-weighted ECDF. To do so, we define the new weights we1n = (w
e1
1 , . . . , w
e1
n ), where
we1i = 1 for {i : Ai = 1} and
{we1i }i:Ai=0 ∈ argmin
w
E(Fn,0,w, Fn,1)
s.t.
n∑
i=1
wi(1− Ai) = n0, wi ≥ 0 for i = 1, . . . , n, (18)
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where Fn,1(x) =
1
n1
∑n
i=1AiI(Xi ≤ x). Thus, we1n balances the covariate distribution for
the control group to the covariate distribution of the treated group. Similar to Theorem
3.1, we have Fn,0,we1n (x) → F1(x) almost surely for every continuity point x ∈ X . With the
new weights we1n , the natural plug-in estimate for the ATT τ
(1) is τˆwe1n (i.e. the weighted
estimator in (2) with w = we1n ).
4.3 Multi-category treatments
EBWs can also be constructed for multi-category treatments. Assume the treatment variable
Ai takes multiple values, i.e. Ai ∈ A = {a1, . . . , aK}. Denote na =
∑n
i=1 I(Ai = a), for
a ∈ A. Each unit has K potential outcomes (Yi(a1), . . . , Yi(aK)), one for each treatment
option. The strong unconfoundedness assumption in the multiple treatment setting becomes
{Yi(a1), . . . , Yi(aK)} |=
A | X. Following Lopez and Gutman (2017), the positivity assumption required is now
0 < pi(a,x) = P(A = a | X = x) < 1 for all a ∈ A and all possible x ∈ X . The standard
IPW estimator for E[Y (a)] involves inverse weighting each sample i by pi(Ai,Xi). Instead,
we propose to estimate E[Y (a)] or any causal contrast τ (a−a′) ≡ E[Y (a)−Y (a′)] for a, a′ ∈ A
with EBWs.
We define the energy balancing weights for the multiple treatment case as
wemn ∈ argmin
w=(w1,...,wn)
∑
a∈A
E(Fn,a,w, Fn)
s.t.
n∑
i=1
wiI(Ai = a) = na for all a ∈ A and wi ≥ 0 for i = 1, . . . , n.
Improved EBWs, which encourage covariate balance between all pairs of treatment options,
can be defined similarly as (16), where an additional weighted energy distance between
each pair of treatment options is added to the objective. Given any two treatment options
a, a′ ∈ A, we can then estimate the causal contrast τ (a−a′) with
τ̂
(a−a′)
wemn
=
1
na
n∑
i=1
wiYiI(Ai = a)− 1
na′
n∑
i=1
wiYiI(Ai = a
′).
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4.4 Estimation of individualized treatment rules
As many treatments exhibit heterogeneous effects for different patients, there is great in-
terest in tailoring treatment decisions to patients. A main line of work in this area is the
development of statistical methods aimed at finding an optimal individualized treatment rule
(ITR), which maps patient characteristics to treatment decisions. Thus, the immediate goal
is to estimate a mapping d : X 7→ {0, 1} which optimizes the expected potential outcomes
under the distribution induced by d. Following Qian and Murphy (2011), and Zhao et al.
(2012) and assuming that larger values of the outcome are preferred, the optimal ITR is
defined as
d∗ ∈ argmax
d
E[Y (d)]
= argmax
d
E
[
Y I(A = d(X))
pi(A,X)
]
= argmin
d
E
[
Y I(A 6= d(X))
pi(A,X)
]
, (19)
where pi(a,X) = P(A = a |X) and the second equality holds due to the causal assumptions
outlined in Section 2.1. The optimal ITR d∗ has the property that d∗(x) = a =⇒ µa(x) >
µ1−a(x). The last term in (19) appears as a weighted classification task due to the weighted
0-1 loss. With observed data, the objective becomes to minimize
1
n
n∑
i=1
Yi
pi(Ai,Xi)
I(Ai 6= d(Xi)). (20)
Due to the non-convexity of (20), in practice I(Ai 6= d(Xi)) is replaced with a surrogate,
such as the hinge function (1 − (2Ai − 1)d(Xi))+ (see, e.g., the outcome weighted learning
(OWL) method of Zhao et al. (2012)). Yet, this objective still requires estimation of the
propensity score pi(X) and involves plugging in this estimate to (20), which subjects it to
the same issues of propensity score weighted estimates of τ . To see how EBWs can be used
in place of pi(A,X), we can express (19) as
argmin
d
∫
x∈X
∑
a∈{0,1}
µa(x)I(d(x) 6= a)dFX,A(x, a)/pi(a,x)
= argmin
d
∫
x∈X
∑
a∈{0,1}
µa(x)I(d(x) 6= a)dF (x),
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where FX,A(x, a) = P(X ≤ x, A = a). Thus, d∗(x) is a functional of F (x). This suggests
a plug-in estimator by replacing F (x) with energy-weighted ECDFs (either Fn,a,wen(x) or
Fn,a,wein (x)). Thus, we propose to estimate the optimal ITR as
dˆ∗ ∈ argmin
d
1
n
n∑
i=1
Yiw
e
iφ(Ai, d(Xi)), (21)
where wei could be replaced with improved weights w
ei
i and φ(a, d) is a convex surrogate for
I(a 6= d), such as the hinge function or logistic loss. As in Zhao et al. (2012), to prevent
overfitting, a penalty λn‖d‖2 can be added to (21) to control complexity of the estimated
ITR.
To demonstrate the effectiveness of using energy balancing weights in optimal ITR esti-
mation, we provide an illustrative example under two data-generating scenarios. For both
scenarios we generate outcomes as Y = g(X) + A˜∆(X)/2 + ε, where g(X) are the main
effects of X, A˜ = 2A− 1, and ∆(X) = µ1(X)−µ0(X) is the treatment-covariate interaction,
ε ∼ N(0, 1), and R10 3 X i.i.d.∼ Unif(-1,1). Both scenarios are motivated by the simulation
studies of Zhao et al. (2012), but generate A from a logistic regression model with terms
depending on up to third order polynomials in a subset of the predictors, and g(X) contains
non-linear terms in the predictors. Full details of the experiment are given in the Supple-
mentary Material. We utilize the OWL method to obtain estimates dˆ, which uses inverse
weighting via the propensity score and adds a penalty λn‖d‖2 to the objective. For OWL,
the propensity score is misspecified to only include linear terms in the covariates. We also
estimate d∗ by minimizing (21) plus λn‖d‖2. We denote this as OWL (EBW) for weights
given by (10) and OWL (iEBW) for weights given by (16). We simulate 1000 independent
datasets and compute the average value function Ê[Y (dˆ)] evaluated on a large independent
dataset in addition to the missclassification rate in estimating d∗(X) on the independent
dataset. The results are given in Table 1, which indicate that energy balancing weights can
yield better performing ITRs.
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Table 1: Displayed are the value functions and misclassification rates for the optimal ITR
estimation example averaged over 1000 independent simulated datasets. In Scenario 1, the
optimal value is 4.74 with 56% of units with optimal assignments of A = 1; in Scenario 2,
the optimal value is 3.19 with 50% of units with optimal assignments of A = 1.
Scenario 1 Scenario 2
Method Value (SD) Misclass Value (SD) Misclass
OWL (EBW) 3.168 (0.253) 0.283 2.921 (0.166) 0.228
OWL (iEBW) 3.198 (0.204) 0.277 2.931 (0.165) 0.223
OWL (PS) 2.671 (0.327) 0.344 2.706 (0.196) 0.295
5 Simulation studies
To evaluate the finite sample performance and operating characteristics of our proposed esti-
mators, we conducted a large-scale simulation study across a wide variety of data-generating
scenarios. Since existing techniques such as empirical calibration balancing and the covari-
ate balancing propensity score work exceedingly well when the correct moments are specified
to be balanced, we primarily consider simulation settings where the relationships between
covariates and both the treatment status and outcome regression model are non-linear. We
consider a wide range of scenarios for the propensity score and outcome regression models,
several of which are examples taken from existing works. Outcome models B and E are
taken from Wong and Chan (2017), outcome model D is taken from Cannas and Arpino
(2019), and outcome model A is a slight modification of an outcome model from Kang and
Schafer (2007). Outcome model C is designed to be linear in X for the untreated group,
but nonlinear and with interaction terms for the treated group. Propensity model III is
from Kang and Schafer (2007) but with the main effects having twice the dimension as in
the Kang and Schafer (2007) example. The remainder of the propensity models have ei-
ther interactions, smooth nonlinear terms, or non-smooth nonlinear terms. We generate a
p-dimensional covariate vector Z = (Zi, . . . , Zp) from a p-dimensional mean zero multivariate
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Gaussian distribution with Cov(Zi, Zj) = −0.75|i−j|, which results in positive and negative
correlations between predictors. In covariate setup 1, we let the observed covariates be
X = Z, however, similar to the widely-tested setup in Kang and Schafer (2007), in covariate
setup 2 we define X = (X1, . . . , Xp) where X1 = exp(Z1/2), X2 = Z2/(1 + exp(Z1)) + 10,
X3 = (Z1Z3/25 + 0.6)
3, X4 = 20 + (Z2 +Z4)
2, X5 = exp(Z5/2), X6 = Z6/(1 + exp(Z5)) + 10,
X7 = (Z1Z7/25 + 0.6)
3, X8 = 5 + (Z6 + Z8)
2. To align with the setup of Kang and Schafer
(2007), we utilize covariate setup 2 for any setting with propensity model III. To align with
the setup of Wong and Chan (2017), we utilize covariate setup 2 for any setting with outcome
model B or E. All other settings use covariate setup 1.
We compare our proposed energy balancing weights (denoted “EBW”) and the improved
energy balancing weights (16) (denoted “iEBW”) with several widely-used alternatives.
First, we compare with inverse propensity score weights (denoted “IPW”). In addition, we
compare with the covariate balancing propensity score weights (denoted “CBPS”), the em-
pirical calibration balancing weights (denoted “Cal”) with exponential tilting weights. For
all methods which require specification of a model for the treatment assignment or moments
to balance, only first order terms in X were used, as in Wong and Chan (2017). This reflects
a setting where the analyst misspecifies that only first moments should be balanced. We also
utilize the kernel-based functional covariate balancing approach of Wong and Chan (2017),
denoted as “KCB” for kernel covariate balancing with the second-order Sobolev kernel. As a
baseline for comparison, we investigate a na¨ıve unweighted estimator which simply compares
the means between treated groups and denote this as “Unweighted”. For all estimators, we
use weights normalized by treatment group. Thus, the IPW approach is the Ha´jek esti-
mator as opposed to the more unstable, non-normalized Horvitz-Thompson estimator. For
each setting, we generate 1000 independent datasets and evaluate each method based on the
square root of the mean squared error (RMSE) and bias in estimating the ATE.
For the sake of clarity of presentation, we present a subset of the results in Table 2 for
propensity models I-V, outcome models A and B, and dimension p = 10. We additionally
present a summary of the results across all outcome models and across all propensity models.
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Table 2: Displayed are results for n = 250 and p = 10 averaged over 1000 independent
simulated datasets. For each setting, the best average is bolded.
Propensity Model: I II III IV V
Method RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias
Y Model: A Unweighted 21.375 −21.110 23.362 22.893 3.851 0.032 7.772 6.752 35.122 34.983
EBW 8.450 − 8.173 6.908 6.714 2.133 − 0.094 1.521 −0.200 13.542 13.387
iEBW 5.239 −5.010 5.372 5.204 1.790 0.005 1.338 − 0.496 9.607 9.475
KCB 7.305 − 6.380 4.015 3.413 3.025 0.789 1.463 − 0.446 15.210 14.643
IPW 21.462 −21.188 23.371 22.827 8.083 0.930 7.864 6.766 35.114 34.971
CBPS 21.442 −21.174 23.194 22.688 4.324 0.612 7.822 6.759 35.083 34.942
Cal 21.459 −21.184 23.129 22.597 3.567 0.744 7.854 6.764 35.033 34.892
Y Model: B Unweighted 13.678 − 0.377 30.446 0.861 29.859 −24.281 17.670 0.870 17.529 0.474
EBW 8.892 − 0.263 9.596 0.520 28.707 −22.923 11.779 0.996 8.679 0.237
iEBW 4.428 − 0.198 5.740 0.419 23.214 −18.442 8.824 0.790 4.077 0.109
KCB 8.965 − 0.267 9.334 0.446 17.595 −14.202 9.744 0.567 8.945 0.278
IPW 8.979 − 0.238 12.352 0.817 15.395 −11.546 17.420 0.972 8.962 0.265
CBPS 8.929 − 0.241 10.603 0.934 23.757 −13.231 13.973 0.830 9.074 0.281
Cal 4.643 −0.191 6.762 1.027 44.189 −31.440 18.345 1.138 1.702 0.100
More detailed results are presented in the Supplementary Material. From Table 2, iEBW
tends to perform better than EBW for most settings both in terms of RMSE and bias.
Compared with KCB, the other non-parametric balancing approach, iEBW tends to result
in a smaller RMSE and bias, except for under propensity model II with outcome model A
and propensity model III with outcome model B. For all other settings, iEBW and EBW
outperform IPW, CBPS, and Cal, except under propensity model V with outcome model B,
where Cal yields the smallest RMSE and bias and propensity model III with outcome model
B, where IPW yields the smallest RMSE and bias. Although EBW and iEBW do not always
result in the best performance, for no setting does either approach result in a significantly
worse RMSE than the best-performing method. Thus, EBW and iEBW are robust to the
specific data-generating mechanism. In contrast, there are some settings where KCB, Cal,
CBPS, and IPW perform significantly worse than the best performing method. Table 3
contains a summary of the results averaged across outcome models (A-E) and dimension
settings (p ∈ {10, 25}). Each entry in the table is the average rank of each method in terms
of RMSE and bias for each combination of outcome model and dimension; i.e. the method
with the smallest RMSE for a particular setting receives a “1” and the method with the
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Table 3: Displayed are the ranks among all methods tested of each method in terms of
RMSE and bias averaged over all response models (I-VI) for n = 250 and over the dimension
settings p = 10 and p = 25.
Propensity Model: I II III IV V VI
Mean Rank Mean Rank Mean Rank Mean Rank Mean Rank Mean Rank
Method RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias
Unweighted 4.7 3.7 6.5 4.9 5.0 4.5 4.8 4.1 6.2 5.3 3.9 3.1
EBW 2.5 2.8 2.4 2.7 3.2 4.2 2.5 3.6 1.9 2.6 2.5 3.8
iEBW 2.2 2.5 1.5 1.7 3.0 3.9 1.7 3.5 1.9 2.0 2.0 3.1
KCB 3.0 3.4 2.5 2.5 3.2 4.3 2.7 2.5 3.0 3.6 2.5 2.3
IPW 5.5 5.0 6.4 5.9 5.0 2.9 6.3 5.4 5.8 5.1 6.8 6.0
CBPS 5.1 4.8 5.1 5.3 4.7 3.9 5.1 3.7 5.6 5.3 4.9 4.2
Cal 5.0 5.8 3.6 5.0 3.9 4.3 4.9 5.2 3.6 4.1 5.4 5.5
largest RMSE receives a “7”. The Supplementary Material contains a similar summary, but
averaged over propensity models and dimensions. In general iEBW tends to yield the best
rank in terms of performance across the settings, with EBW and KCB yielding similarly low
ranks.
6 Right Heart Catheterization Data
6.1 Description of Data
A study by Connors et al. (1996) was conducted to investigate the effectiveness of right heart
catheterization (RHC), a diagnostic procedure for critically ill patients in intensive care units.
Since RHC is more relevant for certain forms of intensive care than others, there is substantial
imbalance in patient characteristics in those treated with RHC and those who did not receive
RHC. The original analysis was based on propensity score matching and the data has been
subsequently re-analyzed in many other works (Hirano and Imbens, 2001; Crump et al.,
2009; Rosenbaum, 2012; Li et al., 2018). The study consists of data on 5735 individuals,
2184 of whom received RHC, and the remaining 3551 did not receive RHC. The outcome is an
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indicator of survival at 30 days after admission. A panel of experts convened to discuss which
variables contribute to a decision to use RHC, resulting in a large set of covariates to study
(72 in total, 21 of which are continuous, 25 binary, and 26 dummy variables originating from
6 categorical covariates). The dataset is publicly available at the following site: http://
biostat.mc.vanderbilt.edu/wiki/pub/Main/DataSets/rhc.html. There are substantial
empirical differences in the distributions of many of these covariates between treatment
groups (RHC vs. no RHC).
In Section 6.2 we study the effect of RHC on 30-day survival. However, since there is no
ground truth available, in Section 6.3 we use the RHC data to conduct a realistic simulation
that demonstrates the effectiveness of EBWs.
6.2 Analysis of Right Heart Catheterization Data
We used 65 of the available covariates, as in the analysis of the same dataset in Rosenbaum
(2012), leaving out date-related covariates. Using the 65 covariates we applied the weighting
methods used in Section 5 (except the method of Wong and Chan (2017) as the code returned
constant weights of 1 regardless of the tuning parameters used) to estimate weights to balance
the treated groups. To first investigate how well each method balances the marginal means
of each covariate, we evaluate the absolute standardized mean differences for each covariate
and p-values for the difference in weighted means between treated and control groups, which
are displayed in Figure 3. Empirical calibration balancing is designed to balance all specified
moments exactly and since we balance the first moments, these have exact balance. Both
energy balancing weights still result in tight moment balance in spite of the fact that this
was not prescribed as a goal explicitly. In Figure 4 we investigate how well each method
balances the distributions of all 1- and 2-dimensional projections of the covariates. To do
this, we compare the weighted ECDFs for each projection by evaluating the square root
of the integrated mean squared error (RIMSE) of the weighted ECDFs between the two
treatment groups. Both energy balancing weights yield the smallest RIMSEs on average.
However, it is important to note that lower-order projections of the distribution are not the
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Table 4: Estimates of the ATE and standard errors for the RHC data. Standard errors were
computed for all methods using the nonparametric bootstrap with 1000 replications. Also
displayed are various measures of discrepancy between the distributions of covariates for the
RHC and non-RHC groups. In addition to weighted energy distances, we display “|SMD|”,
which is the average absolute standardized marginal mean difference of covariates.
Unweighted CBPS IPW Cal EBW iEBW
τ̂w 0.0736 0.0577 0.0528 0.0547 0.0499 0.0470
SE(τ̂w) 0.0132 0.0142 0.0155 0.0145 0.0120 0.0117
Energy dist (10) 8.1996 0.8596 0.7804 0.4250 0.3236 0.3377
Energy dist (16) 23.7172 1.8643 1.5756 1.0045 0.7536 0.7270
|SMD| 0.1648 0.0276 0.0182 0.0000 0.0063 0.0043
max (|SMD|) 0.5826 0.1158 0.0778 0.0000 0.0239 0.0168
SD(|SMD|) 0.1276 0.0207 0.0147 0.0000 0.0050 0.0036
explicit focus of energy balancing weights and thus the energy balancing weights also likely
balance other aspects of the distributions of covariates between the treatment groups. We
display further measures of discrepancy of the covariates between the treatment groups in
Table 4. In addition to displaying the average RIMSE values and absolute SMDs, in this
table we display the weighted energy values for each of the weights, including the unweighted
energy distances. By definition, energy balancing weights have the minimum weighted energy
distances, however it can be seen that the empirical calibration balancing weights have a
relatively small weighted energy distance, indicating its use is likely sensible for the RHC
data.
The estimates of the ATE of RHC and corresponding standard errors are displayed
in Table 4. Standard errors are computed using the nonparametric bootstrap with 1000
replications. The EBW-based estimates have the smallest standard errors, and, perhaps
more interestingly, yield an estimate of the effect of RHC that is slightly less deleterious
than estimates in the literature, despite it still being a highly significant effect.
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Figure 3: Displayed are p-values for tests of the difference in weighted means between treat-
ment groups marginally for each covariate (left) and for each pairwise interaction of covariates
(right). For continuous covariates weighted t-tests are used and weighted Chi-squared tests
are used for discrete covariates. For an RCT, the sorted p-values are expected to roughly fall
along the diagonal – lines above the diagonal indicate an improvement in moment balance
over random assignment. Note that by construction, the calibration balancing weights result
in exact balance of the first order moments of each covariate marginally. However, exact
marginal mean balance does not imply balance of higher order terms, as seen on the right
plot, or of marginal distributional balance, as can be seen in Figure 4.
6.3 Right Heart Catheterization Data Simulation
In this section we fix the covariates and treatment assignments from the RHC data and simu-
late responses with confounding. This produces a realistic and highly challenging simulation
scenario with high dimension. We use the key functional form from outcome model D from
Section 5. Since this outcome model involves only 7 covariates, we use the functional form
from this outcome model and apply it over 8 separate groups of 7 covariates in the RHC data
and take the sum of all groups of 7 covariates as the mean of the outcome. We then simulate
1000 independent datasets using this procedure and each time estimate the ATE and record
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Figure 4: This figure illustrates the differences in the marginal univariate weighted ECDFs
between the treated and control populations. In particular, let xj ∈ Xj denote the j com-
ponent of the covariate vector x and let Fn,a,j(x) denote its empirical cdf on treatment arm
a. Similarly denote the weighted versions of this quantity. Here, we are displaying how well
each method balances the marginal empirical cdfs for the treated and control arms. We do
so by evaluating an estimate of
√∫
xj∈Xj [Fn,1,j,w − Fn,0,j,w] (xj)dxj obtained by integration
over a grid of values for all j = 1, . . . , 65. The results across all covariates are displayed in
the left two plots above. The rightmost plots similarly display the RIMSEs for all possible
65 choose 2 bivariate cdfs.
each method’s RMSE in estimating the true ATE. Since under this model the ordering of
the covariates changes the nature of the confounding, we randomly permute the columns
100 times and repeat the simulation 1000 times for each permutation and each time record
the RMSE over the 1000 replications. Further details are provided in the Supplementary
Material. The RMSEs for each of the 100 column permutations are displayed in Figure 5.
Both EBW and iEBW consistently yield the smallest RMSE across the permutation settings.
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Figure 5: This figure displays the RMSEs for each method across the 100 simulation settings
using the RHC data.
7 Discussion
We have introduced a new metric, the weighted energy distance, which measures the distri-
butional balance induced by a set of weights, and thus can be used to determine which set
of weights is likely to result in the smallest bias in estimating a causal quantity. Building
on the weighted energy distance, we have introduced the energy balancing weights, which
are optimal in terms of distributional balance. The energy balancing weights are robust
and reliable across many functional forms of confounding and further rarely result in large
weights. Due to the distributional balancing of the energy balancing weights, they can be
utilized to estimate a wide variety of causal estimands, which can be represented as a statis-
tical functional of the population distribution function of the covariates. While we focused
entirely on the weighted energy distance, the connection between the energy distance and
distances between embeddings of probability measures into reproducing kernel Hilbert spaces
(Sejdinovic et al., 2013) opens up the possibility of more effective distributional balancing
weights if more is known about the functional form of confounding. In particular, if the
analyst believes lower order projections of the distribution should be balanced with priority
over higher order aspects of the distribution, the use of a kernel which emphasizes these
projections, such as the sparsity-inducing kernel in Mak and Joseph (2017), could be used.
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SUPPLEMENTARY MATERIAL
Supplementary Material: The Supplementary Material contains proofs of the theoretical
results. (pdf)
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A Technical Proofs
A.1 Proposition 1
Proof. For simplicity, we focus on the case where p = 1, but the arguments carry through
for all dimensions. We further focus on the treated group (i.e. a = 1) without loss of
generality. We begin by noting that we can express |ϕn(t)−ϕn,1,w(t)|2 in terms of ϕn(t)ϕn(t),
ϕn(t)ϕn,1,w(t), ϕn,1,w(t)ϕn(t), and ϕn,1,w(t)ϕn,1(t), where ϕn(t) and ϕn,1,w(t) are the complex
conjugates of ϕn(t) and ϕn,1,w(t), respectively. For the first, we have
ϕn(t)ϕn(t) =
1
n2
∑
i,j
exp{it(Xi −Xj)}
=
1
n2
∑
i,j
cos{t(Xi −Xj)}+ V1,
where V1 is a term that vanishes when the integral in (8) is evaluated. Similarly, we have
ϕn,1,w(t)ϕn,1,w(t) =
1
n21
∑
i,j
wiwjAiAj cos{t(Xi −Xj)}+ V2 and
ϕn,1,w(t)ϕn(t) + ϕn(t)ϕn,1,w(t) =
1
n1n
∑
i,j
wiAi cos{t(Xi −Xj)}
+
1
n1n
∑
i,j
wjAj cos{t(Xi −Xj)}+ V3.
Then combining terms and by Lemma 1 of Sze´kely and Rizzo (2013), we have the desired
result.
A.2 Theorem 2.1
Proof. Let {X˜i}ni=1 i.i.d.∼ Fn,a,wn and let F˜n,a,wn and ϕ˜n,a,wn be the empirical cdf and character-
istic function of {X˜i}nai=1. By the Glivenko-Cantelli theorem for non-identically distributed
random variables (Theorem 1 of Wellner (1981), we have that limn→∞ supx∈X |F˜n,a,wn(x) −
F˜a(x)| = 0. Similar to the proof of Theorem 2 in Sze´kely et al. (2007) (with modification,
since now we need a SLLN for V-statistics of triangular arrays like Cso¨rgo˝ and Nasari (2013);
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Patterson (1989), we can show that
lim
n→∞
E(F˜n,a,wn , Fn) = E(F˜a, F ) (22)
almost surely. Similar to Sze´kely et al. (2007) define D(δ) = {t ∈ Rp : δ ≤ |t|p ≤ 1/δ} and
Eδ(F˜n,a,wnFn) =
∫
D(δ)
|ϕn(t) − ϕ˜n,a,wn(t)|2ω(t)dt. By the strong law of large numbers for
V-statistics of triangular arrays (Cso¨rgo˝ and Nasari, 2013; Patterson, 1989), we have that
the following holds almost surely
lim
n→∞
Eδ(F˜n,a,wn , Fn) = Eδ(F˜a, Fn) =
∫
D(δ)
|ϕn(t)− ϕ˜a(t)|2ω(t)dt.
We note that limδ→0 Eδ(F˜a, Fn) = E(F˜a, Fn), thus it remains to show that
lim sup
δ→0
lim sup
n→∞
|Eδ(F˜n,a,wn , Fn)− E(F˜n,a,wn , Fn)| = 0.
For each δ > 0 we have
|Eδ(F˜n,a,wn , Fn)− E(F˜n,a,wn , Fn)| ≤
∫
|t|p<δ
|ϕn(t)− ϕ˜n,a,wn(t)|2ω(t)dt
+
∫
|t|p>1/δ
|ϕn(t)− ϕ˜n,a,wn(t)|2ω(t)dt
Note that
|ϕn(t)− ϕ˜n,a,wn(t)|2 =
∣∣∣∣∣ 1n
n∑
i=1
exp{i〈t,Xi〉} − 1
n
n∑
i=1
exp{i〈t, X˜i〉}
∣∣∣∣∣
2
=
∣∣∣∣∣ 1n
n∑
i=1
(1− exp{i〈t, X˜i〉})− 1
n
n∑
i=1
(1− exp{i〈t,Xi〉})
∣∣∣∣∣
2
≤ 1
n
n∑
i=1
|1− exp{i〈t, X˜i〉}|2 + 1
n
n∑
i=1
|1− exp{i〈t,Xi〉}|2.
Thus, ∫
|t|p<δ
|ϕn(t)− ϕ˜n,a,wn(t)|2ω(t)dt ≤
1
n
n∑
i=1
∫
|t|p<δ
|1− exp{i〈t, X˜i〉}|2ω(t)dt
+
1
n
n∑
i=1
∫
|t|p<δ
|1− exp{i〈t,Xi〉}|2ω(t)dt.
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Similar to the arguments in the proof of Theorem 2 of Sze´kely et al. (2007), we have that∫
|t|p<δ |1 − exp{i〈t, X˜i〉}|2ω(t)dt = |X˜i|G(X˜iδ), where G(y) =
∫
|t|p<y
1−cos(t1)
|t|1+p dt where t1 is
the first element of t. Note that limy→0G(y) = 0 and G(y) is bounded. Thus, by the strong
law of large numbers, lim supn→∞
∫
|t|p<δ |ϕn(t) − ϕ˜n,a,wn(t)|2ω(t)dt ≤ E{|X˜|G(|X˜|δ)} +
E{|X|G(|X|δ)}. Thus, by the Lebesgue bounded convergence theorem for integrals and
expectations, we have lim supδ→0 lim supn→∞
∫
|t|p<δ |ϕn(t)− ϕ˜n,a,wn(t)|2ω(t)dt = 0. By simi-
lar arguments, we have lim supδ→0 lim supn→∞
∫
|t|p>1/δ |ϕn(t)− ϕ˜n,a,wn(t)|2ω(t)dt = 0. Thus,
we have shown (22).
Then to complete the proof it remains to show that
lim sup
n→∞
|E(F˜n,a,wnFn)− E(Fn,a,wnFn)| = 0. (23)
We denote dω = ω(t)dt. We begin by decomposing the above as
|E(F˜n,a,wn , Fn)− E(Fn,a,wn , Fn)|
=
∣∣∣∣∫
Rp
{
2ϕn(t) [ϕn,a,wn(t)− ϕ˜n,a,wn(t)] + ϕ˜2n,a,wn(t)− ϕ2n,a,wn(t)
}
dω
∣∣∣∣
≤ 2
∫
Rp
|ϕn(t)| {|ϕ˜a(t)− ϕn,a,wn(t)|+ |ϕ˜a(t)− ϕ˜n,a,wn(t)|} dω
+
∫
Rp
|ϕ˜a(t) + ϕ˜n,a,wn(t)| · |ϕ˜a(t)− ϕ˜n,a,wn(t)|dω
+
∫
Rp
|ϕ˜a(t) + ϕn,a,wn(t)| · |ϕ˜a(t)− ϕn,a,wn(t)|dω
≤
∫
Rp
{2|ϕ(t)|+ 2|ϕ(t)− ϕn(t)|+ 2|ϕ˜a(t)|+ |ϕ˜a(t)− ϕ˜n,a,wn(t)|} · |ϕ˜a(t)− ϕ˜n,a,wn(t)|dω
(24)
+
∫
Rp
{2|ϕ(t)|+ 2|ϕ(t)− ϕn(t)|+ 2|ϕ˜a(t)|+ |ϕ˜a(t)− ϕn,a,wn(t)|} · |ϕ˜a(t)− ϕn,a,wn(t)|dω.
(25)
Note that ϕ(t) is integrable due to the continuity of X and that |ϕn,a,wn(t)| → |ϕ(t)| and
|ϕ˜n,a,wn(t)| → |ϕ(t)|. This ensures that the limsup of the integral converges to 0, which we
will need below.
Due to the almost sure convergence of ϕn,a,wn and ϕ˜n,a,wn to ϕ˜a, the terms inside the
integrals (24) and (25) both converge almost surely to 0. We first investigate (24) and note
36
that
0 ≤ 2 {2|ϕ(t)|+ 2|ϕ(t)− ϕn(t)|+ 2|ϕ˜a(t)|+ |ϕ˜a(t)− ϕ˜n,a,wn(t)|} · {|ϕ˜a(t)|+ |ϕ˜n,a,wn(t)|}
− {2|ϕ(t)|+ 2|ϕ(t)− ϕn(t)|+ 2|ϕ˜a(t)|+ |ϕ˜a(t)− ϕ˜n,a,wn(t)|} · |ϕ˜a(t)− ϕ˜n,a,wn(t)|. (26)
Note that the first term in the right hand side of (26) converges to 8{|ϕ(t)|+ |ϕ˜a(t)|}|ϕ˜a(t)|
almost surely. Define gn(t) ≡ 2|ϕ(t)|+ 2|ϕ(t)− ϕn(t)|+ 2|ϕ˜a(t)|+ |ϕ˜a(t)− ϕ˜n,a,wn(t)| and
its almost sure limit g(t) ≡ 2{|ϕ(t)| + |ϕ˜a(t)|}. Then an application of Fatou’s lemma to
the right hand side of (26) yields
4
∫
Rp
g(t)|ϕ˜a(t)|dω ≤ lim inf
n→∞
{
2
∫
Rp
gn(t)|ϕ˜n,a,wn(t)|dω + 2
∫
Rp
g(t)|ϕ˜a(t)|dω
−
∫
Rp
gn(t)|ϕ˜a(t)− ϕ˜n,a,wn(t)|dω
}
.
Thus we have lim supn→∞ (24) = 0. A similar argument holds for (25), and thus we have
shown (23), which concludes the proof.
A.3 Theorem 3.1
Proof. Similar to Amaral et al. (2017), we consider weights defined by the Radon-Nikodym
derivative ha = fX/fX|A=a for a ∈ {0, 1}, where fX is the density of X for the full pop-
ulation and fX|A=a is the density of X for the treated population. We then let ha =
{ha(X1), . . . , ha(Xn)} be the Radon-Nikodym derivatives corresponding to the sample. We
then define hˆa(Xi) = ha(Xi)/(
1
na
∑n
i=1 I(Ai = a)ha(Xi)) and hˆa = (hˆa(X1), . . . , hˆa(Xn)).
By the SLLN, Fn,a,hˆa(x) =
1
na
∑n
i=1 hˆa(Xi)I(Ai = a)I(Xi ≤ x) converges almost every-
where to F (x) for every continuity point x (Tokdar and Kass, 2010; Amaral et al., 2017) for
a ∈ {0, 1}. Thus, as in the proof of Theorem 2 in Mak and Joseph (2018) by the Portmanteau
and dominated convergence theorems, we have
lim
n→∞
E[|ϕ(t)− ϕn,a,hˆa(t)|2] = 0 for all t for a ∈ {0, 1}, (27)
where ϕn,a,hˆa(t) =
1
na
∑n
i=1 hˆa(Xi)I(Ai = a) exp{i, 〈t,Xi〉} is a Radon-Nikodym derivative
weighted ecf for treatment arm a. Denote the expected weighted energy between the treated
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group and the sample population as
E[E(Fn,a,hˆa , Fn)] = E
[∫
Rp
|ϕ(t)− ϕn,a,hˆa(t)|2ω(t)dt
]
for a ∈ {0, 1}.
Note that although F is the weighted average of two conditional distribution functions,
i.e. F (x) = F1(x)P1 + F0(x)P0, due to the Theorem 2.1 and Corollary 3.1 of Van Zuijlen
(1978), all standard convergence properties of Fn resulting from a mixture distribution such
as F this still hold. Specifically, a Glivenko-Cantelli theorem for empirical cdfs based on
a mixture distribution as this holds. Thus, by the same arguments as in Mak and Joseph
(2018), limn→∞ E[E(Fn,a,hˆa , Fn)] = 0 for a ∈ {0, 1}. Define ϕn,a,wen(t) = 1n1
∑n
i=1w
e
i I(Ai =
a) exp{i, 〈t,xi〉} to be the energy-weighted edf among treatment arm a. By the definition of
wen, ∫
Rp
|ϕ(t)− ϕn,0,wen(t)|2ω(t)dt +
∫
Rp
|ϕ(t)− ϕn,1,wen(t)|2ω(t)dt
= E(Fn,0,wen , Fn) + E(Fn,1,wen , Fn)
≤ E[E(Fn,0,hˆ0 , Fn)] + E[E(Fn,1,hˆ1 , Fn)].
Thus, limn→∞ E(Fn,a,wen , Fn) = 0 for a ∈ {0, 1}. If we choose any subsequence {nk}∞k=1 of N+,
we have the same property that limk→∞ E(Fnk,0,wenk , Fn) = 0 for a ∈ {0, 1}. By the Riesz-
Fischer Theorem, a sequence of functions fn which converge to f in L2 has a subsequence
fnk which converges almost everywhere to f , implying the existence of a subsubsequence
{n′k}∞k=1 ⊆ {nk}∞k=1 such that ϕn′k,a,wen′
k
(t) converges to ϕ(t) almost everywhere as k →∞ for
a ∈ {0, 1}. Since (nk) was chosen arbitrarily, limn→∞ ϕn,a,wen(t) = ϕ(t) almost everywhere.
Thus the main convergence result of Theorem 3.1 holds. That limn→∞ E(Fn,a,wen , Fn) = 0
holds almost surely is a consequence of (11) and Theorem 2.1.
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A.4 Corollary 3.2
Proof. From (5), the bias of τˆwen can be written as:
|E[τˆwen ]− τ | =
∫
x∈X
µ1(x)d
[
F − Fn,1,wen
]
(x)−
∫
x∈X
µ0(x)d
[
F − Fn,0,wen
]
(x)
≤
∣∣∣∣∫
x∈X
µ1(x)d
[
F − Fn,1,wen
]
(x)
∣∣∣∣+ ∣∣∣∣∫
x∈X
µ0(x)d
[
F − Fn,0,wen
]
(x)
∣∣∣∣ . (28)
By Theorem 3.1, we know that Fn,1,wen(x), the weighted treatment covariate distribution,
converges to F , the population covariate distribution. By the Portmanteau Theorem (The-
orem 2.1, Billingsley, 1993), it follows that:∫
x∈X
µ1(x)dFn,1,wen(x)
n→∞−−−→
∫
x∈X
µ1(x)dF (x).
An analogous argument yields a similar result for the control group:∫
x∈X
µ0(x)dFn,0,wen(x)
n→∞−−−→
∫
x∈X
µ0(x)dF (x).
Hence, from (28), we have limn→∞ |E[τˆwen ]− τ | = 0, which proves the claim.
A.5 Theorem 3.3
The proof of Theorem 3.3 requires a few lemmas.
The first lemma shows that, under i.i.d. sampling of the covariates X1, · · · ,Xn ∼ F ,
the expected energy distance between Fn (its empirical distribution) and F (the population
distribution) converges at a rate of O(1/n):
Lemma A.1. Suppose X1, · · · ,Xn i.i.d.∼ F . Then E[E(F, Fn)] = O(1/n).
Lemma A.1. By Proposition 1 of Sze´kely and Rizzo (2013), we have:
E(F, Fn) =
∫
Rp
|ϕ(t)− ϕn(t)|2ω(t)dt.
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Taking an expectation on both sides, it follows that:
E[E(F, Fn)] = E
[∫
Rp
|ϕ(t)− ϕn(t)|2ω(t)dt
]
=
∫
Rp
E
[|ϕ(t)− ϕn(t)|2]ω(t)dt
(Tonelli’s theorem, since integrand is non-negative)
=
∫
Rp
V[Re(φ1(t))] + V[Im(φ1(t))]
n
ω(t)dt
(E [|ϕ(t)− ϕn(t)|2] is a variance term, since Eϕn(t) = ϕ(t))
= O
(
1
n
)
,
where constant terms depend on F and p.
The second lemma shows that, under the additional causal assumptions of positivity
and strong ignorability as well as mild distributional assumptions on F0 and F1, the same
convergence rate ofO(1/n) holds for the energy distance between Fn,a,wen (the energy-weighted
distribution for the treated or control) and Fn (the empirical covariate distribution):
Lemma A.2. Assume that the causal assumptions of positivity and strong ignorability hold.
Further, assume that E [h2a(Xi,Xj,X`,Xm)] < ∞, where Xi,Xj i.i.d.∼ Fa for i, j such that
Ai = Aj = a, X`,Xm
i.i.d.∼ F for `,m ∈ {1, . . . , n}, and ha(xi,xj,x`,xm) is as defined in (12).
Let wen be the solution to the energy balancing objective (10). Then E(Fn,a,wen , Fn) = O(1/n)
almost surely.
Lemma A.2. First consider the non-normalized Radon-Nikodym derivative weights wnnrnn .
We will first show that E(Fn,a,wnnrnn , Fn) is simply a degenerate two-sample V -statistic to
show its convergence rate. The weights wnnrnn are functions of x in the sense that w
nnrn
i =
wnnrn(Xi) = 1/pi(Ai,Xi), where pi(a,x) = P(A = a | X = x). Then E(Fn,a,wnnrnn , Fn) is a
two-sample V -statistic with kernel h(xi,xj; x`,xm) = w
nnrn(xi)||xi− x`||2 +wnnrn(xj)||xj −
xm||2−wnnrn(xi)wnnrn(xj)||xi−xj||2−||x`−xm||2. Denote {X˜1, . . . , X˜na} = {Xi : Ai = a}.
Then E(Fn,a,wnnrnn , Fn) can be written as the following V -statistic
E(Fn,a,wnnrnn , Fn) =
1
n2n2a
na∑
i=1
na∑
j=1
n∑
`=1
n∑
m=1
h(X˜i, X˜j; X`,Xm).
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From positivity and strong ignorability it can be shown that E(Fn,a,wnnrnn , Fn) is first-order
degenerate in the sense that Eh(x˜, X˜j; X`,x) = 0 for any x˜ and x. Thus, if Eh2 <∞, then
E(Fn,a,wnnrnn , Fn) = O(n−1) by extensions of asymptotic results for one-sample V -statistics
(Serfling, 1980; Korolyuk and Borovskich, 1994) to multi-sample V -statistics as in Rizzo
(2002). Note that this also implies that E(Fn,a,wrnn , Fn) = O(n−1) since wnnrnn and wrnn
differ only by a normalizing constant such that 1
n
∑n
i=1w
rn
i = E
[
1
n
∑n
i=1w
nnrn
i
]
= 1. Since
by definition of wen we have E(Fn,a,wen , Fn) ≤ E(Fn,a,wrnn , Fn) for each n, the main result
E(Fn,a,wen , Fn) = O(n−1) holds.
The next lemma shows that, under a mild regularity condition on energy weights, the
sum of the squared weights is upper bounded by O(n):
Lemma A.3. Let w˜en = (w˜
e
1,n, · · · , w˜en,n) be the solution to the energy balancing objective
(10) additionally subject to the constraint w˜ei,n ≤ Bn1/3 over all i and n for some constant
B > 0 independent of n. Assume the conditions of Lemma A.2 hold. Then, almost surely:
∑
i:Ai=0
w˜ei,n
2
n0
≤ C and
∑
i:Ai=1
w˜ei,n
2
n1
≤ C
for all n > n∗ for some n∗ > 1 and some constant C > 0 that does not depend on n.
Lemma A.3. Note that E(Fn,1,w˜en , Fn) = O(n−1) by Lemma A.2. We consider for simplicity
the univariate case p = 1 and only focus on the treated group, i.e. those with A = 1, however
the results apply directly for A = 0. For clarity of presentation, we denote wi ≡ w˜ei,n. By
the weighted energy distance duality, we have
E(Fn,1,w˜en , Fn)
=
∫
R
|φn(t)− φn,1,w˜en(t)|2dω(t)
=
1
n2
∫
R
∣∣∣∣∣
n∑
i=1
(1− wiAi n
n1
) exp(itXi)
∣∣∣∣∣
2
dω(t)
=
1
n2
∫
R
n∑
i=1
n∑
j=1
{(
1− wiAi n
n1
− wjAj n
n1
+ wiwjAiAj
n2
n21
)
exp(it(Xi +Xj))
}
dω(t). (29)
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Assume that the number of weights wi that are “near” the maximum Bn
1/3 (i.e. are of
the same order with respect to n) is of order O(n1/3). Denote the set of these observations
as In ≡ {i : wi = O(n1/3)} and note that our assumption is |In| = O(n1/3). Assume
the “worst case” scenario that Ai = 1 for all i ∈ In. Further, assume the worst case that
Re(exp(it(Xi+Xj))) > 0 and Im(exp(it(Xi+Xj))) > 0 for all i, j and that Re(exp(itXi)) < 0,
Im(exp(itXi)) < 0, Re(exp(itXj)) < 0, and Im(exp(itXj)) < 0 so that every term in the
double sum inside the integral in (29) is positive. Then the double sum in (29) is larger than∑
i∈In
∑
j∈In
{(
1− wiAi n
n1
− wjAj n
n1
+ wiwjAiAj
n2
n21
)
exp(it(Xi +Xj))
}
=
∑
i∈In
∑
j∈In
{(
1 +O(n1/3) +O(n1/3) +O(n2/3)) exp(it(Xi +Xj))}
=
∑
i∈In
(O(n1/3) +O(n2/3) +O(n2/3) +O(n))
= O(n4/3),
which implies that E(Fn,1,we , Fn) = O(n−2/3), which is a contradiction. Thus we cannot have
|In| as large as O(n1/3). However, if we did have |In| of order O(n1/3), then it can be shown
that ∑
i:Ai=0
w2i,n
n0
≤ C and
∑
i:Ai=1
w2i,n
n1
≤ C
for all n > n∗ for some n∗ > 1. Since we cannot have |In| of order as large as O(n1/3), then
the result must hold.
Proof of Theorem 3.3. With these lemmas in hand, we can now tackle the main theorem.
Let us condition on both X and A. From (5), we can rewrite the mean squared error of τˆwen
as:
EY |X,A[(τˆwen − τ)2] = VY |X,A
[
1
n0
∑
i:Ai=0
wei i
]
+ VY |X,A
[
1
n1
∑
i:Ai=1
wei i
]
+
(∫
µ1(x)d
[
F − Fn,1,wen
]
(x)−
∫
µ0(x)d
[
F − Fn,0,wen
]
(x)
)2
= VY |X,A
[
1
n0
∑
i:Ai=0
wei i
]
+ VY |X,A
[
1
n1
∑
i:Ai=1
wei i
]
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+(∫
µ1(x)d
[
Fn − Fn,1,wen
]
(x)−
∫
µ1(x)d [F − Fn] (x)
−
∫
µ0(x)d
[
Fn − Fn,0,wen
]
(x) +
∫
µ0(x)d [F − Fn] (x)
)2
≤
1∑
a=0
1
n2a
∑
i:Ai=a
(wei )
2σ2a(Xi)︸ ︷︷ ︸
1
+4
1∑
a=0
(∫
µa(x)d
[
Fn − Fn,a,wen
]
(x)
)2
︸ ︷︷ ︸
2
+ 4
1∑
a=0
(∫
µa(x)d [F − Fn] (x)
)2
︸ ︷︷ ︸
3
,
where the last step follows from the identity (a+ b+ c+ d)2 ≤ 4(a2 + b2 + c2 + d2).
Consider first the terms in 1 . By Lemma A.3, we have that:
EX,A
[
1∑
a=0
1
n2a
∑
i:Ai=a
(wei )
2σ2a(Xi)
]
≤ σ¯2EX,A
[
1∑
a=0
1
n2a
∑
i:Ai=a
(wei )
2
]
= Cσ¯2EX,A
[
1
n0
+
1
n1
]
≤ Cσ¯2 4
n
= O
(
1
n
)
Consider next the terms in 2 . For each a ∈ {0, 1}, we have:
EX,A
[(∫
µa(x)d
[
Fn − Fn,a,wen
]
(x)
)2]
≤ EX,A
[
sup
||ζ||H≤||µa||H
(∫
ζ(x)d
[
Fn − Fn,a,wen
]
(x)
)2]
≤ EX,A
[E(Fn,a,wen , Fn)] (Theorem 4 of Mak and Joseph (2018))
= O
(
1
n
)
(Lemma A.2)
Finally, consider the terms in 3 . Since X1, · · · ,Xn i.i.d.∼ F , for each a ∈ {0, 1}, we have:
EX,A
[(∫
µa(x)d [F − Fn] (x)
)2]
=
Var[µa(X)]
n
= O
(
1
n
)
.
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Using the above bounds on 1 , 2 and 3 , the desired claim is proven:
EY,X,A[(τˆwen − τ)2] = EX,AEY |X,A[(τˆwen − τ)2] = O
(
1
n
)
.
B Additional Simulation Results
B.1 Additional details for simulations
In this section we provide specific details of all of the propensity score models and outcome
models used in the simulations in Section 4.3 of the main text. The propensity score models
are described in Table 5. The average proportion of those treated in propensity models I,
II, III, IV, and V are 0.35, 0.31, 0.50, 0.51, and 0.51, respectively. The conditional mean
functions of the outcome given the covariates and treatment for outcome models (A-E) are
provided in Table 6.
B.2 Detailed Simulation Results
Table 7 contains a summary of the results averaged across propensity models (I-VI) and
dimension settings (p ∈ {10, 25}). Each entry in the table is the average rank of each
method in terms of RMSE and bias for each combination of outcome model and dimension;
i.e. the method with the smallest RMSE for a particular setting receives a “1” and the
method with the largest RMSE receives a “7”.
B.3 Details for weighted energy distance toy examples
In this section we outline the details for the toy examples in Section 2.3 of the main text.
In the first example, we generate a 1-dimensional covariate of sample size 250, which im-
pacts treatment assignment for a binary via a logistic model under three scenarios: 1)
logit(pi(X)) = −1 +X, 2) logit(pi(X)) = −1 +X + 2X2/3, and 3) logit(pi(X)) = −1 +X +
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Model η = logit{P(A = 1|X)} =
I 2X1X2I(|X1| > 1, |X2| > 1) + 2X2X3I(|X2| < 1, |X3| < 1)
+2X3X4I(|X3| > 1, |X4| > 1) + 2X4X1I(|X1| < 1, |X4| < 1)
+I(|X1| > 0.5, |X2| > 0.5, |X3| > 0.5, |X4| > 0.5)
+I(|X1| < 0.25, |X2| > 0.25, |X3| < 0.25, |X4| > 0.25)
II −2 + log|X1 −X2| − log|X2 −X3|+ |(X3 −X4)X1X2|1/2
III −X1 + 0.5X2 − 0.25X3 − 0.1X4 −X5 + 0.5X6 − 0.25X7 − 0.1X8
IV c
∑3
i=1
∑4
j=i(−1)2j−iXiXj, where c is chosen such that SD(η) = 5
V −2 + 2X1X2 + (X1 −X2)2 − 2X3X4 − (X3 +X5)2
VI |X1 − 2X2| · |X2 − 2X3| − |X3 − 2X4| · |X4 − 2X5|+X6 − 0.5X7 − 0.25X8
Table 5: Propensity models used in the simulation studies. The average proportion of
those treated in propensity models I, II, III, IV, and V are 0.35, 0.31, 0.50, 0.51, and 0.51,
respectively.
Model µ = E[Y |X, A] =
A 210 + 27.4|X1|+ 13.7|X2|+ 13.7|X3|+ 13.7|X4|
B X1X
3
2X
2
3X4 +X4|X1|1/2
C 2
∑4
j=1 (1−XjI(Xj > 0)A) · (Xj − 2Xj+1)
D
∑7
j=1Xjβj + β2X
2
2 + β4X
2
4 + β7X
2
7 + 0.5β1X1X3 + 0.7β2X2X4 + 0.7β + 2X2X4 + 0.5β3X3X5
+0.7β4X4X6 + 0.5β5X5X7 + 0.5β1X1X6 + 0.7β2X2X3 + 0.5β3X3X4 + 0.5β4X4X5 + 0.5β5X5X6
E 210 + (1.5A− 0.5) (27.4X1 + 13.7X2 + 13.7X3 + 13.7X4)
Table 6: The coefficients in Model D above are β = (0.8, 0.25, 0.6,−0.4,−0.8,−0.5, 0.7).
2X2/3−X3/3. In each scenario, the response is generated as Y = X+X3−1/(0.1+0.1X2)+ε,
where ε ∼ N(0,√2). For each scenario, we construct inverse probability weights based
off of 3 logistic regression models, which consider only a linear term in X (denoted as
“IPW (1)”), a linear plus quadratic term (denoted as “IPW (2)”), and up to the cubic
term (denoted as “IPW (3)”), respectively. For each set of weights w, we compute the
45
Table 7: Displayed are the ranks among all methods tested of each method in terms of
RMSE and bias averaged over all response models (A-E) for n = 250 and over the dimension
settings p = 10 and p = 25.
Y Model: A B C D E
Mean Rank Mean Rank Mean Rank Mean Rank Mean Rank
Method RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias
Unweighted 5.1 4.8 6.2 4.8 4.8 4.7 6.0 4.8 3.8 2.2
EBW 2.3 2.5 3.4 4.0 2.0 2.2 3.2 3.5 1.5 4.2
iEBW 1.1 1.3 1.8 2.8 2.4 2.9 1.8 2.4 3.2 4.5
KCB 2.6 2.9 2.9 3.7 2.7 2.7 2.8 3.0 3.2 3.2
IPW 6.4 6.1 5.0 4.2 6.3 5.7 5.2 5.0 6.9 4.3
CBPS 5.3 5.0 4.8 4.0 5.2 5.4 5.3 4.6 4.8 3.7
Cal 5.2 5.3 3.8 4.7 4.6 4.5 3.8 4.7 4.7 5.8
sum of the energy distances between each treatment group and the combined sample, i.e
E(Fn,0,w, Fn) + E(Fn,1,w, Fn) and compute the bias of (2) for for τ using each set of weights.
In a second toy example, we consider a two dimensional example where the true assign-
ment mechanism depends on first and second moments of the covariates. In particular, we
generate treatment assignments from logit(pi(X)) = −1 + X1 + 0.5X21 − X2 − 0.5X22 . The
response is generated as Y = X1−1/(0.1+0.1X21 )−X2 +1/(0.1+0.1X22 )+ε. We consider a
collection of methods to estimate weights, including logistic regression, the method of Imai
and Ratkovic (2014), and the method of Chan et al. (2016), each with i) just first order
moments included for balancing or estimation and additionally ii) all first and second order
moments included. The weights of all methods are then used for weighted estimates of τ .
We then compare the weighted energy distances and absolute biases of (2) based on these
weights in Figure 1(b) of the main text.
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Propensity Model: I II III IV V VI
Method RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias
Y Model: A Unweighted 21.375 −21.110 23.362 22.893 3.851 0.032 7.772 6.752 35.122 34.983 12.423 11.786
EBW 8.450 − 8.173 6.908 6.714 2.133 − 0.094 1.521 −0.200 13.542 13.387 6.673 6.403
iEBW 5.239 −5.010 5.372 5.204 1.790 0.005 1.338 − 0.496 9.607 9.475 5.091 4.841
KCB 7.305 − 6.380 4.015 3.413 3.025 0.789 1.463 − 0.446 15.210 14.643 7.070 6.549
IPW 21.462 −21.188 23.371 22.827 8.083 0.930 7.864 6.766 35.114 34.971 12.731 12.028
CBPS 21.442 −21.174 23.194 22.688 4.324 0.612 7.822 6.759 35.083 34.942 12.655 11.994
Cal 21.459 −21.184 23.129 22.597 3.567 0.744 7.854 6.764 35.033 34.892 12.791 12.112
Y Model: B Unweighted 13.678 − 0.377 30.446 0.861 29.859 −24.281 17.670 0.870 17.529 0.474 18.164 − 0.855
EBW 8.892 − 0.263 9.596 0.520 28.707 −22.923 11.779 0.996 8.679 0.237 12.226 − 0.717
iEBW 4.428 − 0.198 5.740 0.419 23.214 −18.442 8.824 0.790 4.077 0.109 9.191 − 0.376
KCB 8.965 − 0.267 9.334 0.446 17.595 −14.202 9.744 0.567 8.945 0.278 9.809 −0.281
IPW 8.979 − 0.238 12.352 0.817 15.395 −11.546 17.420 0.972 8.962 0.265 72.360 − 4.526
CBPS 8.929 − 0.241 10.603 0.934 23.757 −13.231 13.973 0.830 9.074 0.281 14.939 − 0.602
Cal 4.643 −0.191 6.762 1.027 44.189 −31.440 18.345 1.138 1.702 0.100 14.375 0.580
Y Model: C Unweighted 5.406 5.366 5.584 − 5.203 1.239 0.179 2.493 − 2.117 6.253 − 6.099 1.381 − 0.466
EBW 3.666 3.606 1.243 − 0.802 1.385 1.013 0.906 − 0.195 0.993 −0.527 0.964 −0.003
iEBW 3.784 3.727 1.030 −0.497 1.991 1.787 0.888 0.254 1.280 1.107 1.103 0.588
KCB 3.313 3.145 1.159 − 0.548 1.732 1.329 0.894 −0.078 1.224 − 0.786 1.039 0.071
IPW 5.406 5.376 5.649 − 5.214 2.415 1.247 2.524 − 2.148 6.239 − 6.082 1.670 − 1.042
CBPS 5.410 5.381 5.530 − 5.130 2.145 1.692 2.491 − 2.123 6.215 − 6.063 1.532 − 0.850
Cal 5.412 5.383 5.509 − 5.087 1.387 0.731 2.486 − 2.106 6.193 − 6.040 1.638 − 0.983
Y Model: D Unweighted 1.193 − 0.456 1.827 1.077 8.525 − 8.456 1.226 − 0.358 1.386 0.708 1.401 0.724
EBW 0.543 0.039 0.575 0.192 3.627 − 3.411 0.577 − 0.336 0.563 − 0.186 1.773 1.696
iEBW 0.450 0.066 0.478 0.134 2.908 − 2.693 0.487 − 0.264 0.491 −0.180 1.519 1.445
KCB 0.530 − 0.127 0.467 0.128 2.667 − 2.223 0.430 −0.184 0.615 0.209 1.611 1.511
IPW 0.896 − 0.505 1.457 1.096 3.144 − 2.059 0.799 − 0.359 0.986 0.680 2.325 2.201
CBPS 0.978 − 0.505 1.477 1.061 3.183 − 2.829 0.893 − 0.346 1.103 0.687 1.958 1.765
Cal 0.880 − 0.524 1.344 1.065 2.096 −1.378 0.785 − 0.354 0.985 0.687 2.303 2.195
Y Model: E Unweighted 2.463 0.004 3.209 −0.039 4.105 − 3.469 2.013 − 0.029 2.466 −0.011 2.458 −0.103
EBW 2.764 0.811 2.469 − 0.694 2.517 0.176 2.130 0.118 2.300 − 0.079 2.247 0.462
iEBW 2.868 0.975 2.504 − 0.606 2.776 0.594 2.187 0.188 2.376 0.130 2.375 0.858
KCB 2.846 0.757 2.493 − 0.480 2.812 −0.013 2.215 0.161 2.351 0.244 2.382 0.389
IPW 3.112 0.395 3.454 − 1.957 5.277 0.157 2.928 0.035 3.962 − 1.895 4.606 0.267
CBPS 2.817 0.358 3.002 − 1.450 3.317 − 0.517 2.209 −0.010 3.393 − 1.813 2.473 0.265
Cal 3.786 1.279 2.811 − 1.389 3.482 1.680 2.201 0.265 2.951 − 0.620 2.336 0.384
Table 8: Displayed are results for n = 250 and p = 10 averaged over 1000 independent
simulated datasets. The average proportion of those treated in propensity models I, II, III,
IV, V, and VI are 0.35, 0.31, 0.50, 0.51, 0.51, and 0.50, respectively.
B.4 Details for value function optimization toy example
In this section we detail the setup for the example involving estimation of individualized
treatment rules (ITRs) via value function optimization. To demonstrate the effectiveness
of using energy balancing weights in optimal ITR estimation, we provide an illustrative
example under two data-generating scenarios. For both scenarios we generate outcomes as
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Propensity Model: I II III IV V VI
Method RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias
Y Model: A Unweighted 21.203 − 20.951 23.159 22.709 3.845 −0.036 7.455 6.419 34.913 34.764 12.252 11.627
EBW 15.116 − 14.852 14.214 13.906 2.789 − 0.388 3.026 1.630 24.808 24.663 11.005 10.670
iEBW 11.547 −11.300 12.374 12.093 2.466 − 0.201 2.352 0.688 21.365 21.223 9.941 9.642
KCB 15.877 − 15.534 14.928 14.271 3.036 − 0.354 3.834 2.348 27.159 26.898 10.764 10.257
IPW 21.305 − 21.014 23.009 22.430 8.154 0.602 7.602 6.382 34.859 34.694 12.644 11.932
CBPS 21.327 − 21.056 22.883 22.385 3.969 0.301 7.538 6.409 34.830 34.675 12.483 11.829
Cal 21.324 − 21.031 22.776 22.183 3.504 0.607 7.596 6.379 34.829 34.669 12.675 11.967
Y Model: B Unweighted 15.619 − 0.082 32.211 0.375 30.937 − 24.117 20.220 0.163 20.323 − 0.013 18.792 − 0.765
EBW 9.217 0.011 9.470 0.355 29.218 − 22.972 14.260 0.359 8.191 − 0.199 14.823 − 0.428
iEBW 3.483 0.026 5.725 0.383 22.282 − 17.571 11.303 0.389 2.315 − 0.137 12.119 −0.175
KCB 10.093 − 0.132 11.084 0.775 17.597 − 14.152 10.572 0.353 10.082 0.187 11.119 − 0.293
IPW 9.927 − 0.097 18.046 0.509 17.506 −11.581 29.761 0.485 10.180 0.010 128.009 − 8.725
CBPS 10.142 − 0.096 12.701 0.798 21.586 − 14.104 16.355 −0.025 12.731 0.085 19.754 − 0.683
Cal 3.075 − 0.062 8.836 0.912 39.914 − 27.307 23.360 0.428 1.333 0.054 19.856 0.428
Y Model: C Unweighted 5.404 5.362 5.544 − 5.171 1.240 0.246 2.458 − 2.060 6.174 − 6.012 1.367 − 0.431
EBW 4.884 4.843 2.687 − 2.364 1.845 1.605 1.153 − 0.602 2.456 − 2.268 1.119 − 0.366
iEBW 4.914 4.876 2.353 −2.016 2.730 2.601 0.927 −0.075 1.160 −0.832 1.016 0.147
KCB 5.024 4.975 3.215 − 2.649 2.249 2.045 1.349 − 0.674 3.440 − 3.143 1.144 −0.096
IPW 5.423 5.390 5.547 − 5.059 2.680 1.433 2.457 − 2.039 6.107 − 5.936 1.663 − 0.988
CBPS 5.414 5.383 5.431 − 5.035 2.311 1.942 2.447 − 2.044 6.105 − 5.945 1.508 − 0.780
Cal 5.438 5.405 5.427 − 4.937 1.567 1.031 2.420 − 1.997 6.085 − 5.920 1.621 − 0.922
Y Model: D Unweighted 1.273 − 0.515 1.761 1.057 8.495 − 8.428 1.245 −0.307 1.362 0.707 1.410 0.782
EBW 0.692 − 0.196 0.908 0.534 4.348 − 4.185 0.818 − 0.480 0.639 0.080 2.164 2.066
iEBW 0.602 −0.108 0.817 0.465 3.438 − 3.263 0.760 − 0.452 0.588 0.002 2.096 2.010
KCB 0.881 − 0.363 1.039 0.582 4.993 − 4.799 0.863 − 0.369 0.894 0.390 1.691 1.481
IPW 0.981 − 0.524 1.478 1.002 3.497 − 2.240 0.879 − 0.323 1.013 0.694 2.326 2.174
CBPS 1.039 − 0.540 1.442 1.027 3.866 − 3.645 0.922 − 0.318 1.075 0.682 1.945 1.740
Cal 0.916 − 0.543 1.338 0.996 2.089 −1.424 0.832 − 0.317 0.999 0.697 2.303 2.177
Y Model: E Unweighted 2.464 −0.063 3.106 −0.158 4.077 − 3.469 1.968 − 0.061 2.343 −0.064 2.407 −0.074
EBW 2.738 0.981 2.662 − 0.687 2.416 − 0.357 2.022 0.126 2.311 − 0.185 2.164 0.435
iEBW 2.751 0.958 2.715 − 0.511 2.607 − 0.246 2.074 0.167 2.362 − 0.184 2.182 0.605
KCB 2.605 0.262 2.814 − 0.653 3.141 − 1.728 2.038 0.038 2.344 − 0.568 2.208 0.131
IPW 3.648 0.436 4.151 − 1.970 5.690 −0.102 3.332 − 0.070 4.362 − 1.978 4.691 0.330
CBPS 2.626 0.339 3.041 − 1.159 3.260 − 1.062 2.237 − 0.044 3.121 − 1.555 2.329 0.236
Cal 3.377 1.038 2.949 − 1.388 3.416 1.571 2.150 0.227 2.852 − 0.833 2.310 0.408
Table 9: Displayed are results for n = 250 and p = 25 averaged over 1000 independent
simulated datasets.
Y = g(X) + A˜∆(X)/2 + ε, where g(X) are the main effects of X, A˜ = 2A− 1, and ∆(X) =
µ1(X)−µ0(X) is the treatment-covariate interaction, ε∼N(0, 1), and R10 3 X i.i.d.∼ Unif(-1,1).
Both scenarios are motivated by the simulation studies of Zhao et al. (2012) but generate A
from a logistic regression model with terms depending on up to third order polynomials in
a subset of the predictors and g(X) contains non-linear terms in the predictors. Scenario 1
uses g(X) = 8−∑3j=1(−1)j {Xj + 10X3j − 1/(0.1 + 0.1X2j )}, ∆(X) = X2 − 0.25X21 −X4 +
0.25X23 , and logit(pi(X)) = −1 −
∑3
j=1(−1)j
{
(7/4)Xj + (7/6)X
2
j + (7/12)X
3
j
}
. Scenario 2
uses g(X) = 8+0.5(X1+10X
3
1−1/(0.1+0.1X21 )), ∆(X) = −1−X31 +exp(X23 +X5)+0.6X6−
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(X7 + X8)
2, and logit(pi(X)) = −1 + (7/4)X1 + (7/6)X21 + (7/12)X31 . We utilize the OWL
method to obtain estimates dˆ, which uses inverse weighting by the propensity score and
adds λn‖d‖2 to the objective. For OWL, the propensity score is misspecified to only include
linear terms in the covariates. We also estimate d∗ by minimizing (21) plus λn‖d‖2. We
denote this as OWL (EBW) for weights given by (10) and OWL (iEBW) for weights given
by (16). We simulate 1000 independent datasets and compute the average value function
Ê[Y (dˆ)] evaluated on a large independent dataset in addition to the missclassification rate
in estimating I(d∗(X) > 0) on the independent dataset.
B.5 Details for RHC simulation
We now define the outcome model used in the simulation using the RHC data from Section
6.3 the main text. The outcome model is based on outcome model D from Table 5. Outcome
model D depends on 7 covariates, however the outcome model we use in this section uses an
application of this model to multiple sets of 7 covariates from the RHC dataset. Define the
mean function from outcome model D of Table 5 to be f(x1:7), where 1 : 7 indicates that the
first through seventh covariates are used in the mean model. We now define the outcome
model of our simulation to be
Yi =
8∑
k=0
f(x
(7k+1):(7(k+1))
i ) + εi for i = 1, . . . , 5735,
where ε are i.i.d N(0, 5) random variables. Thus, 63 of the 65 covariates have an impact on
the response. The design matrix and the treatment assignment vector are fixed throughout
all simulations. Since the ordering of the covariates results in a different outcome model, since
the 65 covariates are from the RHC dataset, we create new outcome models by uniformly
at random permuting the columns of the design matrix. For each column permutation, we
replicate the simulation 1000 times and record the RMSE of each method for that permuta-
tion. The median, maximum, average, and standard devation over the 100 permutations are
displayed in Table 10. Both EBW and iEBW perform quite well, with iEBW with the lowest
RMSEs on average, by median, with the lowest variability from permutation to permutation,
and with the best worst-case RMSE.
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Unweighted IPW CBPS Cal EBW iEBW
Median(RMSE) 4.6293 2.1071 1.6941 1.3496 0.6868 0.5298
Max(RMSE) 22.3084 7.7406 6.8784 5.2275 2.6757 2.3123
Mean(RMSE) 5.8204 2.5354 2.0815 1.7885 0.8317 0.6890
SD(RMSE) 4.2938 1.8716 1.5174 1.4943 0.6248 0.5245
Table 10: A summary of the RMSE results across the 100 simulation settings using the RHC
data.
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