The idea that Linear Covariance techniques can be used to predict the accuracy of attitude determination systems and assist in their design is investigated. By using the sensor's estimated parameter accuracy, one could calculate the total standard deviation of the attitude determination that is resulting from these uncertainties by simple RootSum-Square of the attitude standard deviation resulting from the respective uncertainties. Generalized Matrix Laboratory (MATLAB) M-functions using this technique are written in order to provide a tool for estimating the attitude determination accuracy of a small spacecraft and to identify major contributions to the attitude determination uncertainty. This tool is applied to a satellite dynamics truth model developed in order to quantify the effects of sensor uncertainties on this particular spacecraft's attitude determination accuracy. The result of this study determines the standard deviation of the attitude determination as a function of the sensor uncertainties.
INTRODUCTION
Small satellites are gaining in popularity, especially among universities who now are designing and building small spacecraft that piggyback onto existing payload, giving students around the world valuable hands on experience in designing and building spacecraft. In order to hold cost, power and weight down, the sensors used on these satellites are usually less robust than sensors on larger more complex satellites. This may result in significant errors in the attitude determination solution of the satellite. The errors induced from measurement are of two types; random and systematic [1] .
Systematic errors are induced by inaccuracies in the design of the spacecraft, such as sensor misalignment and calibration offsets. These kinds of errors are usually recognised as biases. Sensors are subject to calibration during manufacturing where mechanical misalignments and electronic biases are reduced. Laboratory tests with flight hardware further improves the knowledge of the biases. However, inaccuracies still persist and during launch, alignments can change as much as 0.1 degree [2] . Systematic errors such as the sensors mounting relative the spacecraft is one of the most important to consider [3] .
Random errors are unpredictable time variations in measurements and are due to the limitations in the sensor. Often these are caused by the surrounding environment, such as electromagnetic effects. Random errors can be reduced by increasing the number of measurements used in the estimator. Systematic errors cannot be reduced in this way. Therefore there will always be errors in the attitude determination solution [3] .
One important question is if the variance of the uncertainty changes, how will that affect the variance of the attitude solution? The spacecraft will know its attitude within specific bounds that are determined by the sensor accuracy. It is crucial for the designer to have an accurate knowledge of these bounds, in order to determine if the requirements for the mission can be met with the current design. One problem to answer is: 
METHOD
The method of approach in this work is a form of analysis called Linear Covariance. The effect of the sensor parameter uncertainties on attitude determination accuracy is determined by propagating the variance of the uncertainties forward into the variance of the attitude solution.
Linear Covariance
Consider the function y = f(u) where u is a Gaussian random variable N( ,σ u ). The mean, , or nominal value of u, is given by the expectation operator, E[u]= , whereas the variance of u is given by
] where σ n is the standard deviation of u.
It follows that the mean of y is =E[f( )] and the variance of y is
. For the linear function y(u)=au+b, it is easy to see that if u follows a distribution about the mean , then y will follow the same distribution about . When the function becomes a nonlinear system, this is not as easy to conclude.
Monte Carlo Analysis could be used to statistically estimate the variance of y, however, with a highly computationally effort. An alternative approach is the Linear Covariance Analysis where the variances of the inputs are propagated to the output. As the name implies, this is only valid for linear system, thus the nonlinear y must be linearised.
Propagation equation
A good derivation (with a slightly different notation) of the propagation of the variance of a random process, continuous or discrete, can be found in the first volume of Maybeck's Stochastic Models, Estimation, and Control [4] . Here, it's enough to state the equations for the propagation of the discrete case. The linear discrete state space representation is given by [5] as Γ where the conversion from a continuous state space model to the discrete from is done by Γ A is the state matrix and B is the input matrix of the state space model. The output matrix C and feed through matrix D are unaffected by the conversion. Maybeck [4] presents an equation of discrete form to propagate the covariance P of the states Γ Γ where P is the state covariance matrix and Q is the noise covariance matrix of a Gaussian white noise process that is uncorrelated in time. Assumptions during the derivation of the propagation equation includes that the system is driven by Gaussian noise, thus the Q matrix contains Gaussian white noise only. To propagate the variance of the biases in the system, they must be defined as states.
The algorithm for using Linear Covariance involves the linearization of a nonlinear model along a user-defined nominal trajectory (operating points). Linear Covariance has the disadvantage of time consuming set up of the model. An advantage is that after the linear matrices have been found, the propagation can be repeated with different values of the distributions by simple matrix algebra.
Errors in constant parameters will have a random distribution. They are constant and unknown and are treated as biases defined as states. The uncertainties are assumed to be Gaussian distributed. A state covariance matrix P is then propagated forward in time from an initial condition P o . Errors in this approach include assumptions of the nominal path and the assumption that uncertainties are normally distributed. However; the Central Limit Theorem (CLT) validates an assumption to treat the uncertainties as a random variable with Gaussian distribution and zero mean.
Converging covariance argument
By making the assumption that the system is approximately time invariant and defining a converged covariance matrix as lim
Q is diagonal by definition (Gaussian white noise), then, without proof, the claim that Pc is approximately diagonal is made.
Σ
By using the calculated variance of the attitude one can find a coefficient c i, which relates the uncertainties standard deviation σ i to the total attitude determination accuracy ∑ as / where σ i is the input standard deviation corresponding to the coefficient c i, is the standard deviation of the attitude determination from a specific input uncertainty, and n is the number of uncertainties one which to include. With this coefficient one can try out different specifications to trial and error to a rough estimate of specific hardware combination attainable attitude determination accuracy.
Motivation of the approach
A simplified one Degree Of Freedom (DOF) problem has been solved analytically and compared to Monte Carlo results which are presented in the thesis accompanying this paper. This motivated Linear Covariance analysis as an approach to this problem but also highlighted the major hurdle with the method, i.e determine the linear state space matrices. The analytic linearization of a complex 3 DOF system is time consuming; therefore generalised MATLAB M-functions are written that automates all steps undertaken in the Linear Covariance Analysis. The linearization is done by numerical perturbation of the parameters using the Linear Analysis toolbox. The result of the propagation is stored in a way that makes it easy to keep track of a large number of uncertainties in a Simulink model, propagated to the defined output of the model. These functions are applied to a specific sensor model to investigate the sensor parameters uncertainties influence on this particular model's attitude determination accuracy.
TRUTH MODEL

Mission Description
For this study, the truth will consist of a dynamic model simulation of the spacecraft and its environment such as orbital dynamics, magnetic field and sun vectors calculated from orbital position and attitude, disturbance torques and so forth. This truth model has been developed previously. Models of sensors, reconstructors and attitude solution methods may then be used to provide an estimate of the truth.
The initialization of the truth is done by using the Cubesat PEARL as a baseline. It is under development by the Satellite Dynamics Laboratory (SDL), Logan, Utah, USA. This spacecraft has been used for this project, in order to have real world parameters to analyse. PEARL is a spin-stabilised spacecraft equipped with a magnetometer and two sun sensors for attitude determination. Other sensors are also involved in the attitude determination process, but are not considered in this work. Temperature sensors are available to estimate the bias and sensitivity thermal drift in the sensors. The actual original PEARL spacecraft design as used in this thesis may not be launched; however, a bias momentum descendent is expected to be launched in 2010.
A sun synchronous orbit is chosen to be analysed because of the availability to simulate different points in the orbit without risking eclipse, also, the high inclination property of such an orbit is interesting, with the rapidly changing magnetic field close to the poles compared to the equatorial region. 
Sensor, Error, and Reconstruction model
The sensors under consideration are two sun sensors and a magnetometer. The magnetometer has voltage as output whereas the sun sensors output is interpreted as the number of pixels from the centroid. These sensors are modelled using traditional error models. Adding complexity to the sensors does not necessarily mean that the model will be more accurate as geometric and optical issues would arise that would need to be modelled.
Sensor model
Both the magnetometer and the sun sensor are modelled by the same sensor model. Each axis of the sensors is treated as a separate measurement of the property γ along that axis. The true S and B vectors have been rotated into the BFCS and the sensors frame of view before the measurement.
γ is the property subjected for measurement. is the measured property. S dn is the true sensitivity due to temperature (d)rift and (n)on-linearity. γ d is the true bias due to temperature (d)rift. η is the noise seen by the sensor. S 0 is the true linear sensitivity. dS is the true thermal sensitivity drift. γ 0 is the true bias. dγ 0 is the true thermal bias drift. T is the true ambient temperature. T n is the true temperature where the bias and sensitivity is at their (n)ominal values.
S ξ is the nonlinear sensitivity factor modelled as /2 / 1 γ max and γ min are the maximum and minimal values that can be sensed. S ξ is the sensitivity nonlinear coefficient c and s are the cosine and sine coefficients. The sensors are also subject for saturation checks, sampling time, and quantization.
Error model
The true value is in reality never known. It is therefore modelled as the estimate plus an error term. Here, as the true value of the parameter x is unknown, it is denoted by , where is the estimated value and is the unknown error. This error is treated as a Gaussian random variable with zero mean and standard deviation of σ x and is considered as a small perturbation from the true value.
Reconstruction model
A reconstructor is used to get an estimate of the true property γ using the measurement . This is done by using the estimated values of the sensor parameters.
is the estimated sensitivity due to temperature (d)rift, the nonlinearities are not taken into account in the reconstruction since the sensor is assumed to be linear. The other properties are defined in the sensor model section; however, the parameters in the reconstructor are estimates of the true parameters, thus inducing an error in the estimate.
Linear Covariance Analysis
In the nominal case, the error terms are assumed zero, thus the estimated value equals the true value in the error model. The sensors are set up with nominal values, i.e no noise and assuming perfect calibrated parameters. By doing this, the developed M-functions can easily be applied to create the discrete linear state space representation of the system, in order to investigate small perturbations on the sensor's nominal parameter and the perturbations' effect on the attitude solution. The magnetometer HMC2003 used by the PEARL spacecraft has been studied, while finding a sun sensor with the corresponding data sheet including the parameters needed for the model's initialisation turned out to be difficult. Instead, experimental data fromUsuSat1 has been used in the derivation of initialisation settings. Error documentation for this sensor is available in "Use of CMOS Camera Data for Spacecraft" [7] .
The nominal values of the sensors are summarised in Table 1 where parameters denoted with a hat is considered in the Linear Covariance analysis.
Selection of algorithm for analysis
Due to the strict limited time allocated for this project and risk of setbacks, the simpler single-frame TRIAD method is used to solve for the attitude. Regarding the limitations of the TRIAD method such as that it assumes that the measurements are unit vectors, has no impact on this work, since the sensors used (magnetometer and sun sensor) supply unit vector directions. Another limitation, that it can make use of only two unit-vector measurements, is supported by the fact that the main focus of this work is not to determine the attitude as accurately as possible, but to determine how accurate the attitude estimate is when influenced by uncertainties in the sensors. Thus, the relatively simple TRIAD algorithm is sufficient to demonstrate the techniques in this thesis, but can easily be upgraded to a more sophisticated (e.g. Kalman filter) solution method. The attitude is described as the BFCS with respect to ECI in the Euler angle representation sequence (Z Y Z).
Definition of uncertainties
The sensor induced errors are modelled as perturbations on the nominal values of the sensor and also by including noise terms. The errors are modelled as Gaussian distributed variables with zero mean. All stated values of the uncertainties are one standard deviation (1σ).
Sensor mounting misalignment can be known very accurately and significantly reduced [3] after calibration at ground. However, during launch there are changes due to vibrations in the structure, and it is assumed that the direction of change is in a random direction, where the standard deviation is the same in all directions.
The sensors are equipped with a temperature sensor so that thermal drifts of the parameters can be accounted for in the reconstructor. These temperature sensors are not perfect; there exists an uncertainty of 0.1 °C standard deviation of the measured value. There is also an uncertainty with respect to the nominal value of the sensors. However, this is assumed to be more accurate, only 0.01 °C standard deviation from the nominal value, because more accurate laboratory equipment was probably used during testing. A number of other uncertainties have been investigated where the standard deviation from the nominal value is obtained or derived from [7] and [8] . An assumption of a certain percentage uncertainty from the nominal value has been used where no deviation has been available. Table 1 : The nominal parameters present in the sensor model.
Magnetometer uncertainties
The uncertainty of the magnetometer's sensitivity is stated in the datasheet of HMC2003 [8] . Biases can be well calibrated so a deviation of 1mV in the magnetometer is assumed. The sensitivity and bias thermal drift uncertainty is assumed to be 5% of the nominal values. The high percentage is because thermal drift's is not well known. Both sine and cosine effects with coefficients of 0.005 deviation from nominal are assumed to be present in order to see their respective effect. However, it is most likely to see sine effects in a magnetometer, whereas the linear sensitivity will fluctuate around zero, and to see cosine effects in the sun sensor which corresponds to the distortion of the image. The residual magnetic field would, during the design, have gone through several mitigation techniques using special materials and other mitigation techniques. However, there is an uncertainty of how well the field has been mitigated, so a standard deviation of 100 nTesla about nominal is assumed to be present.
Sun sensor uncertainties
The uncertainty of the sensitivity is not available; however, a 1% deviation from the nominal value has been assumed. The centroid of the sensor can be well calibrated, but launch vibration may cause misalignments so a deviation of 1 pixel is applied. The sensitivity and centroid thermal drift uncertainty is, like the magnetometer, assumed to be 5% of the nominal values. Both sine and cosine effects are assumed to be present in the sun sensor in order to see their effect. However, it is most likely to see cosine effects in a sun sensor. This corresponds to the distortion of the image. A Gaussian white noise of 1 pixel of resulting from electric effects, moon, and sun reflections is applied. Both sun sensors in the model are subject to the same uncertainties. The uncertainties present in the magnetometer and sun sensors are summarised in Table 2 .
Orbital positions and averaging
The attitude accuracy is also dependent on the actual ECI vectors that will slowly change during the orbit. The BFCS sun and magnetic vectors cycle through with the spinning motion of the spacecraft. The variance will also follow a similar oscillation. Therefore, only five revolutions of the spacecraft are simulated, but at different positions in the sun synchronous orbit, where the variance of the attitude determination corresponding to each respective uncertainty is averaged according to a soft mean algorithm at each point under consideration. Soft mean is defined as not accounting for times when there is no attitude solution available due to the sun's location outside the FOV. Thus the variance is averaged only when the attitude solution is available. This averaging allows for a clearer view of the uncertainties impact on the attitude determination accuracy. Five positions in the orbit are under investigation; these are defined by the true anomaly in degrees. The attitude determination standard deviation resulting from each uncertainty is calculated as the root-sum-square of the individual rotations averaged standard deviation, , where σ is the standard deviation at the respective Euler axis denoted by the subscript. Since the model is linearized, all the specific attitude variances resulting from the corresponding input variances will add to a total attitude determination variance. This, and the positions under consideration are summarised in Table 3 . Table 3 : The orbital positions under consideration and the total accuracy of the attitude determination.
4.5
Results & Discussion Figure 1 shows the contributions to the variance of the attitude determination at a true anomaly of 0 deg. Clearly, some error contributions are more prominent than others. By studying the contribution from each Euler axis to the total standard deviation of the attitude estimate resulting from one uncertainty, some interesting conclusions of the axes contribution to the total attitude determination accuracy from that specific uncertainty can be made. This contribution is not shown, but the observations simply stated. The data is presented in the appendix of this papers accompanying thesis.
For the magnetometer, the major part of the total standard deviation is resulting from the spin axis angle Y (this is the co-elevation angle of the spacecraft). The conclusion is that measuring the spin axis co-elevation is most sensible to magnetometer uncertainties and if this is an important design requirement, more effort should be spent on the magnetometers calibration. In contrast, the contribution to the total attitude standard deviation from the sun sensors uncertainties results from the rotation about the spin axis. Thus, measuring the actual rotational position of the spacecraft is primarily subjected for uncertainties in the sun sensors. Figure 1 : The contribution to the total variance of the attitude determination estimate.
Conclusion & Further Work
This project has successfully developed a software tool to determine the contribution of sensor uncertainties to the final attitude determination accuracy of a small satellite model. Generalized Matlab functions using Linear Covariance techniques were written which:
• predict the total accuracy of the attitude estimation resulting from sensor uncertainties • find the contribution of each error source and evaluate its specific impact • highlight deficiencies in hardware or calibration that need attention and redesign
The attainable attitude determination accuracy for a number of uncertainties in a particular spacecraft's sensor specification in a sun synchronous orbit was calculated. Particular problems were identified, thus making it possible to increase the accuracy of the attitude determination. Sensitivities, voltage biases and centroid calibration errors contribute primarily to the final attitude determination accuracy. Coefficients c i may be calculated to estimate the required accuracy of the sensors to meet the mission's requirements.
The TRIAD method was used to solve for the attitude. The selection of a more sophisticated solution method such as a Kalman filter would improve the overall accuracy and make it possible to estimate the attitude during periods where no sun measurements are available. A Master's thesis [9] considering the attitude determination using only B-field and Kalman filtering recently is completed at Utah State University. The merge of this project with the current work is planned for the future at Utah State University, Logan, Utah, USA. A rate sensor and its reconstructor have been included in the model to prepare for the future use of a Kalman filters. Since the model is constructed in Simulink, simple copy and paste operations can upgrade the solution method. Future analysis using other sensors such as star cameras, infrared sensors etc, should be performed in order to provide a wider baseline for attitude determination accuracy.
As a final statement, it is important to point out that all the statements and conclusions are based on the particular set of data for this case. There is no guarantee that these results are general. More simulations and analysis should be made on more complex systems. However; the availability to divide attitude determination accuracy into its components to point out areas that need special attention is promising and worth to peruse further.
