



Automatische Klassifikation von Amoben durch zwei
graphentheoretisohe Verfahren
Von G. Deiohsel und I. B0s0h*
Zusammenfassung
Zwei Verfahren der Clusteranalyse, Single Linkage Cluster Analysis und ein Verfahren von BONNER, werden erlautert
und nach der Anwendung auf die Daten von 114 Amoebenstammen miteinander verglichen. Es zeigt sich dabei, daB man
durch eine Synthese beider Verfahren mit relativ geringem Arbeitsaufwand alle drei moglichen Ergebnisse einer
Klassifikation erhalten kann: disjunkte Gruppen, uberlappende Gruppen und eine Gruppenhierarchie.
§EEEE£E
Two methods of cluster analysis, single linkage and one originated by BONNER, are described and compared with one
another after application to the data of 114 amoebae strains. It is shown that by a synthesis of both methods one
can obtain economically all three possible results of‘a classification: disjoint clusters, overlapping clusters,
and a hierarchy of groups and subgroups.
Einleitung
Amoeben sind einzellige Tiere (Protozoen), die eine arten-
reiche Ordnung bilden und meist freilebend sind. Eine Reihe
von Arten sind zu Parasiten geworden, so Entamoeba hist0ly-
tica, der Erreger der Amoebenruhr. Der menschlichen Ruhr-
anoebe sehr ahnlich ist Entamoeba invadens, die in Reptilien
parasitiert und entsprechende pathologische Veranderungen
hervorruft. weitere Amoebengattungen "Hartmannella-Acanth-
amoeba" und "Naegleria" haben als Erreger gefahrlichster
Gehirnamoebiasen des Menschen in den letzten Jahren gr0Be
Bedeutung erlangt; ahnliche Arten finden sich auch in Rep-
tilien und Amphibien.
In eigenen Untersuchungen stellten wir an zahlreichen ver-
endeten Reptilien Amoebiasis als Todesursache fest. Daneben
konnten wir auch aus klinisch gesund erscheinenden Reptili-
en Amoeben isolieren. In beiden Fallen handelte es sich um
morphologisch unterschiedliche Amoeben der Gattungen "Hart-
mannella-Acanthamoeba" und "Naegleria" sowie "Entamoeba".
Es lag daher nahe zu untersuchen, ob Unterschiede im Grad
der Pathogenitat mit morphologischen Unterschieden k0rrel-
liert sind. Auf Grund der groben Anzahl der Stamme (es wur-
den Stamme aus 71 Reptilien isoliert, die zu insgesamt 119
Kulturtypen f¿hrten) mubte ein.Verfahren gewahlt werden, das
auf einer elektronischen Datenverarbeitungsanlage durchge-
f¿hrt werden konnte. Da wir weiterhin die morphologische
Vielfalt der Kulturtypen ordnen wollten, entschieden wir uns
+ Die Arbeit wurde mit Unterst¿tzung der DFG durchgef¿hrt.
f¿r automatische Klassifikation. In dieser Arbeit sollen nur
die Klassifikationsverfahren beschrieben werden. Die weite-
ren Ergebnisse finden sich in BOSCH-DEICHSEL (1972).
Automatische Klassifikation
Das Klassifikationsproblem besteht darin, eine Menge von
Objekten, von denen jedes durch eine Reihe qualitativer
oder quantitativer Merkmale beschrieben wird, in "Gruppen"
oder "Klassen" ahnlicher Objekte einzuteilen. Das Ergebnis
ist, je nachdem.welches Verfahren angewandt wurde, eine dis-
junkte oder ¿berlappende Einteilung oder eine Hierarchie von
Gruppen und Untergruppen. Die Einteilung wird im Sinne einer
Optimierung vorgenommenz Man sucht ein.Gleichgewicht zwi-
schen dem Verlust an Genauigkeit, der daher r¿hrt, daB die
spezifischen Merkmale eines jeden Objektes durch durch-
schnittliche oder f¿r die entsprechende Klasse typische er-
setzt werden, und dem Gewinn an Wirtschaftlichkeit, der da-
durch entsteht, dab die vielen Einzelobjekte durch wenige
Klassen erfa¿t werden.
Man kennt heute mehr als zehn Klassifikationsverfahren,
deren theoretische Grundlagen verschiedenen mathematischen
Disziplinen entstannen; lineare Algebra, Tbpologie, Diffe-
rentialrechnung, Wahrscheinlichkeitstheorie, Optimierungs-
rechnung, Entscheidungstheorie u.a.. Wir gehen hier auf zwei
graphentheoretisohe Verfahren naher ein.
Ahnlichkeit und Distanz
Die Merkmale der Objekte halten wir in Datenvektoren, die
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Abb 1 Hartmanella
ihrerseits zu einer Datenmatrix zusammengefa¿t werden, fest.
So steht in der Matrix an der Stelle (i,j) das j-te Merkmal
des 1-ten Obgektes. F¿r metrische Daten verweisen wir auf
die Literatur (BONNER 1969, SADTON 1969, WALTER 1970); hier
beschranken wir uns auf binare Datenvektorenz ist die j-te
Komponente gleich 1, so ist das j-te Merkmal vorhanden, ist
sie gleich O, so fehlt es.
Unsere Obgekte haben k Merkmale, x sei der binare k-di-
nensionale Datenvektor des i-ten Objektes. Die Ahnlichkeit
und Verschiedenheit der Objekte i und j messen wir durch
reelle Zahlen s und d..:13 lJ
21,7 > _ xix
Beispiel 1
J = ’ _ _ (TANIMOIO-Malt)
sign (x§l)+ x§J))
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sij = 1 und dij = O bedeuten Gleichheit, sij = O und gr0Bes
dij bedeuten Verschiedenheit. Von allen n Objekten wird die
(n,n)-Ahnlichkeits— bzw. Distanzmatrix errechnet. Diese Ma-
trizen bilden die Grundlage f¿r die Klassifikationsverfahren.
Minimalbaum und Single Linkage Cluster Analysis
Gegeben seien n Objekte mit ihrer (n,n)-Distanzmatrix.
1) Wir wahlen ein beliebiges Objekt aus und zeichnen es als
Punkt auf.
Q) Mittels der Distanztabelle suchen wir das nachstgelegene
Objekt auf; es wird ebenfalls als Punkt aufgezeichnet
und mit dem ersten Objekt durch eine Linie (in der
Graphentheorie nennt man eine solche Linie "Kante") ver-
bunden. Neben die Linie s0hreiben.wir ihre Lange (die
Distanz der beiden Objekte).
5) Zu dieser Konfiguration wird wieder das nachstliegende
Objekt aufgesucht; sein Bildpunkt wird mit demjenigen
der beiden ersten Objekte, zu denlmdnimale Distanz be-
steht, durch eine Kante verbunden.
Der 5. Schnitt wird so oft iteriert, bis alle Objekte
erfa¿t sind.
Der so konstruierte Baum ist minimal in dem Sinne, daB die
Summe seiner Kantenlangen die kleinste ist von allen Baumen,
die aus den n Objekten gebildet werden k¿nnen. Er ist unab-
hangig von der Wahl des Anfangspunktes und eindeutig bis auf
aneinandergrenzende Kanten gleicher Lange.
Loscht man im Minimalbaum alle Kanten, deren Lange einen
Schwellenwert d ¿bersteigt, so zerfallt der Baum in dis-
junkte Teilbaume; diese werden als die gesuchten Gruppen
interpretiert. Zur Konstruktion einer Gruppenhierarchie
gibt man sich eine monoton fallende Folge d1, d2, d3, ...
von Distanzwerten vor. F¿r jeden dieser Werte wird nun das
Verfahren zur Erzeugung einer disjunkten Einteilung ange-
wa.ndt. Der Baum zerfallt in inmer kleinere Einzelst¿cke,
bis schlie¿lich jedes Objekt eine Gruppe f¿r sich bildet;
dann ist das Verfahren abzubrechen. Die Gruppenhierarchie
wird graphisch in einem Dendrogramm dargestellt (Abb. 9).
ROSS (1969) beschreibt Algorithmen zur Konstruktion des
Minimalbaumes und zur Durchf¿hrung der Single Linkage
Cluster Analysis.
Das Verfahren von BONNER
Gegeben seien n Ojekte mit ihrer (n,n)-Ahnliohkeitsmatrix
(sij).
1) Nach Vorgabe eines Schwellenwertes t werden in (sij) die-
jenigen Elemente, die grober als t sind, gleich 1, die
¿brigen gleich O gesetzt. Damit hat man auf der Ojekt-
menge eine zweistellige Relation definiert: sij = 1 soll
bedeuten, dab die Objekte Oi und OJ ahnlich, sij = O, daf





Abb. 5: Minimalbaum von f¿nf Amoebentypen
keitsmatrix (n Objekte, n Objekte) wird nun interpretiert
als Datenmatrix (n Objekte, n Merkmale). Die Merkmale
dieser Matrix haben nat¿rlich keine reale Bedeutung. Auf
der Grundlage dieser binaren Datenmatrix wird nun eine
neue Ahnlichkeitsmatrix (n Objekte, n Objekte) errechnet
und gleich wieder als binare Matrix mit einem neuen oder
demselben Schwellenwert notiert. Dieser Schritt kann be-
liebig oft iteriert werden.
Das Ziel der Iteration ist es, daB ¿berlappende Cluster
besser getrennt werden und dab Cluster, deren Objekte un-
tereinander nur eine relativ geringe Ahnlichkeit aufwei-
sen, eliminiert werden.
2) Der nachste Schritt benotigt als Eingabe entweder die
urspr¿ngliche binarisierte Ahnlichkeitsmatrix oder eine
der Matrizen, die durch Iteration gewonnen werden.
Aus dieser eingegebenen Matrix werden alle Cluster, deren
Objekte ahnlich zueinander sind, aber verschieden von je-
dem Objekt, das nicht zu dem betreffenden Cluster gehort,
bestimmt. Solche Cluster nennen wir "dicht" (tight). Die
dichten Cluster bestinnen wir mit einem graphentheoreti-
schen Verfahren. Wir interpretieren dazu die binare Abn-
lichkeitsmatrix als Adjazenzmatrix eines Graphen mit n
Knoten. Den dichten Clustern entsprechen in diesem Gra-
phen seine maximalen vollstandigen Teilgraphen. Zu deren
Bestinnmmg verwenden wir den Algorithmus von KNODEL.
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Die so erhaltenen dichten Cluster ¿berlappen sich im all-
\gemeinen; auBerdem.werden normalerweise nicht alle Objek-
te erfabt. Man wahlt daher einige, und zwar so viele,
wie man Gruppen w¿nscht, als "Kerncluster" (core clusters)
aus. Die Kerncluster sollen moglichst disjunkt sein und
moglichst viele Objekte enthalten.
5) Im dritten und letzten Schritt werden.die Objekte einem
der Kerncluster zugewiesen. Hierzu wird von jedem Kern-
cluster der "typische Vertreter" ermittelt. Dies ist der
Koordinatenvektor des Schwerpunkts des Kernclusters; bei
binaren Daten werden seine Komponenten auf O bzw. 1 ge-
rundet. Nun wird von jedem Objekt die Ahnlichkeit zu je-
dem der typischen Vertreter errechnet. Schlie¿lich wird
ein Objekt dem Kerncluster zugewiesen, zu dessen Vertre-
ter maximale Ahnlichkeit besteht. Ist das Maximum nicht
eindeutig, so stellt das Objekt einen.Hbriden zweier
oder mehrerer Typen dar. Weist ein Objekt zu keinem Ver-
treter des Kernclusters eine gen¿gend gr0Be Ahnlichkeit
auf (die Schwelle muB vorher festgelegt werden), dann
handelt es sich um einen Au¿enseiter.
‘Wir fassen die drei Schritte des BONNERschen Verfahrens
nochmals zusamen:
1) Binarisierung der Ahnliohkeitsmatrix. Gegebenenfalls
Iterationen zur besseren Trennung von Uberlappungen.
2) Bestinnmng der dichten Cluster (= maximale vollstandige
Teilgraphen). Auswahl einiger Kerncluster.
5) Zuordnung der Objekte zu den Kernclustern.
Die Durchf¿hrung der beiden Verfahren +
a> Peteserieeeuns
In dem Merkmalsschl¿ssel f¿r Amoeben sind 12 Merkmale mit
bis zu vier dichotomen Ausbildungen vorgesehen. Metrische
Merkmale werden diskretisiert. Pro Merkmal konnen mehrere
Ausbildungen gleichzeitig vorhanden sein. Zur Erfassung
eines Merkmales ist also ein binarer Vektor mit 9 Komponen-
ten geeignet; ist die i—te Komponente gleich 1, so ist die
entsprechende Ausbildung vorhanden, ist sie gleich O, nicht.
Bei Merkmalen mit weniger als vier Ausbildungen nehmen die
restlichen K0mponenten.inner den Wert O an. Bei der Bestim-
mung spielen die Merkmale eine unterschiedliche Rolls; sie
sind daher ihrer Bedeutung nach gewichtet (Tabelle 1).
b) E2222beues_§§2_§nnli2eK§i§ee_2n§_9§£_Dieteszee
Da im Schl¿ssel 12 Merkmale vorgesehen sind, erhalt man f¿r
zwei Amoebenstanne*zunachst 12 Ahnlichkeits- und Distanz-
werte. Deren gewiohtetes arithmetisches Mittel ergibt dann
den Ahnlichkeits- und Distanzwert der beiden Stamme. Fehlen
bei einem Stamm die Angaben ¿ber ein Merkmal, so wird dieses
bei der Mittelbildung ¿bergangen.
+ Die verwendete Rechenanlage ICL 1909A im Rechenzentrum.der
Universitat Hohenheim ist eine Leihgabe der DFG
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0) Ergebnis
Das Minimalbaumverfahren und das Verfahren von BONNER wurden
unabhangig voneinander durchgef¿hrt; die Ergebnisse stimm-
ten weitgehend ¿berein. In beiden Fallen wurden die Hart-
mannellen deutlich von den Entamoeben getrennt. Die Entamoe-
ben wurden in 9 Untergruppen (Typen E1, E2, E5, E9) aufge-
teilt. Beim Minimalbaumverfahren sind diese Gruppen dis-
junkt; daneben kommen noch einzelne Au¿enseiter vor. Beim
BONNERschen Verfahren treten Uberlappungen besonders bei den
Typen E1 und E2 auf. Abb. 5 zeigt den Teil des Minimalbaumes,
der die Entamoeben umfabt. Abb. 5 und 9 zeigen den Minimal-
baum und das daraus resultierende Dendrogramm der f¿nf typi-
schen Vertreter der Amoebengruppen.
d> Qissueeien
Das Minimalbaumverfahren hat den Vorteil, dab es von der
hochdimensionalen Struktur der Daten auf einfache Art und
Weise eine zweidimensionale und damit sehr anschauliche Dar-
stellung liefert. Hierdurch treten aber naturgema¿ Verzer-
rungen auf: Zwei Objekte k¿nnen im Minimalbaum weit vonein-
ander entfernt liegen, obwohl sie eine relativ gro¿e Ahnlich-
keit zueinander aufweisen.
Das Verfahren von BONNER zeigt einen solchen Fall dadurch
an, da¿ die beiden Objekte im Uberlappungsbereich zweier
Abb. 5: Minimalbaum der Entamoeben.
Magere Kanten.
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Tabelle 1: Kriterien zur Auswertung der Stanne
nach BOSCH und DEICHSEL 1972
Typ TWP TWP TYP TWP
E9H ~lE1 E2 E5
1. Kerntyp (9)a
Entamoebenkern O 1 1 1




Punktformig O 1 1 1




hyalin 1 1 1 O
schlierig-tr¿b O O O 1




9. Differenzierung in Ekt0-
und Endoplasma (9)
ja 1 O O O
nein O O O 1





2 25-90 Hm O 1 1 1




6. Umri¿form wahrend der Bewegung (1)
rundlich bis oval O 1 O 1
fladenhaft-unregelma¿ig O 1 1 1
unregelma¿ig mit deut-
lichen Pseudopodien O O 1 O









keine Or-OO OO+—>O O+—\+-*0 +4c>t=<3 O»-w->0
8. Richtungspseudopodien (1)







mehr als halb so lang
mehr als viertel so lang
weniger als viertel so lang






unbestinnbar OOP-O OC)%—\O OOHO i-\OQ+-\ i—*l-—*OCD
OOOP-‘ OP-‘O0 OOI-O 1-IO»-*0
vorwiegend granular
vorwiegend kleine Vakuolen .






20-50 um::\»r0s4 <3»»+4<3 e=»»c>c) 1-M-00 (Di--\-F-\C) I-OOO
Die in Klammern gesetzten Zahlen geben die Wichtung des
entsprechenden Merkmals an.
Cluster liegen. Die Durchf¿hrung der Schritte (1) und (2) FRIEDMAN, H.P. and RUBIN, J. (1967): Cm.Some Invariant
(Binarisierung und Bestimmung der dichten Cluster) ist aber
langwierig.
Zunachst mu¿ ein geeigneter Schwellenwert zur Binarisierung
gefunden werden. Ist er zu grob, so nimmt die Berechnung der
dichten Cluster viel Rechenzeit in Anspruch; ist er anderer-
seits zu klein, so erhalt man nur wenige kleine dichte Clu-
ster, die dann nicht reprasentativ genug sind.
Diese Schwierigkeiten kann man umgehen, indem man das Mini-
malbaumverfahren mit dem BONNERschen kombiniert:
Die disjunkten Teilbaume werden als Kerncluster gedeutet;
an sie werden die Ojekte dann angelagert.
Wir hatten diesen Weg ebenfalls beschritten und erhielten
annahernd dasselbe Ergebnis wie bei der konsequenten Durch-
f¿hrung des BONNERschen Verfahrens.
Durch die Synthese beider Verfahren lassen sich mit relativ
geringem Aufwand alle drei maglichen Ergebnisse einer Clu-
steranalyse erzielen:
- Disjunkte Einteilung durch Auftrennen des Minimalbaumes.
- Gruppenhierarchie durch anschlie¿ende Single Linkage
Cluster Analysis.
- ¿berlappende Einteilung durch den 5. Schritt des
BONNERschen Verfahrens.
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Modeling the precipitation chemistry across the U.S.
By T. G. Wolaver and H. Lieth
Zusammenfassung
In der vorliegenden Arbeit wird der Ionen-Gehalt des Niederschlagswassers ¿ber den USA analysiert. Als Datenbasis
dienten die unverdffentlichten Tabellen des US National Precipitation Sampling Networks. Folgenda Modellierungsan-
satze und mathematisch-computer-technische Analysen wurden durchgefahrt:
- 1. Die Beziehung zwischen Ionengehalt und monatlicher Niederschlagsmenge wurde herausgearbeitet. Sie kann grund-
satzlich durch eine Familie negativ exponentieller Gleichungen beschrieben werden (Fig. 1). Den beiden Enden
der Kurven kdnnen logische Prozessfanktionen zugeordnet werden: Der horizontale Arm enthalt vorwiegend die Kerne
der Regentropfen (rainout, 9Ausregnen"); der vertikale Arm enthalt vorwiegend Mineralien, die vom fallenden Regen
aufgenommen werden (washout, 7Auswaschen”).
- 2. Vier graphische Modelle wurden entwickelt, um die Variationen um die verallgemeinerte Kurvenfbrm zu deuten:
a) eine Variante f¿r Stationen mit mittleren jahrlichen Niederschlagssummen und vorwiegend natÀrlichen Ionen-
Quellen;
b) eine Variante f¿r Orte mit hoher lokaler Ionenzufahr durch Industrie oder ”Ballungsraume";
c) eine Variante f¿r aride Gebiete;
d) eine Variante far sehr humide Gegenden (Fig. 5, Tabelle II).
- 3. Auf der Basis der vier graphischen Interpretationen wurden quantitative Regressionsmodelle far fblgende sechs
Elemente und Verbindungen entwickelt: Ca++, K+, ma*, Cl , NH4+ und N03 (Fig. 6 11, Tabelle III).
- 4. Eine Methode wurde entwickelt, um die beiden Komponenten "Auswasch" und VAusregnen" gegeneinander abzuwagen.
Die mogliche Bedeutung des ”base—levels" der Ausregnungskomponente zur Charakterisierung von Luftmassen wird
herausgestellt.
- 5. Die raumlichen Verteilungsmuster der beiden Komponenten ¿Auswasch" und ¿Ausregnen” sowie des Gesamt-Ionen-Gehaltes
im Regen wurde far die im National Precipitation Sampling Network enthaltenen Stationen analysiert. In dieser Ar-
beit sind die Konzentrationsverteilungsmuster far ¢Ausregnen" und VAuswasch" far die Ionen K+ und Cl_ wiedergege-
ben (Fig. 12-15). Als Beispiele far den akologisch wichtigen Gesamtausfall an Ionen pro m2 Grundfiache sind
Kartenbilder far K+ und Na+ (Fig. 16-17) wiedergegeben. Die Originalthesis von T. WDLAVER enthalt die Karten
far alle Ionen und alle genannten Komponenten. Die Computer-Kartierungs Routine SXMAP wurde erfolgreich einge-
setzt, um die Verteilungsmuster (Karten) herzustellen und bedeutende GesetzmaBigkeiten sowie Anomalien heraus-
zuarbeiten.
Summary
This study analyses the precipitation chemistry over the US, based on data provided by the US National Precipitation
Sampling Network. The following results were obtained:
- 1) The relation between Ion-concentration versus monthly amount of precipitation was elaborated. The function or
relation between concentration and precipitation was faund to be best expressed by the family of’negative ex-
ponential curves (fig. 1). The curve is a composite of two functional components: washout and rainout.
- 2) Four graphical models were developed to explain how the general function varies:
a) far stations with moderate amounts of annual rainfall and predominantly natural input of the element
considered,
b) for areas of high local intrusions of an element or compound,
c) for arid localities, and
d) for regions of excessive rainfall (fig. 5, table II).
- 3) Quantitative regression models were developed in accordance with the fbur general graphical models far the six
ions, ca“, K+, Na+, oz", NH4+, and N03" (fig. 6-11, table III).
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- 4) A method was devised to elucidate the components of rainout and washout from the general farm of the function
ion concentration vs. precipitation amount. The possible importance of the base level of the rainout far the
characterization of’airmasses is suggested.
- 5) The spatial patterns of rainout, washout and total wet fallout across the US were analyzed. The computer mapping
routine SYMAP was successfully used to construct the spatial models and to demonstrate important patterns as
well as anomalies. The paper contains the rainout and washout maps far K+ and CZ‘ (fig. 12-15),iand the total
wet fallout maps, important for ecological work far the ions K+ and Na+ (fig. 16-17).
Introduction
Many investigators have observed the relationship between
elemental concentration in and the quantity of precipita-
tion (ERIKSSON, 1952 and 1957 ; and JUNGE, 1963), but few
have analyzed this relationship and its implications for
rainwater chemistry. JUNGE (1965) and ERIKSSON (1952) have
made fairly extensive observations on these parameters and
have inferred that there is a negative exponential rela-
tionship between amount of rainfall and concentration of
chemicals. Little progress has been made beyond describ-
ing the general function of the relationship. Only a few
maps are available showing the precipitation chemistry pat-
tern over larger continental areas.
In view of present concern over air pollution, spatial mo-
dels and concentration of chemicals in rainwater become in-
creasingly important. This paper, therefore, attempts a con-
tribution at three levels: 1) understanding the processes
Fig. 1: General form for the relation between chemical
concentration and precipitation: y = a + bei9X
(same as equation (1)). Block A contains washout
and dilution components. Block B contains rainout,
washout and dilution components; with higher pre-
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Fig. 2: Synthesized chlorine curve 1, including bounding
curves and data points. This curve represents
natural input for this element.
which are responsible for the negative exponential rela-
tionship between elemental concentration and precipitation,
2) delineating quantitatively the above function for seven
common elements and compounds, and 3) practical application
of this information to produce computerized spatial dis-
plays (maps) of washout, rainout and at fallout patterns
in North America for potassium, sodium and chlorine.
Theory of wet fallout
The negative exponential curve observed by JUNGE (1965) and
ERIKSSON (1952) is in essence a composite of curves indi-
cating the different forces at work in wet fallout proces-
ses. These are generally referred to as rainout and washout.
Rainout is concerned with the processes of rainwater con-
stituents within the clouds, while processes below the
clouds are designated as washout. Figure 1 is a represen-
tative curve of the form y = A :_B eicx. This curve can be
broken into two main sections. The vertical section of the
curve (Block A) represents the processes of washout and
dilution as the amount of rainfall increases, washout en-
compassing the process of contact absorption for both gases
and particulate matter, in addition to concentration by eva-
poration. The horizontal section (Block B) approximates the
rainout processes in addition to dilution and washout. One
would expect that as more rain was collected, the initial
input due to washout would be diluted and the concentration
of materials due to rainout, especially material incorpora-
ted as condensation nuclei, would be approximated. For a
discussion of the processes involved in rainout and washout,
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Fig. 3: Synthesized chlorine curve 2, including bounding
curves and data points. This curve represents
some anthropogenic input for this elements.
see JUNGE (1963). It is interesting to note that the curve
in Figure 1 is the same as that obtained if we plot concen-
tration of chemicals versus amount of rainfall accumulated
during a single storm (GEOHGII and WEBER, 1960). By using
monthly values for precipitation and elemental concentra-
tions, we conclude that we are simply suming the inputs or
curves of individual storms.
Methods
—¢_i-—-———
The data analyzed were collected in connection with the
National Precipitation Sampling Network 1. There were 33
stations scattered across the U.S., most of them in areas
of urban concentration. The data encompassed the time pe-
riod 1960—196A. Automated precipitation collectors remained
open during periods of precipitation only, thus excluding
dry fallout. A discussion of the collecting apparatus and
methods of elemental analysis is presented by LODGE et al.
71968). Data from BEST (1971) and WELLS et al. (1972) were
included where applicable. (A station list is included in
Table 6.)
The Sampling Network data consisted of columns listing
monthly concentrations of ca“, K*, Na+, 01', NHJ, N03“,
and S0u—_; the monthly annunt of precipitation; and the
average pH of the rainfall.
For each of the seven chemicals graphs were drawn of con-
centration versus amount of precipitation for all 33 sta-
tions. The form of the resulting curve for each station
could be approximated by the equation:
Y = 0(1) i_U(2)eiU(5)X <1)
where X = monthly rainfall amount,
Y = concentration in ppm, and
U(1)
U(2) = constant coefficients.
U(3)
1 The original data assembled by the National Precipitation
Sampling Network was provided through the courtesy of
Dr. R.A. McCormick of the Environmental Protection Agency.
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Table 1: Partial correlation coefficients between
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Table 2: General characteristics of the graphical mdels
shown in Fig. 5. All models were described by
the general equation
Y = U(1) + u(2)a*U(5)X
MODEL CHARACTERISTICS EXAMLES
A a) Both tails of curve
defined.
b) Inflection point well
delineated.
0) Variable ppt.
<11» 05_lU(3)|51, and |U(1)]_<_1
Grand Island, Nebraska
San Angelo, Texas
B+C a) Both tails of curve
defined.
b) Inflection point not as
well defined as in 1;
inflection point moves
along the U59 line.
c) Variable ppt.
d) As B approaches C,
U(1) increases.
As B or C approaches
straight line,
U(3)->0 and |U(2)|>>1
otherwise 1u(2)|>1 and u(3)<0
Chicago, Illinois
St. Louis, Missouri
D a) Vertical component Nevada
present only. Montana
b) Dry, arid areas. Colorado
c) Monthly ppt. <Ao nun
d) Coefficients undetermined.
E a) Horizontal component Tatoosh, Washington
present only.
b) Extremely wet areas.
c) |u(1)l<1 and U(3)->0
The family of curves for this equation encompasses the ne-
gative exponential curve and the straight line.
Using the empirical data for ca“, K+, Na+, 01 , my and
N03_, quantitative models of the relationship between con-
centration and precipitation were developed. The technique
is demonstrated by using the element chlorine (Figures 2-H).
Data for chlorine concentration was plotted against preci-
pitation data for all stations for which enough information
was available (see Table VI). When it was found that all
these curves could be approximated by the general form of
equation (1), groupings of curves were constructed by draw-
ing a A50 line through the origin and dividing this line
into three equal lengths of 1.A cm, starting with the point
at which the lowest curve intersected it. The standard
length of 1.A cm was selected arbitrarily. All the curves
were put into a group and la er were synthesized into one
curve Other chemicals yield one or two segments only
es 7 and 8). The synthesized
ing a nonlinear regression
which crossed the A50-line within any of the three segments
' t
0 . . ed
such as Ki and Na+ (see Figur
curves were determined by runn
analysis on the data for all the curves which fell within
the designated boundaries. For this procedure, a packaged
program NONREG (QUADE, 1970) was used.
Because tests of significance between nonlinear regression
lines are not very rigorous, a chi square test of independ-
ence was used. A 3 x 11 contingency table was set up. The
three rows refer to the three curves and the eleven columns
refer to eleven locations or cells on the graph. The cells
were chosen so as to depict the exponential nature of the
curves being tested; three cells encompass the vertical
section of the curves and the remaining eight cells encom-
pass the horizontal section. The chi square statistic for
this test was 88.9, with 20 degrees of freedom. This indi-
cates a dependence between curves 1, 2, and 3, and the cell
location with a confidence level greater than 99.5%. Thus,
the three curves, with their distribution of data points,
are significantly different from each other.
The curve in Figure 2 indicates normal inputs of Cl with
rainfall from 5 to 100 mm/month. The three curves in fine
ink in this figure are nonlinear regression curves for three
of the stations whose curves bounded the synthesized curve.
Within their boundaries lie all the curves for the rest of
the stations used in the synthesis. Figures 3 and A are
synthesized curves for areas of higher natural or anthropo:
genic pollution, with their corresponding bounding curves.
In Figures 3 and A the synthesized curves do not split the
area within the bounding curves; this is due to excessive
"noise" in some of the data. The data for stations with
high natural or anthropogenic input is especially noisy
(see Figure U).
One significant result of obtaining the quantitative rela-
tion of concentration to precipitation is the ability to
differentiate between the processes of rainout and washout.
Fig. A: Synthesized chlorine curve 3, including bounding
curves and data points. This curve represents
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A first approximation to rainout was calculated from an
average of the two lowest values for monthly concentrations
Specifically, a value below the asymptote of the negative
exponential curve should be picked because this asymptotic
value depicts both rainout and washout. Washout concentra-
tions (ppm) were calculated by the following formula:
12 12




where Cw = average washout concentration (ppm),
Ci = monthly chemical concentration (ppm),
Pi = monthly precipitation (mm), and
Cri = monthly rainout concentration (ppm).
We analyzed further possible associations between the in-
vestigated elements and compounds and the pH; especially,
to determine if any of the chemicals are usually found
together. This was accomplished with a program PARCOR
(QUADE, 1971), which calculates partial correlation coef-
ficients between any two parameters. Pearson's R and Spear-
nan's RHO were calculated for the chemical concentrations
recorded at 1H selected stations, urban and rural
(Table I). If Spearman's RHO is greater than .591, or
if Pearson's R is greater than .A97, a 95% level of confi-
dence is achieved. Since the data used may not fit a normal
distribution, the significance of Pearson's R coefficients
is perhaps questionable. In addition, correlation coeffi-
Fig. 5: Graphical models of concentration vs. precipita-
tion, under hypothetical input conditions. Model A
is for an area of "normal" input. Models B and C
are for areas of high natural or anthropogenic
pollution. Models D and E are the vertical and
horizontal components of Model A, and exist under
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Table 3: Quantitative models for the seven elements from
all stations combined and their implications
ELEMENTS & MODELS, GRAPHICAL
COMPOUNDS & QUANTITATIVE
Ca++ Graphical Model A 1
Quantitative Model 1 is
Y=.622c+32.299e"-2O32X
(fig. 6, curve 1)
Graphical Model B + C
Quantitative Models 2+3 are
Y=1.o82+3.369e_'° O1“
(fig. , curve 2) *
Y=86.23u-7u.525e-°°1°22X
(fig. 6, curve 3)




Na+ Graphical Model A
Quantitative Model é is
Y=.Aoo3+6.o79e"31° X
(fig. 8, curve 1)
Graphical Model B
Quantitative Model 2 is
Y=.99A3+28.769e"2277X
(fig. 8, curve 2)
cl‘ Graphical Model A
Quantitative Model 1 is
Y=.6732+18.1872e'-6°55X
(fog. 9, curve 1)
Graphical Models B + C
Quantitative Models 5+3 are
Y=.M675+3.1u71e‘-O33 X
(fig. 9, curve 2)Y=2.125+53.729e'-2159X
(fig. 9, curve 3)





Quantitative Model 1 is
Y=.5ccu+.c977e-°°°51X




Quantitative Model 2 is
Y: 1572 . 9,1570 _ 6e . OOOOIOOX



















cients are only measures of association and do not alone
prove that two elements with a high correlation coefficient
make up a compound supplying the individual constituents.
In spite of these qualifications,1nost of the associations
of importance have been used to infer which compounds sup-
plied the elements recorded at the 1U stations.
Finally, maps of rainout concentration, washout concentra-
tion, and total fallout were produced for the chemicals dis-
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Fig. 6: Quantitative models for calcium. Calcium inputs
are of natural and anthropogenic origin.
is a computerized mapping procedure that can be used to dis-
play quantitative data in a two-dimensional reference frame.
The program processes data through several packages:
A-OUTLINE, B-DATA POINTS, C—0TOLEGENDS, D—BARRIERS, E—VALUES
and F-MAP. The A-OUTLINE package was produced, in this case,
by transferring a USA-outline onto a grid, transforming the
outline into row-and-column coordinates, and punching on
computer cards the coordinates for each point at which the
outline changes direction. The B-DATA PCUNTS package was
produced by locating each of the 33 stations with row-
and—column coordinates and punching these coordinates on
computer cards. To these B-DATA POINTS, E-VALUES (che-
ndcal concentration and total chemical fallout data from
the National Precipitation Sampling Neonork) were assigned
SYMAP produces a contour map using a nunerical interpola-
tion routine based on the assumption that the influence of
one data point upon another is inversely proportional to
the square of the distance between the two points. For a




Using the presented theory of the relation between elemen-
tal concentration and precipitation, and using data from
the 33 available stations, four graphical models (con-
centration versus precipitation) can be hypothesized that
Table A: Listing of the stations used to compute the quantitative models.
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Table 5: Average concentration of elements in




























Table 6: Percentage of material imputed through washout
STATION







































Sault Ste. Marie, Mich.














































































































Table 7: Characteristic levels of the total anount of
material that impinges on the earth mg/m?/yr
for base level, washout, and total fallout.
The levels are listed for two typical stations
in each of four selected regions; coastal,




89512. 95855 E9552 E5555







































































































































































= Base level (mg/mg/yr)
= Washout (mg/m /yr)
= Total fallout (mg/m2/yr)
* For each station and element/compound, the three numbers
Fig. 7: Quantitative model for potassium. Potassium inputs
are of ' 'natural orlgln.
* The remaining stations from.which data were
paper are listed below
30 New Orleans, La.
31 Santa Catalina, Cal
St. Louis, Mo.32
33 Las Vegas, Nev
38 Research Triangle Park, N.C. (Ca, K, NH“, NO )(WELLS et al., 7972) 20 40 ac
35 Coweeta Exp. Sta., N.C. (Na, K, Ca) (BEST, 1971) F,RE¢lp|1-A-HON MM_/MQ_
taken for this
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'1
Quantitative models for sodium. Sodium inputs are
natural and anthropogenic in origin.
Fig. 8:
explain most of the variations of the general function on
the basis of meteorological and physical differences.
These are demonstrated in Figure 5. Table II summarizes
the characteristics of the four models: A, B&C, D and E.
8221i22§i22_9£_9228§i§22iy2_M9921§_§2_92229n§£2§i22:!§:
B§22i2i§2§i9n_§2zY§§
Table 8: Characteristic concentrations (ppm) for base level
_ and washout for four selected regions; coastal,
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.031 V .169 .992
.088 .075 .53
.259 .801 8.205

























































Using equation (1) and the empirical data for Ca++, K+, Na+, Z
.. + -
Cl , NH“ , and N03 , quantitative models were derived which
fit the graphical models. Sulfate ion was excluded due to 56
its extremely erratic behaviour in respect to precipitation. g
Figures 6-11 illustrate the different quantitative models
that apply to each chemical. The actual equations and their * For each station and element/comound, the two numbers
refer to:implications are listed in Table III. Table IV lists the ‘ B
stations which were used to synthesize the general functions













concentration, washout concentration, and total fallout
The funetiene deeeribed in Teble III een be used te quenti‘ We present here a description of the rainout and washout
++ + + - + -fy the input ef Ce , K 5 Ne , C1 5 NHM , and N05 inte maps for K+ and Cl_. These elements were chosen because
ecosystems seress the United Stetes- such epplieetien-will their distribution reveals some interesting facets of rain-
Yield an understanding ef the atmospheric eentributien of out and washout. For a complete discussion and display of
these elements in relation to the total rainfall. It should all the maps see WQLAVER (1972)_
be pointed out that our data included only material that
was incorporated through the processes of rainout and wash-
out. Further study should incorporate dry fallout factors
when estimating the amount of chemical input in a given sys-
tem. It may be that wet fallout data is sufficient in areas
where stable air strata may lessen the contribution of dry
fallout, but dry fallout would probably be a major source
in dry areas and/or areas with turbulent or downward-
moving air masses.
§28§i2l_M299l§
Contour maps were drawn for each of the seven chemicals to
delineate air masses and sources of materials for rainout
1
Fig. 9: Quantitative models for chlorine. Chlorine inputs
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is almost solely of local intrusion, with usually greater
than 9o% of this compound found in washout. The six other
chemicals have percentages greater than 50% and show lit-
tle relation between physical location and washout. There
is some indication that an area of high continental aero-
sol input will show a high percentage of chemical washout,
and an area of little or no continental aerosol input will
show a lower percentage of chemical washout. These two
area types are exemplified by Grand Junction, Colorado,
and St. Cloud, Minnesota, respectively. Contour maps for
K+ and C1 washout are discussed here.
The xi washout distribution (Figure 13) is similar to those
of the other natural elements, testifying to similar sour-
ces, in particular continental aerosol and industrial point
sources. High values throughout the Southwest and North-
west are due to continental aerosols, KCl being windblown
from the arid areas. High correlation coefficients (Table I)
of KCl throughout this area suggest KCl as the most likely
Fig. 1U: Washout contour map of chlorine.
source. The absolute values of K+ are not large since high
concentration sources do not exist. Slight increases around
urban areas such as Chicago and New York City may be due to
combustion of fossil fuels releasing Kn, or to chemical
manufacturing.
The chlorine washout map (Figure 15), similar to that of
Na + (WOLAVER, 1972), shows the strong influence of marine
air masses along the coast. The high values through south-
ern Texas support the conclusion that terrestrial NaCl salt
flats have an effect in this area. In.addition, the general-
ly high values of Cl washout through the western arid are-
as that merge with the Pacific marine influence indicate
continental aerosols laden with CaCl2, KCl, and NaCl as
an important source. Throughout the Southwest a cursory
inspection shows that the concentration of Ca++, K+, and
Na+ quite well accounts for the total Cl--washout, as
would be expected if these elements are assumed found in
the compounds CaCl2, KCl, and NaCl.
Chlorine is considered a natural elenent but large intru-
sions of anthropogenic Cl- are observed in Illinois and
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Ohio, and throughout the Northeast. This industrial intru-
sion is in agreement with the findings of GEORGII and WEBER
(1960) in Germany, and LODGE et al. (1968) in the U.S.
Industrial sources and commercial combustion of fossil
fuels seem to be responsible for this input.
The process of washout accounts for a major portion of the
material that is collected from rainwater. Both the natural
elements Ca++, K+, Na+, and Cl-, and the compounds of sup-
posed human origin NHu+, N03-, and SOu_-, have natural and
anthropogenic sources. These sources include sea-salt and
continental aerosols, industrial pollutants, and combustion
of fossil fuels.
I@§§l_w§§_E§ll92§_Q92§92z_Ma2§_£Bai292§_:_W§§n22§2
When considering the total amount of wet fallout (mg/mg/yr)
for an element that impinges on a particular area, two
inter-related parameters are of importance: the amount of
Fig. 15: Washout contour map of chlorine.
precipitation, and the ionic concentration of the rainwater
we include here a discussion of the K+ and Na+ wet fallout
naps because they are good examples of the interaction be-
tween precipitation and ionic concentration.
The K+ fallout map (Figure 16) shows the effect of precipi-
tation on total fallout. The potassium base level concen-
tration in rainout is quite constant over the whole United
States, with the exception of the west Coast, while the
washout concentration tends to show higher values through-
out the dry areas of the Southwest. The total-fallout map
shows a reversal of the washout trend, and a similarity to
the rainout distribution in that coastal areas tend to re-
ceive a higher input than does the interior. The crucial
factor is the increased rainfall in coastal areas, occa-
sionally nine times that of the interior.
The sodium fallout map (Figure 17) illustrates the coupling
effect of higher precipitation and oceanic aerosols well
laden with ionic sodium. This produces a sodium fallout
distribution map with high concentrations near coastal
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Tables VII and VIII summarize the information on rainout ERIKSSON, E. (1952): Comosition of atmospheric precipita-
concentration, washout concentration, and total fallout. Tbllus H 28o_5O3
__9
These tables are a tabular version of the points brought
tion. Part II.
ERIKSSON E. 1 : Ch ' l 't' f Ha "
out in the mapping of the rainout, washout, and total-fall— ’ ( 9:;infa1§?l°a Composl lon O wallan
out processes for all seven chemicals (WOLAVER, 1972). Téllus 2; 509‘520
They are mean¿ to indi¢a@e the Panse of ¢°"¢entPati°nS GEORGII, H.W. and WEBER, E. (1960): The chemical composi-
found for each of the seven chemicals in each of the four tion Of individual ?ainfa11s-Technical Note, Contract AF 61(o52)—2U9.
categories: coastal rural, coastal urban, interior rural p 1_28_ Air Force Canbridge Research
and interior urban. It was very difficult to find even two Center» BedfOTd> Mass-
stations for each of the categories which showed the same JUNGE, C, (1963): Air chemistry and Radioactivity.
trends for all seven chemicals. There was a high degree of Academic Press’ New York and London‘ 382
variability among the stations, apparently caused by dif- JUNGE’ g_ and WERBY, R.T. (1958): The concentration of Cl I
ferent meteorological and physical processes. Na» K, Ca and SON in-Painwater Over the U-3J. of Meteorol. 12, U17—U25
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Zur Bestimmung der Leistungsstabilitét von Pflanzentypen nach den Verfahren
von WRICKE, FINLAY, EBERHART u. a.
Zugleich ein Beitrag zum Wesen sowie zur Analyse von Wechselwirkungen
Von F. Weiling
Zusammenfassung
Die vorliegende Untersuchung zeigt, daB die Wechselwirkung (Y£)ij zwischen den Faktoren G (z.B. Genotyp, Sorte, Klon)
und X (z.B. Umwelt, Standort, Jahr) als MaB far die Leistungsstabilitdt z.B. von Pflanzentypen (Ukovalenz nach
WRICKE 1962, 1965 u.a.) ein Rohma¿ darstellt, daB sich in TeilmaÀe zerlegen laBt. Die Wechselwirkung kann als Summe der
Quadrate (SQ) der Differenzen der Elemente yij (z.B. des Ertrages der i-ten Sorte am j—ten Standort) von den jeweils
zustdndigen Regressionsgeraden Yi = gi_+ B(xj—x) mit B=1 und xj = §_j sowie 5 = §__ aufgefa¿t werden. Der Interaktions—
anteil des i-ten PrÀfgliedes des Faktors G (etwa des Leistungsverhaltens der i—ten Sorte) ldBt sich durch die Regres-
sionsgerade Y(i) : gi + bi(xj-x) bezogen auf YE (genauer: durch die Differenz Y(i)—Y:), und durch die Streuung der yi.
um Y(i) erklaren. Dabei gilt Yé — §i_ = Y(i) — YE = (bi-B)(xj-x) mit B=1. J
FINLAY und WILKINSON (1963), EBERHART und RUSSELL (1966) sowie WEILING (1969) wdhlen die genannte Regression sowie zu-
sdtzlich die Streuung um die Regressionsgeraden Y(i) als MaB f¿r die Leistungsstabilitdt einzelner Pflanzentypen. Diesen
Anteilen entspricht jedoch ebensowenig wie den Interaktionsanteilen eines einzelnen PrÀfgliedes bei WRICKE eine ganze
Zahl von Freiheitsgraden, so daB eine echte X2—Zerlegung nicht vorliegt.
Diese ist gegeben, wenn die SQ einer Wechselwirkung und ihre Freiheitsgrade (Fg), d.h. Z (yij-yi <xj+x)2 mit
_ ij ' .
(p—1)(q—1) Fg, in die SQ der Regressionen {§§ (Y£—yi )2] mit p—1 Fg und in die SQ um die Regressionen Y(t) mit
i=1 ° .
(p-1)(q-2) Fg zerlegt wird. Die SQ dieser Regressionen la¿t sich weiter zerlegen in die SQ einer gemeinsamen Regres-
. . . (i) . . .sion und die Streuung der Y um diese gemeinsame Regression.
Da die Praxis, z.B. die Pflanzenzuchtung, besonderes Interesse an dem Verhalten der einzelnen Pr¿fglieder besitzt,
wird die Moglichkeit diskutiert, die auf die einzelnen Pr¿fglieder entfallenden Streuungsanteile nach den Verfahren
der eingangs genannten Autoren hinreichend genau zu beurteilen. Eine exakte Analyse ist nach einem von NEILING (1972)
vorgeschlagenen Verfahren moglich. Dabei werden zu den auf'die einzelnen PrÀfglieder bei einem Vergleich mit den
restlichen PrÀfgliedern entfallenden Freiheitsgraden die zugehorigen SQ<Anteile ermittelt.
Am Beispiel einer Dreiweg— und einer Zweiwegklassifikation ohne Wiederholung wird die geschilderte Zerlegung demon-
striert und gezeigt, wie im Falle einer Mehrwegklassifikation ¿ber eine hierarchische Analyse zusatzliche Informa-
tionen gewonnen werden konnen. "
Summary
This paper shows that the interaction (Y€)ij between a factor G (as genotypes, sorts or clones) and a factor X (as en-
vironment, place or year), which functions as a measure of stability of'production for example of'a plant—type (Gho-
valenz according to WRICKE 1962, 1965 and others) can be used as a rough measure. For this measure can be devided in
partial measures.
We may consider an interaction as a sum of squares (SQ) of differences of the yij (for example the production of the
i-th sort on the j—th place) from the corresponding regression lines
* _ _ _ - -
9 Ii - yi_ + B(x5 x) with B-1 and xj yi., x y__ .
The portion of interaction which belongs to the i-th treatment variant of the factor G (for example the productivity. _ _ * _
of the i-th sort) can be described by the regression line Y($) = yi + bi(x5-x) related to Yi (this means exactly the. * . . .
difference Y(t)—Y;), and the variance of the yij around Y($). So we can admit
_ - _ (i) _ * _ _ _- - _Y2 yi. - Y Y; - (bi B)(x5 x) with B-1.
FINLAY and WILKINSON (1963), EBERHART and RUSSELL (1966), and further WEILING (1969) used this regression and also the
variance around the regression Y($) as a measure for the stability of'production of’a single plant type. An integer
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number of’degrees of‘freedom (Fg), however, does not belong to such a portion as it does not belong to the portions of
interactions which represent a single treatment variant as WRICKE had found. Therefbre, there does not exist a true
X2—partition.
Such a partition exists if the SQ of an interaction with its degrees of’freedom that is 2 (y..—y. —x.+x) with’ id ig i. J
(p—1)(q-1) Fg, can be devided into the SQ of'regressions [:€ (Y;-yi )%] with p—1 Fg and the SQ around the regressions
. i=1 ' .
Y(1) with (p—1)(q—2) Fg. Further, these regressions can be devided into a common regression and a variance of the Y(@)
around that common regression.
Since the practice, as plant—breeding, has a special interest in the behaviour of the single treatment variants there
will be discussed the possibility to examine sufficient exactly the portions of variance which represent a single
treatment variant, when using the methods of the initially named authors. An exact analysis will be given by a method
proposed by WEILING (1972). With this method there will be calculated the portions of the SQ which belong to the
degrees of freedom of a single treatment variant when compared with the others.
Two examples using three-way—classification and two—way—classification about repetition. In the case of a more—way—
classification it is shown that the hierarchical analysis will give more informations than a three— or more—way—classi-
fication.
A. Die behandelten Verfahren
Zu den bekanntesten biometrischen Verfahren zur Analyse und
Beurteilung der Leistungsstabilitét von Pflanzentypen (Sor-
ten, Klone) unter verschiedenen Umweltbedingungen gehdren
die Pr¿fung auf Okovalenz nach WRICKE (1962, 196B, 1965
u.a.) und die Adaptationsanalyse von FINLAY und WILKINSON
(1963) sowie verwandte Verfahren.
Wéhrend WRICKE den Anteil der einzelnen Sorte an den Inter-
aktionen Sorten x Orte rsp. Sorten x Jahre als Ma¿ f¿r deren
Féhigkeit betrachtet, unter wechselnden Umweltbedingungen
ein gewisses Leistungsniveau zu halten, suchen FINLAY und
WILKINSON sowie EBERHART und RUSSELL (1966) in der ¿ber ver-
schiedene Umwelten gepr¿ften Beziehung der einzelnen Sorte
zum Mittel der untersuchten Sorten in der jeweiligen Umwelt
das gew¿nschte Adaptationsma¿. Sie gelangen dandt zu einem
Regressionsansatz, bei dem der Regressionskoeffizient bi
f¿r die Leistung der i-ten Sorte in den verschiedenen Umw
welten (genauer die Differenz bi- B, wo B=1 ist) ein quan-
titatives Ma¿ f¿r die Stabilit¿t des jeweiligen Leistungs-
merkmals, z.B. des Ertrages, darstellt. Auf¿erdem werden die
Abweichungen der Leistungen der einzelnen Sorte von der Re-
gression auf den Umweltindex, d.h. das mittlere Verhalten
aller Sorten in den einzelnen Umwelten in die Beurteilung
einbezogen.
Ohne Kenntnis der Arbeiten von FINLAY und WILKINSON sowie
von EBERHART und RUSSELL hat WEILING (1969) ebenfalls die
Abweichung des Regressionskoeffizienten (bi) vom Wert 1
sowie deren Vergleich mit der Streuung um die Regression als
Ma¿ f¿r die Beurteilung der Leistungsstabilitét angeregt.
Er ging dabei von der Feststellung aus, da¿ die Winkelhal-
bierende eines rechtwinkligen Koordinatensystems mit den
Achsen y (= Leistungshohe der Einzelsorte) und x (= durch-
schnittliche Leistung aller unter den gleichen Bedingungen
angebauten und in die Untersuchung-einbezogenen Sorten),
die ja den Regressionskoeffizienten ¿=1 aufweist, das durch-
schnittliche Leistungsverhalten der untersuchten Pflanzen-
typen darstellt. WEILING hat gleichzeitig ein Ma¿ zur Beur-
teilung der Parallelabweichung der Regressionsgeraden eines
einzelnen Pflanzentypus von der Winkelhalbierenden angegeben
Abb. 1: Darstellung der Leistung (z.B. des Ertrages) der
i-ten Sorte an q=5 verschiedenen Standorten in
Bezug auf die mittlere Leistung von p Sorten an
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B. Die Bedeutung der Winkelhalbierenden f¿r die Leistungs-
analyse
Da¿ nicht nur bei den eben beschriebenen, sondern auch beim
Verfahren von WRICKE die einzelnen Sorten auf die Winkel-
halbierenden bezogen werden, sei an Hand von Abbildung 1
geschildert.
In einem rechtwinkligen Koordinatensystem sind die Leistun-
gen (z.B. der Ertrag) der i-ten Einzelsorte (i=1,...,p) an
5 Standorten (yij; j=1,...,q; q=5) in Bezug auf die Sorten-
mittel der j-ten Umwelt (xj - y J) dargestellt. Als Null-
punkt des Koordinatensystems ist der Mittelwert aller in die
Untersuchung einbezogenen Sorten ¿ber alle Standorte rsp.
das Mittel aller Standortmittel [y , 3] angenommen. Die
Hohe der durchschnittlichen Leistung der i-ten Sorte <51 )
ist durch eine Parallele zur x-Achse durch den Punkt
[§i , §], das Verhalten einer Sorte mit mittlerer Leistung
durch die Winkelhalbierende (d.h. durch die Gerade mit dem
Regressionskoeffizienten B=1 durch den Koordinatenanfangs-
punkt) gegeben.
Die Leistungen der i-ten Sorte in den 5 Umwelten sind durch
die Punkte mit den Kbordinaten [yi1, (xi1—§Y , [yi2, (x2-§)]
......, Eyis, (x5—xlJ festgeleg¿. A
Da der Anteil der i-ten Sorte an den Wechselwirkung Sorte x
Umwelt (Standort bzw. Jahr) durch die Beziehung
.. _ - ' _ _'2
§ (yij'yi._y_j+y__)2 = § [(yij‘Yi_) “ (Xj“X)' (1)
gekennzeichnet ist, erscheint es ratsam, dieses Verhalten
auf die zugehorige Niveaulinie y = 51 (d.h. die Parallele
zur x-Achse durch den Punkt [yi , Q] zu beziehen.
Wir ber¿cksichtigen, da¿ die Winkelhalbierende durch die
Gleichung
Y = xj - § rsp. Y = B(xj-K) (2)
mit B=1 charakterisiert ist.
Die Parallele zur Winkelhalbierenden durch den Punkt
F§i , §1 ist dann durch die Beziehung
_ * __ _
Yi - Y + yi. (3)
= §i. + B(xj-K) mit 3=1
festgelegt (Abb. 2).
Damit konnen die Beitrage der i-ten Sorte zu den Summen der
Quadrate (SQ) der Wechselwirkungen Sorten x Umwelt wegen
(1), (2) und (3) durch
2g (yij-YE) <10
d.h. durch die SQ der Abstande unserer Me¿punkte von der
Regressionsgeraden YE dargestellt werden.
Dieser Zusamenhang legt den Gedanken nahe, die Gr6Be (U)
in zwei Anteile zu zerlegen: einen Anteil, der durch die
Regressionsgerade mit dem Regressionskoeffizienten bi durch
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Abb. 2: Darstellung der die Leistung der i-ten Sorte an
5 Standorten bei Bezug auf die ndttlere Standort-
leistung von p Sorten darstellenden Regressions-
geraden Y£l) und ihrer Beziehung zur Regressions-
geraden Yi, der Parallelen zur Winkelhalbierenden
durch den Punkt Eli , 32]. Die f¿r die Punkte
und
ausgezeichneten Streckenanteile Y,Yi und Y
ergeben sich durch Einsetzen der Werte f¿r die
x—Koordinaten dieser Punkte in die jeweiligen
Regressions leichungen. An Hand des Punktes
@iu, (xu-xi? wird der regressionsanalytische An-
teil, an Hand des Punktes [yi5, (X5-§)] wird der
Interaktionsanteil eines Elementes yi. veranschau—
licht. J
den Punkt [91 , £1 gegeben ist, einen zweiten Anteil, dem
die Abstande der Punkte Eyij, (xj-ii] Von dieser Regres-
sionsgeraden zugrunde liegen.
Ber¿cksichtigen wir die nachstehenden Beziehungen
Y(i) = §i_ + bi(xj-§) (5)




b- = J .
1 2 (xj-§)
und (yij"§i_)(Xj""§):l2
B‘ = I _ 2 g 2




so folgt nach Erweiterung von (H) durch Y(l) unter Ber¿ck-
sichtigung Vgn (5) bis (8)sowie des UnabhangigkeitsprinZlP$
_ * 2 _ _ (1) (1)_ *'12
§(yij Yi) - §[kyij Y ) * (Y Yi)
= Z(yij-Y(i>)2 + {(Y(i)-Y*)2
J J
= <1—Bi> Z<yij-§i >2 + (bi-B)2)(xj-§)2, <9)
J ' J
wobei 6=1 ist.
Die Quadratwurzeln der beiden auf der rechten Seite von
(9) stehenden Ausdr¿cke liegen dem bei WEILING (1969) an-
gegebenen t-Test zur Pr¿fung der das Verhalten der i-ten
Sorte kennzeichnenden Neigung zugrunde.
Es ist naheliegend, bei isolierter Betrachtung einer ein-
zelnen Sorte diesen SQrAnteilen die Freiheitsgrade (q—2)
und 1 zuzuordnen, wie dies bei EBERHART und RUSSELL (1966)
sowie WEILING (1969) geschehen ist. Jedoch ist diese Schat-
zung der Freiheitsgrade ungenau. Der Ausdruck auf der
linken Seite von (9) stellt den Anteil der i-ten Sorte an
der Wechselwirkung Z (yij-yi —y j+y )2 dar, so da¿ der
linken Seite von (9)13
iiiiléglll = <q-1> - Àgl (101
Freiheitsgrade zukommen. Dies ist keine ganze Zahl. 3%; ist
nur f¿r q = 1 oder p =1» gleich Null. F¿r p = q-1 oder f¿r
gro¿es p und q ist 353 = bzw. E 1.
Der Anteil an Freiheitsgraden des ersten Ausdruckes auf der
rechten Seite von (9) la¿t sich wie folgt schatzen:
Nach den Erlauterungen zu Tabelle 2 kcmmen der Summe
2
- 2 _ S .;(1—Bi> §<yij-yi_> - é syyi — E éiix
(p-1)(q-2) Freiheitsgrade zu. Dabei ist
_ _- 2Syyl - %(yij yi ) (11a>
sxx = §(xj-§)2 (116)
Syix = §(yij-§i_)(xj-§). (11¢>
Nehmen wir f¿r die Gro¿e (1—Bi)Z(yij-yi )2 (q-1-z) Frei-
heitsgrade an, so ergibt sich wegen
(p-1)(q—2) = p(q-1-2) (12)
z = 1 + Egg . (15)
z ist der Freiheitsgrad f¿r die Gro¿e b? Z(x.-§)2.1 J 3
Da q aus regressionsanalytischen Gr¿nden gro¿er als 2 sein
mu¿, folgt daraus, da¿
z > 1 ist.
Im Falle p = 10 und q = 6 ist z = 1 + Tg = 1,U.
Andererseits entfallen nach den Erlauterungen zu Tabelle 2
auf §(bi-B)2 Z(xj-§)2 mit B=1 p—1, auf den Anteil der
1 J
. 2 -1—ten Sorte (bi-s) 2(Xj’X)2 mit e=1 daher
1
B51 = 1 -1% Freiheitsgrade. <1“)
F¿r p=1o ergeben sich f¿r diesen Anteil 1—o,1 = 0,9 Frei-
heitsgrade.
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Da dem Anteil der i-ten Sorte der Interaktion
(Okovalenz nach WRICKE) die SQ der Abstande der
Leistungswerte yij von der Regressionsgeraden Y;
ndt dem.Regressionskoeffizienten.B=1 zugrunde lie-
gen, folgt, da¿ die Okovalenz selbst als die SQ
der Abweichungen der Leistungsgro¿en aller Sorten
von der f¿r jede Sorte charakteristischen Regres-
sionsgeraden YK aufgefa¿t werden.kann. Damit la¿t
sich die Okovalenz als ein Rohma¿ ansehen, das
aus einem Anteil besteht, der die Abweichungen
der sortentypischen Regressionen Y(i) von den als
Umweltindex zu bezeichnenden Regressionsgeraden
YE und einem weiteren Anteil, der die Streuungen
der Einzelleistungen um die Regressionen Y(1) dar-
stellt.
Die die Regressionen charakterisierenden SQ mit
p—1 Freiheitsgraden lassen sich weiter zerlegen in
einen Anteil, der auf eine alle Einzel—Regressio—
nen vertretende gemeinsame Regression entfallt
(sie pr¿ft, ob die bi von den §i_ linear abhangig
sind) und in die Streuung der Einzel-Regressionen
um diese gemeinsame Regression (Tabelle 1). Es
la¿t sich leicht Ubersehen, daB diese Aufgliede-
rung der dem Test auf Additivitat zugrunde liegen-
den Zerlegung entspricht (s. WEILING 1965). Dieser
Aufgliederung liegt eine echte X2-Zerlegung der
Gesamtinteraktion (Okovalenz) zugrunde.
Der hier geschilderte Sachverhalt hat naturgema¿
zur Folge, da¿ scheinbar Unterschiede zwischen dem
Ergebnis des Verfahrens von WRICKE und dem der
¿brigen Autoren auftreten konnen. D.h. einer sig-
nifikanten Okovalenz brauchen keineswegs signifi-
kante Regressionen zu entsprechen. Andererseits
sind die Testergebnisse bei den Verfahren von
EBERHART und RUSSEL sowie WEILING (1969) wegen
der falschen Schatzung der Freiheitsgrade etwas
zu optimal.




In Tabelle 2 ist diese Beziehung nach Analogie des
Modells einer Kovarianzanalyse dargestellt.
F¿r die i—te Sorte sind die SQ und SP (Summen der
Produkte) der Abstande der Einzelleistungen vom
Sortenmittel sowie der jeweiligen Umweltmittel vom
Gesamtmittel, ferner die Regressionskoeffizienten,
Bestimmtheitsma¿e, die SQ um die Regressionen usw.
die dazugehorigen Freiheitsgrade sowie die F-Teste
f¿r die Signifikanz der so der Gro¿en (bi-1)(xj-x)
angegeben.
Tabelle____.___2 Streuungszerlegung der nach dem Modell einer
Dreiwegklassifikation analysierten Ertrage
von 5 Rebkleinklonen an 2 Standorten in 10 Jah-
ren. Verrechnung nach dem Modell von EISENHART
(1997)











Standorte 1 551,2 5U,52 +++
Klone x Jahre 56 1U,2 2,52 ++
U0,U 6,62 +++
Jahre x Standorte 9 25,9 5,91 ++
Rest 56 6,1
Klone x Standorte U
Dabei haben die in (11a—c) angef¿hrten Abk¿rzungen Verwen-
dung gefunden. Es ist zu beachten, da¿ die yij im Falle
einer Zweiwegklassifikation Einzelwerte, im Falle einer
Zweiwegklassifikation mit Wiederholungen sowie im Fall
einer Mehrwegklassifikation Summen von (r) Wiederholungen
darstellen.
Wir ziehen von der ¿ber alle Sorten summierten Grd¿e ZSyy_
1 1
den durch die Regression der Syy auf die SXX ¿ber alle p
Sorten bedingten Anteil ab. Da 1
gsyix = §§<yij-§i_><xj-§> = §sXX , <15)
und da die sxx £11? alle Sorten gleich sind [pSXX = gs”
mit q-1 Fg] , ergibt sich
iisyix) 2
gsyyi - ZSXX : isyyi _ 121$“ (16)
1
mit (p—1)(q-1) Freiheitsgraden.
Diese Grd¿e stellt die SQ der Abstande der yij von den
*
Regressionsgeraden Yi, I(i=1, p) mit B=1 , d.h. zugleich
die SQ der Wechselwirkungen Z (yij-yi —xj+x)2 dar.
13 '
Als Differenz dieser Wechselwirkung und der Summe der SQ
um die Regressionen der Einzelsorten
2Sy.x




Z +315 — is . <11>
i Sxx i XX
Diese Grd¿e la¿t sich sowohl ¿ber die Summe der SQ-Anteile
der Regressionen Yzi) (siehe rechte Seite der Tabelle 2)
wie ¿ber die angegebene Differenz (17) resp. als Differenz
der SQ Wechselwirkung und der SQ um die Regressionen be-
rechnen.
Beispiel: Die hier gescbilderten Zusannenhange seien an
einem Datenmaterial demonstriert, das zunachst nach dem
Modell einer Dreiwegklassifikation verrechnet wird.
Es handelt sich um eine Stichprobe von.Ertragsdaten aus
10-jahrigen Versuchen der Staatsdomane Niederhausen-Schl0S-
bdckelheim mit jeweils aus 5 Pflanzen bestehenden Reb-Klein-
Tabelle A: Analyse der Wechselwirkung Klone x Jahre aus Tabelle 5. Die Freiheitsgrade f¿r die Beurteilung
der einzelnen Klone lauten f¿r die Bestimmtheitsma¿e n1 = 2,6; n2 = 6,U; f¿r die Beurteilung
2A (b--) S
von F {%f%T7—E§§» n1 = 0,8; n2 = 6,“; f¿r die Beurteilung von DQ n1 = 6,“; n2 = 56. Die Pr¿fung
dieser Gr¿¿en a¿i Signifikanz kann f¿r die einzelnen Klone nur naherungsweise erfolgen.
Ursache S bi Bi FgS Syyi yix xx
2
Sy.x (b.-1)2-S
pg S _ __l_. DQ § __l;_____§§
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Tabelle 5: Analyse der Wechselwirkung Klone x Jahre bei
einer nach dem Modell einer Zweiwegklassifikation
ohne Wiederholung durchgef¿hrten Ertragsanalyse
mit 10 Wei¿burgunderklonen in 6 Jahren.
Datenmaterial nach HOFMANN (1967)
2s 2 .
U n 6 F s hf DQ ¿ F §(@{1)%“rsac e . - ———— —-—————-—










































































klonen, die an zwei ca. 5 km voneinander entfernten Stand-
orten mit unterschiedlicher Exposition und Inklination
(AB = Altenbamberg, HH = Hermannshdhle) erhalten wurden.
Das Datenmaterial, aus dem hier 5 Klone (Nr. 5, 11, 1A, 16
und 20) herausgegriffen worden sind, wird von Herrn Dipl.
Ing. agr. H. Tschiedel im Rahmen einer Dissertation bear-
beitet. Zur Vereinfachung der Rechnung wurden die Daten f¿r
den hier vorliegenden Zweck auf zwei Stellen abgerundet 1.
Tabelle 5 zeigt das Ergebnis der Varianzanalyse. Wir finden
alle Faktoren und ihre Wechselwirkungen sehr oder hoch sig-
nifikant. Tabelle A bringt die Analyse der Wechselwirkungen
zwischen den Klonen und Jahren. Diese Wechselwirkung wurde
wegen ihrer im Vergleich zu den ¿brigen Wechselwirkungen
grd¿eren Zahl an Freiheitsgraden zur Demonstration dieser
Analyse gewahlt.
Die Analyse zeigt, da¿ die Eestinnmheitsma¿e, die
DQ(bi_1)(Xj_;) und die DQ um die Regressionen der Einzel-
klone nicht ganzzahligen Freiheitsgraden zugeordnet sind
und daher nur naherungsweise getestet werden k¿nnen. Die je-
weils zugrunde gelegten Freiheitsgrade sind in der Legende
zur Tabelle A angegeben. Es erweisen sich nur das Bestimmt-
heitsma¿ von Klon 1, ferner die DQ um die Regression bei
den Klonen 5, A und 5 als signifikant. .
F¿r die zusammengefa¿ten Klone ergibt sich keine Signifi-
kanz der Regressionen - (die weitere Zerlegung dieses Streu-
ungsanteils entfallt somit) - jedoch hohe Signifikanz der
Streuung um die Regressionen.
1 Ich danke Herrn H. G¿decke, Ltd.Reg.Direktor der Staats-
domane Niederhausen-Schlo¿b¿ckelsheim/Nahe, sowie Herrn
Dipl.Ing.agr. H. Tschiedel f¿r die Uberlassung dieser
Daten. —
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Es liegt hier somit ein Fall vor, bei dem sich die Okova-
lenz nach WRICKE als signifikant, hingegen die Adaptation
nach FINLAY und WILKINSON u.a. als nicht signifikant er-
weist. Verantwortlich f¿r die Signifikans der Wechselwirkung
ist die Streuung der Ertrage vor allem.der Klone 5, A und
5 um die zugehdrigen Regressionen.
b) D2z_E2ll_§ins2_ZweiwesKl2§siiikezies
9122s_Y.i.s2e£29l22s
Aus dem in Abschnitt B Gesagten geht hervor, daB der die
Wechselwirkung umfassende Rest-Anteil der Streuungszerle-
gung entsprechend dem beim Additivitats-Test nach MANDEL
(1965; vgl. WEILING, 1965) ¿blichen Verfahren zerlegt wer-
den kann. Die Streuung um die Regressionen kann in diesem
Falle nicht ¿ber eine Wechselwirkung h¿herer Ordnung, wohl
aber mit Hilfe des COCHRAN—Testes gepr¿ft werden (SACHS
1972)-
Als Beispiel werden die Ertragsdaten einer von HOFMANN
(1967) mitgeteilten Leistungspr¿fung bei 10 WeiBburgunder-
klonen in 6 Jahren verwendet (Tab. 5). Auch das bei WEILING
(1972) geschilderte Beispiel la¿t sich heranziehen.
Die in Tabelle 2 angegebenen Formeln zeigen, wie die SQ
der Regressionen auf andere Weise berechnet werden k¿nnen,
als dies bei WEILING (1965) angegeben ist.
Die Abweichung der Regression der Einzelklone vom Wert 1
wurde mit den Freiheitsgraden n1 = 0,9 und n2 = 5,6 nahe-
rungsweise geschatzt. Es ergibt sich nur f¿r Klon 5 Signi-
fikanz (P < 0,01). Diesem Befund entsprioht das signifikan-
te Ergebnis f¿r die Streuung der Regressionen. Der COCHRAN-
Test ergibt f¿r die 10 Klone keinen signifikanten Unter-
schied in der Streuung um die Regressionen.
C) 1.2§§_I:‘2;.l_212213-121§1:21:212i§212e2_£\n2lz§§
Der Leistungsvergleich verschiedener Sorten (Klone) ¿ber
mehrere Jahre und Standorte laBt sich vorteilhaft nach dem
Modell einer hierarchischen Analyse bearbeiten, sei es, daB
man die Leistungen ¿ber die verschiedenen Jahre innerhalb
der einzelnen Standorte oder aber ¿ber die verschiedenen
Standorte innerhalb der der Untersuchung zugrunde liegenden
Jahre eingehender beurteilen m¿chte. Diese Analyse vermag
im Vergleich zur in Abschnitt C,a) abgehandelten Dreiweg—
klassifikation zusatzliche Informationen zu gehen.
Im angegebenen Falle sind die Regressionen der einzelnen
Klone f¿r jeden Standort (AB und HH) getrennt zu berechnen.
Entsprechend den in Tabelle 6 angegebenen Formeln sind an
Hand der Summen der Syyik, Syikxk und Sxkxk sowie der Sum-
men um die Regresionen innerhalb der einzelnen Standorte
die Gesamtsummen der genannten Gr6Ben, ferner die Summe al-
ler Wechselwirkungen Klone x Jahre ¿ber alle Standorte so-
wie daraus die Regressionen innerhalb der Standorte zu
schatzen und zu tssten.
Standorte)entfallendenAntei .
.B.


























































































































r-terStandort umdieRegressionen innerhalbde Standorte
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Die Ergebnisse dieser Berech-
nung sind aus Tabelle 7 er-
sichtlich. Sie zeigt, daB die
Streuung der Regressionen in-
nerhalb der Standorte nicht
signifikant ist (6 = 1,31).
Die Streuung um die Regressio-
nen innerhalb der Standorte
(DQ = 9,8) la¿t sich nicht un-
mittelbar testen, da eine
Wechselwirkung oder ein Rest
hdheren Grades als Vergleichs—
gr6Be fehlt. Von den inner-
halb der einzelnen Standorte
getesteten Regressionen rsp.
den Differenzen (bi-1) erwie-
sen sich die Regressionen der
Klone am Standort AB als sehr
signifikant (9 = u,25), hinge-
gen nicht am Standort HH. In
Ubereinstimmung damit finden
wir am Standort AB die Diffe-
renz (bi-1) bei den Klonen 2
und 5 signifikant. Bei den f¿r
die einzelnen Klone an den bei-
den Standorten ermittelten DQ
um die Regressionen laBt sich
kein Unterschied feststellen
(HARTLEY—Iest nach SACHS,
1972). Nur in wenigen Fallen
(AB: Klon 5 und 5; HH: Klon 2)
kann das BestimmtheitsmaB als
signifikant gelten.
F¿r den Standort AB lassen
sich die SQRegressionen weiter
zerlegen (Tab. 8). Diese Zer-
legung ergibt eine hoch signi-
fikante gemeinsame Regression,
um die die Regressionen der
einzelnen Klone zufallig ange-
ordnet sind.
Zum besseren Vergleich der
Verhaltnisse an den beiden
Standorten sind in Tabelle 9
die Ergebnisse der hierarchi-
schen Analyse, der Einzelana—
lyse sowie deren Vergleich und
erganzende Angaben als Tabel-
le 7 zusammengestellt. Es
fallt auf, daB nur am Standort
AB zwischen den Klonen signi-
fikante Unterschiede nachweis-
bar sind.
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Die Unterschiede der SQ zwischen den Standorten sind her-
vorzuheben. Ferner ist zu beachten, da¿ die Reststreuung
sowie die Streuung um die Regressionen innerhalb der Stand-
orte am Standort HH sehr bzw. hoch signifikant gr¿¿er sind
als am Standort AB.
Als Erganzung zu Tabelle 9 bringt Tabelle 10 eine Gegen¿ber-
stellung der DQ um die Regression der einzelnen Klone an den
beiden Standorten. In allen Fallen sind diese DQ am Stand-
ort HH numerisch (bei Klon 5 auch signifikant) grdber als
am Standort AB.
Danach ist die in Tabelle U festgestellte Signifikanz der
DQ um die Regressionen wie fblgt zu deuten. Obwohl der
Durchschnittsertrag am Standort HH um fast 13 %_h6her liegt
als am Standort AB, zeigt sich, wohl bedingt durch die er-
heblich gréÀere Streuung um die Regressionen in HH, kein
signifikanter Unterschied zwischen den Ertragen unserer 5
Klone. F¿r die Jahre ergibt sich an beiden Standorten ein
sehr signifikanter Unterschied (Tab. 9). Das zugehdrige DQ
ist f¿r HH numerisch fast 3 mal so gro¿, ohne da¿ dieser
Unterschied signifikant ist.
Dagegen ist das auf die Wechselwirkung (Klone x Jahre) ent-
fallende DQ beim.Stand0rt HH sehr signifikant gr¿¿er. Zwi-
schen den Regressionen stellen wir am Standort AB sehr sig-
nifikante Unterschiede fest. Sie gehen nach Tabelle 7 auf
den Einflu¿ der Klone 2 und 3 zur¿ck. In allen Fallen sind
die DQrAnteile der einzelnen Klone um die Regressionen am
Standort HH numerisch, f¿r Klon 5 auch signifikant gr¿¿er
als am.Stand0rt AB. Die Unterschiede, die wir bei der Ana-
lyse unseres Datenmaterials nach dem Modell einer Dreiweg—
klassifikation bzw. nach dem hierarchischen Modell insbe-
stellen, scheinen durch die signifikanten Unterschiede in
den DQ-Anteilen der beiden Standorte bedingt zu sein.
Diese kurzen, keineswegs erschépfenden Hinweise zeigen die
F¿lle an Informationen, die sich ¿ber die Zerlegung des
WRICKEschen Rohma¿es Ukovalenz ergibt.
Diskussion
SCHNELL (1967) stellt die Varianzanteile der hier bespro-
chenen Ma¿e einander gegen¿ber. Dabei teilt er dem.Regres-
sionsanteil des WRICKEschen Modells die Gr¿¿e siie¿, dem
Regressionsanteil des Modells von FINLAY u.a., EBERHART u.
usw. die Gr¿¿e B*i- 05 zu 1. Die vorliegende Untersuchung
zeigt, da¿ diese Anteile gleich sind.
1 Die Gré¿e e*i nach SCHNELL entspricht unserem (bi-1).
Tabelle 7: Beurteilung der Regressionen in den beiden Standorten.
weitere Analyse der Daten von Tabelle U
R e g r e s s i 0 n e n bi - 1
2
Sy.x (b.—1)2S
Ursache b. B. F F S - ——l—- DQ F F -3‘:-4-39$
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sondere hinsichtlich der Streuung um.die Regressionen fest-
T§§§ll§_§: Zerlegung der SQRegressiOnen beim.Datenmaterial
aus Tabelle 7 (Standort AB)











Nach den Gleichungen (1) bis (A) gilt unter Ausweitung auf
alle Sorten und Verwendung der eingef¿hrten Abk¿rzungen und
Umschreibungen
- _ 2 _
SQWechselwirkung ' ;(bi B) Sxx + §(1 Bi)Syyi (18)
mit B=1.
Der erste Ausdruck auf der rechten Seite von (18) ent-
spricht dem die Regressionen darstellenden Ma¿ bei FINLAY
u.a., EBERHART u.a. sowie WEILING (1969). Der zweite Aus-
druck (SCHNELL bezeichnet seine Varianz f¿r die i—te Sorte
mit 0§_) wird von den genannten Autoren in die Analyse ein-
bezoge%. Er-kann zur Pr¿fung des Regressionsanteiles dienen
und wird selbst mit der zugeh¿rigen Wechselwirkung héherer
Ordnung auf Signifikanz oder mit Hilfe des COCHRAN-Testes
auf Homgenitat gepr¿ft.
Die genannten Autoren haben leider ¿bersehen, daB den auf
die einzelnen Regressionen und auf die Streuung um die
Einzelregressionen entfallenden SQ—Anteilen ebensoenig
eine ganze Zahl von Freiheitsgraden entspricht, wie dies
beim Anteil einer Sorte (Klons) an der Ukovalenz der Fall
ist.
Die Zahl der Freiheitsgrade f¿r die Regression der Einzel-
sorte auf die Umwelt sowie f¿r das BestimmtheitsmaB, ferner
die Zahl der Freiheitsgrade f¿r die Streuung um die Einzel-
regression hangt sowohl von der Zahl der in die Untersuchung
einbezogenen Sorten wie von der Zahl der Einzelwertungen
je Sorte ab.
wegen der Bedeutung, die die Beurteilung eines einzelnen
Pr¿fgliedes f¿r praktische Belange haben kann, wird man oft
gezwungen sein, sich mit einer Pr¿fung zu begnÀgen, deren
Ergebnis nicht exakt, sondern angenahert ist. Man wird f¿r
die Bestinnmng des Tafelwertes der PrÀfverteilung den ermit-
telten Freiheitsgrad auf die nachst niedere ganze Zahl ab-
runden, oder an Hand der benachbarten Tafelwerte den ange-
naherten Tafelwert f¿r den benétigten Test etwa graphisch
zu ermitteln suchen. Ein einwandfreies Verfahren zur Beur-
teilung der einzelnen Pr¿fglieder beruht auf der iterierten
Verrechnung des vorliegenden Datenmaterials unter Ausschlu¿
der fraglichen Pr¿fglieder (WEILING, 1972).
In Analogie zu den Verhaltnissen beim Test auf Additivitat
folgt ferner, daB sich der erste Term der rechten Seite von
(18) analog dem Test von MANDEL (1963) und TUKEY (19U7)
[ygl. WEILING (1960, 19631] in eine "gemeinsame Regression"
und in eine Streuung der Einzelregressionen um diese gemein-
same Regression zerlegen la¿t. Nach unseren Erfahrungen mit
dem Additivitatstest krmnm es nicht selten vor, daB nicht
Tabelle 9: Streuungszerlegung des der Tabelle 3 zugrunde liegenden Datenmaterials nach
dem Modell einer hierarchischen Varianzanalyse mit Gegen¿berstellung der
Einzelanakysen an den beiden Standorten
Gesamt Standort AB Standort HH Unterschied
Ursache 3Q F9 SQ F9
AB> A













i.d.Standorten 1°2’5 8 68’5 A
um die Regres- A
ionen i.d. 626,8
Standorten
1865,3 98 762,8 H9
+++ +++8 H518,1 403,7











33,8 H > 2,03
32 < 3,86+++
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Tabelle 10: Gegen¿berstellung der DQ um.die Regression bei
den 5 Klonen an den Standorten AB und HH.
Freiheitsgrade n1= 6,H; n2= 6,U
AB> A
Klon AB HH = F<HH
1 3,6 711,2 < 3,11
2 3,0 H,3 < 1,U3
3 ",8 17,3 < 3,60-
H 5,6 21,6 < 3,86“
5 3,1 23,5 < 758*
die gemeinsame Regression, wohl dagegen die Streuung der
Einzelregressionen um die gemeinsame Regression signifikant
ist.
Demnach laBt sich das RohmaB "Okovalenz" wie folgt zerlegen,
in die:
1) Streuung der Regressionen der beteiligten Sorten (Klone),
2) Streuung der gemeinsamen Regression,
3) Streuung der Regressionen der einzelnen Sorten (Klone)
um die gemeinsame Regression,
A) Streuung der Me¿werte um die Regressionen der zugeh¿rigen
Sorten (Klone).
Im Einzelfalle kdnnen alle oder einzelne dieser Streuungs—
ursachen signifikant sein.
F¿r die Analyse der Leistungsstruktur von Sorten (Klonen)
durfte die Kenntnis sowie die Ber¿cksichtigung dieser Ver—
haltnisse von gro¿em Wert sein.
Bei Analysen, denen mehrere Hauptfaktoren zugrunde liegen,
erscheint es von Vorteil, die Wechselwirkungen nach einem
hierarchischen Modell zu untersuchen. Auf diese Weise lassen
sich Unterschiede in den einzelnen Streuungsanteilen erken-
nen, die anderweitig die Analyse storen konnten.
Abschlie¿end muB darauf verwiesen werden, daB die gleichen
Verhaltnisse f¿r jede Analyse einer Wechselwirkung zutreffen
Eine wechselwirkung ist durch das Zusannenspiel von jeweils
mindestens zwei Faktoren gegeben, wobei die hier geschilder-
ten Verhaltnisse f¿r jeden der beteiligten Faktoren geson-
dert gilt.
Im Hinblick auf den Rechenaufwand der'geschilderten Analyse
sowie ihre Bedeutung f¿r das Verstandnis einer wechselwir-
kung erscheint es geraten, diese Gegebenheit bei der Kon-
struktion einschlagiger Rechenprogramme zu ber¿cksichtigen.
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Von W. Berohtold und A. Linder
Zusammenfassung
Im Anschlu¿ an eine erste Arbeit in dieser Zeitschrift, in welcher die Regression mit Anteilziffern untersucht wurde,
behandeln wir in der vorliegenden Arbeit die Streuungszerlegung (analysis of variance) mit Anteilzifyern. Nach der
Erorterung der theoretischen Grundlagen besprechen wir, wie die Rechnungen auf einem Computer auszufÀhren sind.
An zwei Beispielen werden die besprochenen Verfahren veranschaulicht.
Summagg
In a first paper published in this Journal we showed how regression problems may be solved, when the dependent values
are proportions. In the present paper we investigate analysis of'variance for proportions. After a brief review of
theoretical foundations it is shown how calculations may be done on an electronic computer. Two worked examples are given.
1. Einleitggg
In einer ersten Arbeit in dieser Zeitschrift (BERCHTOLD
und LINDER, 1973) legten wir dar, wie die Reggession mit
Anteilziffern untersucht werden kann. Die vorliegende Ar-
beit behandelt die Streuungszerlegung (analysis of varian-
ce) mit Anteilziffern.
wie in der vorangehenden Arbeit geben wir zunachst die
theoretischen Grundlagen. Sodann zeigen wir, wie die noti-
gen Berechnungen auf einem Computer durchgefuhrt werden
konnen, und schlie¿lich f¿hren wir zwei Beispiele vor.
wie die entsprechende Auswertung mit einem Tischrechner
ausgef¿hrt wird, kann unter anderem bei LINDER (196M)
nachgesehen werden. wir beschranken uns hier auf die QQQ:
pglgg Streuungszerlegung; die Verallgemeinerung bietet
keine besondere Schwierigkeit.
Um das Problem klarer zu erkennen, betrachten wir die fol-
genden Zahlen, welche angeben, wie haufig Magenkrebs bei
Mannern und Frauen der Blutgruppen A und O auftritt




‘ O M88 68
A 5118 99
13.9 520 98 18.8
18.1 601 138 23.0
1 Blutgruppe N a p N I a p
N = Personen insgesanm; a = Personen mit Magenkrebs; p=1ooa/N
Man mochte wissen, ob eine Beziehung zwischen Blutgruppe
und Befallshaufigkeit f¿r Magenkrebs besteht; zudem mochte
man auch die Unterschiede zwischen den Geschlechtern beur-
teilen.
O eine Abhangigkeit zwischen Blutgruppen und Krebshaufig-
keit vorhanden ist, kann getrennt f¿r Manner und Frauen
einfach ¿berpr¿ft werden; man braucht lediglich die ent-
sprechenden Vierfeldertafeln aufzustellen und fur jede das
X2 zu berechnen. Man erhalt:
2 _ (68-HA9 2 99-H20)2 1036 _ 2 8XF ' E88-558-167-869 ' 5' 5
2 _ (98-M63 — 158-u22)21121 _
XM ' 520-601-236-885 " 2'8“1
Vergleichen wir diese Werte mit Xg_O5= 3.8U1, so stellen
wir fest, daB sich eine Beziehung f¿r jedes Geschlecht ge-
trennt nicht nachweisen laBt. Man kann versuchen, die bei-
den Teilergebnisse zusammenzufassen. COCHBAN (1952) be-
spricht zwei Moglichkeiten; aus beiden ergibt sich zusam-
mengefa¿t eine gesicherte Abhangigkeit.
Der Nachteil des soeben geschilderten Verfahrens besteht
erstens darin, daB ¿ber den Geschlechtsunterschied nichts
ausgesagt wird. Zweitens - und dies ist der wichtigere Ein-
wand gegen diese Methode - wird nur festgestellt, ob eine
Abhangigkeit zwischen Blutgruppen und Haufigkeit von Magen-
krebs vorhanden ist oder nicht; wie gr0B diese Abhangigkeit
ist, bleibt unklar. '
ZweckmaBiger ware ein Verfahren, das uns erlauben w¿rde,
den Unterschied in der Haufigkeit des Magenkrebses zwi-
schen den Geschlechtern und den Blutgruppen irgendwie zu
messen. In unserem Beispiel haben wir es also eigentlich
mit zwei Faktoren (Geschlecht und Blutgruppe) zu tun und
wir konnen die theoretischen Wahrscheinlichkeiten, die wir
mit w bezeichnen im Gegensatz zu den beobachteten Haufig-
keiten p, in der folgenden Tafel zusammenstellen.





Das einfachste Modell, das wir verwenden konnen, besteht
darin, den Unterschied zwischen den Blutgruppen bei beiden
Geschlechtern als gleichgro¿ anzunehmen. Man w¿rde mit an-
deren Worten voraussetzen, daB sich Geschlecht und Blut-
gruppe additiv verhalten.
Hatten wir es mit einer quantitativen Variablen z, also
mit gemessenen Werten zu tun, und nicht mit Haufigkeiten,
und waren diese Werte normal verteilt mit gleicher Streu-
ung in jedem der vier Facher der Tafel 2, so lieBe sich
der Erwartungswert E(z) so schreiben:
. E(ZJ-k)=U+Bj+Yk,
wobei der Index j die Zeilen, der Index k die Spalten der
Tafel 2 bezeichnet. Wahlen wir
B1=0, Y1=0,
so bedeuten
u den Wert f¿r Frauen der Blutgruppe O,
B2 den Unterschied von Blutgruppe A zu Blutgruppe O,
Y2 den Unterschied von Manner zu Frauen.
Auf die z konnte die Methode der Streuungszerlegung ange-
wandt werden.
Bei den Haufigkeiten der Tafel 1 sind die Voraussetzungen,
unter denen die Streuungszerlegung anwendbar ist, offen-
sichtlich nicht erfullt. Die p sind nicht normal verteilt.
Hie Streuungen der njk sind gegeben durch
2 —' 1ojk - wjk (1 wjk)/Njk .
Sie sind demnach von njk abhangig und nicht gleich groB
f¿r die vier Facher der Tafel 2.
Die Streuungszerlegung darf also hier nicht ohne weiteres
angewandt werden. will man trotzdem an der Streuungszer-
legung als bewahrter statistischer Methode festhalten, so
m¿ssen die beobachteten Werte derart transformiert werden,
da¿ die erwahnten Voraussetzungen erf¿llt sind. In vielen
biologischen Problemen hilft der Ubergang zu den Probits
oder zu den Logits; bei seltenen Ereignissen wird man die
(komplementareÀ Loglog-Transformation anwenden. Alle drei
Transformationen erzielen gleiche Streuungen (Homoske-
dastizitat) durch geeignete Gewichtung. Die einfachste
Transformation ist die Winkeltransformation. F¿r weitere
Ausf¿hrungen zur Auswahl einer zweckmaBigen Transformation
verweisen wir auf LINDER (196N) und die dort angegebene
Literatur.
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F¿r die transformierten Werte, die wir mit zjk bezeichnen,
soll die schon erwahnte Formel
E(zjk) = 11+ ej + wk <1>
gelten. Die Parameter L5 Bj und Yk schatzen wir durch die
Methode des Maximum Likelihood, welche zu geeigneten Ge-
wichten f¿hrt und auch die extremen Anteilziffern p = O
und p = 1 zu berucksichtigen erlaubt. Dies ist wichtig,
weil die transformierten Werte z fur p = O und p = 1 mei-
stens unendlich gro¿, und damit unbrauchbar werden. Die
Auswertung soll zudem zeigen, ob die Transformation Werte
z ergibt, die der Beziehung (1) entsprechen. Sie soll
auch ¿ber die Genauigkeit der Schatzungen von U, Bj und Yk
Aufschlu¿ geben. Damit kann man erst das Ausma¿ der Be-
ziehungen beurteilen, die — in unseren1Eeispiel - zwischen
der Haufigkeit von Magenkrebs und den Unterschieden zwi-
schen Blutgruppen und Geschlecht bestehen.
2 . Likelihoodschatgzung
Wir gehen davon aus, es sei die Beziehung einer Anteil-
ziffer p zu zwei Faktoren B und C zu untersuchen. Die
Ergebnisse des Versuches oder der Beobachtungen lassen
sich in einer Tafel mit r Zeilen und s Spalten zusammen-
stellen.
Jedes Fach der Tafel ist durch zwei Indizes gekennzeich-
net, von denen der erste (j) die Zeile, der zweite (k)
die Spalte angibt. In jedem Fach (j,k) der Tafel mogen tjk
Gruppen von Beobachtungen vorkommen. In der i. Gruppe
seien Niki Beobachtungen gemacht worden, von denen ajki
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N.k = 3 N. . , a, :_ i a_ _
J i=1 Jkl Jk 1:1 Jkl
und allgemein
p = a/N .
Da wir annehmen, die tjk Beobachtungsgruppen des Faches
(j,k) seien unter im.wesentlichen gleichen Bedingungen
entstanden, wird es gen¿gen, f¿r jedes Fach eine zur An-
teilziffer pjk entsprechende Wahrscheinlichkeit njk vor-
auszusetzen.
Wir wahlen eine passende Transformation z = z(w), soda¿
f¿r den Erwartungswert der transformierten Werte die Be-
ziehung (1)
: U '1' + Yk (1)
gilt. wir kdnnen wieder
B1=O, Y1=O (2)
wahlen. Dann bedeuten
u = Erwartungswert von z f¿r das Fach (j=1, k=1);
Bj = Unterschied zwischen j. und 1. Zeile, j 3_2;
yk = Unterschied zwischen k. und 1. Spalte, k_3 2.
Die Wahl von (2) als Bedingung statt der ¿blichen
I’ S
32185 _ O ’ K218‘ - O
hat keinen EinfluB auf die Streuungszerlegung. Die Zahl
der unabhangigen Parameter betragt r +»s - 1, gleichg¿ltig
wie die Nebenbedingungen gewahlt werden.
F¿r den Fall von zwei Zeilen und zwei Spalten erhalt man





Faktor 1 U u + Y
B 2 p + B p + B + y
In den Beispielen, die wir im Abschnitt 5 vorfuhren, be-
schranken wir uns auf diesen Sonderfall; im theoretischen
Teil dagegen betrachten wir das allgemeinere Schema mit
r Zeilen und s Spalten.
Fur das Auftreten von ajki "positiven" Ergebnissen unter
Niki Beobachtungen eralten wir die wahrscheinlichkeit
N. . a. . N. .- a. .Jkip JR1 _ Jkl Jkl_ njk (1 njk) (3)(am)
wir setzen voraus, daB-samtliche Beobachtungen oder Ver-
suche gegenseitig unabhangig sind. Dann wird die wahr-
scheinlichkeit f¿r das Auftreten der im Schema von Tafel 3
enthaltenen Werte gleich dem Produkt der'Ausdr¿cke (3).
Die Likelihood ist gleich diesem Produkt, in.dem wir die
njk als unbekannte, zu schatzende Gr¿¿erxvoraussetzen,
was dann darauf hinauslauft die u B., y zu schatzen.3 3 J k
Die Likelihood L ist also gleich
t.r s Jk N. . a. . N. .- a. .
L: n n 11: (‘]kl)1r.‘1]{k1 (1-11. >31“ Jkl ,
j=1 14:1 i=1 ajki J Jk 1
und der Logarithmus, der sich f¿r das weitere besser eignet
r s t'k N.ki
lnL=): Z §1n<aJ )+
5:1 1<=1 i=1 jki
P S
+ jgl kzl ajk ln(wjk) + (U)
1" S
+ (N. - a. ) l 1 - ". .
J2-=1 kgl J" J" n( "J19
Die wjk sind Funktionen von u + Bj + yk, die wir als
Trjk : “(U + +
schreiben konnen. F¿r das Schatzen der Parameter u, B5
und yk kann man sich auf die Summen Njk und ajk der Gr0Ben
Njki und ajki in jedem Fach der Tafel 3 beschranken, da
der von den njk abhangige Teil von ln L nur die Summen
Njk und ajk enthalt.
Die besten Schatzwerte der Parameter findet man bekannt-
lich, indem man fur ln L das Maximum.ermittelt. Wir be-
stinnen also die ersten Ableitungen und setzen sie gleich
Null.
91111, : 2 3lnL _ 3"jk _9Zj1<
Bu J',k 81.1
= 2 ask _ ".11? ajk . f’".i1<, . 1
J,1< "Jk 1 '".ik “Jk
Die Formeln werden ¿bersichtlicher, wenn wir die sogenann-
ten "scores" (Punktwerte) djk einfuhren.
3 N, - 3.. Q11'.k= J1<_ ak Jk . __J_ 6
Damit konnen die ersten Ableitungen sehr einfach geschrie-
ben werden.
§_l_1"1_L= Z d =0 (7a)
all j,k Jk
Die Ableitung von zlk nach gj ist gleich 1 f¿r l = j und
gleich Null f¿r alle l # j. Daher wird f¿r
82Bln L lk -_.-___ : 2 d : X d, : O J > 2
8 . lk 88. k ’ —- ’B; 1,1/< J k J
und entsprechend
Eln L _ _
Das Gleichungssystem (7) la¿t sich nicht exakt nach den
Parametern auflosen. Man muB zu einem Naherungsverfahren
greifen; wir wahlen daf¿r die Methode von NEWTON—RAPHSON.
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Dazu m¿ssen erste Niihervnsen filr die Pararneterwerte be- Als Informationsmatrix I bezeichnet man die Matrix der
kannt sein. Wir werden sie mit dem Index O bezeichnen.
Wir entwickeln die ersten Ableitungen (7) nach TAYLOR und
brechen nach den linearen Gliedern ab. /Z W 2 W X W
8ln L 82ln L T 82ln L 6 S 821n L _(-3;-">0 * °"“12-)0 5“ * Z <3n'§a*)e B1 * 1 (35'§"')e 5Y1 ' O <89) 8 W2“ 8 wzm O 'Bu , 1=2 1 1:2 Y1
8ln L 82ln L 6 " 821n L S 821n L _0-5,5->0 + (535-5310 1 + l§2<5§3,§I>O sel + l§2c§§5§;I>O 111 - 0 <8b
2 r 2 s 28ln L 8 ln L 8 ln L 8 ln L—-———— + 6 6 —-————- 6 = O 8
Nun sind die zweiten Ableitungen zu berechnen; die weite-
ren Rechnungen vereinfachen sich, wenn wir die Erwartungs-
werte der zweiten Ableitungen benutzen, was das Ergebnis
der Iteration nicht beeinfluBt.*
2 2 81T. 2 Bz. 2
E(§_l§§§) = 2 E(§_lg_E) . (5215) . (_§H£) ,
8u j,k 8 njk jk U
und da E(ajk/Njk) = E(pjk) = njk ist, wird
82ln L _ _ N 1 a"jk 2E(—————-) - . - <---M2 J-€k Jk 1rJ.kZ1-njk) 8zJ.k) (9)
Nach R.A. FISHR (1958) nennt man
1=-T--71
‘IT -
die je Beobachtung zu erwartende Information bezuglich n.
=1 F-\ =1
Sie ist das Reziproke zur Streuung, also ein MaB fur die
Genauigkeit.
Die Information bezuglich z wird definiert als
1 - 1 <9-’l>2 <1o>z ' H21-W) 82 '
Als Gewicht W, mit dem die Gr0Ben z zu versehen sind,
definiert man in naheliegender Weise
‘w = 11 - 12 . (11)
Mit diesen Gewichten erreicht man Homoskedastizitat.
Fur die Erwartungswerte der zweiten Ableitungen erhalten
wir unter Berucksichtigung von (9) und entsprechender
Formeln, sowie mit den Definitionen (10) und (11):
2 r s8E<--19-2-"1>=-2 Zwlm;
8u l=1 m=1
2 s3 ln L -= - W. 'H151 Jm 9 J Z 2 9
2 r8 ln L _ _ _E<s,Ts'§;) ' 1§1"11< > 1‘ 1 2 >
2 o 112» j ¢ 5' ;
8 ln L _E<-—> _ Sa .a . .. . .% 8' - Z£%m fw*J =a'>2 ;
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negativen Erwartungswerte der zweiten Ableitungen.












Die Elemente der Matrix I 1 sind die Streuungen (Varian-
zen) und Kovarianzen der Schatzungen m, bj und ck der Pa-
" rameter p, 65 und yk. Die inverse Matrix berechnet man am
besten mit Hilfe eines Computers. Nach jedem Iterations-
schritt erhalt man die neuen Schatzungen wie folgt
mm = m(O) + 6m
="b§°) +-51>. , j 2_
J J Jk 2 .I -Z c<1> I C<<>
k k >+(§Ck, K2
2
2
Es werden soviele Iterationsschritte durchgef¿hrt, bis wobei jeweils die Gewichte W zu ber¿cksichtigen sind. Wir
die |6m|, |6bj| und |6ck| kleiner sind als vorgegebene
Zahlen 8(U), €(bj), €(ck) oder bis die vorgegebene H6chst—
zahl (Max) der Iterationen erreicht ist.
wird auf einer Tischrechenmaschine gearbeitet, so m¿ssen
Tafeln zu Hilfe gezogen werden, wie sie in FISHER and
YATES (1963) und in LINDER (1961) zu finden sind. wie da-
bei vorzugehen ist, wird bei LINDER (196M) ausf¿hrlich dar-
gestellt und mit Beispielen veranschaulicht.
3. Streuungszerlegung
Die Streuungszerlegung wird uns verschiedene Aufschl¿sse
vermitteln. In erster Linie wird man beurteilen konnen, ob
setzen
w.={w.. w.=§w.. w={w..Jk i Jki’ J. kgi Jki’ .k j,i Jki’
w = Z w. . .J,k,i J1“
Es bedeuten
Ejk = Durchschnitt fur das Fach (j,k);
zj - Durchschnitt f¿r j. Zeile;
z k = Durchschnitt f¿r k. Spalte;
z - Gesamtdurchschnitt;
und die Formeln lauten
Zjk : Zjki)/wjk 2
E = < Z w >. . . . 5 jki Zjki /w' > <51’)die gewahlte Transformation zu Werten z f¿hrt, die dem add1- ‘ k,i J’
tiven Schema U + gj + yk entsprechen. Zweitens wird sie uns
zeigen, ob die zjki innerhalb eines Faches (j,k) nur zufal-
lig voneinander abweichen. Drittens wird man aus ihr ent-
nehmen konnen, ob die Unterschiede zwischen den Zeilen und
jene zwischen den Spalten statistisch gesichert sind.
Die Genauigkeit der einzelnen Schatzwerte m, bj, ck der
’Parameter p, Bj, yk werden durch Elemente der Kovarianzma—
trix I_1 gegeben, wie wir oben schon erwahnt haben.
Die Streuungszerlegung sieht hier grundsatzlich gleich aus,








Zwischen den Fachern rs—1
Innerhalb der Facher Z tjk— rs
j k3
Insgesamt _Xk tjk- 1
J>
Aus Schatzungen m, bj und ck konnen wir einen"theoretischen
Wert"
Zjk = m + bj + ck (1)
berechnen. wie bei LINDER (196U, Abschnitt 9&1) gezeigt
wird, erhalt man einen "verbesserten" Wert f¿r zjki
mittels
Zjki = Zjk + djki/wjki = m_+ bj + ck + djki/Wjki. (2)
Die Streuungszerlegung wird mit diesen "verbesserten" wer-
ten durchgef¿hrt.
Zunachst definierten wir die Durchschnitte der z f¿r das
Fach (J,k), fiir die j. Zeile, die k. Spalte und insgesamt,
Z.k Z (jziwjki Zjki)/w.k ’ (5°)
Z = ( Z w. . Z. .)/w ,j,k,i Jkl Jkl
Aus (Ba) folgt die Beziehung
{w.E.= §w..Z.. (u)j’k Jk Jk j,k,i Jkl Jkl ’
die wir gelegentlich ben¿tzen werden.
In Anlehnung an die Ublichen Formeln der Streuungszerle-
gung definieren wir
- _ _ “ 2SQ(1nsgesamt) - j,i,iWjki (zjki z)
2 2= Z w. . Z. .- ( Z wp . Z. .) /w (5)j,k,i Jkl Jkl j,k,i Jki Jkl ’
SQ(zwischen = X w.k (E.k- E)2
Fachern) ‘ j,k J J
-2 - 2= W. .- . .j%k Jk ZJK (j%kw5k ZJk) /w , (6)
— 2= Z w. . (Z. .- Z. )j,k¥iJkl Jkl JkSQ(innerhalbFachern)
2 -2= 2 W. . z. . - 2 W. z. . (7)~ . . kl k . k k J,k,1 J J 1 J,k J J
Aus den Definitionen (5), (6) und (7) folgt bei Beachtung
von (U), da¿
SQ(zwischen Fachern) + SQ(innerhalb Fachern) = SQ(insgesanm)
wenn die Durchschnitte zjk nur zufallig von den
Zjk = m.+ bj + ck abweichen, so entsprechen die transfor-
mierten Werte z dem.additiven Schema; wenn die Abweichungen
wesentlich sind, besteht eine Wechselwirkung zwischen Zei-
len und Spalten. Wir definieren daher
. . _ _ _ 2
SQ(Wechselw1rkung - j%kW5k (zjk Zjk) (8) '
und diese Formel konnen wir auch in anderer Form schreiben,
indem wir aus (2)
W. . . . = Z. W. . d. .g Jkl Zgki Jk (g Jkl) + g Jkl
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erhalten, und weiter, da
Z d. . = d.i Jkl JR
finden wir
5 (wjki zjki)/Wjk = zjk + djk/Wjk
oder
'. = . d. /w. (9)Zgk Zgk F Jk Jk
und daher f¿r (8)
SQ(WechseIwirkung) = X dgk/W.k . (10)J',kJ J
Aus dem Schema der Streuungszerlegung darf geschlossen
werden, da¿ die SQ(Konstante) erhalten werden kann als Dif-
ferenz der SQ(zwischen Fachern) und der SQ(Wechselwirkung)
Definieren wir also
SQ(Konstante) = SQ(zwischen Fachern) — SQ(Wechse1wirkung)
so finden wir
- - 2 - _ 2SQ(Konstante) - _{ w5k(zjk- z) - _)kW3k(zjk zjk)
JÀk J!
-2 - 2 -2= X w. Z. - ( X w. Z- ) /w - Z w. z. +j,k Jk Jk J-,k Jk Jk J.,k Jk Jk
- 2+ 2 Z w. Z. z. - 2 w. z.j,k Jk Jk JK J.’k Jk 3k
- - - 2(XWZ)/W= 2 w. z. (Z. + Z. - z. ) - . .j,k JR Jk Jk Jk Jk J-,k,i Jk Jk
oder wegen (U) und (9)
SQ(Konstante) = _Z W3kZ.k (Ejk+ d.k/wjk)-(. X _W.kiz.ki)2/WJ,k J J J,k,l J J
J’k J k J
- ( 2 w. .z. .)2/wj,k’i Jkl Jkl
SQ(Konstante) = m_j’§’iw3kizjki +
* b2 £w2kZ2k+ b3 §w5kz3k+ "' + br iwrkzrk
+c2 ZW-2Z.+c {w.E.+ ...+c ZW.E. -JJJ2 3']-J35} sjgsgs
2- ( X w. .z. .) /w (11)j,k’i Jkl Jkl ’
da der Ausdruck
j§k(m + bj + ck) djk = o
wird, wegen der Beziehung (7) im Abschnitt 2.
Anstelle von (11) kann man auch schreiben
SQ(Konstante) - m W z +
+ b2W2.z2. + b3W5.z3. + ... + bPw}.zr. +
+ c2W 22.2 + 03W 3z_5 + ... + csw sz S —
2- ( Z W. .z. .) /w ,
J',k.i J1“ J1“
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_ .2 (m.+ b.+ c )WLkzjk+ jZk(m.+ bj+ ck) djk_
3
wenn die Gewichte Wjk f¿r die zjk f¿r alle Facher gleich
gro¿ waren, so lie¿e sich die SQ(Konstante) in die SQ(Zei—
len) und die SQ(Spa1ten) aufteilen. Da aber die Wsk von
Fach zu Fach verschieden sind, m¿ssen die Unterschiede zwi-
schen den Bj auf einem Umweg beurteilt werden. Man mu¿ un-
tersuchen, ob die gema¿ der Formel (11) ermittelte SQ(Kon-
stante) wesentlich kleiner wird, wenn man anstelle des bis-
her ben¿tzten Modells E(zjki) = u + Bj + yk zum.vereinfach-
ten Modell
E(Zjki) = “ * Yk
Àbergeht. In diesem Modell ist die Summe der Quadrate f¿r
die Konstanten einfach die Summe der'Gmadrate zwischen den
Spalten, also




= (E w_k z_k)2/w . <12)
Man nennt den Unterschied zwischen den Sunmen der Q..18.dI‘8.t€
(11) und (12) die bereinigte Sumne der Quadrate zwischen
Zeilen. Demnach ist
SQ(Zeilen, bereinigt) = SQ(Konstante) - SQ(Spa1ten). (13)
wenn es darum geht, die Unterschiede zwischen den Spalten
zu prÀfen, berechnet man die unbereinigte oder rohe Summe
der Quadrate zwischen den Zeilen, also
- - 2SQ(Zeilen) = . - z)
<1-1-L\/.1Q- >4
231<u?:OI N/'\ ~'-I|\>N.c_. ¢-'~z\/1 L; O L4 O
= . - < w. Z. )2/w , <1u>
als die Summe der Quadrate der Konstanten f¿r das Modell
E (ZJ-Ki) = u+ Bj ,
und danach wird
SQ(Spalten, bereinigt) = SQ(Konstante) — SQ(Zeilen). (15)
Mit diesen Betrachtungen haben wir gezeigt, wie die Summen
der Quadrate f¿r die Streuungszerlegung zu berechnen sind.
Es bleibt noch zu untersuchen, welcher Verteilung diese
Ausdr¿cke gehorchen. Zu diesem Zwecke definieren wir eine
weitere Summe von Quadraten, der wir die Abweichungen der
"verbesserten" ziki von den "theoretischen" Werten Zjk zu-
grundelegen. Diese Summe der Quadrate mi¿t die G¿te der 5n:
ass der Z. = m + b. + c an die werte z.
SQ(Anpassung) = X W5ki(zjki- zjk)2 (16)
Ij’k’i
was wegen (2) auch geschrieben werden kann als
_ 2SQ(Anpassung) - j’;,i(djki/W¿ki) . (17)
F¿r die djki hat man entsprechend der Formel (6) des Ab-
schnitts 2
Fwi mm %%]a%k
Jk Jk Jkdjki : 1r. I- 1 — 1r. (£32.) (18)
und f¿r den Erwartungswert E(djki) und die Streuung V(djki)
findet man
E (djki) = 0 , 2
N. . 3'".k1 kv (d. .) = --Y-Q;--Y (-41-) = w. . (19)Jkl wjk 1 wjk gzjk Jki
wenn man auf die Definition von W im.Abschnitt 2 zur¿ck-
graden
greift.
Die ajki folgen binomischen Verteilungen, also auch die
djki. Wenn die Niki gen¿gend gro¿ sind, wird
dgki/wjki = X2
mit Freiheitsgrad 1. Dies gilt unter der Voraussetzung,
da¿ die wjk bekannt sind, und f¿r alle ajki dasselbe wjk
zugrundeliegt.
wenn die Unterschiede zwischen den Zeilen und zwischen den
Spalten, sowie zwischen den Gruppen von Beobachtungen in-
nerhalb der Facher der Tafel 3 alle nur zufalliger Art sind
so kbnnen alle Summen der Quadrate der Streuungszerlegung
als X2 angesehen werden, mit den entsprechenden Freiheits-
Um die Unterschiede zwischen den Zeilen zu beurteilen, be-
n¿tzen wir
X2(Zeilen, bereinigt) = SQ(Zeilen, bereinigt)
und f¿r die Unterschiede zwischen den Spalten entsprechend
das X2(Spalten, bereinigt). Allerdings ist dies nur dann
zulassig, wenn die z dem Modell (1) von Abschnitt 2 ent-
sprechen, und dies erkennen wir daran, da¿ X2(Wechselwir—
kung) und X2(innerhalb Fachern) nicht signifikant sind.
wenn in jedem Fach der Tafel 5 nur eine_Gruppe von Beobach-
tungen vorkommt, wenn also
In Wirklichkeit sind die wjk von den zu schatzenden Para-
metern 11, Bj, yk abhéingig. Der Ausdruck
t
ist, so fallt die SQ(innerhalb Flachen) weg und die SQ(in -
gesamt) wird gleich der SQ(zwischen Fachern).SQ(Anpassung) = _ E _(d§ki/Wski) = X2(Anpassung) (20)
J> >1
besteht aus _Z tjk Summanden, und die Zahl der zu schatzen-
J,k
Jk = 1 (5 = 1,2,3,...,r , k = 1,2,5,...,s)
U. Berechnungen mit Hilfe eines Comuters
den Parameter p, Bj, yk betragt r+s-1. Das X2(Anpassung)
hat demnach
Z t. - (r + s - 1)
J,1< Jk
Freiheitsgrade. Ersetzt man in (2o) die djki gema¿ (18)
und die W¿ki nach (19), so wird
2(a. .— N. . n. )
X2(Anpassung) = Z .~N Jklw J%i_J: Y . (21)
J,k,1 Jki JR JR
(B) Berechnen der N. .a. pjk und zjk. F¿r das Schatzen
Das X2(Anpassung) kann demnach auch gedeutet werden als ein
Ma¿ f¿r die Abweichungen der beobachteten Anzahlen ajki von
den theoretisch zu erwartenden Njki njk.
Wie sich unschwer zeigen la¿t, gilt
SQ(WechseIwirkung)+SQ(innerha1b Fachern)=SQ(Anpassung).(22)
Zusammenfassend konnen die Ergebnisse der Streuungszerle-




Ein Computerprogramm, das sich auf die Entwicklungen in den
vorangehenden Abschnitten st¿tzt, kann folgenderma¿en auf-
gebaut werden (siehe auch das Flu¿diagramm im.Anhang):
(A) Einlesen der Anzahlen r und s der Zeilen und Spalten,
der tjk, der Njki und ajki. Ferner benotigt man die hochs -
zulassige Zahl der Iterationen "Max" und die Genauigkeits—
grenzen z(p), e(§j)1nmi e(wk).
Jk’ Jk’
der Parameter werden die Niki und ajki nicht mehr bend-
tigt. Als Anfangswerte verwendet man zweckma¿ig
O) ’ Z11
°’ -lie -Z) ("=21 r)‘ S k 1 jk 1k J ’ >""
r
céO) =-1 E1(zjk— zjl) (k = 2,5,...,s)r ._
J-
Mit diesen Anfangswerten erzielten wir in allen berechne-
ten Beispielen rasche Konvergenz.
E Streuung A Summe der Freiheits— Summe der
Quadrate grad Quadfate
Streuung
Zeilen, berein. Differenz r-1 SQ(Zeilen)
A Spalten SQ(Spalten) s-1 Differenz
Zeilen
Spalten,berein.
Konstante SQ(Konstante) r+S-2 $Q(K0nSt&nte)
Wechselwirkung SQ(Wechselwirkung) (r-1)(s—1) SQ(Wechselwirkung)
Konstante
Wechselwirkung
Zw.Fachern SQ(zw.Faohern) rs-1 SQ(zw.Fachern)
Innerh.Fachern Differenz Xtjkf PS Diff6PenZ
Zw.Fachern
Innerh.Fachern
Insgesamt SQ(insgesamt) )tjk~ 1 SQ(in$geSam$) Insgesanm
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(C) Ausgehend von den Anfangswerten m(O), bgo) und céo)
wird das Iterationsverfahren aus Abschnitt 2 so lange an-
gewandt, bis die geforderte Genauigkeit oder die Hbchst-
zahl der Iterationen erreicht ist. Bei jedem Iterations:
schritt kénnen die Schatzungen m, bj und ck der Parameter,
die Kovarianzmatrix 1'1 und die )(2(Wechselwirkung) und
X;(innerhalb der Facher) herausgeschrieben werden.
(D) Nach Abschlu¿ der Iterationen werden die weiteren zur
Streuungszerlegung gehorenden Gro¿en berechnet und heraus-
geschrieben.
Der Aufbau des Programms ist auch aus dem.im Anhang wieder~
gegebenen Flu¿diagram ersichtlich. Jene Teile des Pro-
granns, die von der gewahlten Transformation abhangen,
sollen leicht auswechselbar sein. Deshalb werden die Aus-
dr¿cke 8
Z = Z(w), W = w(z), 5g- und, wenn nétig, iz
als Funktionsprogramme gestaltet. Ein Satz solcher Unter-
programne legt sodann die Transformation fest .
Der Vollstandigkeit halber fugen wir noch die Formeln fur
die vier wichtigsten Transformationen an.
winkeltransformation
. . 2 8w . .z = arc sin /?§ W = sin z; 52-= 2 sin_z - cos z; lZ= N.
Probittransformation 2
(u 5)
n =_“JZ --1=-- e 2 du =_mfZ y du; gg = y;
/2-3,1u16‘ 2
iz = mi’-—n7'
5)); £3 = 2 1r(1-1r);
Logittransformation
z = 5 + %-ln Egg; W = e2(Z_5)/(1-e2(Z-
iz = M w(1—n).
Komplementare Loglogtransformation
z = ln [—ln(1—w)]; w = 1—e_eZ; gg-= —(1-w) ln (1—n);
_ 2iz = 3?“ [ln(1-10] .
Die Probit- und die Logittransformation sind bei kleinen
und mittelgro¿en Anzahlen nahezu gleichwertig. Die Logit-
transformation ist im.allgemeinen einfacher zu handhaben,
weil geschlossene Formeln vorliegen, wahrend bei der Pro-
bittransformation n = n(z) durch eine Integration oder
eine Reihenentwicklung approximiert werden mu¿; auch f¿r
z = z(n) besteht keine geschlossene Formel. Diese rechne-
rischen Schwierigkeiten d¿rfen jedoch bei der Wahl der
Transformation nicht ausschlaggebend sein. Zu dieser Frage,
wie auch zu den von verschiedenen Autoren bei der Winkel-
transformation vorgeschlagenen Korrekturen hat sich
R.A. FISHER (1954) geau¿ert.
5. Beispiele
Die theoretischen Ausf¿hrungen der vorangehenden Abschnit-
te erganzen und veranschaulichen wir hier anhand zweier
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Beispiele. In beiden Fallen handelt es sich um.den beson-
ders einfachen Fall von zwei Zeilen und zwei Spalten.
52122121-;
Untersucht werden die Unterschiede in der Haufigkeit des
Magenkrebses zwischen Mannern und Frauen, sowie zwischen
den Blutgruppen A und O. Dieses Beispiel wurde schon im
Abschnitt 1 erwahnt, wo auch die beobachteten Anzahlen in
der Tafel 1 angegeben sind. Wie die Berechnungen mit Hilfe
von Tafeln und einer Tischrechenmaschine durchzufuhren
sind, wird bei LINDER (196U) an diesem.Beispiel erortert.
Dort werden auch die Gr¿nde angegeben, weshalb hier die
Logittransformation gewahlt wurde.
Das Iterationsverfahren, bei dem fur alle Parameter die
Genauigkeit e = o,ooo1 verlangt wurde, konvergierte nach
zwei Iterationsschritten und lieferte als Schatzungen
O)CT)B
und als Kovarianzmatrix
= H.o979 fur Frauen der Blutgruppe O
= o.1Ao1 Unterschied zwischen Blutgruppen A und O
= 0.1660 Unterschied zwischen Mannern und Frauen
m b c
m o.oo2 831 66 —o.oo1 809 23 —o.oo1 788 9o
b -o.oo1 809 25 o.oo3 151 29 -o.ooo ooo 77
c -o.oo1 788 9o -o.ooo ooo 77 o.oo3 lÀo U1
Die Standardabweichung von a ist demnach gleich
/o.oo2 851 66 = o.o55 213 BA ,
jene von b und c gleich
YO-003 I31 29 = O-055 957 93 3
¢o.oo3 150 51 = o.o56 o39 36 .
Streuung e deQpadrate
F¿r die Streuungszerlegung ergibt sich:



























Da mit einem Freiheitsgrad Xi O5 = 5.8N1, stellt man fol-
gendes fest: Die Logittransformation f¿hrt zu Additivitat,
da das X2 f¿r die Wechselwirkung weit unter Xi O5 liegt.
Die Unterschiede zwischen den Geschlechtern und den Blut-
gruppen sind deutlich gesichert.
Die Ergebnisse stinmen gut mit jenen bei LINDER (196U)
¿berein. Dort wurde die Berechnung abgebrochen, sobald
X2(Wechselwirkung) kleiner als X2 O5 ausfiel. Mit dieser
Forderung hatten wir hier ebenfalls nach der ersten Itera-
tion abbrechen konnen.
Dosis
Bei§pieI_2 Die Summe der Quadrate innerhalb der Fécher liegt deutlich
In diesem Beispiel (siehe LINDER, 196A, Beispiel 70) wird unter X6.05 7 15'5O75 Die Unterschiede der Mutationsraten
die Mutationsrate bestrahlter Spermatozoen von Drosophila Zwlschen den G?upp?n Von Versuchen 781 feStem1Ver?ahren
melanogaster in Abhéngigkeit von Zwei Verfahren und von und fester Dosis sind also tatsachlich nur zufalliger Art,
. N ' _ . . . . 1 _ . . _V . _
der Dosis der Bestrahlung untersucht. Fur Jede Kombination Wle wlr dles ann n Dle wechselwlr g D Zwlschen DO
I I 0 2 _ ll . 0
von Verfahren und Dosis wurden mehrere Gruppen von Versu- Sls und Verfahren liegt Welt un?er dem X0-O5 7 5'8'1’ éle
Chen durchgerml t. komplementare Loglogtransformation fuhrt demnach auf die
gewunschte Additivitat der Wirkungen von Dosis und Ver-
fahren. Dosis und Verfahren sind beide sehr deutlich ge-
Verfahren A Verfahren B 77Ver_| _ J . sichert.










































ZLIS . 970 88 o7 1 013 7o 6. 91
Insgesanm 8 862 530 7 2 10
\
995 29H 2. 80
N = Anzahl bestrahlte Spermatozoen; a= Mutanten; p=100a/Ni
O)U Q)= 0
Schatzungen der Parameter:
Da die Mutationsrate klein ist, verwenden wir die komple-
LINDER (196A) nimmt nur eine Anpassung vor und erhalt
SQ(innerhalb Fachern) = 13.A951. Da dieser Wert kleiner
ist als Xi O5 = 15.507, wird hier abgebrochen. Unser Kri-
terium (e = 0.0001) ist strenger und so resultieren in den
beiden Streuungszerlegungen voneinander stark abweichende
Zahlen. Eine zweite Iteration bei der von LINDER er0rter-
ten Berechnungsart f¿hrt, wie man leicht nachrechnen kann,





mentare Loglogtransformation. Wir nehmen an, die Gruppen P»$>RW»N¿¢=§my
von Versuchen in jedem Fach der Tafel ergaben nur zufallig ““’E“)’€w?’€)W)
voneinander abweichende Mutationsraten. Also werden wir die 1
Auswertung nach dem Schema mit je zwei Zeilen und Spalten %k’%k’%k
N _ __ __ _ Direkte Transfornation z=z (p)
durchfuhren. Wir wahlen e = 0.0001 fur alle drei Parameter <mmepu>wnpÀ)6) (M
O O, , _ , Anfangswerte m , b. , cku, 0 und B. Nach vier Iterationsschritten ergaben sich als It=0,Va=- J
>
= -3.7361 fur 960 r und Verfahren B; %k’%k
1
Erste Ableitungen
' 0 0 In-f t. t 7.1076 Unterschied zwischen Dosen 3000 r u.960 r; mw¿¿gg¿¿if“
X 2 (Wechselwirkung)
.2693 Unterschied zwischen Verfahren A und B; x2umwnmmIwdwnn
und als Kovarianzmatrix m: m+6m
m b c "J“’J*‘“’J Va“ Ja ’ 1
= +60m 0.003 890 33 -0.002 035 66 -0.003 351 11 i::::+.1k Nan 'g32$:;;;§;§2f‘
b -0.002 035 66 0.008 A85 77 -0.000 212 12
c -0.003 351 11 -0.000 212 12 0.006 A38 22 ,v- fm.m§§§mmBmr









































_ Schatzxmgen der Para-
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7 Nachrichten und Berichte
Deutsch-belgische Arztetagung der Deutschen Gesellschaft
fur angewandte Datenverarbeitung und Automation der
Medizin sowie der Deutschen Gesellschaft fur Klinische
Chemie vom 18.-20. Oktober 1973 in Leverkusen
Eine Bilanz der M¿glichkeiten und Grenzen des Computerein-
satzes in der Medizin zogen die Deutsche Gesellschaft fur
angewandte Datenverarbeitung und Automation in der Medizin
und die Deutsche Gesellschaft fur klinische Chemie Mitte
Oktober auf einer Arbeitstagung in Leverkusen. Teilnehmer
waren deutsche und belgische Arzte, die auf dem Gebiet der
EDV forschen. Bei dieser Gelegenheit informierten sie sich
auch durch eine Besichtigung des Bayer Rechenzentrums uber
die Anwendungsm¿glichkeiten des Computers in der Industrie
Die Leitung der Tagung, die vor allem einen regen Erfahrungs-
austausch bezweckte, hatte Dipl.—Chemiker Dr.med. D. Laue,
Die Probleme der Biosignalverarbeitung liegen wesentlich
darin, da¿ die Me¿werterfassung teilweise noch gro¿e Schwie-
rigkeiten bereitet.
Fur den in der Praxis stehenden Arzt wird der Computer zur
Diagnosehilfe, wie auf der Tagung betont wurde, in den nach-
sten Jahren noch nicht zur Verf¿gung stehen, da die wissen-
schaftlichen Grundlagen vorerst nicht ausreichen.
Symosium on Computional Statistics
Wien 2. - 6. September 197A
Organized by the Computer Centre and the Institute of
Statistics, University of Vienna
Kbln. Der Computer wird auf bestimmten Teilgebieten der Me- sponsored by Usterreichische Gesellschaft f¿r statistik
dizin bereits mit Erfolg angewendet. Hervorgehoben wurden und InfOPmatik-
dabei die Labororganisationen einschlie¿lich MeBwerterfas- The Symposium is dedicated to the presentation of papers
Sung’ Me¿wertverarbeitung und Befund¿bermittlung5 ferner 59- concerning recent advances in the methodology of the follow-
wisse Bereiche der Klinik, in denen die Ubermittlung von
Befunden durch die EDV noch verbessert werden kann - Akut—
bereich, Intensivpflege einschlie¿lich Me¿werterfassung am
, _ " , Cluster AnalysisPatienten, Patientenuberwachung, Tagesreport, Wochenbericht;
schlie¿lich der Computer als Diagnosehilfe.
ing subjects:
Computational Probability
Numerical and Algorithmic Aspects of Statistical Models
Simulation and Stochastic Processes
In der Diskussion zeigte sich, daB die Computer-unterst¿tzte Data Bases and Information Systems
Diagnostik sich zur Zeit in der Testphase befindet und noch Software Packages
eingehend wissenschaftlich untersucht werden mu¿. Die Ta-
gungsteilnehmer waren sich einig, daB eine Laborautomation
in den nachsten funf Jahren noch nicht realisierbar ist,
wenn man unter Automation eine rechnergesteuerte Analysen-
Correspondence should be addressed to:
COMPSINT
c/0 Computer Centre
technik versteht. Auch sind die heute uberwiegend angewand- UniVePSit5tSStP- 7
ten Analysenverfahren comuterfeindlich.
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