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Abstract
We generalize the asymptotic behavior of the graph distance between two uniformly chosen
nodes in the configuration model to a wide class of random graphs. Among others, this class
contains the Poissonian random graph, the expected degree random graph and the generalized
random graph (including the classical Erdo˝s-Re´nyi graph).
In the paper we assign to each node a deterministic capacity and the probability that there
exists an edge between a pair of nodes is equal to a function of the product of the capacities
of the pair divided by the total capacity of all the nodes. We consider capacities which are
such that the degrees of a node has uniformly bounded moments of order strictly larger than
two, so that, in particular, the degrees have finite variance. We prove that the graph distance
grows like log
ν
N , where the ν depends on the capacities. In addition, the random fluctuations
around this asymptotic mean log
ν
N are shown to be tight. We also consider the case where
the capacities are independent copies of a positive random Λ with P (Λ > x) ≤ cx1−τ , for some
constant c and τ > 3, again resulting in graphs where the degrees have finite variance.
The method of proof of these results is to couple each member of the class to the Poissonian
random graph, for which we then give the complete proof by adapting the arguments of [13].
1 Introduction
Various papers (see e.g., [4, 7, 13, 18, 20]) study properties of random graphs with a given degree
sequence. Among such properties as connectivity, cluster size and diameter, the graph distance
between two uniformly chosen nodes is an important one. For two connected nodes the graph
distance is defined as the minimum number of edges of a path that connects these nodes. If the
nodes are not connected, then the graph distance is put equal to infinity.
For the configuration model (see Section 1.4 for a definition) a distance result appeared in [13],
when the distribution of the i.i.d. degrees D(C) satisfies
P(D(C) > x) ≤ cx1−τ , (1.1)
for some constant c, all x ≥ 0, and with τ > 3. We use the superscript (C) to differentiate between
models. The result in [13] states that with probability converging to 1 (whp), the average distance
between nodes in the giant component has, for
ν˜ =
E[D(C)(D(C) − 1)]
E[D(C)]
> 1, (1.2)
bounded fluctuations around logν˜ N . The condition ν˜ > 1 corresponds to the supercritical case of
an associated branching process, and is the condition under which a giant component exists.
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In this paper we extend the above distance result to a wide class of random graphs. Models
which fall in this class are the generalized random graph (GRG), the expected degree random graph
(EDRG) and the Poissonian random graph (PRG). All three models will be introduced in more
detail below.
The method of proof is coupling. It is shown that the distance result holds for all models in
the general class if and only if the result holds for the PRG (Section 2). In Section 4 we prove
the distance result for the Poissonian random graph. This proof is parallel to that in [13] for the
configuration model. In this paper we included full proofs of the auxiliary lemmas contained in
Section 3, since details of these proofs are different from those in [13].
1.1 Model assumptions
The graph models considered here are static models, meaning that the number of nodes is fixed.
The graph GN has N nodes, numbered 1, 2, . . . , N . Associated with the nodes is a sequence {λi}
N
i=1
of positive reals. We call λi the capacity of node i; nodes with a large capacity will obtain a
high degree, whereas nodes with small capacity will only be incident to a limited number of edges.
Furthermore, we define
lN = λ1 + λ2 + · · ·+ λN , (1.3)
i.e., lN is the total capacity of all nodes of the graph GN .
The binary random variables {Xij}1≤i≤j≤N , are defined by setting Xij = 1, if the edge between
node i and node j in the graph GN is present, otherwise we set Xij = 0. If i > j, then by convention
Xji = Xij . We call {Xij} the connection variables and pij = P (Xij = 1) the connection probability
of edge ij. In this paper we consider graphs GN that satisfy the following two assumptions:
A1: The connection variables {Xij}1≤i<j≤N , are independent.
A2: The connection probability pij, for 1 ≤ i < j ≤ N , can be written as pij = h(λiλj/lN), for
some function h : [0,∞)→ [0, 1], satisfying
h(x)− x = O
(
x2
)
, for x ↓ 0. (1.4)
1.2 Three special cases
We give three examples of random graph models, which satisfy assumptions A1 and A2, and hence
fall in the class of models considered here.
The first example is the Poissonian random graph (PRG), which is a variant of a model intro-
duced by Norros and Reittu in [20]. The second random graph model, which we call the expected
degree random graph (EDRG), is introduced by Chung and Lu in [7, 8]. The third and last example
is the generalized random graph (GRG), which was introduced by Britton, Deijfen and Martin-Lo¨f
in [6].
We now define the three models and verify that each of them satisfy the conditions A1 and
A2.
• Poissonian random graph: In [20] the Poissonian random graph (PRG) was introduced.
The main feature of such a graph G(P)N is that, conditionally on the capacities, the number
of edges between any pair of nodes i and j is a Poisson random variable. The model in [20]
is introduced as a growth model, but as a consequence of [20, Proposition 2.1], it can be
formulated as a static model, and we will do so. Start with the graph G(P)N consisting of N
nodes and capacities {λi}
N
i=1. The number of edges between two different nodes i and j is
given by an independent Poisson random variable E(P)ij with parameter
λiλj/lN . (1.5)
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Denote by 1A the indicator of the set A. The connection variables are then X
(P)
ij = 1{E(P)ij >0}
,
so that, for 1 ≤ i ≤ j ≤ N , the connection probabilities are given by
p(P)ij = P(X
(P)
ij = 1) = P(E
(P)
ij > 0) = 1− exp(−λiλj/lN) = h
(P)(λiλj/lN),
where h(P)(x) = 1− e−x. Obviously, h(P)(x)− x = O
(
x2
)
, for x ↓ 0. Since, by definition, the
random variables {X(P)ij }1≤i<j≤N are independent, we conclude that the assumptions A1 and
A2 are satisfied.
It should be noted that in this paper we define the PRG using a deterministic sequence of
capacities, while Norros and Reittu start with an i.i.d. sequence of random capacities. The
case where the capacities {Λi}
N
i=1 are i.i.d. random variables, satisfying certain tail estimates,
is a special case of our set up and is studied in more detail in Theorem 1.4.
• Expected degree random graph: In [7, 8] a random graph model is introduced starting
from a sequence of deterministic capacities {λi}
N
i=1. We construct the EDRG G
(E)
N as follows.
Let {X(E)ij }1≤i≤j≤N be a sequence of independent Bernoulli random variables with success
probability
p(E)ij = P
(
X(E)ij = 1
)
= (λiλj/lN) ∧ 1, for 1 ≤ i ≤ j ≤ N,
where x∧ y denotes the minimum of x and y. This minimum is to ensure that the result is a
probability.
Assumption A1 is satisfied by definition, since the connection variables are independent
Bernoulli variables, and assumption A2 is also satisfied if we pick h(E)(x) = x ∧ 1.
If we assume that λiλj/lN < 1 for all 1 ≤ i ≤ j ≤ N , then the expected degree of a node i is
given by λi:
E

 N∑
j=1
X(E)ij

 = N∑
j=1
λiλj/lN = λi.
The Erdo˝s-Re´nyi random graph, usually denoted by G(N, p), is a special case of the EDRG.
In the graph G(N, p), an edge between a pair of nodes is present with probability p ∈ [0, 1],
independently of the other edges. When p = λ/N , for some constant λ > 0, then we obtain
the graph G(N,λ/N) from the EDRG by picking λi = λ, for all i, since then p
(E)
ij = λiλj/lN =
λ/N = p, for all 1 ≤ i < j ≤ N .
• Generalized random graph: The generalized random graph (GRG) is an adapted version
of the EDRG, see the previous example. We defineG(G)N withN nodes as follows. The sequence
of connection variables is again given by a sequence of independent Bernoulli random variables
{X(G)ij }1≤i<j≤N with
P
(
X(G)ij = 1
)
= p(G)ij =
λiλj/lN
1 + λiλj/lN
.
In [6] the edge probabilities are given by (λiλj/N)/(1 + λiλj/N), so that we have replaced
λi/N
1/2 by λi/l
1/2
N , 1 ≤ i ≤ N . This makes hardly any difference.
Again, the assumptions A1 and A2 are satisfied. To satisfy assumptionA2 we pick h(G)(x) =
x/(1 + x) = x+O
(
x2
)
.
1.3 Main results
We state conditions on the capacities {λi}
N
i=1, under which our main result will hold. We shall need
three conditions, which we denote by (C1), (C2) and (C3), respectively.
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(C1) Convergence of means: Define
µN =
1
N
N∑
i=1
λi and νN =
∑N
i=1 λ
2
i∑N
i=1 λi
, (1.6)
then there exist constants µ ∈ (0,∞), ν ∈ (1,∞) and α1 > 0 such that
|µN − µ| = O
(
N−α1
)
, |νN − ν| = O
(
N−α1
)
. (1.7)
(C2) Convergence of branching processes: Define
f (N)n =
1
N
N∑
i=1
e−λi
λni
n!
and g(N)n =
1
NµN
N∑
i=1
e−λi
λn+1i
n!
, (1.8)
then there exist sequences {fn}n≥0 and {gn}n≥0, independent of N , and α2 > 0 such that
dTV(f
(N), f) = O
(
N−α2
)
and dTV(g
(N), g) = O
(
N−α2
)
, (1.9)
where dTV( · , · ) is the total variance distance, i.e., for probability mass functions p = {pj} and
q = {qj}:
dTV(p, q) =
1
2
∑
j
|pj − qj|. (1.10)
(C3) Moment and maximal bound on capacities: There exists a τ > 3 such that for every
ε > 0,
lim sup
N→∞
1
N
N∑
i=1
λτ−1−εi <∞, and λ
(N)
N = max
1≤i≤N
λi ≤ N
γ , (1.11)
where,
γ =
1
τ − 1
+ ε < 1/2. (1.12)
It is not hard to see that µN and νN in (1.6) are the means of the probability mass functions
{f (N)n }n≥0, {g
(N)
n }n≥0, respectively. Thus, (C1) is equivalent to the fact that the means of {f
(N)
n }n≥0,
{g(N)n }n≥0 converge. It turns out that (C1) is equivalent to the convergence of the first and second
moment of the degree of a uniform node.
Condition (C2) says that the laws {f (N)n }n≥0, {g
(N)
n }n≥0 are close to certain limiting laws
{fn}n≥0, {gn}n≥0, which shall turn out to be crucial in our proofs, since it allows us to use coupling
to branching processes.
The second bound in Condition (C3) gives an upper bound on the maximal capacity of a node,
while it can be seen that the first inequality is equivalent to the statement that a uniform node has
a uniformly bounded moment of order at least τ − 1− ε. Since τ > 3, we can pick ε > 0 so small
that τ − 1− ε > 2, so that the degrees have finite variances.
We shall prove our main results in the generality of Conditions (C1)–(C3), but shall give special
cases when Conditions (C1)–(C3) following our main results.
In order to be able to state our main results, we define the process {Zt}t≥0 as a branching
process (BP) starting from Z0 = 1, where in the first generation the offspring distribution is equal
to {fn}, whereas in the second and further generations the offspring is chosen in accordance to
{gn}.
We define the average graph distance or hopcount HN between two different randomly chosen
nodes A1 and A2 in the graph GN as the minimum number of edges that form a path from the
node A1 to node A2 where, by convention, the distance equals ∞ if the nodes A1 and A2 are not
connected.
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Theorem 1.1 (Fluctuations of the graph distance) Assume that the capacities {λi}
N
i=1 sat-
isfy (C1)–(C3), and let the graph GN , with capacities {λi}
N
i=1 satisfy A1 and A2, for some func-
tion h : [0,∞) 7→ [0, 1]. Let σN = ⌊logν N⌋ and aN = σN − logν N . There exist random variables
(Ra)a∈(−1,0] such that, as N →∞,
P (HN = σN + k |HN <∞) = P (RaN = k) + o(1), k = 0,±1,±2, . . . . (1.13)
We identify the random variables (Ra)a∈(−1,0] in Theorem 1.3 below. Before doing so, we state
one of the consequences of Theorem 1.1:
Corollary 1.2 (Concentration of the graph distance) Under the given assumptions of The-
orem 1.1,
• with probability 1−o(1) and conditionally on HN <∞, the random variable HN is in between
(1± ε) logν N for any ε > 0;
• conditionally on HN <∞, the sequence of random variables HN − logν N is tight, i.e.,
lim
K→∞
lim sup
N→∞
P
(
|HN − logν N | ≤ K
∣∣HN <∞) = 1. (1.14)
We use a limit result from branching process theory to identify the limiting random variables
(Ra)a∈(−1,0]. It is well known, see [11, p. 244], that the process {Zt/µν
t−1}t≥1 is a non-negative
martingale and consequently converges almost surely to a limit W:
lim
t→∞
Zt
µνt−1
=W, a.s. (1.15)
Let W (1) and W (2) be two independent copies of W in (1.15), then we can identify the limit
random variables (Ra)a∈(−1,0] as follows:
Theorem 1.3 For a ∈ (−1, 0],
P (Ra > j) = E
[
exp
{
−κνa+jW (1)W (2)
}
|W (1)W (2) > 0
]
,
where κ = µ(ν − 1)−1.
A special case of the above theorems is the case where
λi = (1− F )
−1(i/N), i = 1, 2, . . . , N, (1.16)
where F is a distribution function of a positive random variable, i.e., F (0) = 0, F is non-decreasing
and limx→∞ F (x) = 1, see (B.1) for a definition of (1−F )
−1. In Appendix B, we will formulate quite
general conditions on a distribution function F such that (C1)–(C3) hold with {λi}
N
i=1 defined by
(1.16). The special cases
F (x) = 1−
c
xτ−1
, for which (1− F )−1(y) =
( c
y
)1/(τ−1)
,
where τ > 3, extends the results obtained by Chung and Lu [7] from HN/ logν N
P
−→ 1 to the study
of the fluctuations of HN .
Instead of assigning deterministic capacities to the nodes one can also assign random capacities.
Associated with the nodes is a sequence {Λi}
N
i=1 of positive i.i.d. random variables, with distribution
FΛ(x) = P (Λ ≤ x) .
Then, we set, for 1 ≤ i ≤ N ,
λi = Λi.
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Figure 1: Empirical survival functions of the graph distance for τ = 3.5 and for four values of N .
Each plot is averaged over 1000 samples.
For the i.i.d. case, we can identify µ, ν, f and g appearing in conditions (C1)–(C3) as
µ = E[Λ] , ν =
E
[
Λ2
]
E[Λ]
, fn = E
[
e−Λ
Λn
n!
]
and gn =
1
µ
E
[
e−Λ
Λn+1
n!
]
, (1.17)
for n ≥ 0.
The next theorem states that results of the deterministic capacities carry over to the random
capacities:
Theorem 1.4 Given an i.i.d. sequence of random variables {Λi}
N
i=1, with common distribution
function FΛ. If there exist constants c > 0 and τ > 3 such that
1− FΛ(x) ≤ cx
1−τ , for all x ≥ 0, (1.18)
and with ν, given by (1.17), satisfying ν > 1, then there exists an event J , which occurs with high
probability, such that conditionally on {Λi}
N
i=1 satisfying J , the conditions (C1)–(C3) hold.
The proof of Theorem 1.4 is given in Appendix C. We have the following corollary to Theorem 1.4:
Corollary 1.5 In the case of i.i.d. capacities, with common distribution function FΛ satisfying
(1.18) and with ν > 1, the results of Theorem 1.1, Corollary 1.2 and Theorem 1.3 hold with high
probability. More precisely, for every k = 0,±1,±2, . . ., the random variable
P
(
HN = σN + k
∣∣ {Λi}Ni=1)
P
(
HN <∞
∣∣ {Λi}Ni=1) − P (RaN = k) (1.19)
converges in probability to zero.
We demonstrate Theorem 1.1 for the i.i.d. case using Corollary 1.5. Assume that
1− FΛ(x) = cx
1−τ1{x>x0},
with τ = 3.5, c = 2.5981847 and x0 = 0.7437937, then ν = E
[
Λ2
]
/E[Λ] ≈ 2.231381. We can pick
different values of the size of the simulated graph, so that for each two simulated values N and M
we have aN = aM . As an example, we take N =Mν
2k, for some integer k. This induces, starting
from N0 =M = 5000, by taking for k the successive values 0,1,2,3
N0 =M = 5000, N1 = 24895, N2 = 123955, and N3 = 617181. (1.20)
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Observe that aNk = 0.6117... for k = 0, 1, 2, 3. According to Corollary 1.5, the survival function
of the graph distance HN , run approximately parallel on distance 2 in the limit for N →∞, since
logν Nk = logνM + 2k for i = 0, 1, 2, 3. In Figure 1 we have simulated the survival function of
the graph distance for the graphs with sizes Nk with k = 0, 1, 2, 3, and, indeed, the plots are
approximately parallel on distance 2.
A general version of inhomogeneous random graphs with independent edges is presented in [5].
Our choice of graphs is a special case of the rank-1 case treated in [5, Section 16.4]. In the general
setting of [5], the vertices are given by {xi}
N
i=1 ⊂ X , for some state space X , and there is an edge
between vertices xi and xj with probability
pij = min{κ(xi, xj)/N, 1}, (1.21)
where κ : X×X → [0,∞) is a suitable kernel. The rank-1 case of [5] is the case where κ is of product
form, i.e., κ(xi, xj) = ψ(xi)ψ(xj) for some ψ : X → [0,∞). In fact, it is even possible that κ depends
on N , i.e., κ = κN , such that κN converges to some limit as N →∞ in a suitable way. This allows
one to simultaneously treat the cases where pij = 1− e
−κ(xi,xj)/N or pij = κ(xi, xj)/(N +κ(xi, xj))
(recall the special cases in Section 1.2). In [5], various results are proved in this generality, such
as the phase transition of the resulting graphs, and distance results, such as average distances and
the diameter. The main tool is a deep comparison to multitype Poisson branching processes.
In particular, [5, Theorem 3.14] states that for suitable bounded κN , the average distances
between uniform pairs of connected nodes is equal to (1 + o(1)) logν N , for a certain ν > 1. The
condition ν > 1 corresponds exactly to the random graph being supercritical (see [5, Theorem 3.1]).
This average distance result generalizes the first result in Corollary 1.2, apart from the fact that in
our setting we do not assume that κN is bounded. In fact, in certain cases, κN can be unbounded.
In our paper, we state conditions on ψ in the rank-1 case of [5] under which we can identify the
fluctuations of the average distances. It would be interesting to generalize our main results to the
general setting of [5], i.e., to study the fluctuations of HN in the general setting of [5]. However,
it is unclear to us how we should generalize the tail assumption in (1.18) to this inhomogeneous
setting.
1.4 Relations with the configuration model
The configuration model (CM) appeared in the context of random regular graphs as early as 1978
(see [2, 16]). Molloy and Reed [17] were the first to use the configuration model with specified
degree sequences. Here we consider the CM as introduced in [13]. Start with an i.i.d. sequence
{D(C)i }
N
i=1 of positive integer valued random variables , where D
(C)
i will denote the degree of node i.
To built a graph it is mandatory that D(C)1 +D
(C)
2 + . . .+D
(C)
N is even, so if D
(C)
1 +D
(C)
2 + . . .+D
(C)
N
is odd we increase D(C)N by one, which will have little effect. We build the graph model by attaching
D(C)i stubs or half edges to node i and pair the stubs at random, so that two half edges will form
one edge.
In [13], the authors prove a version of Theorem 1.1-1.3 for the configuration model. Theorems
1.1-1.3 hold for the configuration model with only two changes:
1. Replace the condition ν > 1 in Theorem 1.1, which is implicitly contained in (C1) by the
condition ν˜ > 1, defined in (1.2).
2. Replace the offspring distributions of the BP {Zt}t≥0, by
(a)
f˜n = P(D
(C) = n), n ≥ 1,
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(b)
g˜n =
(n + 1)f˜n+1
E[D(C)]
, n ≥ 0.
For the configuration model, the setting is as in Theorem 1.4, where, for the CM, the degrees are
chosen in an i.d.d. fashion. The result in [13] proves that when we pick two uniform nodes, that
their distance, when averaged out over the randomness in the i.i.d. degrees, satisfies (1.13). A
version in (1.19), which holds conditionally on the random degrees, is not proved in [13], and is
stronger than (1.13). We conjecture that a version of (1.19) also holds in the CM, when the degrees
satisfy appropriate conditions that would take the place of (C1)–(C3).
One wonders why a result like Theorems 1.1-1.3 holds true for the class of models introduced
in Section 1.1, especially if one realizes that in the CM the degrees are independent, and the edges
are not, whereas for instance in the GRG (and in the other two examples) precisely the opposite is
true, i.e., in the GRG the edges are independent and the degrees are not. To understand at least
at an intuitive level why the distance result holds true, we compare the configuration model with
the generalized random graph.
By construction the degree sequence D(C)1 ,D
(C)
2 , . . . ,D
(C)
N of the CM is an i.i.d. sequence, and
conditionally on D = {D(C)1 = d1,D
(C)
2 = d2, . . . ,D
(C)
N = dN}, the graph configuration is uniform
over all configurations satisfying D, because the pairing is at random. Hence if we condition on both
the event D and the event S = {the resulting graph has no self-loops and no multiple edges}, then
the CM renders a simple graph, which is picked uniformly from all possible simple configurations
with degree sequence satisfying D. Since for N → ∞ the probability of the event S converges to
exp(−ν˜/2 − ν˜2/4) > 0 (see [3, p. 51]), it follows from [16, Theorem 9.9] that properties that hold
whp in the CM also hold whp in the conditioned simple graph. Hence a property as tightness of
the graph distance H (C)N in the CM is inherited by the conditioned simple graph, with the same
degree sequence. This suggests that also the limiting distribution of the fluctuations of the graph
distance in the CM conditioned on S is the same as the one in the CM as identified in [13]. A
direct proof of this claim is missing though.
On the other hand the GRG with given degree sequence d1, d2, . . . , dN is also uniform over
all possible (simple) configurations. Moreover [6, Theorem 3.1] shows that the degree sequence
D(G)1 ,D
(G)
2 , . . . ,D
(G)
N of the GRG is asymptotically independent with marginal distribution a mixed
Poisson distribution:
P(D(G) = k) =
∫ ∞
0
e−x
xk
k!
dFΛ(x), k = 0, 1, 2 . . . , (1.22)
where FΛ is the capacity distribution. Hence starting from D
(G)
1 ,D
(G)
2 , . . . ,D
(G)
N as an i.i.d. sequence
with common distribution given by (1.22), the (conditioned) CM with these degrees is close to the
GRG, at least in an asymptotic sense, so that one expects that the asymptotic fluctuations of the
graph distance of the CM also hold for the generalized random graph. Also note from the mixed
Poisson distribution (1.22), that
ν˜ =
E[D(C)(D(C) − 1)]
E[D(C)]
=
E
[
Λ2
]
E[Λ]
,
which is equal to ν, according to (1.17). As said earlier, a proof of this intuitive reasoning is missing,
and our method of proof is by coupling each random graph satisfying A1 and A2 to the Poisson
random graph (PRG), and by giving a separate proof of Theorem 1.1-1.3 for the PRG.
We finish this section by giving an overview of different distance results in random graphs. Let τ
denote the exponent of the probability mass function of the degree distribution. In this paper and in
[7, 13] the case τ > 3 is studied. Results for 2 < τ < 3 for various models appeared in [7, 14, 19, 20].
Typically in that case, the distance fluctuates around a constant times 2 log logN/| log(τ − 2)|. For
1 < τ < 2, there exists a subset of nodes with a high degree, called the core (see [10]). The core
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forms a complete graph and almost every node is attached to the core and, thus, the graph distance
is whp at most 3.
1.5 Organization of the paper
The coupling argument that ties the fluctuations of the graph distance H (P)N in the PRG to the
fluctuations of the graph distance in random graphs satisfying assumptionsA1 andA2 is treated in
Section 2. In Section 4 we show that the fluctuations of the graph distanceH (P)N is given by Theorem
1.1. The derivation of the fluctuations of the graph distance H (P)N is similar to the derivation of the
fluctuations of the graph distance H (C)N in the configuration model, see [13]. The proof in [13] is
more complicated than the proof presented here for the PRG model, mainly because in the latter
the expansion of a given node e.g., the nodes on a given distance, can be described by means of
the so-called Reittu-Norros process, a marked branching process. This branching process will be
introduced in Section 3.
In this paper full proofs of the auxiliary propositions and lemmas introduced in Sections 3 and
4 are presented in Appendix D. These proofs were omitted in [9].
2 Coupling
In this section we denote by GN the PRG and by G
′
N some other random graph satisfying the
assumptions A1 and A2, given in Section 1.1. We number the nodes of both GN and G
′
N from 1
to N and we assign the capacity λi, for 1 ≤ i ≤ N , to node i in each graph. We denote by HN and
H ′N the graph distance between two randomly chosen nodes A1 and A2, such that A1 6= A2, in GN
and G′N , respectively. We will show that for N →∞,
P
(
HN 6= H
′
N
)
= o(1). (2.1)
The above implies that whp the coupling of the graph distances is successful. Therefore, given the
succesful coupling (2.1), it is sufficient to show Theorem 1.1 for the PRG.
The coupling bound in (2.1) has since been considerably strengthened by Janson in [15], who
studies when two random graphs with independent edges are asymptotically equivalent. By [15,
Example 3.6] and under the assumptions A1 and A2, we have that the probability of any event
AN is asymptotically equal for GN and G
′
N when N →∞.
2.1 Coupling of GN and G
′
N
We next describe the coupling of the connection variables of the graphs GN and G
′
N . A classical
coupling is used, see e.g. [21]. Denote by {Xij}1≤i<j≤N and {X
′
ij}1≤i<j≤N the connection variables
of the graphs GN and G
′
N , and, similarly, denote the connection probabilities by {pij}1≤i<j≤N and
{p′ij}1≤i<j≤N . For the coupling we introduce independent random variables {Kij}1≤i<j≤N . Set
p
ij
= min{pij , p
′
ij} and pij = max{pij, p
′
ij}, and define random variables Xˆij and Xˆ
′
ij with
P
(
Xˆij = 1, Xˆ
′
ij = 1,Kij = 0
)
= p
ij
, P
(
Xˆij = 1, Xˆ
′
ij = 0,Kij = 1
)
= pij − pij,
P
(
Xˆij = 0, Xˆ
′
ij = 1,Kij = 1
)
= pij − pij, P
(
Xˆij = 0, Xˆ
′
ij = 0,Kij = 0
)
= 1− pij,
whereas all other combinations have probability 0. Then the laws of Xˆij and Xˆ
′
ij are the same as the
laws of Xij and X
′
ij , respectively. Furthermore, Kij assumes the value 1 with probability |pij−p
′
ij|,
and is 0 otherwise. Note that we do abuse the notation in the above display. We should replace
the probability measure P in the above display by some other probability measure Q, because the
probability space is defined by the graphs GN and G
′
N , instead of only the graph GN . Since the
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graphs, conditioned on the capacities, are constructed independently from each other, this abuse
of notation is not a problem.
Consider the nodes i and j, 1 ≤ i < j ≤ N , in the graphs GN and G
′
N simultaneously. Then
the event {Kij = 0} = {Xˆij = Xˆ
′
ij} corresponds to the event that in both graphs there exists a
connection between nodes i and j, or that in both graphs there is no connection between nodes
i and j. The event {Kij = 1} = {Xˆij 6= Xˆ
′
ij} corresponds with the event that there exists a
connection in one of the graphs, but not in the other one. We call the event {Kij = 1} a mismatch
between the nodes i and j.
Assumption A2 implies that for some constant C ′ > 0,
P (Kij = 1) =
∣∣pij − p′ij∣∣ ≤ |pij − λiλj/lN |+ ∣∣p′ij − λiλj/lN ∣∣ ≤ C ′λ2i λ2jl2N , (2.2)
for all 1 ≤ i < j ≤ N . The number of mismatches due to all the nodes incident to node i, 1 ≤ i ≤ N ,
is given by
Ki =
∑
j 6=i
Kij. (2.3)
Obviously, we cannot couple all the connections in the graphs GN and G
′
N successfully, but the
total number of mismatches due to all the nodes can be bounded from above by any positive power
of N . To this end, we define the event AN as
AN =
N⋂
i=1
{
Ki1{λi>cN} = 0
}
=
{
N∑
i=1
Ki1{λi>cN} = 0
}
, (2.4)
where cN = N
ξ, with ξ > 0. Then, on the event AN , all nodes with capacity greater than cN are
successfully coupled.
Lemma 2.1 For each ξ > 0 there exists a constant θ > 0 such that
P (AcN) = O
(
N−θ
)
. (2.5)
Proof. We bound P (AcN) using Boole’s inequality, and the Markov inequality:
P (AcN) ≤
N∑
i=1
P
(
Ki1{λi>cN} ≥ 1
)
≤
N∑
i=1
E[Ki]1{λi>cN}. (2.6)
Then, using (2.2), (1.6) and (1.7), the expectation E[Ki] can be bounded by,
E[Ki] =
∑
j 6=i
E[Kij ] =
∑
j 6=i
P (Kij = 1) ≤
C ′λ2i
l2N
N∑
j=1
λ2j =
C ′λ2i
N
νN
µN
= O
(
λ2iN
−1
)
(2.7)
Using the above and (2.6), we have that
P (AcN) ≤
N∑
i=1
E[Ki] 1{λi>cN} = O
( 1
N
N∑
i=1
λ2i 1{λi>cN}
)
. (2.8)
Observe that,
1
N
N∑
i=1
λ2i 1{λi>cN} =
1
N
N∑
i=1
λτ−1−εi λ
−(τ−3−ε)
i 1{λi>cN} ≤ c
−(τ−3−ε)
N
1
N
N∑
i=1
λτ−1−εi = O
(
c
−(τ−3−ε)
N
)
,
where we applied (1.11) in the last step. Pick θ = ξ(τ − 3− ε), then combining the above display
and (2.8), that
P (AcN) = O
(
c
−(τ−3−ε)
N
)
= O
(
N−θ
)
.

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2.2 Coupling the graph distances of GN and G
′
N
In this subsection we couple the graph distance of the PRG with any random graph satisfying
assumptions A1 and A2.
Theorem 2.2 Let GN be a PRG and let and G
′
N be a random graph satisfying assumption A1 and
A2. Let HN and H
′
N be the graph distances between two different uniformly chosen nodes A1 and
A2 in, respectively, the graphs GN and G
′
N . Then
P
(
HN 6= H
′
N
)
= o(1). (2.9)
In order to prove Theorem 2.2, we will use the following strategy. We know that for the PRG
the random variable HN is concentrated around logν N . Hence if we take tN = ⌊(
1
2 + η) logν N⌋,
with η > 0, then P (HN > 2tN) is small and in order that HN 6= H
′
N on the set where {HN ≤ 2tN},
there must have been at least one mismatch between two nodes i and j, both being not on a greater
graph distance from our random node A than 2tN .
We define the neighborhood shells of a uniformly chosen node A ∈ {1, 2, . . . , N}, i.e., all nodes
on a fixed graph distance of node A, by
∂N0 = {A} and ∂Nk = {1 ≤ j ≤ N : d(A, j) = k}, (2.10)
where d(i, j) denotes the graph distance between nodes i and j, i.e., the minimum number of edges
in a path between the nodes i and j. Furthermore, define the set of nodes reachable in at most t
steps from root A by
Nt = {1 ≤ j ≤ N : d(A, j) ≤ t} =
t⋃
k=0
∂Nk. (2.11)
Proposition 2.3 For N sufficiently large, t ∈ N, and every b ∈ (0, 1),
P
(
HN 6= H
′
N
)
≤ P (AcN) + P (HN > 2t) + 2tP
(
|Nt−1| > N
b
)
+O
(
tN−1+bc4N
)
. (2.12)
Before giving a proof, we show that Theorem 2.2 is a consequence of Proposition 2.3.
Proof of Theorem 2.2. By Lemma 2.1, we have that, P (AcN) ≤ N
−θ. From Corollary 1.2,
applied to the PRG model, we obtain that P (HN > 2tN) = o(1). The third term on the right side
of (2.12) can be bounded using the following lemma:
Lemma 2.4 Let {Nt}t≥0 be the reachable sets of a uniformly chosen node A in the PRG GN . Then
for η, δ ∈ (−1/2, 1/2) and all t ≤ (1/2 + η) logν N , there exists a constant β1 > 0 such that
P
(
|Nt| > N
1/2+δ
)
= O
(
(logν N)N
−(δ−η)
)
. (2.13)
Proof. See the proof of Lemma D.2. 
We now prove that all terms in the right hand of (2.12) are o(1) for an appropriate choice of
b. Lemma 2.4 implies that 2tNP
(
|Nt| > N
b
)
= o(1) for some appropriately chosen b > 12 . Then,
provided that b < 1, we see that tNN
b−1c4N = tNN
4ξ+b−1 = o(1), where we substitute cN = N
ξ,
and picking ξ ∈ (0, (1 − b)/4). Hence, by Proposition 2.3, P (HN 6= H
′
N) = o(1), which is precisely
the content of Theorem 2.2. 
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Proof of Proposition 2.3. We use that
P
(
HN 6= H
′
N
)
≤ P (AcN) + P (HN > 2t) + P
(
{HN ≤ 2t} ∩ AN ∩ {HN 6= H
′
N}
)
. (2.14)
Let N (i)t and N
′(i)
t , for i = 1, 2, be the union of neighborhood shells of the nodes Ai in GN and G
′
N ,
respectively. Now, we use the fact that if HN ≤ 2t and if HN 6= H
′
N , then N
(1)
t 6= N
′(1)
t and/or
N (2)t 6= N
′(2)
t . By the exchangeability of the nodes, we have
P
(
{HN ≤ 2t} ∩ AN ∩ {HN 6= H
′
N}
)
≤ 2P
(
{Nt 6= N
′
t} ∩ AN
)
. (2.15)
If Nt 6= N
′
t , then there must be a k ∈ {1, . . . , t} for which Nk 6= N
′
k, but Nk−1 = N
′
k−1. Thus,
P
(
{HN ≤ 2t} ∩ AN ∩ {HN 6= H
′
N}
)
≤ 2
t∑
k=1
P
(
{Nk 6= N
′
k} ∩ {Nk−1 = N
′
k−1} ∩ AN
)
. (2.16)
In turn, the event {Nk 6= N
′
k}∩ {Nk−1 = N
′
k−1} implies that one of the edges from ∂Nk−1 must be
miscoupled, thus Kij = 1 for some i ∈ ∂Nk−1 and j ∈ N
c
k−1, where N
c
k−1 = {1, 2, . . . , N}\Nk−1.
The event AN implies that λi, λj ≤ cN . Therefore, we bound
P
(
{Nk 6= N
′
k} ∩ {Nk−1 = N
′
k−1} ∩ AN
)
≤ P
(
|Nk−1| > N
b
)
+
∑
i,j
P
(
{i ∈ ∂Nk−1, j ∈ N
c
k−1,Kij = 1} ∩ {|Nk−1| ≤ N
b}
)
1{λi,λj≤cN}. (2.17)
Since i ∈ N ck−1 and j ∈ ∂Nk−1, the event {Kij = 1} is independent of Nk−1 and, therefore,
from ∂Nk−1 as ∂Nk−1 ⊂ Nk−1. The edge between the nodes i and j points out of Nk−1, while
Nk−1 is determined by the occupation status of edges that are between nodes in Nk−2 or pointing
out of ∂Nk−2. Thus, we can replace each term in the sum of (2.17) by
P (Kij = 1)P
(
{i ∈ ∂Nk−1, j ∈ N
c
k−1} ∩ {|Nk−1| ≤ N
b}
)
1{λi,λj≤cN}. (2.18)
Since by (2.2), we have
P (Kij = 1) 1{λi,λj≤cN} ≤ C
′
λ2i λ
2
j
l2N
1{λi,λj≤cN} = O
(
c4NN
−2
)
, (2.19)
we can bound the right side of (2.17) from above by
P
(
|Nk−1| > N
b
)
+O
(
c4NN
−2
)∑
i,j
P
(
{i ∈ ∂Nk−1, j ∈ N
c
k−1} ∩ {|Nk−1| ≤ N
b}
)
.
Finally, we bound the sum on the right side by∑
i,j
P
(
{i ∈ ∂Nk−1, j ∈ N
c
k−1} ∩ {|Nk−1| ≤ N
b}
)
≤ NE
[
|∂Nk−1|1{|Nk−1|≤Nb}
]
≤ N1+b.
Therefore, we can bound each term in the sum of (2.16) by
P
(
{Nk 6= N
′
k} ∩ {Nk−1 = N
′
k−1} ∩ AN
)
≤ P
(
|Nk−1| > N
b
)
+O
(
c4NN
−1+b
)
.
Since, for k ≤ t, we have that P
(
|Nk−1| > N
b
)
≤ P
(
|Nt−1| > N
b
)
, by summing over k = 1, . . . , t
in (2.16), we arrive at
P
(
{HN ≤ 2t} ∩ AN ∩ {HN 6= H
′
N}
)
≤ 2tP
(
|Nt−1| > N
b
)
+O
(
tc4NN
−(1−b)
)
.
Together with (2.14) this proves the proposition. 
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3 The Poissonian random graph model
The proof of the fluctuations of the graph distance in the CM in [13] has been done in a number of
steps. One of the most important steps is the coupling of the expansion of the neighborhood shells
of a node to a BP. For the PRG, we follow the same strategy as in [13], although the details differ
substantially.
The first step is to introduce the NR-process, which is a marked BP. The NR-process was
introduced by Norros and Reittu in [20]. We can thin the NR-process in such a way that the
resulting process, the NR-process, can be coupled to the expansion of the neighborhood shells of
a randomly chosen node in the PRG. Finally, we introduce capacities for the NR-process and the
NR-process.
3.1 The NR-process and its thinned version
The NR-process is a marked delayed BP denoted by {Zt,M t}t≥0, where Zt denotes the number of
individuals of generation t, and where the vector
M t = (Mt,1,Mt,2, . . . ,Mt,Zt) ∈ {1, 2, . . . , N}
Zt ,
denotes the marks of the individuals in generation t. We now give a more precise definition of the
NR-process and describe its connection with the PRG. We define Z0 = 1 and take M0,1 randomly
from the set {1, 2, . . . , N}, corresponding to the choice of A1. The offspring of an individual with
mark m ∈ {1, 2, . . . , N} is as follows: the total number of children has a Poisson distribution with
parameter λm, of which, for each i ∈ {1, 2, . . . , N}, a Poisson distributed number with parameter
λiλm
lN
, (3.1)
bears mark i, independently of the other individuals. Since
∑N
i=1 λiλm/lN = λm, and sums of
independent Poisson random variables are again Poissonian, we may take the number of children
with different marks mutually independent. As a result of this definition, the marks of the children
of an individual in {Zt,M t}t≥0 can be seen as independent realizations of a random variable M ,
with distribution
P (M = m) =
λm
lN
, 1 ≤ m ≤ N, (3.2)
and, consequently,
E[λM ] =
N∑
m=1
λmP (M = m) =
1
lN
N∑
m=1
λ2m. (3.3)
For the definition of the NR-process we start with a copy of the NR-process {Zt,M t}t≥0, and
reduce this process generation by generation, i.e., in the order
M0,1,M1,1, . . .M1,Z1 ,M2,1, . . . (3.4)
by discarding each individual and all its descendants whose mark has appeared before. The process
obtained in this way is called the NR-process and is denoted by the sequence {Zt,M t}t≥0. One of
the main results of [20] is Proposition 3.1:
Proposition 3.1 Let {Zt,Mt}t≥0 be the NR-process and let M t be the set of marks in the t−th
generation, then the sequence of sets {M t}t≥0 has the same distribution as the sequence {∂Nt}t≥0
given by (2.10).
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Proof. In [20] it is assumed that the sequence of capacities is random, but in most proofs,
including [20, Proposition 3.1], Norros and Reittu condition on the capacities, and therefore consider
the capacities as deterministic. Thus, the proof of [20, Proposition 3.1] holds verbatim. 
As a consequence of the previous proposition, we can couple the NR-process to the neighborhood
shells of a uniformly chosen node A ∈ {1, 2, . . . , N}, i.e., all nodes on a fixed graph distance of A,
see (2.10) and note that A ∼ M0,1. Thus, using the the above proposition, we can couple the
expansion of the neighborhood shells and the NR-process in such a way that
M t = ∂Nt and Zt = |∂Nt|, t ≥ 0. (3.5)
Furthermore, we see that an individual with mark m, 1 ≤ m ≤ N , in the NR-process is identified
with node m in the graph GN , whose capacity is given by λm.
The offspring distribution f (N) of Z1, i.e., the first generation of {Zt}t≥0, is given by
f (N)n = P (Poi(λA) = n) =
1
N
N∑
m=1
e−λm
λnm
n!
, n ≥ 0. (3.6)
Recall that individuals in the second and further generations have a random mark distributed asM ,
given by (3.2). Hence, if we denote the offspring distribution of the second and further generations
by g(N)n , then we obtain
g(N)n = P (Poi(λM ) = n) =
N∑
m=1
e−Λm
λnm
n!
λm
lN
=
1
lN
N∑
m=1
e−λm
λn+1m
n!
, n ≥ 0. (3.7)
Furthermore, we can relate g(N)n and f
(N)
n by
g(N)n =
(n+ 1)
lN/N
1
N
N∑
m=1
e−λm
λn+1m
(n+ 1)!
=
(n+ 1)f (N)n+1
µN
. (3.8)
It follows from condition (C2) that f (N)n → fn and g
(N)
n → gn.
3.2 Coupling with a delayed BP
In this subsection we will introduce a coupling between the NR-process and the delayed BP {Zt}t≥0,
which is defined by condition (C2) in Section 1.3. This coupling is used in the proof of Theorem
1.1 and 1.3 for the PRG, to express the probability distribution of HN in terms of the BP {Zt}t≥0.
Introduce the total capacity of the t-th generation of the NR-process {Zt,M t}t≥0 and the
NR-process {Zt,M t}t≥0 as, respectively,
Ct+1 =
Zt∑
i=1
λ
(
Mt,i
)
and Ct+1 =
Zt∑
i=1
λ
(
Mt,i
)
, t ≥ 0, (3.9)
where, to improve readability, we write λ(A) = λA. Using the coupling given by (3.5), we can
rewrite the capacity Ct+1 as
Ct+1 =
∑
i∈∂Nt
λi. (3.10)
For the proof of Theorem 1.1 and 1.3, in the case of the PRG, we need to control the difference
between Ct and Ct for fixed t. For this we will use the following proposition:
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Proposition 3.2 There exist constants α2, β2 > 0, such that for all 0 < η < α2 and all t ≤ tN =
(1/2 + η) logν N ,
P
(
t∑
k=1
(Ck −Ck) > N
1/2−α2
)
≤ N−β2 . (3.11)
Proof. The proof is deferred to Section D.1. 
In order to prove Theorem 1.1 and Theorem 1.3 we will grow two NR-processes {Z(i)t ,M
(i)
t }t≥0,
for i = 1, 2. The root of {Z(i)t ,M
(i)
t }t≥0 starts from a uniformly chosen node or mark Ai ∈
{1, 2, . . . , N}. These two nodes are different whp, because
P (A1 = A2) =
1
N
.
By (3.5) the NR-process can be coupled to the neighborhood expansion shells {N (1)t }t≥0 and
{N (2)t }t≥0. In the following lemma we compute the distribution of the number of edges between
two shells with different subindeces, i.e., N (1)k and N
(2)
t .
Lemma 3.3 Fix integers k and t. Then conditionally on N (1)k and N
(2)
t and given that N
(1)
k ∩N
(2)
t =
∅ the number of edges between the nodes in N (1)k and N
(2)
t is distributed as a Poisson random variable
with mean
C(1)k+1C
(2)
t+1
lN
. (3.12)
Proof. Conditioned on N (1)k , N
(2)
t and N
(1)
k ∩ N
(2)
t = ∅, the number of edges between N
(1)
k and
N (2)t is given by ∑
i∈∂N
(1)
k
∑
j∈∂N
(2)
t
E(P)ij , (3.13)
where E(P)ij are independent Poisson random variables with mean λiλj/lN , see (1.5). Sums of
independent Poisson random variables are again Poissonian, thus (3.13) is a Poisson random variable
with mean the expected value of (3.13):
∑
i∈∂N
(1)
k
∑
j∈∂N
(2)
t
λiλj
lN
=
C(1)k+1C
(2)
t+1
lN
,
where we have used (3.10) in the last step. 
The further proof of Theorems 1.1-1.3 crucially relies on the following technical claim:
Proposition 3.4 There exist constants u2, v2, η > 0 such that for all t ≤ tN = (1 + 2η) logν N , as
N →∞,
P
( 1
N
∣∣∣ t+1∑
k=2
Z(1)⌈k/2⌉Z
(2)
⌊k/2⌋ −
t+1∑
k=2
C(1)⌈k/2⌉C
(2)
⌊k/2⌋
∣∣∣ > N−u2) = O(N−v2). (3.14)
Proof. The proof is deferred to Section D.2. 
In the next section we will use this proposition in combination with Lemma 3.3 to replace sums
over capacities, which do not depend on N , by sums over sizes of a BP, which no longer depend on
N .
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4 Proof of Theorem 1.1 and 1.3 for the PRG
In this section, we prove Theorem 1.1 and 1.3 for the PRG model. Using the coupling result in
Proposition 2.3 we obtain Theorem 1.1 and 1.3 for all random graphs satisfying the assumptions
A1 and A2. As in the previous section, we denote by GN a PRG.
We grow two NR-processes. Each NR-process starts from a uniformly chosen node Ai ∈
{1, 2, . . . , N}, i = 1, 2, such that A1 6= A2, whp.
Step 1: Expressing P(HN > t) in capacities. We have HN > 1 iff (if and only if) there are
no edges between the nodes A1 and A2. Given the capacities C
(1)
1 and C
(2)
1 , the number of edges
between the nodes A1 and A2 has, according to Lemma 3.3, a Poisson distribution with mean
C(1)1 C
(2)
1
lN
. (4.1)
Therefore,
P(HN > 1) = E
[
exp
{
−
C(1)1 C
(2)
1
lN
}]
. (4.2)
We next inspect the capacity of the first generation of Z(1)1 given by C
(1)
2 . Given C
(1)
2 and C
(2)
1 ,
that is the total capacity of the nodes in Z(1)1 and the capacity of node A2, we again have a Poisson
number of edges between node A2 and the nodes in Z
(1)
1 , however, this time with parameter
C(1)2 C
(2)
1
lN
. (4.3)
In order to compute the survival probability P(HN > t) we need more notation. We write
Q
(t1,t2)
C for the conditional probabilities given {C
(1)
k }
t1
k=1 and {C
(2)
k }
t2
k=1. We further write E
(t1,t2)
C for
the expectation with respect to Q
(t1,t2)
C . For t2 = 0, we only condition on {C
(1)
k }
t1
k=1. Lemma 3.3
implies that
Q
(k,t)
C (HN > k + t− 1|HN > k + t− 2) = exp
{
−
C(1)k C
(2)
t
lN
}
.
Indeed, the event {HN > k + t − 2} implies that N
(1)
k ∩ N
(2)
t = ∅. From (4.1) and the above
statement,
P(HN > 2) = E
[
Q
(1,1)
C (HN > 1)Q
(1,1)
C (HN > 2|HN > 1)
]
= E
[
Q
(1,1)
C (HN > 1)E
(1,1)
C
[
Q(2,1)C (HN > 2|HN > 1)
]]
= E
[
E
(1,1)
C
[
Q
(1,1)
C (HN > 1)Q
(2,1)
C (HN > 2|HN > 1)
]]
= E
[
exp
{
−
C(1)1 C
(2)
1
lN
}
· exp
{
−
C(1)2 C
(2)
1
lN
}]
= E
[
exp
{
−
∑3
k=2C
(1)
⌈k/2⌉C
(2)
⌊k/2⌋
lN
}]
.
By induction we obtain as in [13, Lemma 4.1],
P(HN > t) = E
[
exp
{
−
∑t+1
k=2C
(1)
⌈k/2⌉C
(2)
⌊k/2⌋
lN
}]
. (4.4)
Note that (4.4) is an equality, while in [13] an error needed to be taken along.
Step 2: Coupling with the delayed BP. In this step we replace C(1)t and C
(2)
t by Z
(1)
t and Z
(2)
t .
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For each event B, and any two nonnegative random variables V and W ,∣∣E[e−V ]− E[e−W ]∣∣ ≤ ∣∣E[(e−V − e−W )1B]∣∣+ P (Bc) .
Now take
B =
{
1
N
∣∣∣ t+1∑
k=2
Z(1)⌈k/2⌉Z
(2)
⌊k/2⌋ −
t+1∑
k=2
C(1)⌈k/2⌉C
(2)
⌊k/2⌋
∣∣∣ ≤ N−u2
}
,
and the random variables V and W as
V =
1
N
t+1∑
k=2
Z(1)⌈k/2⌉Z
(2)
⌊k/2⌋, W =
1
N
t+1∑
k=2
C(1)⌈k/2⌉C
(2)
⌊k/2⌋.
Then for t ≤ tN , the Proposition 3.4 implies that P(B
c) = O
(
N−v2
)
, whereas on the event B we
have |V −W | ≤ N−u2 . Hence, using that e−v − e−w = O
(
v − w
)
when v,w are small, and that
e−v ≤ 1, v ≥ 0, we obtain∣∣E[e−V ]− E[e−W ]∣∣ ≤ O(N−u2)P(B) + P(Bc) = O(N−u2)+O(N−v2). (4.5)
It is now clear from step 1, the above result and by replacing lN by Nµ, using (1.7), that for some
β > 0 and all t ≤ tN ,
P(HN > t) = E
[
exp
{
−
∑t+1
k=2Z
(1)
⌈k/2⌉Z
(2)
⌊k/2⌋
µN
}]
+O
(
N−β
)
. (4.6)
Step 3: Evaluation of the limit points. From this step on, the remainder of the proof of our
main theorem is identically to the proof of Theorem 1.1 in [13]. To let the proof be self-contained,
we finish the main line of the argument. Starting from (4.6) we replace t by σN + t and assume
that σN + t ≤ tN , where, as before, σN = ⌊logν N⌋, to obtain
P(HN > σN + t) = E
[
exp
{
−
∑σN+t+1
k=2 Z
(1)
⌈k/2⌉Z
(2)
⌊k/2⌋
µN
}]
+O
(
N−β
)
. (4.7)
We write N = ν logν N = νσN−aN , where we recall that aN = ⌊logν N⌋ − logν N . Then∑σN+t+1
k=2 Z
(1)
⌈k/2⌉Z
(2)
⌊k/2⌋
µN
= µνaN+t
∑σN+t+1
k=2 Z
(1)
⌈k/2⌉Z
(2)
⌊k/2⌋
µ2νσN+t
.
In the above expression, the factor νaN prevents proper convergence.
Without the factor µνaN+t, we obtain from Appendix A4 of [13] that, with probability 1,
lim
N→∞
∑σN+t+1
k=2 Z
(1)
⌈k/2⌉Z
(2)
⌊k/2⌋
µ2νσN+t
=
W (1)W (2)
ν − 1
, (4.8)
We now use the speed of convergence result of [1], which was further developed in Section 2 of [13]
and which reads that there exists a positive β such that:
P(|W −Wk| > (logN)
−α) = O
(
N−β
)
, k ≤ ⌊
1
2
logν N⌋. (4.9)
for each positive α. Combining (4.7) and (4.9) we obtain that for each α > 0 and for t ≤ 2η logν N ,
P(HN > σN + t) = E
[
exp{−κνaN+tW1W2}
]
+O
(
(logN)−α
)
. (4.10)
From (4.10) one can finally derive as in [13], that, asymptotically as N → ∞, the probability
P(HN <∞) is equivalent to the probability q
2 = P(W1W2 > 0), where q is the survival probability
of the branching process {Zt}t≥0, so that (4.10) induces for t ≤ 2η logν N ,
P(HN ≤ σN + t|HN <∞) = E
[
1− exp{−κνaN+tW1W2}|W1W2 > 0
]
+ o(1). (4.11)
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A Appendix: Mixed Poisson distributions
In this section, we study mixed Poisson distributions.
Lemma A.1 Consider a mixed Poisson distribution with mixing random variable Θf . Let, for
n = 0, 1, . . .,
fn = P (Poi(Θf ) = n) ,
and consider the sequence {gn}n≥0, where
gn =
(n+ 1)fn+1
E[Θf ]
,
then {gn}n≥0 is also a mixed Poisson distribution with mixing random variable Θg, where
P (Θg ≤ x) =
1
E[Θf ]
E
[
Θf1{Θf≤x}
]
. (A.1)
Proof. We will assume that (A.1) holds and show that P (Poi(Θg) = n) = gn. Let Ff and Fg
be the distribution functions of Θf and Θg, respectively. Observe that
dFg(x)
dx
=
x
E[Θf ]
dFf (x)
dx
.
Therefore,
P (Poi(Θg) = n) =
∫ ∞
0
e−x
xn
n!
dFg(x) =
1
E[Θf ]
∫ ∞
0
e−x
xn+1
n!
dFf (x)
=
n+ 1
E[Θf ]
∫ ∞
0
e−x
xn+1
(n+ 1)!
dFf (x) =
(n+ 1)fn+1
E[Θf ]
= gn,
which proves the claim. 
As an example, we consider the random variable Θ(N)f that takes the value λi, i = 1, 2, . . . , N ,
with probability pi, then, using Lemma A.1, Θ
(N)
g takes the value λi, i = 1, 2, . . . , N , with probability
P
(
Θ(N)g = λi
)
=
piλi∑N
j=1 pjλj
. (A.2)
We close this section with a lemma that relates condition (C3) to a condition on the capacities
{λi}
N
i=1:
Lemma A.2 (Moments of {g(N)n }n≥0 and {λi}
N
i=1) Let q ≥ 1, and assume that (C1) holds.
Then,
lim sup
N→∞
∞∑
n=0
nqg(N)n <∞ if and only if lim sup
N→∞
1
N
N∑
i=1
λq+1i <∞. (A.3)
Proof. Observe from (1.8), that
∞∑
n=0
nqg(N)n =
1
NµN
N∑
i=1
λi
∞∑
n=0
nqe−λi
λni
n!
=
1
NµN
N∑
i=1
λiE
[
Poi(λi)
q ]. (A.4)
Since q ≥ 1, we have that, by the Ho¨lder inequality,
E
[
Poi(λi)
q ] ≥ E[Poi(λi) ]q = λqi . (A.5)
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As a result, we obtain that
1
N
N∑
i=1
λq+1i ≤ µN
∞∑
n=0
nqg(N)n . (A.6)
By (C1), lim supN→∞ µN = µ < ∞, so that indeed lim supN→∞
1
N
∑N
i=1 λ
q+1
i < ∞ follows when
lim supN→∞
∑∞
n=0 n
qg(N)n <∞. This proves the first implication.
For the second implication, we make use of the fact that there exists a constant c > 0 such that,
uniformly for all λ ≥ 0, E
[
Poi(λ)q
]
≤ c(λq + 1). Then, by (A.4), we have that
∞∑
n=0
nqg(N)n ≤
c
NµN
N∑
i=1
λi(λ
q
i + 1) = c+
c
µN
1
N
N∑
i=1
λq+1i . (A.7)
By (C1), lim infN→∞ µN = µ > 0, so that when lim supN→∞
1
N
∑N
i=1 λ
q+1
i <∞, we obtain
lim sup
N→∞
∞∑
n=0
nqg(N)n ≤ c+
c
µ
lim sup
N→∞
1
N
N∑
i=1
λq+1i <∞. (A.8)
This proves the second implication, and hence completes the proof. 
B Appendix: Deterministic capacities
Let F be any distribution function, and write F¯ (x) = 1 − F (x) for the survival function of F .
Define the inverse F¯−1(u), for u ∈ (0, 1), by
F¯−1(u) = inf{s : F¯ (s) ≤ u}, (B.1)
where the definition is chosen such that
F¯−1(1− u) = F−1(u) = inf{x : F (x) ≥ u}. (B.2)
We shall often make use of (B.2), in particular since it implies that F¯−1(U) has distribution function
F when U is uniform on (0, 1). Throughout this section we use the abbreviations uN = ⌈uN⌉/N
and UN = ⌈UN⌉/N .
In this section, we let the capacities {λi}
N
i=1 be given by
λi = F¯
−1(i/N), i = 1, 2, . . . , N, (B.3)
where F : [0,∞) 7→ [0, 1] is a distribution function satisfying (1.18). We shall verify that conditions
(C1)–(C3) hold under appropriate conditions on F , the main condition being (1.18), but we shall
need one more technical assumption.
We let the random variable Θ(N)f takes the value λi, i = 1, 2, . . . , N , with probability pi =
1
N , and
note that the distribution of Θ(N)f equals Θ
(N)
f = F¯
−1(UN), where U has a uniform (0, 1) distribution.
We start by identifying f, f (N), g and g(N). We observe that, in this setting,
f (N)n = E[P(Poi(Θ
(N)
f = n)] = E

e−F¯−1
(
UN
)
F¯−1
(
UN
)n
n!

 .
We define
fn = E
[
e−F¯
−1(U) F¯
−1(U)n
n!
]
= E[P(Poi(Θf ) = n)], (B.4)
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where Θf = F¯
−1(U). Observe that the used U is the same in the definition of Θ(N)f , thus we
implicitly introduced a coupling between the random variables Θf and Θ
(N)
f . Then, using that
Θf > Θ
(N)
f a.s., since u 7→ F¯
−1(u) is non-increasing,
1
2
∞∑
n=1
|f (N)n − fn| = dTV(Poi(Θ
(N)
f ), Poi(Θf )) ≤ P(Poi(Θ
(N)
f ) 6= Pois(Θf ))
= P(Poi(Θf −Θ
(N)
f ) ≥ 1) ≤ E[Θf −Θ
(N)
f ] = E
[
F¯−1(U)− F¯−1
(
UN
)]
, (B.5)
where the first inequality in the above chain is the coupling inequality, the second the Markov
inequality.
We first investigate the convergence of the integrals E
[
(Θ(N)f )
i
]
to E
[
(Θf )
i
]
, for i = 1, 2, and
then prove that this is sufficient for conditions (C1)–(C3).
Lemma B.1 (Convergence of moments of Θ(N)f ) Let Θ
(N)
f = F¯
−1
(
UN
)
, and assume that F
satisfies (1.18). Furthermore, assume that F is a continuous distribution function with density
f : [0,∞)→ [0,∞), and that there exist an a > 0 such that, as y ↓ 0,∫ 1
y
F¯−1(u)
f(F¯−1(u))
du = O
(
y−a
)
, (B.6)
where f(x) = inf0≤y≤x f(y). Then, there exists an α > 0 such that∫ 1
0
F¯−1(u)
(
F¯−1(u)− F¯−1(uN)
)
du = O
(
N−α
)
, (B.7)
and, for i = 1, 2, ∫ 1
0
F¯−1(u)i − F¯−1(uN)
i du = O
(
N−α
)
. (B.8)
The proof of Lemma B.1 is followed by an example of cases where the conditions are satisfied.
Proof of Lemma B.1: We first claim that (1.18) implies that for y ∈ (0, 1),
F¯−1(y) ≤ cby−b, (B.9)
where b = 1/(τ − 1). We show the claim (B.9) by contradiction. Suppose that there is y ∈ (0, 1),
satisfying F¯−1(y) > cby−b. Observe that if F¯−1(y) = w, then F¯ (x) > y for each x < y, by definition
(B.1). Then with x = cby−b < F¯−1(y) = w,
F¯ (x) > y = cx1−τ , (B.10)
which contradicts (1.18). This proves (B.9).
From the three statements in (B.7) and (B.8), we only prove (B.8) for i = 2, the other two
claims are similar, and in fact easier to prove. When i = 2, we can rewrite and bound∫ 1
0
F¯−1(u)2 − F¯−1(uN)
2 du ≤ 2
∫ 1
0
F¯−1(u)
(
F¯−1(u)− F¯−1(uN)
)
du, (B.11)
where we have used the special product x2 − y2 = (x− y)(x+ y) and that F¯−1(uN) ≤ F¯
−1(u), for
all u ∈ (0, 1). We split the integral into u ∈ (0, N−d) and u ∈ [N−d, 1), for an appropriate d > 0.
For the former, we bound using (B.9)
∫ N−d
0
F¯−1(u)
(
F¯−1(u)− F¯−1(uN)
)
du ≤
∫ N−d
0
F¯−1(u)2 du ≤ c2b
∫ N−d
0
u−2b du = O
(
N−d(1−2b)
)
,
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where we used that b = 1/(τ − 1) < 1/2, since τ > 3. For the integral over u ∈ [N−d, 1), we note
by Taylor’s Theorem that
F¯−1(u)− F¯−1(uN) = −(u− uN)
d
du
F¯−1(u∗N) =
uN − u
f(F¯−1(u∗N))
, (B.12)
for some u∗N ∈ [u, uN ]. Since u 7→ F¯
−1(u) is non-increasing, we have that F¯−1(u∗N) ≤ F¯
−1(u), so
that
uN − u
f(F¯−1(u∗N))
≤
1
Nf(F¯−1(u))
. (B.13)
Thus, we arrive at∫ 1
N−d
F¯−1(u)
(
F¯−1(u)− F¯−1(uN)
)
du ≤
1
N
∫ 1
N−d
F¯−1(u)
f(F¯−1(u))
du = O
(
N−1+ad
)
, (B.14)
where, in the last inequality, we made use of (B.6). We conclude that∫ 1
0
F¯−1(u)2 − F¯−1(uN)
2 du ≤ O
(
N−d(1−2b)
)
+O
(
Nad−1
)
= O
(
N−α
)
, (B.15)
where α = min{d(1 − 2b), 1 − ad} > 0, provided we pick d > 0 so small that 1− ad > 0. 
We now present the promised example: Consider the class of those continuous distribution
functions F satisfying (1.18) for which f(x) = F ′(x) is positive and decreasing on [0,∞). We shall
prove that such F indeed satisfy (B.6). We will use (B.9) to prove (B.6) when f(x) = F ′(x) is
positive and decreasing on [0,∞). Then, for such f , f(x) = f(x). In this case, we note that
2
F¯−1(u)
f(F¯−1(u))
= −
d
du
F¯−1(u)2, (B.16)
so that, by (B.9) with b = 1/(τ − 1),
2
∫ 1
y
F¯−1(u)
f(F¯−1(u))
du = F¯−1(y)2 ≤ c2by−2b = O
(
y−2b
)
, (B.17)
so that (B.6) is satisfied. In particular, for
F¯Λ(x) = x
−τ+1, x ≥ 1, (B.18)
this proves the claim.
We will now show that the conditions (C1)–(C3) do hold for the weights {λi}
N
i=1 = F¯
−1(i/N).
We start with validating the conditions (C1) and (C3), since for condition (C2) more effort is
needed.
Condition (C1): Combining (1.6) with (B.3) we rewrite µN as
µN =
1
N
N∑
i=1
F¯−1(i/N) =
∫ 1
0
F¯−1 (uN) du, (B.19)
where as before uN =
⌈Nu⌉
N . Similarly, one can show that
νN =
1
µN
∫ 1
0
F¯−1 (uN)
2 du. (B.20)
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Therefore, we choose
µ =
∫ 1
0
F¯−1(u) du and ν =
1
µ
∫ 1
0
F¯−1(u)2 du. (B.21)
Effectively, we have replaced uN in (B.19) and (B.20) by u. Observe that the following also hold
µ = E
[
Θf
]
, µN = E
[
Θ(N)f
]
, ν = E
[
Θ2f
]
/E
[
Θf
]
and νN = E
[
(Θ(N)f )
2
]
/E
[
Θ(N)f
]
. (B.22)
Condition (C1) is satisfied, since Lemma B.1, where we take i = 1, implies the existence of a
constant α1 > 0 such that
|µN − µ| ≤
∫ 1
0
∣∣F¯−1 (u)− F¯−1 (uN)∣∣ du < N−α1 . (B.23)
Using (B.20) and (B.21), we obtain that
|νN − ν| =
∣∣∣∣ 1µN
∫ 1
0
F¯−1(uN)
2 du−
1
µ
∫ 1
0
F¯−1(u)2 du
∣∣∣∣
≤
1
µN
∫ 1
0
∣∣∣F¯−1 (uN)2 − F−1 (uN)2∣∣∣ du+
(
1
µN
−
1
µ
)∫ 1
0
F¯−1 (u)2 du.
We bound the above display, using Lemma B.1 and (B.23), by
|νN − ν| ≤
1
µ−N−α1
N−α1 +
(
1
µ−N−α1
−
1
µ
)∫ 1
0
F¯−1 (u)2 du = O
(
N−α1
)
,
since ∫ 1
0
F¯−1 (u)2 du = E
[
F¯−1 (U)2
]
= E
[
Θ2f
]
<∞, (B.24)
where Θf = F¯
−1 (U) is a random variable with distribution F satisfying (1.18).
Condition (C3): Observe that, again using that u 7→ F¯−1(u) is non-increasing,
1
N
N∑
i=1
λτ−1−εi =
1
N
N∑
i=1
F¯−1(i/N)τ−1−ε = E
[
F¯−1(UN)
τ−1−ε
]
≤ E
[
F¯−1(U)τ−1−ε
]
,
and F¯−1(U) is a random variable with distribution F which satisfies (1.18), compare with (B.24).
Therefore E
[
F¯−1(U)τ−1−ε
]
<∞, which in turn implies that
lim sup
N→∞
1
N
N∑
i=1
λτ−1−εi <∞.
Since, for fixed N , we have that F¯−1(i/N) is non-increasing in i, we obtain from (B.9),
λ(N)N = max
1≤i≤N
F¯−1(i/N) = F¯−1(1/N) = O
(
N1/(1−τ)
)
≤ Nγ .
Condition (C2): We bound (B.5) by Lemma B.1: there exists a constant α2 > 0 such that
dTV(Poi(Θ
(N)
f ), Poi(Θf )) ≤ E
[
F¯−1(U)− F¯−1
(
UN
)]
= O
(
N−α2
)
.
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Similarly as (B.5), we obtain
1
2
∞∑
n=0
|g(N)n − gn| = dTV(Poi
(
Θ(N)g
)
, Poi(Θg))
≤ E[|Θg −Θ
(N)
g |] = E
[∣∣∣∣F¯−1Θg (U)− F¯−1Θ(N)g (U)
∣∣∣∣
]
. (B.25)
We claim that for two distribution functions G : R 7→ [0, 1] and H : R 7→ [0, 1] with G(0) =
H(0) = 0, we have
∫ 1
0
∣∣G¯−1(u)− H¯−1(u)∣∣ du = ∫ ∞
0
∣∣G¯(x)− H¯(x)∣∣ dx. (B.26)
To see this, note that when G¯(x) ≥ H¯(x) for every x ∈ R, so that G¯(x) − H¯(x) ≥ 0, G¯−1(u) −
H¯−1(u) ≥ 0, then both sides of (B.26) are equal to E[X]−E[Y ], where X and Y have distribution
functions G and H respectively. This proves the claim for G and H for which G¯(x) ≥ H¯(x) for
every x ∈ R. For other G and H, we write, for x ∈ [0,∞),
(G¯ ∨ H¯)(x) = max{G¯(x), H¯(x)}, (G¯ ∧ H¯)(x) = min{G¯(x), H¯(x)}, (B.27)
so that ∫ ∞
0
∣∣G¯(x)− H¯(x)∣∣ dx = ∫ ∞
0
(G¯ ∨ H¯)(x)− (G¯ ∧ H¯)(x) dx. (B.28)
Then, both G¯ ∧ H¯ and G¯ ∨ H¯ are survival functions for which (G¯ ∨ H¯)(x) ≥ (G¯ ∧ H¯)(x) for every
x ∈ R. Thus, by the above proof, (B.26) holds for them. The claim is then completed by noting
that
(G¯ ∨ H¯)−1(u) = inf{s : max{G¯(s), H¯(s)} ≤ u} = max{G¯−1(u), H¯−1(u)}, (B.29)
and
(G¯ ∧ H¯)−1(u) = inf{s : min{G¯(s), H¯(s)} ≤ u} = min{G¯−1(u), H¯−1(u)} (B.30)
so that
(G¯ ∨ H¯)−1(u)− (G¯ ∧ H¯)−1(u) =
∣∣G¯−1(u)− H¯−1(u)∣∣. (B.31)
This completes the proof of (B.26).
Using (B.26), we can rewrite display (B.25) as
dTV(Poi(Θ
(N)
g ), Poi(Θg)) ≤
∫ 1
0
∣∣∣∣F¯−1Θg (u)− F¯−1Θ(N)g (u)
∣∣∣∣ du =
∫ ∞
0
∣∣∣F¯Θg(x)− F¯Θ(N)g (x)
∣∣∣ dx. (B.32)
Recall that µ = E[Θf ] and µN = E
[
Θ(N)f
]
, then, using Lemma A.1, the integrand can be rewritten
as
∣∣∣F¯Θg (x)− F¯Θ(N)g (x)
∣∣∣ =
∣∣∣∣∣E
[
Θf
µ
1{Θf>x} −
Θ(N)f
µN
1n
Θ
(N)
f >x
o
]∣∣∣∣∣
≤ E
[∣∣∣∣ F¯−1(U)µ 1{F¯−1(U)>x} − F¯
−1(UN)
µN
1{F¯−1(UN>x}
∣∣∣∣
]
=
∫ 1
0
∣∣∣∣ F¯−1(u)µ 1{F¯−1(u)>x} − F¯
−1(uN)
µN
1{F¯−1(uN )>x}
∣∣∣∣ du. (B.33)
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Using (B.32), (B.33), and the triangle inequality twice, we obtain
dTV(Poi(Θ
(N)
g ), Poi(Θg)) ≤
∣∣∣∣ 1µ − 1µN
∣∣∣∣
∫ ∞
0
∫ 1
0
F¯−1(u)1{F¯−1(u)>x} dudx
+
1
µN
∫ ∞
0
∫ 1
0
F¯−1(u)
∣∣∣1{F¯−1(u)>x} − 1{F¯−1(uN )>x}
∣∣∣ dudx
+
1
µN
∫ ∞
0
∫ 1
0
∣∣F¯−1(u)− F¯−1(uN)∣∣ 1{F¯−1(uN )>x} dudx. (B.34)
Next, we will bound each double integral in display (B.34). The first double integral is finite,
since ∫ ∞
0
∫ 1
0
F¯−1(u)1{F¯−1(u)>x} dudx =
∫ 1
0
F¯−1(u)2 du = E
[
Θ2f
]
<∞, (B.35)
where we used in the last step that the distribution F satisfies (1.18). Observe that 1{F¯−1(u)>x} 6=
1{F¯−1(uN )>x} if and only if F¯
−1(uN) < x < F¯
−1(u), thus
∫ ∞
0
∫ 1
u=0
F¯−1(u)
∣∣∣1{F¯−1(u)>x} − 1{F¯−1(uN )>x}
∣∣∣ dudx = ∫ 1
0
F¯−1(u)
(
F¯−1(u)− F¯−1(uN )
)
du.
(B.36)
Using (B.7) it follows that the right hand side of (B.36) is O
(
N−α
)
. Finally, using again (B.7),
∫ ∞
0
∫ 1
0
(
F¯−1(u)− F¯−1(uN)
)
1{F¯−1(uN )>x} dudx =
∫ 1
0
(
F¯−1(u)− F¯−1(uN)
)
F¯−1(uN) du
≤
∫ 1
0
F¯−1(u)
(
F¯−1(u)− F¯−1(uN)
)
du = O
(
N−α
)
. (B.37)
Combining (B.35)–(B.37) with (B.34), we obtain that
dTV(Poi(Θ
(N)
g ), Poi(Θg)) = O
( 1
µ
−
1
µN
)
+
1
µN
O
(
N−α
)
+
1
µN
O
(
N−α
)
= O
(
N−α3
)
,
where we used that |µ− µN | = O
(
N−α1
)
and take α3 = min{α,α1}.
C Appendix: i.i.d. capacities
In this section, we prove Theorem 1.4 by showing that the results of the Poissonian random graph
with deterministic capacities also hold when the capacities are replaced by i.i.d. capacities satisfying
(1.18).
More precisely, we associate a sequence {Λi}
N
i=1 of positive i.i.d. random variables to the nodes,
where the random capacities {Λi}
N
i=1 have distribution function FΛ(x) = P (Λ ≤ x), and we set the
capacity of node i equal to Λi, for 1 ≤ i ≤ N .
Define
J =J (α) = J1(α) ∩ J2(α) ∩ J3, (C.1)
where
J1(α) =
{
|µN − µ| < N
−α
}
∩
{
|νN − ν| < N
−α
}
, (C.2)
J2(α) =
{
dTV(f
(N), f) < N−α
}
∩
{
dTV(g
(N), g) < N−α
}
, (C.3)
and, for some B > 0 sufficiently large,
J3 =
{
∞∑
n=0
nτ−2−εg(N)n ≤ B
}
∩
{
Λ(N)N ≤ N
γ
}
, (C.4)
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and where the exponent γ is equal to 1/(τ − 1) + ε (recall (1.12)).
In Sections C.1–C.3 below, we will show that there exist constants
α1, α2, β1, β2, β3 > 0
such that the events J1(α1), J2(α2), J3 occur with probability exceeding 1−O
(
N−β1
)
, 1−O
(
N−β2
)
and 1 − O
(
N−β3
)
, respectively. Then, by taking α = min{α1, α2} and β = min{β1, β2, β3} the
event J (α) occurs with probability exceeding 1 − O
(
N−β
)
. On the event J (α) the conditions
(C1)–(C3) do hold, and this then proves Theorem 1.4.
For the sake of completeness, we give the counterparts of (1.6) and (1.8) using the random
capacities. Display (1.6) becomes
µN =
1
N
N∑
i=1
Λi and νN =
1
µNN
N∑
i=1
Λ2i , (C.5)
Using the law of large number the values µN and νN converge a.s. to µ and ν in (1.17), respectively.
The offspring distribution of the first and second generation is given by (compare (1.8)),
f (N)n =
1
N
N∑
i=1
e−Λi
Λni
n!
and g(N)n =
1
µNN
N∑
i=1
e−Λi
Λn+1i
n!
=
(n+ 1)f (N)n+1
µN
, (C.6)
which, by the strong law of large numbers, converge a.s. to f and g in (1.17), respectively.
C.1 Convergence of means (C1):
In this section we will show that condition (C1) holdswhp, i.e, that there exist constants α1, β1 > 0
such that the event
J1(α1) =
{
|µN − µ| < N
−α1
}
∩
{
|νN − ν| < N
−α1
}
occurs with probability exceeding 1−O
(
N−β1
)
, where µ and ν are defined in (1.17).
The next lemma is the crucial estimate of the proof:
Lemma C.1 Let q ∈ (0, τ − 1) and define
SN,q =
1
N
N∑
i=1
Λqi and SN,q(u) =
{
|SN,q − E[Λ
q]| ≤ N−u
}
,
then there exist constants u, v > 0 such that
P (SN,q(u)) = 1−O
(
N−v
)
. (C.7)
Proof. Apply the Marcienkiewicz-Zygmund inequality [12], with Xi = Λ
q
i − E[Λ
q
i ] and r ∈ (1, 2),
such that qr < τ − 1. Then,
P (SN,q(u)
c) = P
(∣∣∣ 1
N
N∑
i=1
Xi
∣∣∣ > N−u
)
= P
(∣∣∣ 1
N
N∑
i=1
Xi
∣∣∣r > N−ur
)
= P
(∣∣∣ N∑
i=1
Xi
∣∣∣r > N r(1−u)
)
≤ N−r(1−u)crNE[|X1|
r] = O(N1−r(1−u)),
since E[|X1|
r] ≤ E[|Λ1|
qr] <∞. Now recall that r > 1 and fix u > 0 so small that v = r(1−u)−1 >
0. 
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Using Lemma C.1, we pick the constants u, v > 0 such that
P (SN,1(u) ∩ SN,2(u)) = 1−O
(
N−v
)
.
Observe that µN = SN,1 and νN = SN,2/SN,1. On the event SN,1(u) ∩ SN,2(u), we have that
|µN − µ| = |SN,1 − E[Λ] | = O
(
N−u
)
,
and
|νN − ν| =
∣∣∣∣∣SN,2SN,1 −
E
[
Λ2
]
E[Λ]
∣∣∣∣∣ ≤ SN,2
∣∣∣∣ 1SN,1 −
1
E[Λ]
∣∣∣∣+ |SN,2 − E
[
Λ2
]
|
E[Λ]
=
SN,2|E[Λ]− SN,1|
E[Λ]SN,1
+O
(
N−u
)
=
(
E
[
Λ2
]
+O
(
N−u
))
O
(
N−u
)
E[Λ] (E[Λ]−O
(
N−u
)
)
+O
(
N−u
)
= O
(
N−u
)
. (C.8)
Therefore, we can pick α1 = u and β1 = v. 
C.2 Convergence of branching processes (C2):
In this section we will show that there exist constants α2, β2 > 0 such that
P
(
dTV(g
(N), g) > N−α2
)
= O
(
N−β2
)
. (C.9)
The proof of the existence of constants α2, β2 > 0 such that P (dTV(f
(N), f) > N−α2) = O
(
N−β2
)
is less difficult and therefore omitted.
In this section, we add a subscript N to P and E, to make clear that we condition on the i.i.d.
capacities {Λi}
N
i=1. Thus,
PN( · ) = P ( · |Λ1, . . . ,ΛN ) and EN[ · ] = E[ · |Λ1, . . . ,ΛN ] . (C.10)
Using Lemma A.1 with {f (N)n }n≥0 and {fn}n≥0, it follows that g
(N)
n = PN
(
Poi
(
Θ(N)g
)
= n
)
,
where, for i = 1, 2, . . . , N ,
PN
(
Θ(N)g = Λi
)
=
Λi
NµN
,
and gn = P (Poi(Θg) = n), where Θg is given by
FΘg (x) =
1
µ
E
[
Λ1{Λ≤x}
]
. (C.11)
Let U uniformly distributed over (0, 1), then we couple Θ(N)g and Poi(Θg) by letting Θg = F¯
−1
Θg
(U)
and Θ(N)g = F¯
−1
Θ
(N)
g
(U). Arguing as in (B.5), we find that,
dTV(g
(N), g) = dTV(Poi
(
Θ(N)g
)
, Poi(Θg)) ≤ EN
[∣∣Θ(N)g −Θg∣∣] .
Then, using the coupling and (B.26), we can write
dTV(g
(N), g) ≤ EN
[∣∣Θ(N)g −Θg∣∣] = EN
[∣∣∣∣F¯−1Θ(N)g (U)− F¯−1Θg (U)
∣∣∣∣
]
=
∫ 1
0
∣∣∣∣F¯−1Θ(N)g (u)− F¯−1Θg (u)
∣∣∣∣ du=
∫ ∞
0
∣∣∣F¯
Θ
(N)
g
(x)− F¯Θg (x)
∣∣∣ dx, (C.12)
where FΘg is given by (C.11) and FΘ(N)g
by
F
Θ
(N)
g
(x) =
1
µNN
N∑
i=1
Λi1{Λi≤x}. (C.13)
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Before we prove (C.9), we state two claims. The proofs of these claims are deferred to the end
of this section. The first claim is that
dTV(g
(N), g) ≤
∣∣∣∣1− µNµ
∣∣∣∣ νN + ENµ , (C.14)
where
EN =
∫ ∞
0
∣∣∣∣∣ 1N
N∑
i=1
Λi1{Λi>x} − E
[
Λ1{Λ>x}
]∣∣∣∣∣ dx. (C.15)
Secondly, we claim that there exist constants α, β > 0 such that
P
(
EN > N
−α
)
= O
(
N−β
)
. (C.16)
We finish the proof of (C.9), given the claims (C.14) and (C.16). Indeed, from Section C.1 we
know that there exist constants α1, β1 > 0 such that P (J1(α1)) ≥ 1−O
(
N−β1
)
.
Combining (C.14) and (C.16), we can bound the total variation by
P
(
dTV(g
(N), g) > N−α2
)
≤ Nα2E
[(∣∣∣∣1− µNµ
∣∣∣∣ νN + EN/µ
)
1{EN≤N−α}∩J1(α1)
]
+ P
(
EN > N
−α
)
+O
(
N−β1
)
= O
(
N−min{α1−α2,α−α2,β,β1}
)
. (C.17)
Pick α2 ∈ (0,min{α1, α}), then the right-hand side in the above display tends to zero as N tends
to infinity, and (C.9) follows, when (C.14) and (C.16) hold. 
Finally, we finish the proof by showing, in turn, the claims (C.14) and (C.16).
Proof of (C.14): Using (C.11), (C.12) and (C.13) we bound dTV(g
(N), g) by
dTV(g
(N), g) =
∫ ∞
0
∣∣∣∣∣ 1NµN
N∑
i=1
Λi1{Λi>x} −
1
µ
E
[
Λ1{Λ>x}
]∣∣∣∣∣ dx
≤
∣∣∣∣1− µNµ
∣∣∣∣
∫ ∞
0
1
NµN
N∑
i=1
Λi1{Λi>x}dx
+
1
µ
∫ ∞
0
∣∣∣∣∣ 1N
N∑
i=1
Λi1{Λi>x} − E
[
Λ1{Λ>x}
]∣∣∣∣∣dx
=
∣∣∣∣1− µNµ
∣∣∣∣ νN +EN/µ, (C.18)
where in the last step we used that
∫ ∞
0
1
NµN
N∑
i=1
Λi1{Λi>x}dx =
1
NµN
N∑
i=1
Λi
∫ ∞
0
1{Λi>x}dx =
1
NµN
N∑
i=1
Λ2i = νN .
This proves (C.14). 
Proof of (C.16): For a > 1, we define the density fa by
fa(x) =
a− 1
(x+ 1)a
. (C.19)
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Then, for any δ, a > 1, by subsequently using the Markov inequality and then Jensen’s inequality,
P
(
EN > N
−α
)
= P
(
EδN > N
−αδ
)
(C.20)
≤ Nαδ(a− 1)−δE

(∫ ∞
0
(1 + x)a
∣∣∣∣∣ 1N
N∑
i=1
Λi1{Λi>x} − E
[
Λ1{Λ>x}
]∣∣∣∣∣ fa(x) dx
)δ
≤ NαδE

∫ ∞
0
(1 + x)a(δ−1)
∣∣∣∣∣ 1N
N∑
i=1
Λi1{Λi>x} − E
[
Λ1{Λ>x}
]∣∣∣∣∣
δ
dx


= Nαδ
∫ ∞
0
(1 + x)a(δ−1)E


∣∣∣∣∣ 1N
N∑
i=1
Λi1{Λi>x} − E
[
Λ1{Λ>x}
]∣∣∣∣∣
δ

 dx.
In order to bound (C.20), we use the Marcinkiewicz-Zygmund inequality [12, Chapter 3; Corollary
8.2] on the variables Xi(x) = Λi1{Λi>x}, 1 ≤ i ≤ N . Then we can bound (C.20) from above by
P
(
EN > N
−α
)
≤ O(Nαδ)
∫ ∞
0
(1 + x)a(δ−1)E


∣∣∣∣∣ 1N
N∑
i=1
Xi(x)− E[X(x)]
∣∣∣∣∣
δ

 dx
≤ O(Nαδ+1−δ)
∫ ∞
0
(1 + x)a(δ−1)E
[
|X(x)− E[X(x)]|δ
]
dx. (C.21)
Since for any x > 0,
E
[
|X(x)− E[X(x)]|δ
]
≤ E
[
X(x)δ
]
=
∫ ∞
x
yδ dFΛ(y), (C.22)
we obtain∫ ∞
0
(1 + x)a(δ−1)E
[
|X(x)− E[X(x)]|δ
]
dx ≤
∫ ∞
x=0
(1 + x)a(δ−1)
∫ ∞
y=x
yδ dFΛ(y) dx
≤
∫ ∞
0
yδ(1 + y)a(δ−1)+1 dFΛ(y) <∞, (C.23)
when we first pick a > 1 and next δ > 1 so small that δ + a(δ − 1) < τ − 2.
Combining (C.21) and (C.23), we obtain
P
(
EN > N
−α
)
= O
(
Nαδ+1−δ
)
= O
(
N−(δ(1−α)−1)
)
, (C.24)
The right hand side of (C.24), tends to zero if δ(1 − α) − 1 > 0, which is the case if we choose α
small and δ slightly bigger than 1. 
C.3 Moment and maximal bound on capacities (C3):
In this subsection we show that P (J3) = 1−O
(
N−β3
)
. Observe, that for every ξ > 0, using Boole’s
inequality,
P
(
Λ(N)N ≥ N
ξ
)
≤
N∑
i=1
P
(
Λi ≥ N
ξ
)
= O
(
N1−(τ−1)ξ
)
= O
(
N−((τ−1)ξ−1)
)
.
If ξ > 1/(τ − 1) then the right hand side in the above display tends to zero. Remember that
γ = 1/(τ − 1) + ε, therefore we have
P
(
Λ(N)N ≥ N
γ
)
= O
(
N−(τ−1)ε
)
.
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This proves the bound on the maximal capacity in (C3).
Apply Lemma C.1 with q = τ − 1− ε, which states that there exist constants u, v > 0 such that
1− P (SN,τ−1−ε(u)) = P
(∣∣∣∣∣ 1N
N∑
i=1
Λτ−1−εi − E
[
Λτ−1−ε
]∣∣∣∣∣ > N−u
)
= O
(
N−v
)
.
Furthermore, (A.7) in the proof in Lemma A.2 shows that there exist constants C1, C2 < ∞ such
that, uniformly in {Λi}
N
i=1,
∞∑
n=0
nτ−2−εg(N)n ≤ C1 + C2
1
N
N∑
i=1
Λτ−1−εi . (C.25)
Therefore, for N sufficiently large and B > C1 + C2E
[
Λτ−1−ε
]
,
1− P (J3) ≤ P
(
Λ(N)N ≥ N
γ
)
+ P
({
∞∑
n=0
nτ−2−εg(N)n > B
}
∩ SN,τ−1−ε(u)
)
+O
(
N−v
)
≤ O
(
N−(τ−1)ε
)
+ 0 +O
(
N−v
)
= O
(
N−min{(τ−1)ε,v}
)
. (C.26)
Thus, we may take β3 = min{(τ − 1)ε, u}.
D Appendix: Coupling of shortest path graphs to branching pro-
cesses
In this appendix, we prove Proposition 3.2 in Section D.1 and Proposition 3.4 in Section D.2.
D.1 Proof of Proposition 3.2
In this part of the appendix we give the main result on the coupling between the capacities of the
NR-process and those of the NR-process. For convenience we restate Proposition 3.2 as:
Proposition D.1 There exist constants η, u1, v1 > 0, such that for all t ≤ (1/2 + η) logν N ,
P
(
t∑
k=1
(Ck − Ck) > N
1/2−u1
)
≤ N−v1 . (D.1)
We start with an outline of the proof Proposition D.1.
The difference between Ck and Ck stems from individuals, whose mark has appeared previously
and which is consequently discarded together with all its descendants. Call such an individual a
duplicate. To show the claim (D.1) we need some more details of the thinning procedure of the
NR-process {Zt,M t}t≥0. We relabel the marks of the NR-process
M0,1,M1,1, . . . ,M1,Z1 ,M2,1, . . . ,
given in Section 3.1, as
M0,M1,M2, . . . ,MZ1 ,MZ1+1, . . . (D.2)
By definition, M0 is a random variable uniformly chosen from {1, 2, . . . , N} and the marks Mv, for
v > 0, are independent copies of the random variable M given by (3.2). Introduce the random
variable Yv, such that Yv = 1 if Mv is a duplicate and Yv = 0 otherwise, so that
Yv = 1∪v−1w=0{Mv=Mw}
, (D.3)
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and denote by s(v), v ≥ 0, the generation of individual v in the NR-process. Let Dupt be the set
of all the duplicates in the first t generations of the NR-process, so that
Dupt = {v ≥ 1 : Yv = 1 and s(v) ≤ t} , t ≥ 0. (D.4)
Consider the subtree with root the duplicate d, d ∈ Dupt. The NR-process is a marked BP,
therefore the subtree with root d is also a marked BP and we denote this subtree by {Z(d)t ,M
(d)
t }t≥0.
Observe that the mark of a duplicate, which we denote by the random variableMd|Yd = 1, depends
on the marks seen previously; the distribution of the mark of a duplicate is biased, because of the
duplication. As a consequence also the offspring distribution of the first generation of {Z(d)t }t≥0
differs and we will denote this distribution by
fˆ (d)n = P (Poi(λ(Md)) = n|Yd = 1) , n ≥ 0, (D.5)
where λ(a) = λa for any a. In second and further generations the marks are independent copies
of the mark M with distribution given by (3.2) and the offspring are independent with common
distribution {g(N)n }n≥0, defined in (3.7). Therefore, denoting by
M
(d)
k = (M
(d)
k,1 ,M
(d)
k,2 , . . . ,M
(d)
k,Z
(d)
k
), k ≥ 0,
the vector of marks of the individuals in generation k of the subtree with root d, we have for k = 0,
that M (d)0,1 has distribution Md|Yd = 1, whereas for k ≥ 1, all the marks M
(d)
k,j are independent with
common distribution given by the right side of (3.2).
By construction,
t∑
k=0
(Zk − Zk) ≤
∑
d∈Dupt
t−s(d)∑
k=0
Z(d)k = |Dupt|+
∑
d∈Dupt
t−s(d)∑
k=1
Z(d)k , (D.6)
and, similarly,
t∑
k=0
(Ck − Ck) ≤
∑
d∈Dupt
λ(M (d)0,1 ) +
∑
d∈Dupt
t−s(d)∑
k=1
Z
(d)
k∑
m=1
λ
(
M (d)k,m
)
. (D.7)
Suppose that we can find an event D, with P (Dc) = O
(
N−η/2
)
, such that the event D ensures
that there are only a few mismatches between the NR-process and NR-process. Then the Markov
inequality, yields:
P
(
t∑
k=1
(Ck − Ck) > N
1/2−u1
)
≤ N−1/2+u1E
[
t∑
k=1
(Ck − Ck)1D
]
+O
(
N−η/2
)
. (D.8)
According to (D.8) it is hence sufficient to show that
E
[
t∑
k=1
(Ck − Ck)1D
]
= O
(
N1/2−u1−v1
)
. (D.9)
The capacity of each duplicate is bounded from above by Nγ , as a consequence of (C3). Fur-
thermore, as the marks in the second and further generations of a duplicate are independent copies
of the random variable M , and E[λM ] = νN , the expected value of (D.9) becomes
E
[
t∑
k=1
(Ck − Ck)1D
]
≤ NγE[|Dupt|1D] + νNE

 ∑
d∈Dupt
t−s(d)∑
k=1
Z(d)k 1D

 . (D.10)
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Using auxiliary lemmas we will show that
E[|Dupt|1D] = O
(
N1/2−ρ−γ
)
and E

 ∑
d∈Dupt
t−s(d)∑
k=1
Z(d)k 1D

 = O(N1/2−ρ), (D.11)
for some ρ > 0. Combining (D.10) and (D.11) yields (D.9). We end the outline with a list of all
statements that we intend to prove and which together imply the statement in Proposition D.1.
The list consists of the following steps:
1. Define D and show that P (Dc) ≤ N−η/2,
2. Show the two statements in (D.11).
To control the size of the set Dupt we will use two lemmas.
Lemma D.2 For η, δ ∈ (−1/2, 1/2) and all t ≤ (1/2 + η) logν N ,
P
(
t∑
k=0
Zk > N
1/2+δ
)
= O
(
(logν N)N
−(δ−η)
)
.
Consequently, if {Nt}t≥0 are the reachable sets of an uniformly chosen node A in the graph GN ,
then
P
(
|Nt| > N
1/2+δ
)
= O
(
(logν N)N
−(δ−η)
)
.
Proof. From (C1), and for k ≤ c logν N ,
νkN = O
(
N c
)
, (D.12)
Taking c = 12 + η, and using (1.7) and (D.12), we find for t ≤ (1/2 + η) logν N ,
P
(
t∑
k=0
Zk > N
1/2+δ
)
≤ N−1/2−δ
t∑
k=0
E
[
Zk
]
= N−1/2−δ
t∑
k=0
µNν
k
N
= N−1/2−δ
t∑
k=0
O
(
N1/2+η
)
= O
(
(logν N)N
η−δ
)
. (D.13)
Using the coupling (3.5),
P
(
|Nt| > N
1/2+δ
)
= P
(
t∑
k=0
Zk > N
1/2+δ
)
≤ P
(
t∑
k=0
Zk > N
1/2+δ
)
= O
(
(logν N)N
η−δ
)
.

Lemma D.3 For each δ ∈ (−1/2, 1/2), u ≥ 0 and v ≤ N1/2+δ,
P
(
v∑
w=1
Yw ≥ N
u
)
= O
(
N−(u−2δ)
)
. (D.14)
Proof. From the definition of Yv, see (D.3), and Boole’s inequality,
P (Yv = 1|Mv = m) = P
(
∪v−1w=0 {Mw = m}
)
≤
v−1∑
w=0
P (Mw = m) =
1
N
+ (v − 1)
λm
lN
.
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Therefore, using v ≤ N1/2+δ, we have that
P (Yv = 1) =
1
N
N∑
m=1
λm
lN
+ (v − 1)
N∑
m=1
λ2m
l2N
=
1
N
+
v − 1
N
µN
νN
≤
1
N
+
µN
νN
N δ−1/2 = O
(
N δ−1/2
)
.
From the Markov inequality, and since v ≤ N1/2+δ, we find
P
(
v∑
w=1
Yw ≥ N
u
)
≤ N−u
v∑
w=1
P (Yw = 1) = O
(
vN δ−1/2−u
)
= O
(
N2δ−u
)
. 
Proof of Proposition D.1. Define the event D = D1 ∩D2 ∩ D3, where
D1 =
{
Dup⌊(1/2−2η) logν N⌋ = ∅
}
, (D.15)
D2 =
{∣∣∣Dup⌊(1/2+η) logν N⌋
∣∣∣ ≤ N5η} , (D.16)
D3 =
⋂
d∈Dup⌊(1/2+η) logν N⌋
{
Z(d)1 < N
θ
}
, (D.17)
and where θ = 6η + γ.
It remains to prove that P (Dc) = O
(
N−η/2
)
(Step 1), with D as defined above, and the two
statements in (D.11) (Step 2).
We start with the first statement in (D.11). We have,
E[|Dupt|1D] ≤ E
[
|Dup⌊(1/2+η) logν N⌋|1D
]
≤ N5η ≤ N1/2−ρ−γ , (D.18)
by choosing η and ρ small and the fact that γ ∈ (1/(τ − 1), 1/2), c.f. (1.12).
The second statement in (D.11) proceeds in the following way. On the event D1∩D2 duplicates
do not appear in the first ⌊(1/2 − 2η) logν N⌋ generations, implying that on D1 ∩ D2,
max
d∈Dupt
(t− s(d)) ≤ t− ⌊(1/2 − 2η) logν N⌋ ≤ 3η logν N, (D.19)
since t ≤ (1/2 + η) logν N . Thus,
E

 ∑
d∈Dupt
t−s(d)∑
k=1
Z(d)k 1D

 ≤ E

 ∑
d∈Dupt
⌊3η logν N⌋∑
k=1
Z(d)k 1D

 . (D.20)
The right side is the expected size of the progeny of the duplicates and their offspring. The
expectation of the total number of children of all the duplicates on D3 is bounded from above by
the expectation of the total number of duplicates times N θ. Since on D2 the total expected number
of duplicates is bounded from above by N5η, the total number of children of all the duplicates is
bounded from above by N5η+θ on D2∩D3. Since, the mark of a child of a duplicate is by definition
an independent copy of the random variableM , the offspring distribution of each child of a duplicate
is an independent copy of {Zˆl}l≥0, where {Zˆl}l≥0 is a BP with Zˆ0 = 1 and where each individual
has offspring distribution {g(N)n }n≥0. Therefore, the right side of (D.20) can be bounded by
E

 ∑
d∈Dupt
t−s(d)∑
k=1
Z(d)k 1D

 ≤ N5η+θ +N5η+θE

⌊3η logν N⌋∑
k=1
Zˆk

 .
Using (D.12),
E

⌊3η(logν N)⌋∑
k=1
Zˆk

 = ⌊3η(logν N)⌋∑
k=1
νkN =
⌊3η(logν N)⌋∑
k=1
O
(
N3η
)
= O
(
(logν N)N
3η
)
= O
(
N4η
)
.
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Thus, we can bound (D.20) by
E

 ∑
d∈Dupt
t−s(d)∑
k=1
Z(d)k 1D

 ≤ N5η+θ +N5η+θO(N4η) = O(N θ+9η) = O(N15η+γ),
which is sufficient for the second statement of (D.11), since γ < 1/2 and we can pick η arbitrarily
small. This completes the proof of Step 2.
We continue with the proof of Step 1. For this, we bound
P(Dc) ≤ P(Dc1) + P(D
c
2) + P(D
c
3 ∩ D2). (D.21)
We now bound each of these terms one by one. For P(Dc1), we use Lemma D.2 and Lemma D.3 to
obtain
P (Dc1) ≤ P

Dc1 ∩


⌊(1/2−2η) logν N⌋∑
k=0
Zk < N
1/2−η



+O((logν N)N−η)
≤ P

⌊N1/2−η⌋∑
w=1
Yw > 0

+O(N−η/2) = O(N−η/2), (D.22)
and, similarly,
P (Dc2) ≤ P

Dc2 ∩


⌊(1/2+η) logν N⌋∑
k=0
Zk < N
1/2+2η



+O((logν N)N−η)
≤ P

⌊N1/2+2η⌋∑
w=1
Yw > N
5η

+O(N−η/2) = O(N−η/2). (D.23)
Using the Markov inequality and Boole’s inequality we have that
P (Dc3 ∩ D2) ≤ N
−θE

 ∑
d∈Dupk∗
Z(d)1 1D2

 , (D.24)
where, for convenience, we set k∗ = ⌊(1/2 + η) logν N⌋. If we condition on the sequence {Mv}v≥0
then Z(d)1 , for d ∈ Dupk∗ , is an independent Poisson random variable with mean λ(Md). Thus,
conditioned on the sequence {Mv}v≥0, the sum
∑
d∈Dupk∗
Z(d)1 is distributed as a Poisson random
variable with mean
∑
d∈Dupk∗
Md. In turn this sum can be stochastically bounded from above by
a Poisson random variable with mean |Dupk∗ |N
γ , because λ(Md) ≤ λ
(N)
N ≤ N
γ for all d ∈ Dupk∗
by (C3). Since D2 and Dupk∗ are measurable with respect to {Mv}v≥0, the above yields
E

 ∑
d∈Dupk∗
Z(d)1 1D2

 = E

 ∑
d∈Dupk∗
E
[
Poi
(
Z(d)1
)∣∣ {Mv}v≥0]1D2


= E

E

Poi

 ∑
d∈Dupk∗
Z(d)1


∣∣∣∣∣∣ {Mv}v≥0

1D2


≤ E[E[Poi(|Dupk∗|N
γ)| {Mv}v≥0]1D2 ]
≤ E
[
E
[
Poi
(
N5η+γ
)∣∣ {Mv}v≥0]] = E[Poi(N5η+γ)] = N5η+γ . (D.25)
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Thus, we bound (D.24) by
P (Dc3 ∩ D2) ≤ N
−θE

 ∑
d∈Dupk∗
Z(d)1 1D2

 ≤ N−θ+5η+γ = N−η. (D.26)
Hence, by substituting (D.22), (D.23) and (D.26) in (D.21) we obtain,
P (Dc) = O
(
N−η/2
)
,
which proves Step 1 and therefore the proposition. 
D.2 Proof of Proposition 3.4
In this section we prove Proposition 3.4, which we restate here for convenience as Proposition D.4.
Proposition D.4 There exist constants α3, β3, η > 0 such that for all t ≤ (1 + 2η) logν N , as
N →∞,
P
( 1
N
∣∣∣ t+1∑
k=2
Z(1)⌈k/2⌉Z
(2)
⌊k/2⌋ −
t+1∑
k=2
C(1)⌈k/2⌉C
(2)
⌊k/2⌋
∣∣∣ > N−α3) = O(N−β3). (D.27)
We start with an outline of the proof. Define
T1 =
1
N
t+1∑
k=2
Z(2)⌊k/2⌋
∣∣Z(1)⌈k/2⌉ − C(1)⌈k/2⌉∣∣ and T2 = 1N
t+1∑
k=2
C(1)⌈k/2⌉
∣∣Z(2)⌊k/2⌋ − C(2)⌊k/2⌋∣∣. (D.28)
To show (D.27), it suffices to prove that for an appropriate chosen event H,
P
(
Ti1H >
1
2
N−α3
)
= O
(
N−β3
)
, i = 1, 2, (D.29)
and that P (Hc) = O
(
N−ξ
)
for some ξ > 0. We choose the event H such that on this event, for
each k ≤ t ≤ (1 + 2η) logν N ,
E
[
Z(2)⌊k/2⌋1H
]
= O
(
N1/2+2η
)
, E
[∣∣Z(1)⌈k/2⌉ − C(1)⌈k/2⌉∣∣1H] = O(N1/2−u), (D.30)
E
[
C(1)⌈k/2⌉1H
]
= O
(
N1/2+2η
)
and E
[∣∣Z(2)⌊k/2⌋ − C(2)⌊k/2⌋∣∣1H] = O(N1/2−u), (D.31)
for some u, α3, η > 0 such that
α3 < u− 2η. (D.32)
The claims (D.30), (D.31) and (D.32) imply (D.29). This is straightforward from the Markov
inequality, the independence of Z(1) between Z(2) and the associated capacities and the inequality
t ≤ (1 + 2η) logν N . We leave it to the reader to verify this.
Instead of showing (D.30) and (D.31), it is sufficient to show that there exist constants α3, η, u >
0 satisfying (D.32) and such that for each k ≤ t ≤ (1/2 + η) logν N ,
E[|Zk − Ck|1H] = O
(
N1/2−u
)
, E[Zk1H] = O
(
N1/2+2η
)
and E[Ck1H] = O
(
N1/2+2η
)
,
(D.33)
which simplifies the notation considerably.
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We choose H = H1 ∩H2 ∩H3, where
H1 =
{
t∑
k=1
(Ck −Ck) ≤ N
1/2−u1
}
, (D.34)
H2,k =
{∣∣Ck − νNZk−1∣∣ < N1/2−δ} , H2 = ∩tk=1H2,k, (D.35)
H3,k =
{
|Zk − νZk−1| < N
1/2−δ
}
, H3 = ∩
t
k=1H3,k. (D.36)
Hence, for the proof of Proposition D.4 it suffices to show the three claims in (D.33) together with
u− 2η > 0, and that for some ξ > 0 we have that P (Hc) = O
(
N−ξ
)
. For the latter statement, we
use the following lemmas. In the first lemma we denote by dN a random variable with distribution
{g(N)n }n≥0 given by (3.7).
Lemma D.5 (Bound the variance of the marked capacity) If the conditions (C1)–(C3) do
hold then
Var (λM ) = O
(
Nγ
)
and Var (dN) = O
(
Nγ
)
, (D.37)
where γ was introduced in (1.12).
Lemma D.6 (Strong convergence of {g(N)n }n≥0 to {gn}n≥0) Assume that conditions given by
(C1)–(C3) do hold. Then, there exists an α > 0 such that
∞∑
n=0
n|g(N)n − gn| = O(N
−α). (D.38)
The proofs of the above lemmas are deferred to the end of this section. We start with the proof of
Proposition D.4, given the Lemmas D.5-D.6.
Proof of Proposition D.4. We have to prove that the three claims of (D.33) hold, with u−2η > 0.
Consider the first claim given by (D.33). Using the triangle inequality we arrive at
E[|Ck −Zk| 1H] ≤ E
[∣∣Ck − Ck∣∣1H]+ E[∣∣Ck − νNZk−1∣∣ 1H]
+ E
[∣∣Zk−1(νN − ν)∣∣1H]+ νE[∣∣Zk−1 −Zk−1∣∣1H]+ E[|νZk−1 −Zk|1H] . (D.39)
The first, second and the last term on the right side of (D.39), we bound by N1/2−min {δ,u1}, using
the events H1, H2 and H3, respectively. We bound the third term of (D.39) using (D.12), which
gives
E
[∣∣Zk−1(νN − ν)∣∣] ≤ N−α1E[Zk−1] = N−α1νk−1N = O(N1/2+η−δ). (D.40)
Finally, we need to bound the fourth term of (D.39). The following inequality holds for each k ≤ t
(compare with [13, (A.1.4) and (A.1.15)]),
E
[∣∣Zk −Zk∣∣] ≤ max {ν − αN , νN − αN} t∑
l=1
E
[
Zl
]
(max {ν, νN})
t−l , (D.41)
where
αN =
∞∑
n=0
nmin{gn, g
(N)
n }.
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We bound the sum in (D.41), using (1.7) and (D.12):
t∑
l=1
E
[
Zl
]
(max {ν, νN})
t−l =
t∑
l=1
µNν
l−1
N (max {ν, νN})
t−l ≤ tmax {µ, µN} (max {ν, νN})
t−1
≤ t
(
1 +O
(
N−α1
))t
O
(
N1/2+η
)
≤ N1/2+2η , (D.42)
for N sufficiently large. Furthermore from Lemma D.6,
max {ν − αN , νN − αN} ≤
∞∑
n=1
n
∣∣gn − g(N)n ∣∣ ≤ N−α1 , (D.43)
for some α1 > 0. Combining (D.41), (D.42) and (D.43), we obtain that,
E
[∣∣Zk −Zk∣∣] = O(N1/2+2η−α1).
All together, the left side of (D.39) satisfies
E[|Ck −Zk|1H] = O
(
N1/2−min {δ,u1,δ−η,α1−2η}
)
. (D.44)
This yields the first claim in (D.33) with
u = min {δ, u1, δ − η, α1 − 2η}.
The second claim of (D.33) is evident, because k ≤ t ≤ (1/2 + η) logν N and therefore
E[Zk1H] ≤ E[Zk] = µν
k−1 ≤ µνt−1 = O
(
N1/2+η
)
. (D.45)
Finally, the third claim of (D.33) follows from using that Ck ≤ Ck,
E[Ck1H] ≤ E[Ck] ≤ E
[
Ck
]
= E

Zk−1∑
v=1
λ
(
Mk−1,v
) .
Now by taking conditional expectation with respect to Zk−1 and the capacities, we obtain
E

Zk−1∑
v=1
λ
(
Mk−1,v
)∣∣∣∣∣∣Zk−1

 = Zk−1∑
v=1
E
[
λ
(
Mk−1,v
)∣∣Zk−1] = Zk−1E[λM ] = νNZk−1,
so that (D.12) implies that
E[Ck1H] ≤ E

E

Zk−1∑
v=1
λ
(
Mk−1,v
)∣∣∣∣∣∣Zk−1



 = E[νNZk−1] = O(N1/2+η).
Thus, we have shown the claims given by (D.33) if we restrict η to 0 < η < min{δ, α1/2} due to
(D.44). To satisfy condition (D.32), we restrict η to
0 < η < min{α1/4, u1/2, δ/2}, (D.46)
and pick α3 = (u− 2η)/2. Then α3 > 0 and condition (D.32) is satisfied, because
u− η < α3 = (u− 2η)/2 = min{α1 − 4η, u1 − 2η, δ − 2η}/2,
for each 0 < δ < 1/2, and for each η given by (D.46).
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We finish the proof by showing that P (Hc) = O
(
N−ξ
)
for some ξ > 0. A simple bound is
P (Hc) ≤
3∑
i=1
P (Hci ) . (D.47)
We bound P (Hc1) using Proposition D.1, which states that there exist constants u1, v1 such that
P (Hc1) = O
(
N−v1
)
. (D.48)
Next, we will bound P (Hc2) and P (H
c
3) from above. Using Chebychev’s inequality, we will show
that
P
(
Hc2,k
)
= O
(
N−1/2+2δ+γ+2η
)
, for k ≤ t ≤ (1/2 + η) logν N . (D.49)
Then by Boole’s inequality we have,
P (Hc2) ≤
t∑
k=0
P
(
Hc2,k
)
= O
(
tN−1/2+2δ+γ+2η
)
= O
(
(logν N)N
−(1/2−2δ−γ−2η)
)
. (D.50)
Fix k, 1 ≤ k ≤ t ≤ (1/2 + η) logν N , and denote by Vv = λ
(
Mk−1,v
)
− νN for v = 1, 2, . . . , Zk−1.
We have that E[Vv] = 0, and that, conditionally on Zk−1, the sequence {Vv}
Zk−1
v=1 is an i.i.d. sequence.
Hence, using Lemma D.5,
E



Zk−1∑
v=1
Vv


2
∣∣∣∣∣∣∣Zk−1

 = Zk−1∑
v=1
Zk−1∑
w=1
E[VvVw] =
Zk−1∑
v=1
Zk−1∑
w=1,w 6=v
E[Vv]E[Vw] +
Zk−1∑
v=1
E
[
V 2v
]
=
Zk−1∑
v=1
E
[
V 2v
]
= Zk−1Var (λ(M)) = O
(
NγZk−1
)
. (D.51)
Therefore, and since by (D.12), E
[
Zk−1
]
= νk−1N = O
(
N1/2+η
)
,
Var

Zk−1∑
v=1
Vv

 = E

E



Zk−1∑
v=1
Vv


2
∣∣∣∣∣∣∣Zk−1



 = O(NγE[Zk−1]) = O(N1/2+γ+η).
Thus, by the Chebyshev inequality,
P
(
Hc2,k
)
= P


∣∣∣∣∣∣
Zk−1∑
v=1
Vv
∣∣∣∣∣∣ ≥ N1/2−δ

 ≤ N2δ−1Var

Zk−1∑
v=1
Vv

 = O(N−1/2+2δ+γ+η).
Similarly, we can show that
P
(
Hc3,k
)
= O
(
(logν N)N
−(1/2−2δ−γ−η)
)
,
when we replace Zk−1 by Zk−1, set Vn = Xk−1,n − E[dN ], where Xk−1,n is an independent copy of
dN . Using Lemma D.2 and (D.45), this yields
P
(
Hc3,k
)
= P


∣∣∣∣∣∣
Zk−1∑
v=1
Vv
∣∣∣∣∣∣ ≥ N1/2−δ

 ≤ N2δ−1E

E



Zk−1∑
v=1
Vv


2∣∣∣∣∣∣Zk−1




= N2δ−1E[Zk−1Var (dN)] = N
2δ−1Var (dN)E[Zk−1] = O
(
N2δ−1/2+η+γ
)
.
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The above yields, compare with (D.50),
P (Hc3) = O
(
N−(1/2−2δ−γ−2η)
)
. (D.52)
Combining (D.48), (D.50), (D.52) with (D.47) gives
P (Hc) = O
(
N−ξ
)
,
where ξ = min{(1/2 − 2δ − γ − 2η), v1}. Remember that 1/2 − γ > 0, that δ is restricted to
0 < δ < 1/2 and η is restricted by (D.46). So, pick η, δ > 0 such that 2δ+ η < 1/2− γ, because we
can pick δ > 0 and η > 0 arbitrary small, then ξ > 0. 
Proof of Lemma D.5: Consider the first claim of (D.37). The variance of a random variable is
bounded from above by its second moment. Therefore, using (3.2), (1.7) and (1.11),
Var (λM ) ≤ E
[
λ2M
]
=
1
lN
N∑
m=1
λ3m ≤
λ(N)N
lN
N∑
m=1
λ2m ≤ N
γνN = N
γ
(
ν +O
(
N−α1
))
= O
(
Nγ
)
.
We turn to the second claim of (D.37). Using (A.7), where we take q = 2, and (C3) we bound
Var (dN) ≤
∞∑
n=1
n2g(N)n = c+
c
µN
1
N
N∑
i=1
λ3i ≤ c+
cλ(N)n
µN
1
N
N∑
i=1
λ2i = c+ cνNλ
(N)
N = O
(
Nγ
)
.

Proof of Lemma D.6: By Fatou’s Lemma, as well as the convergence of limN→∞ g
(N)
n = gn which
follows from (C2), we have
∞∑
n=0
nqgn =
∞∑
n=0
nq lim inf
N→∞
g(N)n ≤ lim inf
N→∞
∞∑
n=0
nqg(N)n <∞, (D.53)
for q < τ − 2 by Lemma A.2 combined with (C3).
Then, we split, for ζ > 0,
∞∑
n=0
n|g(N)n − gn| ≤
⌊Nζ⌋∑
n=0
n|g(N)n − gn|+
∞∑
n=⌊Nζ⌋+1
n|g(N)n − gn|. (D.54)
Using (C2), we bound
⌊Nζ⌋∑
n=0
n|g(N)n − gn| ≤ ⌊N
ζ⌋
∞∑
n=0
|g(N)n − gn| ≤ N
ζ−β. (D.55)
Using (C3) as well as (D.54), we further obtain for ε > 0,
∞∑
n=⌊Nζ⌋
n|g(N)n − gn| ≤ N
−ζ(τ−3−ε)
∞∑
n=⌊Nζ⌋
nτ−2−ε(g(N)n + gn) = O(N
−ζ(τ−3−ε)). (D.56)
Fix ζ < β and ε ∈ (0, τ − 3), which is possible since τ > 3, then the claim follows with α =
min{β − ζ, ζ(τ − 3− ε)}. 
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