






Guerrero Campo,  José Jesús
Demonceaux, Cédric




INDOOR SCENE UNDERSTANDING USING NON-
CONVENTIONAL CAMERAS
Director/es







Programa de Doctorado en Ingeniería de Sistemas e Informática
Repositorio de la Universidad de Zaragoza – Zaguan   http://zaguan.unizar.es
Indoor Scene Understanding using
Non-Conventional Cameras
Clara Fernández Labrador
Supervisor: José J. Guerrero
Cédric Demonceaux
I3A, Universidad de Zaragoza
VIBOT ERL CNRS 6000, ImViA, Université de Borgogne
Franche-Comté








And I would like to acknowledge ...

Abstract
Humans understand environments effortlessly, under a wide variety of conditions, by the
virtue of visual perception. Computer vision for similar visual understanding is highly
desirable, so that machines can perform complex tasks by interacting with the real world,
to assist or entertain humans. In this regard, we are interested in indoor environments,
where humans spend nearly all their lifetime. This thesis specifically addresses the
problems that arise during the quest of the hierarchical visual understanding of indoor
scenes, and the required sensing mechanism for the same. On the side of sensing the
wide 3D world, we propose to use non-conventional cameras, namely 360° imaging and
3D sensors. On the side of understanding, we aim at three key aspects: room layout
estimation; object detection, localization and segmentation; and object category shape
modelling, for which novel and efficient solutions are provided.
The focus of this thesis is on the following underlying challenges. First, the
estimation of the 3D room layout from a single 360° image is investigated, which
is used for the highest level of scene modelling and understanding. We exploit the
assumption of Manhattan World and deep learning techniques to propose models that
handle invisible parts of the room on the image, generalizing to more complex layouts.
At the same time, new methods to work with 360° images are proposed, highlighting a
special convolution that compensates the equirectangular image distortions. Second,
considering the importance of context for scene understanding, we study the problem
of object localization and segmentation, adapting the problem to leverage 360° images.
We also exploit layout-objects interaction to lift detected 2D objects into the 3D room
model. The final line of work of this thesis focuses on 3D object shape analysis. We
use an explicit modelling of non-rigidity and a high-level notion of object symmetry
to learn, in an unsupervised manner, 3D keypoints that are order-wise correspondent
as well as geometrically and semantically consistent across objects in a category. Our
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“Sometimes science is more art than science. Lot of people don’t get that.”
— Rick Sanchez
1.1 Motivation
Can we create autonomous algorithms that understand the scenes as humans do? The
world is made of objects with a wild variety of shapes, appearances and structures. We
humans see the world through the images formed by the light reflected from the objects
in our environment. These images allow our brain to understand the shape and texture
of the objects, crucial for higher level understandings. Moreover, we understand the
visual scene effortlessly, under a wide variety of conditions, and this is because human
perception emerges from the genetic code fueled by millions of years of evolution and,
at the same time, from a lifetime of experience. This understanding is achieved from
an specific viewpoint, from which the scene is observed. In order to automatically
reproduce this understanding with algorithms, we need a camera to capture the light
of the scene at some location and additionally, intelligent models that reason about
the visual input.
The human visual system perceives an horizontal angle of view of about 140◦,
without considering the eyes movement. For comparison, the horizontal field of view
(FoV) of conventional cameras ranges from 40◦ to 60◦. Moreover, human stereopsis
allows a 3D perception that may not be directly achieved from single 2D conventional
images. Such reduced field of view or the lack of depth perception, crucially limits the
goal of developing intelligent systems to match the performance of human vision.
2 Introduction
An increasing demand to extend the cameras FoV, led to the appearance of fisheye
and catadioptric lenses, achieving up to 360◦ of horizontal FoV. Today, 360◦ images
can be easily obtained with special lenses, but also with camera arrays or automatic
image stitching algorithms [18]. Ultra wide-angle lenses have demonstrated to be
beneficial, particularly in indoor scenarios, for many different tasks including indoor
scene understanding [172] or visual odometry [174]. This is not surprising, since a FoV
of 360◦ allows to see the whole scene at once, giving a strong context about the space,
allows to track features longer, greatly increasing the robustness of visual localization,
and allows features to be more evenly distributed in space, which stabilizes pose
estimation. Additionally, with the rapid development of 3D acquisition technologies,
3D sensors are becoming increasingly available and affordable, including 3D scanners,
LIDAR sensors, and RGB-D cameras. Depth perception significantly contributes to
solve several challenging tasks related to 3D object shape analysis [2, 95]. As an
example, when we look at an image of a 3D object, we see only its projection from a
specific viewpoint. Therefore, different viewpoints may create entirely different renders,
limiting the use of 2D images in applications where shape information is critical, or
when shape abstraction itself is the scope of the study. Therefore, the choice of the
sensor has a tremendous impact on the robustness and accuracy of the developed
models. We are particularly motivated to see if scenes can be understood better beyond
the traditional sensors, betting for 360 images and 3D point clouds. And, to be more
specific, we are interested on exploring this understanding on indoor scenarios.
Why are indoor scenes “special”? Around 10.000 years ago, there was a time
of transition from a hunter-gatherer mode of subsistence to an agricultural way of
life. This enabled humans to live in more permanent settlements, to the point that
nowadays, humans spend approximately 90 percent of their time in interior spaces
[74], which means more than six days per week. This shocking fact translates into an
urgent need to understand well indoor scenarios to improve life quality indoors. We
therefore are concerned about giving machines the required visual sensing mechanism
to understand the indoor environments where they often operate, to assist or entertain.
This understanding is not trivial, as there are hundreds of different man-made sce-
narios. To put an example, the Places Database[176] is a repository that contains 10
million scene pictures, comprising a large and diverse list of the types of environments
encountered in the world, consistent with real-world frequencies of occurrence. They
divide the dataset into 365 scene categories and classify them into indoors, outdoors
and outdoors man-made classes. As a result, 159 categories out of the 365 belong to
indoor scenes, 80 to outdoors and 159 to outdoors man-made (some of the categories
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are classified as outdoors and outdoors man-made at the same time). According to
these numbers, around the 80% of the images taken are from man-made scenarios.
Man-made scenarios can differ for many reasons, mainly due to the use for which they
are designed or due to the time or cultural environment in which they are built. These
differences are usually in terms of the scenes layout or the type of objects we can find
inside them e.g. supermarkets and theaters. Even between different scenes that belong
to the same category we can see these differences, as one does not act the same way in
a home bedroom, a hotel bedroom or a nursery. Achieving a complete understanding
of indoor scenes, would equip the discipline of computer vision with many exciting
tools, thus making it more powerful and ubiquitous. But the challenges that need to
be solved are numerous. To start, the layout can range from very simple i.e. 4 walls,
to highly complex layouts as in museums. To continue, the diversity of objects of
interest is very high, many of which appear infrequently. Indoor spaces usually contain
many instances, generating in the visual scenes clutter and high degree of occlusions,
which makes very hard to know the separability of objects and surfaces. Not to say
that objects come in various shapes, sizes and in different poses. Additionally, while
some spaces can be recognized by global spatial properties e.g. corridors, others are
better characterized by the objects inside e.g. bookstores [109]. In fact, proposed
solutions to problems such as scene recognition or semantic segmentation [109, 7] have
demonstrated a high performance on outdoor scenarios, while performing poorly in
the indoor domain. This suggests that indoor scenes require special and dedicated
algorithms for their understanding.
Solving the aforementioned challenges is not only stimulating, but also necessary
for many exciting applications. One clear example, that is revolutionizing the real
estate industry, are the virtual tours of homes1, which are helping sellers sell faster
while feeling more confident, and buyers understand the home layout and imagine
what it would be like to call it home. Such virtual tours are also becoming very
popular to visit museums or art galleries, in part as a consequence of the COVID-19
lockdown across the world. In fact, the Arts & Culture initiative by Google currently
offers virtual visits of about 500 museums throughout the world, including the MoMA,
Amsterdam’s Rijksmuseum, the National Gallery and the Palace of Versailles, to name
a few. Indoor scene understanding is also vital for autonomous mobile robots such us
vacuum cleaners2, surveillance drones, or assistive robots, that need to move freely




exposure of humans is desired, like buildings under construction, mines or hospital
areas with contagious people. Autonomous mobile robots can be also useful for visual
data collection or 3D modeling and domestic robots with cognitive abilities can be
specially helpful to take care of visually impaired people, which represent the 17% of
the world’s population [99], and elderly people, whose number is expected to reach
1.5 billion by the year 2050 [148]. Another example, which is getting more and more
demanded, is virtual and augmented reality for education, games or interior design3.
This technology requires a detailed level of understanding of the scene for various
reasons, such as delimiting a safe area for the user or reasoning about the real-virtual
objects interaction.
We strongly believe that bringing together indoor scene understanding and non-
conventional cameras, such as 360 and 3D sensors, has many possibilities. Some of
them are scene recognition, structure analysis such as room layout reconstruction or
floor plan estimation, object detection, object-layout interaction, shape analysis, object
pose estimation, saliency prediction, etc. While all of these problems are exciting, we
focus in this thesis on some of them, selected for their relevance, not only for the task
itself, but also for their potential use or benefit for other vision tasks. More specifically,
the contributions of this thesis are focused on the hierarchical understanding of indoor
environments, that we summarize in three different levels of details:
• Layout level: understanding of the main structure of an indoor scenario.
• Scene level: localization of objects and their distribution in the 3D scene.
• Object level: geometry and shape modelling of large collection of objects.
1.2 Context and Challenges
Computer Vision is the science that seeks for giving computers a full three-dimensional
scene understanding from images, by emulating the brain’s ability to make sense of
what the eyes see. Is this idea that challenging? In the early 1960s, Seymour Papert,
one of the pioneers of artificial intelligence, did not think so, and proposed to a couple
of his students to solve ’Computer Vision’ as a summer project [101]. However, today
we are still far away from seeing methods that achieve human-level robustness and
generalization. So, what makes Computer Vision so demanding and why do we care
about it?
3https://www.ikea.com/au/en/customer-service/mobile-apps/say-hej-to-ikea-place-pub1f8af050
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Visual perception is a very complex piece of our organic technology. It not only
involves our eyes and visual cortex, but also takes into account our uncountable personal
experiences and interactions with the world, as well as our abstract understanding
of concepts and mental models of objects. In order to understand how our learning
process works, early studies analyze the principles of object perception with human
infants [134]. Understanding how we learn in our earliest stage of life, gives the hints as
to how we have to design learning algorithms. Modern Computer Vision models aim at
reproducing how our brain shapes all the inputs we receive, from the simplest features
to the most detailed understanding, largely by observation of the geometry of the world.
It is equally important to understand how positive experiences and failures help to
the learning process, as human infants learn through a mixture of semi-supervised and
unsupervised learning.
The early optimism of Seymour Papert led to huge improvements in computer vision
models, and also in the capabilities of the computers that run them. The 1980’s saw
the backpropagation algorithm for neural networks being laid out by Geoffrey Hinton
[117] and ten years later, Yann LeCun and Yoshua Bengio among others, proposed the
first convolutional neural network (CNN) architecture [79]. The rapid advancements of
Machine Learning and Deep Learning techniques [77] brought further life to the field
2012 onwards, where backpropagation and CNNs became ubiquitous in AI. And now,
we live in an exciting time for computer vision, since we are producing more visual data
than ever before, and we count on powerful algorithms to process it. Even if the field has
been able to take great leaps in recent years, and even to surpass humans in some tasks
[128, 58], significantly more efforts are required to achieve truly autonomous systems
that enable complex tasks, like home robotics or autonomous driving. These complex
tasks require a deep understanding of 3D scenes, across multiple levels, connecting
vision, graphics and robotics research.
This thesis shows how to combine geometry and deep learning techniques for a
hierarchical understanding of indoor environments. The proposed methods advance
state-of-the-art at three different levels that are detailed below. An overview of our
results is given in Figure 1.1.
Layout level. What is the configuration of this room? how much space do I have?
These are the first questions that need to be answered when we arrive to a new space.
In order to answer them, we need to know the scene structure. The scene structure
can be simply defined by a set of geometric primitives. They can be a set of planes,
corresponding to the walls, ceiling and floor. They can be defined by lines, representing
6 Introduction





















(b) Scene level: localization and segmentation of objects and their distribution in the 3D scene.
(c) Object level: geometry and shape understanding of collection of objects per categories.
Fig. 1.1 Examples of the variety of algorithms developed in this thesis. Hierarchical
understanding of indoor environments, at different levels of details: (a) layout level,
(b) scene level, (c) object level.
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the edges or intersections between planes. Or they can be points, as the corners of the
room, being the intersection between three planes or two lines. Finding these geometric
primitives is a complex task, as indoor scenes usually contain many object instances
that partly occlude the walls. Moreover, depending on the camera viewpoint and the
configuration of the room, some walls may occlude part of the room.
Indoor scenes have some advantages that can be leveraged to predict the room
layout. Interior spaces have well-defined structures that can be described based on
the main directions of the space. In 1999, Coughlan and Yuille [24] observed that, for
the majority of the cases, we can identify three mutually orthogonal directions in the
scene, notably in the indoor domain. They named this assumption “Manhattan world”,
whereby indoor scenes are three-dimensional grids, where all walls are at right angles to
each other and to the floor and ceiling planes [25]. Shortly after, Schindler and Dellaert
[124] extended this idea to include multiple groups of orthogonal directions, which they
refer to as “Atlanta world”. These main directions are given by the vanishing points,
obtained as the intersection of parallel lines in the 3D world. Identifying the main
directions, we are allowed to recover both extrinsic and intrinsic camera parameters, as
well as to extract the 3D structure of the room from a single image. The Manhattan
world assumption has led the vast majority of work on monocular layout estimation
since 2006 [31], with impressive results. However, most of the works since then, use
conventional images with reduced field of view, which limits the accessible spatial
information [81, 60, 61, 125, 80]. As a consequence, there is a dominant simplification
whereby previous works predict cuboid layouts, i.e., rectangular 3D boxes. In Chapter
2, we propose novel techniques to solve the 3D layout recovery problem, from 360
images. We use the aforementioned scene geometry assumptions, combined with deep
learning techniques, to recover cuboid and non-cuboid layouts. An example of some
qualitative results achieved by our proposed methods is shown in Figure 1.1a.
Scene level. Which kind of objects are in this room? How are they organized inside
the 3D layout? We need to address the aforementioned questions in order to recognize
the scenario, understand the free space available or interact with the objects in the 3D
scene. The progress of object detectors has gone through two historical periods, the
second starting in 2014 with the deep learning advancements. Early object detectors
were built mainly based on handcrafted features. In 2001, P. Viola and M. Jones
re-purposed classifiers to perform detection. To detect an object, an object classifier
was evaluated using sliding windows at various locations and scales in a test image
[150, 151]. Histogram of Oriented Gradients (HOG) feature descriptor was proposed in
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2005 [29] to balance the feature invariance (including translation, scale, illumination,
etc) and to discriminate different objects categories. Deformable Parts Models (DPM)
[38], came at the peak of the traditional object detection methods. These methods
detect objects by learning the relationships between HOG features of object parts, and
introduced very valuable insights, like bounding box regression, which are still popular
today. In 2013, Selective Search [147] proposed an alternative to sliding windows,
by detecting regions with high “objectness”. From 2014, the advancements in deep
learning techniques revolutionised object detectors, achieving real-time and accurate
predictions. Mainly, they can be divided into two-stage detectors, standing out the
Region-based Convolutional Neural Netowrks (R-CNN) family [51, 50, 113, 57], and
one-stage detectors like YOLO, among others, [110, 111, 86]. We discuss these modern
methods and more in Chapter 3. In Chapter 3, considering the importance of context
for scene understanding, we show how to adapt a deep learning based method to detect
objects in indoor 360 images, and combine the detection with geometric reasoning
about the 3D scene structure. By leveraging the contextual cues given by the 3D
layout, we can benefit from a joint reasoning about the scene, e.g. objects are located in
the free space defined by the room walls, usually aligned with the main directions, etc.
An example of some qualitative results achieved by our proposed methods is shown in
Figure 1.1b.
We offer solutions to the two fundamental problems presented in the layout level
and the scene level using single large field of view images. Images are rich in color,
texture, reside in a regular domain and, moreover, a large field of view provides a great
context to achieve a high-level understanding of the scene, i.e., its structure and how
and where the objects are found in this space. We bet for 360 images to exploit the
full view of the scene offered, and propose novel techniques to deal with their inherent
distortions. On the contrary, if we want to understand the details, geometry, shape and
3D configuration of the objects, we need to go deeper into its own structure. In such
case, it is preferable to work directly on 3D. By nature, 3D point clouds are irregular
(with regard to their density), unordered (and therefore invariant to permutations of
their members), lack color information and often suffer from sensor noise. For example,
on average, 30% of chairs have more than 50% missing depth pixels [54]. Nevertheless,
geometric and shape reasoning in 3D space is preferred, where the objects of interest
also reside.
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Object level. What does a table look like? what is the relative pose between all the
chairs around it? Automatic understanding of shapes in 3D data is an active field of
research. Landmarks or keypoint locations are usually used for shape abstraction, being
a key building block for downstream tasks such as 3D reconstruction [97], geometric
registration [166], shape generation [169] or human body pose [14]. Explore collections
of object shapes allows a deep understanding of the geometry and the semantics of ob-
jects. If we further focus on understanding shapes per object category, we can also aim
at getting correspondences between them, favouring the aforementioned applications.
However, it is not trivial to get correspondences between 3D objects in a category.
3D objects go through shape variations, either because of being deformable (like the
human body) or when two different objects of one category are compared. Moreover,
not all objects in a category necessarily have the same semantic parts, e.g., chair arms
are not present in all the category instances. The challenges are exacerbated in the
practical cases of misaligned data, which deserves special attention since real data
is never aligned. Figure 1.1c contains some qualitative results of our work presented
in Chapter 4, where we propose to model shapes in a category, with non-rigidity,
in the keypoints space. We also include the notion of symmetry to deal with input
misalignments and improve keypoints predictions. We satisfactorily find 3D keypoints,
automatically and in an unsupervised manner, that meaningfully represent objects’
shape and their correspondences can be simply established order-wise across all objects
in a category.
All the methods presented in this thesis combine traditional geometric reasoning
with novel deep learning techniques. In recent years, we have observed a host of works
addressing traditional computer vision problems with deep learning, often ignoring the
problem theory and relying on ground truth labels for supervision. But we must not
forget the underlying reasoning that is behind the tackled problems. Understanding the
scene geometry, e.g., depth, shape, pose, motion, etc., is essential for many vision tasks.
Building learning methods that directly leverage the geometric properties of the scene
or allow a combination, can improve and simplify the learning process, compared to
the case of just relying on semantic representations. We will see as well, in the Chapter
4 of the document, that geometry becomes especially useful for unsupervised learning,
where no ground-truth labels are available. Unsupervised learning is particularly
exciting because getting large amounts of labeled data is not always possible and it
offers a far more scalable framework.
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1.3 Contributions
The next section details each specific line of work followed, pointing out the contributions
and associated publications that came out as a result of our work [43, 42, 41, 53, 40].
1.3.1 Peer-Reviewed Publications
Room Layout Estimation. Our first line of work is presented in Chapter 2. The
Chapter shows an evolution of our research on the layout level, divided in three different
sections (Section 2.4, Section 2.5 and Section 2.6). We not only advance state of the art
on the layout estimation problem, but we also demonstrate how to effectively exploit
the advantages of the 360 images, without the limitations of their inherent distortions.
Our contributions in this line are mainly motivated to provide fast methods that
enable a faithful prediction of the indoor room layout. At the time of writing, previous
works needed expensive pre and post-processing stages and were limited to cuboid
layouts (rooms with only four walls). In our first work, we propose a data abstraction
method to get potential structural room corners. Based on those corners, we only need
a reduce number of layout hypotheses to achieve closed room solutions that satisfy the
actual shape of the scenes. During the hypotheses generation, our model is able to
place non-visible corners in the image, so that rooms meaningfully satisfy the Manhat-
tan World assumption. Our second work demonstrates how to create CNNs to work
directly with 360 images, exploiting all their context and minimizing extra pre- and
post- processing time. The last proposed method in room layout estimation, presents
an special type of convolution that adapts the size and shape of the kernel to the
equirectangular image distortions. We demonstrate that equirectangular convolutions
have several advantages to work with 360 images, allowing to recover more accurate
room layouts, much faster than previous methods.
Associated publications:
• “Corners for Layout: End-to-End Layout Recovery from 360 Images”
Clara Fernández Labrador*, J. María Fácil*, Alejandro Pérez Yus, Cédric
Demonceaux, Javier Civera, José J. Guerrero.
IEEE Robotics and Automation Letters.
ICRA, 2020. Paris, France.
WiCV with CVPR 2019. Long Beach, California.
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• “PanoRoom: From the Sphere to the 3D Layout”
Clara Fernández Labrador, J. María Fácil, Alejandro Pérez Yus, Cédric
Demonceaux, José J. Guerrero
3DRMS with ECCV 2018. Munich, Germany.
• “Layouts from Panoramic Images with Geometry and Deep Learning”
Clara Fernández Labrador, Alejandro Pérez Yus, Gonzalo López Nicolás,
José J. Guerrero
IEEE Robotics and Automation Letters.
IROS, 2018. Madrid, Spain.
WiCV with ECCV 2018. Munich, Germany.
Object Recognition. The second line of work, related to the scene level, is pre-
sented in Chapter 3. In this chapter we present, up to our knowledge, the first object
detection system working directly on 360 images, focused on indoor scene understand-
ing. We extend an existing dataset [67], with object semantic segmentation and object
localization labels on 360 images. We study how to adapt existing CNNs, in this case
designed for the task of object detection, to match the nature of the equirectangular
image input. Additionally, we show the potential of exploiting the 2D room layout
to improve the instance segmentation mask, and how to leverage the 3D layout to
generate 3D object bounding boxes directly from the instance masks.
Associated publication:
• “What’s in my Room? Object Recognition on Indoor Panoramic Images”
Julia Guerrero-Viu*, Clara Fernández Labrador*, Cédric Demonceaux, José
J. Guerrero.
ICRA, 2020. Paris, France.
Object Category Shape Modelling. In the third line of work, we work on a more
detailed understanding of the objects, with a focus on shape abstraction. We propose
a method to learn 3D keypoints from a collection of objects of some category, so
that they meaningfully represent objects’ shape and their correspondences can be
simply established order-wise across all objects. Up to our knowledge, we are the first
proposing to solve category-specific 3D keypoints detection directly from 3D point
clouds, with misaligned data and in an unsupervised manner. This work is related to
the object level understanding and is presented in Chapter 4.
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Associated publication:
• “Unsupervised Learning of Category-Specific Symmetric 3D Keypoints from
Point Sets”
Clara Fernández Labrador, Ajad Chhatkuli, Danda Pani Paudel, José J.
Guerrero, Cédric Demonceaux, Luc Van Gool.
ECCV, 2020. Glasgow, Scotland.
1.3.2 Open-Source Software/ Datasets
We have released the following open-source software and datasets:
• Source code and dataset for the work “Corners for Layout: End-to-End Layout
Recovery from 360 Images” can be downloaded from the project website: https:
//cfernandezlab.github.io/CFL/
• 360 Scene Understanding. I created the GitHub repository 360 Scene Under-
standing, where different tools to work with 360 images, developed during my
PhD, are available: https://github.com/cfernandezlab/360-Scene-Understanding.
• The extended dataset for the work “What’s in my Room? Object Recognition
on Indoor Panoramic Images” can be downloaded from the project website:
https://webdiis.unizar.es/~jguerrer/room_OR/.
• Source code for “Unsupervised Learning of Category-Specific Symmetric 3D
Keypoints from Point Sets” can be downloaded from github: https://github.com/
cfernandezlab/Category-Specific-Keypoints.
1.3.3 Research Stays
During my PhD I did the following research stays abroad:
Computer Vision Laboratory, ETH Zurich. From August 2019, I spent 7 won-
derful months as a visiting researcher in the Computer Vision Laboratory at ETH
Zurich lead by Professor Luc Van Gool, where I enjoyed working together with Dr.
Ajad Chhatkuli and Dr. Danda Pani Paudel.
Additionally to our ECCV submission [40], we worked on the understanding of
the Industry Foundation Classes (IFC) data model and on the development of trans-
lator tools between IFC and point clouds. The IFC schema is a standardized (ISO
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16739-1:2018) data model intended to describe building industry data. The schema
incorporates not only 3D geometry but also all the relevant data relating to the building,
its components and the project schedules. We also evaluated object detection pipelines
on 3D point clouds generated from IFC models. This part of the work is not presented
in the thesis.
Disney Research Studios. During the summer of 2020 I did a 3 months internship
at Disney Research Studios in Zurich, Switzerland. During this stay, I had the
opportunity to work under the supervision of Dr. Hayko Riemenschneider on 3D shape
correspondences, at the intersection between computer vision and computer graphics.
1.3.4 Supervision of Students
During my PhD I also had several enriching and rewarding advising experiences.
• Juan Carlos Medina (Bachelor Thesis in Industrial Engineering at the University
of Zaragoza – 2018): “Single View Layout Reconstruction”.
• Julia Guerrero Campo (Bachelor Thesis in Computer Science at the University
of Zaragoza – 2019): “Object Recognition in 360 Images”.
1.4 Outline
This dissertation is divided into the following chapters:
Chapter2 answers many questions regarding the 3D layout estimation from single
view problem and how to leverage 360 images. This chapter guides through three
approaches showing an evolution of our research in this field.
Chapter3 introduces and proposes solutions to the problem of object detection using
360 images. Additionally, we explore how to leverage object-layout interaction to
place the detected objects inside the 3D room model.
Chapter4 explores how to automatically discover 3D keypoints from a collection of
objects of the same category, so that they are correspondent. For the first time,
we propose to do so using misaligned 3D point clouds, including the notion of
symmetry and in an unsupervised manner.





“There is geometry in the humming of the strings, there is music in the spacing of the
spheres.”
— Pythagoras
This chapter guides through three approaches showing an evolution of our research
in the task of room layout estimation. The problem of 3D layout recovery in indoor
scenes has been a core research topic for over a decade. However, there are still several
major challenges that remain unsolved. Among the most relevant ones, a major part of
the state-of-the-art methods make implicit or explicit assumptions on the scenes –e.g.
box-shaped or Manhattan layouts. Also, current methods are computationally expensive
and not suitable for real-time applications like robot navigation and AR/VR. At the end
of this chapter, we will end up with a fast geometric deep learning model, flexible and
robust to camera pose, that generalizes to cuboid and non-cuboid layouts from single
360 images.
Input Image Room Layout Room Layout
corner/edge representation segmentation representation
3D Model
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2.1 Introduction
Room layout estimation aims at finding the 3D box that best fits an indoor scene
regardless of truncations or occlusions, where the boundaries of the 3D box are the
intersections between walls, ceiling and floor.
We are particularly excited to solve the layout estimation problem due to its utility
for many real applications and for other computer vision tasks. 3D scene modeling
is a key technology in several emerging application markets, such as augmented and
virtual reality, intelligent robot navigation or navigational aid for visually impaired
people [121]. And also for more traditional ones, like real estate [85]. For the former
applications, it is highly useful to have a precise reasoning about the available space,
e.g. where the subject can move. For the latter, every time more and more companies
opt for democratizing this technology to deliver value to their users. Knowing the
room layout, also provides a strong prior for other visual tasks like depth recovery
[36, 23], realistic insertions of virtual objects into indoor images [72], indoor object
recognition [8, 132], indoor place recognition [65], human pose estimation [46] or scene
reconstruction/ rendering [66].
A large variety of methods have been developed to estimate room models using
multiple input images [146, 44] or depth sensors [170], which deliver high-quality
reconstruction results. For the common case when a single RGB image is available, the
problem becomes considerably more challenging. In fact, inferring 3D information from
a single monocular image is one of the holy grails of computer vision. The problem
itself is ill-posed: depth is irrecoverably lost. However, prior knowledge about the scene
geometry and semantics can help resolve some of the ambiguities. The Manhattan
world assumption, proposed by Coughlan and Yuille [24], has led the vast majority of
work on monocular layout estimation, whereby indoor scenes are three-dimensional
grids. Consequently, all walls are at right angles to each other and perpendicular to the
floor and ceiling planes. This assumption allows to recover both extrinsic and intrinsic
camera parameters, as well as to extract the 3D structure of the room from a single
image.
A crucial limitation of previous works [31, 81, 60, 61, 125, 80, 92, 175] lies in the use
of conventional images with limited field of view (FoV). On the one hand, this prevents
the reconstruction of the real closed geometry of the whole room. This limitation leads
to the over-simplification of the room types, e.g. 4-wall layouts, often underfitting
the richness of real indoor spaces. On the other hand, the ceiling does not usually
appear in conventional images, being nevertheless an important part to detect the
main structure of the room, as it usually has much less occlusions. In this regard,
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the approximate horizontal FoV of the human vision system is almost 180◦, without
considering eyes movement. However, the FoV of a standard camera is much smaller,
only around 50 ◦. Even the new smartphones only have an horizontal FoV of around
70◦. This crucially limits the use of context cues to understand the surrounding scene.
For example, we expect a bedroom to have at least one bed or a kitchen to have a
fridge. However, if we use a camera with a small FoV, depending on the direction the
camera looks at, there might not be a bed or a fridge, while there might be a table
that does not give us much information about the scene. Since the goal of computer
vision is to mimic the human visual perception, it is not fair to ask computer vision
algorithms to match the performance of human vision with such reduced FoV.
Therefore, a more recent research direction looks to extend the FoV. Lopez-Nicolas
et al. in [88] perform the layout recovery using a catadioptric system. In [105], layout
hypotheses are made combining fisheye images with depth information that provides
scale. But the real impact comes with the 360◦ images, which nowadays can be easily
obtained with camera arrays, special lenses or automatic image stitching algorithms [18].
Panoramic images have broken the barriers of performance on this task. These images
allows to acquire the whole scene at once and hence, it is possible to exploit their wide
FoV to generate closed room solutions based on the best consensus distributed around
the scene. [69] shows the advantages of having a complete scene view over partial
views of the same scene [81]. However, the methods for conventional cameras are not
suitable for wide FoV images, due to the image distortions. This limitation becomes a
major bottleneck in some recent works that use 360 images [172, 159, 161], as extra
work is needed to leverage conventional algorithms.
To summarize, the problem of estimating the 3D room layout from a single view is
not trivial, as it is an ill-posed problem. Additionally, there are several major challenges
that still remain unsolved. Most existing methods use conventional images with reduced
FoV, that prevents generating closed room solutions. Such reduced FoV also leads to
room simplifications, e.g. simple 4-wall cuboids. Moreover, state of the art methods
are still far from being solved in real-time, as expensive pre- and/or post-processing
steps are needed. Additionally, if we want to leverage wide FoV images, traditional
methods are not suitable and new ones have to be developed.
In this chapter we provide a 3D understanding of the room layout beyond the
field of view, proposing several approaches that are presented in Sections 2.4, 2.5 and
2.6. Our goal is threefold: i) provide faithful scene geometry predictions, with the
motivation to leave behind the 4-wall room simplification, ii) create faster methods,
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avoiding expensive pre-post processing stages and iii) propose effective ways to leverage
the advantages offered by 360 images.
In Section 2.4, we present our first work in this direction. We propose a model for
recovering room models, generalizing to cuboid and non-cuboid layouts. The method
combines traditional geometric reasoning and deep learning techniques to get already
potential structural lines and corners, from which the layout hypotheses are generated.
Working directly with potential structural primitives, leads to a meaningful reduction of
the number of hypotheses needed and consequently, to a reduction in the post-procesing
computation time. An important contribution for generalizing to non-cuboid layouts is
presented in the hypotheses generation process. We observed that both conventional
and deep learning algorithms, struggle to detect structural corners that are non-visible
in the image due to occlusions. This is in fact a very common scenario where specially
floor corners are occluded by the objects in the scene. Additionally, depending on the
camera viewpoint and the complexity of the scene, some walls may occlude entire parts
of the room. To solve this problem, we allow the model to add extra corners during
the hypotheses generation, so that rooms meaningfully satisfy the Manhattan World
assumption.
Section 2.5 presents our second work. In this section, we present a deep learning
model to estimate structural lines and corners directly on panoramic images. The
advantage is twofold. First, it allows avoiding expensive pre-processing algorithms
to leverage methods designed for conventional images. Second, working directly on
the panorama allows to take advantage of all the context. Therefore, the presented
framework provides faster and more accurate room solutions.
The final method is presented in Section 2.6. We make the observation that the use
of standard convolutions in equirectangular images can lead to a loss of performance. We
propose a novel convolution that adapts the kernel size and shape to the equirectangular
image distortions, bringing numerous advantages. We demonstrate how the obtained
predictions are not only more accurate, but also more robust to camera pose variations.
The performance improvement allows us to predict layouts in an end-to-end manner,
and relax the scene assumptions. Predicting the corners in an end-to-end fashion,
makes our method up to 100 times faster than previous approaches.
2.2 Related Work
The seminal monocular approach to automatically recover 3D reconstructions was [31],
which shows how prior knowledge about indoor scenes, i.e. floor-wall boundaries, can
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be learned using a dynamic Bayesian network. In parallel, Lee et al. [81] generate layout
hypotheses from detected line segments, and select the best-fitting one evaluating with
an Orientation map. While effective, Orientation maps get limited with the presence
of clutter, since no reasoning about the lines is made. Motivated by the problem of the
presence of clutter, [60] models the layout of the room with an aligned 3D box while
localizing visible objects. This inspiring idea was followed by [61, 125]. However, the
3D box simplification does not match reality in many cases, being hence constrained to
this particular room geometry and unable to generalize to other room configurations.
Typically, these methods follow a proposing-ranking scheme and rely on Geometric
Context [63] to evaluate. Geometric Context improves clutter detection compared with
the Orientation maps, but provides worse results at the higher parts of the scenes.
More recently, [126] introduces the concept of integral geometry and pairwise potentials
decomposition which results in an efficient structured prediction framework.
Since 2012, CNNs achieved breakthrough performance in a wide range of applications
such as image classification [77], segmentation [7], detection [110] optical flow [138]
and keypoint detection [122]. This unprecedented level of data abstraction inspired by
neuronal processes, became popular in all areas of Computer Vision, including that of
estimating the layout of rooms. Mallya et al. [92] train a Fully convolutional Network
(FCN) to jointly predict informative edges and geometric context from conventional
images. The pixel-wise edge labeling distinguishes between background, wall-floor edge,
wall-wall edge and wall-ceiling edge. More recently, other works focus on pixel-wise
edge labeling. [114, 171] address the problem in a coarse-to-fine manner. Instead, the
proposal of [175] is inspired by mechanics concepts. Alternatively, Dasgupta et al. [30]
propose a FCN to predict semantic surface labels of the rooms, providing separate
belief maps of the walls, ceiling and floor of the scene. All these methods require extra
computation added to the forward propagation of the network to retrieve the actual
layout. In [80], an end-to-end network predicts the layout corners in a perspective
image, as well as a label that indicates which corners are visible. Afterwards, the room
type is inferred within a limited set of manually chosen configurations. Other deep
learning works extract an estimation of the depth or/and surface normals from simple
RGB images, which also produces an interesting outcome for the problem of room
layout estimation [36, 78]. The main drawback of these CNNs is that they are designed
to work on conventional images with limited FoV, with the aforementioned consequent
limitations.
While layout recovery from conventional images has progressed rapidly with both
conventional methods and deep learning, the works that address these challenges using
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omnidirectional images are still very few in comparison. Omnidirectional cameras have
the potential to improve the performance of the task: their 360◦ field of view captures
the entire viewing sphere surrounding its optical center, allowing to acquire the whole
room at once and hence to predict layouts with more visual information. PanoContext
[172] was the first work that extended the frameworks designed for perspective images
to panoramas. It recovers the room layout, which is also assumed as a simple 3D box,
and bounding boxes for the most salient objects inside the room. Pano2CAD [159]
extends the method to non-cuboid rooms, but it is limited by its dependence on the
output of object detectors. In [161] they treat the problem as a graph with lines and
superpixels as nodes, solving it with complex geometric constraints instead. The most
recent works along this line are contemporary to the last approach of this chapter.
LayoutNet [177] trains a FCN from panoramas and vanishing lines, generating the
layout models from edge and corner maps, and DuLa-Net [163] predicts Manhattan-
world layouts leveraging a perspective ceiling-view of the room. All of these approaches
require pre- or post-processing steps like line and vanishing point extraction or room
model fitting, that increase their cost.
In the last two years, the main improvements in layout recovery from panoramas
have come from the application of deep learning. The high-level features learned by deep
networks have proven to be as useful for this problem as for many others. Nevertheless,
these techniques entail other problems such as the lack of data or overfitting. In this
regard, state-of-the-art methods require additional pre- and/or post-processing. As a
consequence they are slow, and this is a major drawback considering the aforementioned
applications for real-time layout recovery.
In addition to all the challenges mentioned above, we also notice that there is
an incongruence between panoramic images and conventional CNNs. The space-
varying distortions caused by the equirectangular representation makes the translational
weight sharing ineffective. Very recently, Cohen et.al. [22] did a relevant theoretical
contribution by studying convolutions on the sphere using spectral analysis. However,
it is not clearly demonstrated whether Spherical CNNs can reach the same accuracy
and efficiency on equirectangular images. A related work [141] proposes distortion-
aware convolutional filters to solve dense prediction tasks such as depth prediction and
semantic segmentation by leveraging commonly used datasets with annotations for
perspective images during training.
In the following sections we present the three different approaches proposed for the
room layout estimation problem.
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2.3 Background and Theory
Panorama Geometry. A big part of the solutions proposed in this thesis to the
problem of 3D indoor scene understanding use panoramic images. Therefore, we start
explaining the basics of the spherical camera geometry, which will help us progress
smoothly to the actual solutions. For convenience, we will use the terms equirectangular
image, 360 image, spherical image and panoramic image interchangeably.
We can define a central camera as a collection of rays passing through a single point
in a space, which is the camera center. For the particular case of a spherical camera
model, it consists of a camera centered inside a surface of a unit sphere.
How do we fit the surface of the unit sphere onto a single image? According to
the Gauss’s Theorema Egregium, the Gaussian curvature of an embedded smooth
surface in R3 is invariant under the local isometries. Since the sphere of radius r has
constant positive curvature 1/r2 and a flat plane has zero constant curvature, these
two surfaces are not isometric. This means that a piece of paper cannot be bent onto a
sphere without crumpling and conversely, the sphere surface cannot be unfolded onto
a plane without distorting. Thus, all planar projections of a sphere have distortions.
Among all the possible planar projections of the sphere, the Equirectangular projection
is usually preferred in computer vision as it preserves distances between points i.e. it
is equidistant, meaning that the image grid can be indexed directly with spherical
coordinates. This is because Equirectangular projection maps meridians and parallels
of the sphere to vertical and horizontal straight lines of constant spacing respectively.
The projection however, is neither equiareal nor conformal. This inevitably generates
some distortions that are more pronounced near the poles, where the areas get stretched
horizontally to the entire width of the image, i.e. the entire top edge corresponds to a
single point, as does the lower edge. Further, the left and the right edges of the image,
are the same spot in reality, loosing the continuity of the scene in the image.
Let’s denote the resolution of the equirectangular image to be W × H pixels.
Because the spherical images covers 360◦ field of view horizontally and 180◦ field of
view vertically, we know that W = 2H, and the focal length is W2π pixels. To take these
images, the camera is typically positioned so that the top of the projection sphere is
pointing to the sky. Therefore, we can safely assume that the horizontal vanishing
line of the ground plane is at 0 height of the image coordinate [−W2 ,
W





Otherwise, we can perform an upright-alignment.
We formulate the relation between a point in a space, a point on the unit sphere
surface and a point in the equivalent image plane.
The first step consists of projecting the scene point X onto the unit sphere; therefore:
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x = 1
∥X∥X (2.1)
In the spherical coordinate system, a point on the unit sphere is represented by the
ordered triple (ρ, θ, ϕ), where ρ = 1 is the radial distance, 0 ≤ θ ≤ π is the polar angle
and 0 ≤ ϕ ≤ 2π is the azimuth angle. Since x is a point on a unit sphere, it is possible












Converting this into image coordinates (u, v):
u = ( ϕ2π +
1




Therefore, angles ϕ and θ are defined as:
ϕ = (u − W2 )
2π
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Lines and Vanishing Points in Panoramas. For a straight line in the world,
there exists a plane that includes the line itself and the spherical camera center. The
intersection of the plane and the spherical surface yields an arc segment on a great circle
onto the unit sphere and thus it appears as a curved line segment in the equirectangular
image. We express a particular i-th line in the panorama by the normal vector ni of
the plane where its great circle lies in.
In order to infer 3D information of the scene from a single 2D image, further
assumptions are needed. The Manhattan world assumption [24] has led the vast
majority of work on monocular layout estimation, whereby there exist three dominant
orthogonal directions in the scene. These dominant directions are given by the vanishing
points. This is a safe assumption, particularly for indoor scenes, as has been widely
demonstrated [31, 81, 60, 61, 125, 80]. Vanishing points in the image plane can be
defined as the points where parallel lines in the 3D space meet in the image. Therefore,
whereas in conventional images they do so in one single vanishing point, in spherical
images, parallel lines intersect in two antipodal vanishing points.
The three orthogonal vanishing points also construct a complete rotation, that can
be used to resolve the misorientation of the camera. For example, once the vertical
vanishing point of an image is detected, the image can be rotated by placing the
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vanishing point on the y-axis. Therefore, the vanishing points allow to rotate the
panorama so that it is pointing perpendicularly to one of the room walls and upright
aligned.
2.4 Layouts with Geometry and Deep Learning
In this section, we describe our first proposal for the room layout estimation problem.
From a single 360 image, our model combines strategically conventional and deep
learning techniques to predict potential room corners on the image. This step leads to
a meaningful reduction of the number of room hypotheses needed and consequently, to
an improvement in terms of efficiency. Moreover, we observed that both traditional
and deep learning algorithms struggle to detect room corners that are non-visible in
the image due to occlusions. The proposed approach generalizes to cuboid and non-
cuboid room configurations by inferring additional corners during the layout hypotheses
generation so that the final layout satisfies the Manhattan World assumption. This
idea demonstrates to be very powerful since allows us to localize a priory invisible
corners and correct errors from initial predictions.
2.4.1 Structural Lines
This section begins describing how we extract lines and vanishing directions directly
on panoramic images, using only geometric reasoning. We then show how to abstract
the data to obtain potential structural lines by a combination with a deep learning
approach.
Lines and Vanishing Points in Panoramas. We first describe how we detect lines
and vanishing directions in the panoramic images, taking into account the spherical
image geometry described in Section 2.3.
PanoContext [172] was the pioneer work proposing to solve the room layout problem
from single panoramic images. In order to get the lines on the image, they split the
panorama into several overlapping perspective views, run the Line Segment Detection
(LSD) algorithm [152], and warp then all detected line segments back to the panorama.
Then they use Hough Transform to find all vanishing directions. A more recent
approach followed the same procedure [177]. This method not only suffers from very
high computational cost but also from loss of accuracy in the detected line segments
due to the partitions.
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However, there are some works whose main purpose is precisely obtaining lines
and vanishing points directly on panoramas. This is the case in [11]. They solve the
problem by a branch-and-bound framework associated with a rotation space search.
This method guarantees a global optimum but such strategies may be computationally
expensive and less robust.
We detect lines and vanishing directions by a RANSAC-based algorithm that works
directly on the panoramas resulting in entire and unique line segments, thus avoiding
duplicate lines coming from different splits and improving the overall efficiency of the
method. The proposed method is as follows. First, we run a Canny edge detector on
the panorama and cluster contiguous edge points in edge groups considering them as
candidate lines of the image. We represent edge points as their spatial ray projection
into the 3D space rij ∈ R3, j ∈ {1, 2, . . . , N}, following Equations (2.4) and (2.2). We
represent a particular i-th edge group as a tuple of edge points Ri = (ri1, ri2, . . . , riN).
Iteratively, two edge points of each group are randomly selected to compute a possible
normal direction for the edge group ni = (ri1 × ri2). The number of inliers is evaluated,
i.e. how many rays fulfill the condition of perpendicularity with the computed normal
under an angular threshold τth = ±0.5◦, |arccos(ni · rij) − π2 | ≤ τth. After a certain
number of iterations the process outputs, for each edge group, the model leading to
the highest number of inliers giving the ni that fits the line best. Edge groups that
do not share a common normal direction are discarded whereas the others are kept as
actual lines of the panorama. We represent lines, as mentioned in Section 2.3, by the
normal vector ni of the plane where its great circle lies in.
We obtain the three orthogonal vanishing directions with another RANSAC-based
algorithm, considering vpk = na × nb where na and nb are the normal vectors of two
world parallel lines and k = x, y, z. Eventually we select the three vanishing points
(vpx, vpy, vpz) that have the most number of inlier lines, exploiting that normal vectors
of lines must be orthogonal to the three main directions |arccos(ni · vpk) − π2 | ≤ τth.
Lines are classified according to the Manhattan directions (vanishing points),
discarding those lines whose normal vector is not perpendicular to any of the main
directions. The lines with the same Manhattan direction are shown in identical color
in Figure 2.3 (top-left).
Structural lines introducing deep learning. The main piece of information we
use to create layout hypotheses are lines. However, in cluttered scenes it is difficult
to know whether they come from actual wall intersections or from other elements of
the scene. Proceeding with all the lines leads to an intractable number of hypotheses.
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Fig. 2.1 Learning strategies with equirectangular images. Figure from [136]
In order to tackle this problem, we propose to evaluate the extracted lines on the
panoramic image introducing a deep learning approach.
CNNs have been successfully applied to extract complex features such as corners
[80] or structural edges [92]. However, they have not been trained to deal with
omnidirectional images and then, they are very inaccurate when used directly on
panoramas. Besides that, there does not exist any dataset collecting panoramic images
with enough amount and variety of labeled data required to train a deep neural network.
Thus, we do not directly train an end-to-end CNN and decide instead, to adapt our
image geometry to an existing CNN. Here, we adapt the Fully Convolutional Network
(FCN) proposed by Mallya and Lazebnik [92]. This network was trained to estimate
probability maps representing the room edges, even in the presence of clutter and
occlusions. This idea seems very powerful to us, since it is a very simple representation
that intuitively encodes the structure of a room. Our proposal is to combine such
rough yet meaningful information with more accurate geometric cues such as lines.
There are two learning strategies that were used thus far in order to take advantage
from conventional methods with panoramic images, see Figure 2.1. Strategy I, fast but
inaccurate, applies the CNN directly on the equirectangular image. Strategy II, more
accurate but slow, samples multiple tangent planar projections to obtain overlapping
perspective images, to which the CNN is applied independently to obtain local results
that are then projected back to the original panorama. The latter strategy was used
by PanoContext [172] to detect the lines on the panorama among other steps in their
pipeline.
In Fig 2.2 we show that the accuracy of the predicted edge maps substantially
improves when we use Strategy II, specially in those cases where the result of applying
26 Room Layout Estimation
Fig. 2.2 Edge maps comparison. Top: Input RGB images. Middle: Edge maps
obtained using [92] with strategy I. Bottom: Edge maps obtained using [92] with
strategy II and the proposed discretization of the sphere.
directly the FCN on the panorama is completely uninformative (first and third columns).
This is not only due to the image projection, as suggested in [136], but also from the
difference in the field of view, i.e. if a pretrained CNN learns to predict edge maps
seeing two walls, a piece of floor and luckily a piece of ceiling, it is very hard that it
generalizes to the whole room structure that is seen in panoramic images.
Therefore, to apply the FCN, we split the panoramas into a set of overlapping
perspective images with a FoV similar to conventional images (∼70◦) and planar
projection. We run the algorithms in each of them separately to obtain local results
and finally stitch them all back to the panorama as in [158, 172, 159]. For the
discretization of the sphere, previous methods use the spherical coordinates from
uniform distributions θ ∈ (−π/2, π/2) and ϕ ∈ (−π, π), which is not adequate since
the density increases as we get closer to the poles. Instead, we use an algorithm based
on the golden section spiral [52, 55]. For any given number of points, it results in an
evenly distribution with bins covering areas of similar size equally distant from their
closest neighbor. We empirically choose 60 points, i.e. 60 perspective images.
To improve the predicted edge maps, we avoid noise by removing low probability
pixel values below a certain threshold, 0.2 out of 1, empirically chosen. When the virtual
perspective images are stitched back to the panorama, there are some overlapping
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Geometry Deep learning Geometry & Deep learning
ceiling corner candidatesfloor corner candidatesmain directions: x,y,z
Fig. 2.3 Left: Oriented lines and corners extracted with only geometric reasoning.
Middle: Edge Map obtained using [92]. Right: Resulting structural lines and corners
after combining geometry an deep learning. The proposed method keeps only potential
structural lines that generate already good corner candidates.
regions that we solve by choosing the maximum value of probability to not lose
information.
Once we have the edge map of the panorama given by the FCN [92] and the
predicted lines by our geometric approach, we proceed to filter the non-structural lines.
We associate a score to each extracted line. The score is calculated as the sum of the
probability values of the pixels the line occupies on the edge map. We remove those
lines whose score, normalized with the line length, is below a certain threshold, while
the others are classified as structural lines. An example of this process can be observed
in Figure 2.3, which shows the advantage of merging traditional geometric reasoning
with deep learning techniques. Those lines that belong to clutter such as those from
the parquet, the tables and even many windows, pictures and doors are removed, while
most relevant lines to recover the structure of the room remain for further stages. With
this operation the number of lines may be reduced to one-third or even a quarter of
the original detections depending on the scene.
2.4.2 Room Layout Estimation
Our goal is to extract the main structure of an indoor environment i.e. the distribution
of floor, ceiling and walls, abstracting all objects within rooms. For this purpose we
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develop a method to generate layout hypotheses from corners, using the predicted
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Fig. 2.4 Room solution. Our algorithm returns a solution such that the walls con-
nected by the corners are as perpendicular as possible (green) following the Manhattan
world assumption. See how non-Manhattan solutions (pink and purple) result in floor
planes that are not parallel to the ceiling plane (yellow). The solution also provide us
an estimated room height for the layout hypothesis.
Candidate corners extraction
Our layout generation process is based on corners, i.e. structural intersections between
two walls and ceiling or floor. In a Manhattan World, two line segments are enough
to define a corner. We intersect the predicted lines among themselves in pairs, as
long as they do not cross each other and they have different directions (x, y, z). The
direction vector of the corner is computed using the lines intersecting at that corner,
cab = (na × nb). Thanks to the previous line filtering step, the extracted corners are
already good candidates to generate room layout hypotheses. Figure 2.3 shows the
large difference between obtaining corners with the original set of lines (left) and
with the subset of structural lines (right). By removing non-structural lines, the
number of corners gets vastly reduced, yet the important ones remain detected. This
reduction makes further stages of the method faster and more efficient while improving
the reliability of the results, since most corner candidates coming from clutter and
irrelevant structures are not considered.
Panoramic images have the advantage of providing a full view of the room, allowing
us to look around, up and down in the scene. This is unlike the conventional images,
where the ceiling and some walls use to be out of the FoV. Taking this into account,
we carry out a classification of the detected corners following two criteria:
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a) Vertical direction. Corners detected below the horizon line (lH), which in
central panoramas is at the middle row, are considered as floor corner candidates
and those detected above, are considered as ceiling corner candidates.
b) XY -plane. We divide the scene into four quadrants around the camera center
using the horizontal VPs as quadrant dividers, Q = {q1, q2, q3, q4}. Hence, e.g.
to determine when a corner belongs to the fourth quadrant: c ∈ q4 ⇐⇒ cx ∈
R+ ∧ cy ∈ R−.





















1 2 3 4
 ~90







Fig. 2.5 Layout hypothesis generation: We show two examples of layout hypotheses
generation. The first example corresponds to a valid hypothesis whereas the second
one presents a non-valid discarded hypothesis.
Layout hypotheses generation
Many works simplify the room layout to have only four walls. Usually, this simplification
comes from the lack of contextual information when conventional images are used
[60, 61, 125]. However, more recent works using 360 images also adopt this simplification
[172]. Here, we handle more complex designs which will be faithful to the actual shapes
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of the rooms, introducing the possibility of estimating in-between hidden corners when
required, i.e. when they are occluded by clutter or due to scene non convexity. We
generate layout hypotheses by means of an iterative method that attempts to join
consecutive corners with alternatively oriented walls. We assume the following:
a) Manhattan world. There are three main orthogonal directions to each other
that define the indoor scene.
b) Ceiling-floor parallelism. Floor corners are on the same floor plane and ceiling
corners are directly above the floor ones. The normal direction of both planes is
the vertical vanishing direction vpz.
c) Camera height. Since no depth information is available, we need to assume the
distance from the camera to the floor or ceiling planes. This is trivial as results
are up to scale, but needed to predict the total height of the room. Generally, the
distance to the floor is assumed. We observed that the predicted ceiling corners
are more reliable, being in a less cluttered area, and we assume the distance to
the ceiling plane instead.
The proposed algorithm randomly samples a group of corners among the predicted
ones, Gc, which are ordered clockwise in the XY -plane. The number of sampled
corners NGc may vary at each iteration and can be directly related to the maximum
number of walls that our algorithm can handle, NmaxW = 2(NGc − 1). For example,
we can draw room layouts with six walls from a minimum number of four corners,
allowing the algorithm to introduce two new corners that may be occluded in the
image. Additionally, we observe that Manhattan World rooms always have an even
number of walls and an odd number of corners at each quadrant. As an example,
a simple layout has only one corner per quadrant, while more complex layouts may
have three or even five corners at some of their quadrants. Therefore, the proposed
quadrant division provides a convenient way to sample corners. The corner sampling
must include corners from at least three quadrants, so that the corner in the remaining
quadrant can be estimated assuming closed Manhattan layouts, and there must be at
least one corner of each hemisphere, so that the total room height can be predicted.
We proceed with the geometric reasoning in 2D with a top view of the 3D scene,
see right side of Figure 2.4 or 2.5. Note that we do not have the real 3D coordinates
of the corners, but only the 3D ray that goes from the center of the spherical image
through the corner position on the surface of the sphere.
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We use Figure 2.4 to describe how our hypotheses generation algorithm works.
First, the 3D rays of the sampled ceiling corners are intersected into a reference ceiling
plane at an assumed distance, obtaining the potential 3D ceiling corners c1, c2 and c3
(yellow). We keep the 3D ray of the sampled floor corner (cyan), as the distance to the
floor is yet unknown. Then, we use the Manhattan world requirement to estimate the
correct floor corner c4 position along its 3D ray, so that the walls connected by the
corners are as perpendicular as possible (90◦ ± 5◦). This process returns a Manhattan
World solution for the room that also allows us to compute the complementary distance
to the floor plane that verifies the ray equation.
In Figure 2.5 we show a complex layout and two possible layout hypotheses de-
pending on the initial sampled corners. We first show a valid hypothesis (top), with
sampled corners Gc = {c1, c2, c3, c5}. This means that the algorithm will be able to
solve a layout hypothesis with NmaxW = 6. After projecting the ceiling corners into a
reference plane, a joining corner process starts from c1. As before, we find the optimal
floor corner position along its ray using its nearest corners and draw an intermediate
solution, c2. In the third quadrant, taking into account the direction (x − y) from
previous unions, our algorithm selects the best solution for c4 by choosing the one which
produces alternatively oriented consecutive walls. In the empty quadrant, Manhattan
walls from nearest corners give c6. We also show a non-valid hypothesis (bottom),
with sampled corners Gc = {c1, c2, c3, c4}. Following the same process, the corners are











Fig. 2.6 (a) Example of labeled image generated from layout hypotheses. (b)-(e) Visual
representation of how each of the reference maps IR, looks like.
Layout hypotheses evaluation
We evaluate a number of layout hypotheses Nh to get the best and final room layout
solution. For each hypothesis Hi, we generate a segmented image IHi , encoding the
orientation of the predicted surfaces, i.e. walls in x, walls in y and floor/ceiling in z.
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In Figure 2.6 (a) there is an example of a segmented image, where each orientation is
encoded with a different color.
We evaluate the segmented image IHi by comparing it to a reference map IR
that roughly encodes the orientation of the pixels, and can be obtained from several
methods. We compute the ratio of pixels that are equally oriented in IHi and IR over












being C the number of channels corresponding to the labels i.e. orientations x,y,z.
In this work, we test four methods to compute the reference map IR. The four
methods are designed for conventional images so we repeat the same process as in
Section 2.4.1 to compute them. The Orientation Map [81], IOM (Figure 2.6 (c)), and
Geometric Context [60], IGC (Figure 2.6 (d)) are two methods widely used in the
literature to evaluate room models [63, 81]. Recently, [172, 68] combine the strengths
of both of them in one single map, that we name Merge Map, IMM (Figure 2.6 (e)).
We additionally propose to use a Normal Map (INM). We choose the work from
Eigen and Fergus [36], which proposes a multiscale CNN that returns depth prediction,
surface normal estimation and semantic labeling of indoor images. Here, we take
advantage of the surface normal estimation to create our reference map. In this case,
in order to stitch the local results back to the panorama, we need to rotate the normals
to set them in a common reference frame. Overlapping areas are tackled by doing the
per-pixel average to achieve a continuity of the overall image. The resulting Normal
Map is shown in Figure 2.6 (b). We also determine whether or not the normals from
each pixel belong to a main direction (VPs) and label them accordingly. We set to
black the pixels that do not belong to any main direction. It can be noticed in Figure
2.6 that the ceiling is the worst estimated part by all the methods. This happens
because the ceiling does not usually appear in conventional images.
2.4.3 Experimental Results
We evaluate our proposal using 360 images of indoor scenarios from two public datasets.
In particular, most of our quantitative results have been obtained from a subset of 85
panoramas of bedrooms and living rooms of the SUN360 dataset [158]. Additionally,
we also show results on the Stanford (2D-3D-S) dataset [6].
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(a) Ours (b) Bazin et.al. [11] (c) PanoContext [172]
Fig. 2.7 Lines and vanishing points detection using three different methods.
For each panorama we create the ground truth as a segmented image IGT , like
those in Figure 2.6, where each pixel encodes the direction of the surface it belongs
to. A previous ground truth was provided by [172], but images were labeled assuming
rooms have only 4 walls.





the ratio of equally-oriented pixels between the best layout hypothesis and the ground
truth. Each EOP value shown is a median of 10 times performing the experiment. The
number of hypotheses drawn (Nh) is specified in each experiment. For the experiments
we allow the algorithm to initially select from three to five corners, i.e. to solve layouts
with four to eight walls.
Lines and vanishing points. The proposed algorithm in Section 2.4.1 works directly
on the equirectangular image, allowing us to obtain unique line segments, avoiding
thus duplicate lines coming from different splits.
In [172] they split the panorama in order to run a specific algorithm that only
works with perspective images, warping then all detected line segments back to the
panorama, whereas in [11], they solve the problem by a branch-and-bound framework
associated with a rotation space search, working directly on panoramas. For [172] we
run directly the code provided by the authors. [11] does not provide any code and
there are no public experimental results with omnidirectional images. However, same
authors provide code of previous work [12, 10] that is used for this evaluation.
Our RANSAC-based algorithm achieves really similar results to [172, 11] being also
much faster, ∼3.8s per image in our proposal, compared to ∼67s per image with [11]
and ∼42s per image using [172]. Visual results from each work are shown in Figure 2.7.
Advantages of combining geometric reasoning with deep learning. A com-
parative study showing the effects of selecting structural lines (Section 2.4.1) can be








Fig. 2.8 Advantages of combining. Here we highlight the advantages of using
structural lines from Geometry and Deep Learning combination [92] over lines obtained
only with Geometry. The mean is represented in solid black and the median in dotted
black. Also the standard deviation is shown in light color and jittered raw data are
plotted for each group.
found in Figure 2.8. For this experiment we choose Nh = 100 and the INM as reference
map. Each point represents an image. We show in red the EOP when the complete
set of lines predicted by our geometric approach (G) is used to obtain the candidate
corners. We show in green the results when only the subset of structural lines obtained
combining geometry and deep learning (G+DL) is used. Mean and especially median
values highlight the improvement when combining traditional approaches with deep
learning: 0.889 vs. 0.925. The detection of structural lines allows to remove clutter
effectively, which translates into better accuracy.
Reference maps. We compare the performance of our model using the four alter-
native reference maps in the evaluation step. For this experiment we also consider
Nh = 100. Table 2.1 shows the median EOP value and the computing time of creating
each map. In terms of accuracy, INM and IMM perform similarly in median, although
the smaller standard deviation of the INM indicates more consistent results. Both
are considerably better than IOM and IGC . However, the IOM is about ten times
faster to compute than the INM and, therefore, its usage would be recommendable if
the priority lies in getting fast results in spite of losing some accuracy. The smaller
standard deviation on the computing time of the INM shows that it does not vary
through images, unlike the others whose time depends on scene-specific features such
as the number of lines.
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EOP Computing Time
Normal Map (INM) 0.925±0.061 243.36±1.42
Orientation Map (IOM) 0.906±0.133 23.54±4.16
Geometric Context (IGC) 0.883±0.114 174.07±13.28
Merge Map (IMM) 0.923±0.147 197.61±17.44
Table 2.1 Ratio of equally-oriented pixels when comparing the best final hypotheses,
IHb , with the ground truth IGT , evaluating in each case with a reference map. Also
the computing time in seconds of generating each map is shown.
Dataset Category EOP (Nh =100)
LSUN360 bedroom 0.921livingroom 0.933
Stanford (2D-3D-S) area1 0.873area3 0.885
Table 2.2 Ratio of equally-oriented pixels evaluated in different scenarios from two
public datasets.
Comparison with the state of the art. We perform a comparison with PanoCon-
text [172] since it is, to our knowledge, the only directly related method with available
code. In Figure 2.9 we show the EOP ratio and the computing time necessary to
generate the hypotheses for each method, varying the number of hypotheses Nh. Our
method clearly outperforms [172], being the difference larger when only a few hypothe-
ses are considered. Although the difference decreases as the amount of hypotheses
rises, when both methods reach a stable EOP value, our proposal achieves better
results. Moreover, our method with only 10 hypotheses (91,26%) beats [172] with
100 hypotheses (89.66%). This shows the good performance of our structural lines
selection which increases the likelihood of getting good hypotheses with only a few
attempts. Computing times show again bigger difference when fewer hypothesis are
evaluated. Only rooms up to 4 walls are considered in this evaluation to get a fair
numerical comparison, but our method is also able to deal with more complex rooms,
see Figure 2.10 for a qualitative comparison.
Evaluation in SUN360 and Stanford 2D-3D-S datasets. Besides the 85 images
from the SUN360 dataset, we additionally tested our method with 25 panoramas from
the Stanford (2D-3D-S) dataset. In Table 2.2 we show the EOP ratio reached in both
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Fig. 2.9 Comparison with PanoContext [172] (with only four-wall rooms). We
show the ratio of equally-oriented pixels and computing time against the number of
hypotheses. Our method outperforms PanoContext and is able to provide much better
results and much faster with fewer hypotheses.
Fig. 2.10 Comparison with PanoContext [172] in complex geometries. Our method
(cyan) is able to find 6 walls whereas [172] (dark blue) always finds just 4 walls.
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Fig. 2.11 Top: challenging corridor well estimated by our approach on Stanford
(2D-3D-S) dataset. Bottom: a clear case of failure.
Fig. 2.12 Layout predictions (cian) and ground truth (red) on the SUN360 dataset.
Left: cuboid layouts. Right: non-cuboid layouts.
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datasets. Several reasons can be associated with the fact that our proposal works
better with SUN360 dataset. On the one hand, panoramas from the Stanford dataset
do not cover full view vertically, leaving a black mask that can lead to confusions in the
limits when extracting structural lines. On the other hand, indoor scenes represented
in the Stanford dataset show more challenging scenarios like cluttered laboratories or
corridors instead of bedrooms and living-rooms (see Figure 2.11). Still, our method
achieves more than 87% of Equally Oriented Pixels in this dataset.
Additional qualitative results on the SUN360 dataset are shown in Figure 2.12.
2.5 PanoRoom
We observe that using conventional approaches with panoramic images is a major
bottleneck in most recent methods. In this section, we demonstrate how to create
CNNs to work directly with 360 images, exploiting all their context and reducing the
processing time. We propose a FCN trained with panoramic images that outputs not
only edge maps, but also corner maps. We get more structural information and the
joint learning helps to reinforce the quality of both map types. Our approach handles
occlusions and generalizes to non-cuboid layouts. We conduct experiments using two
public datasets, SUN360 and Stanford 2D-3DS.
Deep learning structure perception
The proposed FCN follows the encoder-decoder structure and builds upon ResNet-50
[59]. We replace the final fully-connected layer with a decoder that jointly predicts layout
edges and corners locations already refined. We illustrate the proposed architecture in
Figure 2.13.
Encoder. Most of deep-learning approaches facing layout recovery problem have
made use of the VGG16 [129] as encoder [92, 30, 80]. Instead, [175] builds their model
over ResNet-101 [59] outperforming the state of the art. Here, we use ResNet-50 [59],
pre-trained on the ImageNet dataset [119], which leads to a faster convergence due to
the general low-level features learned from ImageNet. Residual networks allow us to
increase the depth without increasing the number of parameters with respect to their
plain counterparts. This leads, in ResNet-50, to capture a receptive field of 483 × 483
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Fig. 2.13 PanoRoom architecture: Our network is built upon ResNet-50, adding a
single decoder that jointly predicts edge and corner maps already refined.
Decoder. Most of the recent work [92, 177, 114] builds two output branches for
multi-task learning, which increases the computation time and the network parameters.
We instead propose a unique branch with two output channels, corners and edge maps,
which helps to reinforce the quality of both map types. In the decoder, we combine
two different ideas. First, skip-connections [115] from the encoder to the decoder.
Specifically, we concatenate “up-convolved” features with their corresponding features
from the contracting part. Second, we do preliminary predictions at lower resolutions
which are also concatenated and fed back to the network following the spirit of [34],
ensuring early stages of internal features aim for the task. We use ReLU as non-linear
function except for the prediction layers, where we use Sigmoid.
Objective output. The ground truth (GT) for every panorama consists of a set
of corner coordinates. With this coordinates we generate two probability maps, m,
one represents the room edges (m = e), i.e. intersections between walls, ceiling and
floor, and the other encodes the corner locations (m = c). Both maps are defined as
Ym = {ym1 , . . . , ymi , . . .}, with pixel values ymi ∈ {0, 1}. ymi has a value of 1 if it belongs
to an edge or a corner, and 0 otherwise. Dealing with the image at pixel level is very
noise-sensitive so we do line thickening and Gaussian blur for easier convergence during
training since it makes the loss progression continuous instead of binary. The loss will
be gradually reduced as the prediction approaches the target.
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Notice here that our target is considerably simpler than others that usually divide
the ground truth into different classes. This contributes to the small computational
footprint of our proposal. For example, [92, 175] use independent feature maps for
background, wall-floor, wall-wall and wall-ceiling edges. Different segmentation images
for left, front and right wall, ceiling and floor categories are used in [30]. In [80], they
represent a total of 48 different corner types by a 2D Gaussian heatmap centered at
the true keypoint location. Here, instead, we only use two probability maps, one for
edges and another one for corners – see outputs in the Figure 2.13.
Loss functions. Edge and corner maps are learned through a pixel-wise sigmoid
cross-entropy loss function. Since we know a priori that the natural distribution of
pixels in these maps is extremely unbalanced (∼ 95% have a value of 0), we introduce
weighting factors to make the training stable. Defining as 1 and 0 the positive and
negative labels, the weighting factors are defined as wt = NNt , being N the total number
of pixels and Nt the amount of pixels of class t per sample. The per-pixel per-map loss
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))
, (2.5)
where ymi is the objective value for pixel i in the map m and ŷmi is the network output
for pixel i and map m. We minimize this loss at 4 different resolutions k = {1, . . . , 4},
specifically in the network output (k = 4) and 3 intermediate layers (k = {1, . . . , 3}).
The total loss used to learn the maps is then the sum over all pixels, the 4 resolutions








Lmi [k] . (2.6)
Inspired by [70], we also define a perceptual loss function that measure high-level
perceptual differences between images. We make use of an extra auto-encoder with
same structure as the main network and we train this auto-encoder to encode the GT.
Therefore, apart from encouraging the output images, ŷ, to exactly match the target
images, y, we also encourage them to have similar feature representations as follows:
Lperc = ||ϕ̂j(I) − ϕj(y)||22, (2.7)
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Fig. 2.14 Left: Vanishing lines and corners obtained only with geometric reasoning.
Center: Edge and Corner Maps predicted by our FCN. Right: Vanishing lines and
corners after combining both approaches.
where ϕj is the feature map on the jth hidden layer for the extra auto-encoder, that
receives target images as input y, and ϕ̂j on our network, that receives rgb panoramic
images as input I.
2.5.1 Room Layout Estimation
While deep-learning approaches have shown tremendous success and provide a deeper
understanding of the scene, usually their output alone is insufficient as it does not
enforce geometric constraints and priors. For this reason, we take advantage of our
FCN output to produce geometrically consistent room layouts by optimizing over the
deep learning clues under the Manhattan World assumption. Here, we do not assume
the scene as a 4 wall box any more.
Lines and vanishing points extraction in perspective images has been satisfactorily
faced so that many proposals working with panoramas [172, 162] sample perspective
subviews to make use of them, with the subsequent increase of computation time.
Recently, some approaches [11, 43] proposed methods to obtain lines and VPs directly
on panoramas improving the overall efficiency of the method. Here, we use our
RANSAC-approach proposed in Section 2.4.1 which is much faster than previous
methods.
As we do in Section 2.4.1, we remove the non-structural lines using the predicted
edge maps, obtaining an optimal subset of accurate lines. The proposed FCN learns
directly using the full panoramic image, taking advantage from the whole context. This
results in cleaner and more accurate edge maps which translates into a better filtering
of non-structural lines.
To make the most of our network output, we intersect the structural lines to obtain
candidate corners that are also scored with the corner map. See Figure 2.14. The layout
generation process follows the idea of our previous approach, but we use propose a
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different way to select the best hypothesis solution. Let’s define each layout hypothesis
as a combination of its edges and corners retrieved, Hi(He, Hc). We associate them
with the probability sum of the pixels they occupy in the corresponding predicted edge
and corner maps, we define the per-pixel probability as Pedge and Pcorner respectively.
In this manner, we select the layout hypothesis that maximizes the match between





and wc are the term weights used to give them same importance.
2.5.2 Experimental Results
Experiments of the proposed approach are conducted within two public datasets that
comprise several indoor scenes, SUN360 [158] and Stanford (2D-3D-S) [6]. We take
advantage of the ∼ 500 panoramas from the SUN360 dataset labeled by [172] but,
since panoramas were all labeled as box-type rooms, we hand label and substitute 35
panoramas representing more faithfully the actual shapes of the rooms. We split the
raw dataset consisting in 85% training and 15% test scenes. For experiments with the
Stanford 2D-3D dataset, we use same testing images (area 5) and GT provided by
[177].
The input to the network is a single panoramic image of resolution 128×256, unlike
[177] that uses also vanishing lines as input. The outputs, edge and corner maps, have
resolution 64×128. We apply horizontal mirroring as well as horizontal rotation from
0◦ to 360◦ of input images during training as data augmentation. We minimized the
cross-entropy loss using Adam, regularized by penalizing the loss with the sum of the
L2 of all weights. Initial learning rate is 2.5e−4 and exponentially decayed by a rate of
0.995 every epoch. We apply 0.3 dropout rate and 5e-6 weight decay. Although we
label some panoramas accurately to their actual shape, we still have a big unbalanced
dataset. In order to overcome this problem, we choose a batch size of 16 and we force
it always to include one example between those panoramas hand labeled by us (not
box-type). This favors the learning of more complex rooms despite having few examples.
The network is implemented in TensorFlow and trained with NVIDIA Geforce GTX
1080.
FCN Evaluation. After training our network on the SUN360 dataset, we first
carried out an experiment to choose more precisely the weights leading to the best
performance. To do that, we evaluate the predicted maps with their corresponding GT
at different stages of the training on the same dataset. We saw that with 200 epochs (1
epoch = 25 iterations), our network reaches the best performance with a training time
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Dataset Precision(%) Recall(%) F1 Score(%) Accuracy(%)
SUN360 0.8338 0.8564 0.8449 0.9615
Stnfd.2D-3D 0.6309 0.5904 0.6113 0.9160
Table 2.3 Evaluation of our FCN trained on SUN360 dataset for 200 epochs
Fig. 2.15 Predicted Edge Maps. From left to right: Input RGB images, ground
truth edge maps, results from [43], results from [177], our results. Observe that our
FCN predicts cleaner edges around the boundaries and recovers faithful edge maps
even when indoor scenes are not simple cuboids (middle row).
of ∼ 1 hour and a half. Testing takes about 0.7s per image. These results are collected
in Table 2.3, first row. Additionally, we find interesting to also evaluate results on the
Stanford 2D-3D dataset to see how well our FCN is able to generalize, this results are
shown in the second row. As it was expected, results are not as good when testing with
a different dataset. However, we demonstrate in next experiments that it is enough to
get layout reconstructions with little error and thus, our network is able to generalize.
In Figure 2.15 we show 3 examples of our predicted maps with different number of
walls compared to the GT and to other two approaches [43, 177]. Our proposal is able
to directly handle network outputs not limited to 4-wall rooms, which demonstrates
that is possible to train strategically in a way that the network takes full advantage of
the few different data that we have at our disposal.
3D Layout Evaluation. We evaluate our layout recovering approach on three
standard metrics, 3D intersection over union (3DIoU), corner error (CE) and pixel error
(PE), and compare ourselves with three works from the state of the art [172, 177, 43].
Results are averaged across all images. For all experiments, only SUN360 dataset is
used for training. Table 2.4 shows the performance of our proposal testing on both
datasets. We show that results on SUN360 dataset demonstrate better performance as
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Dataset Method 3DIoU(%) CE(%) PESS(%) PECS(%)
SUN360 PanoContext [172] 67.22 1.60 4.55 10.34
F-L C. et al. [43] - - - 7.26
LayoutNet [177] 74.48 1.06 3.34 -
Ours 76.82 0.79 2.59 3.13
Stnfd.2D-3D F-L C. et al. [43] - - - 12.1
Ours 70.64 1.15 3.95 4.98
Table 2.4 Performance benchmarking for SUN360 and Stanford 2D-3D datasets training
on SUN360 data. SS : Simple Segmentation (3 categories): ceiling, floor and walls [177].
CS : Complete Segmentation: ceiling, floor, wall1,..., walln [43].
Fig. 2.16 Layout predictions (yellow) and ground truth (green) on both datasets.
the FCN has been trained on the same dataset, however results on Standford 2D-3D
dataset are also very competitive. See Figure 2.16 for some qualitative results on the
SUN360 dataset.
2.6 CFL: Corners for Layout
We make the observation that the use of standard convolutions in equirectangular
images can lead to a loss of performance for several reasons. First, pre-training on
conventional images is key due to the lack of training 360 data. However, the pre-
trained feature space is non-distorted, which makes the pre-training less effective on
the distorted space of the equirectangular images. Moreover, the right and the left
side of the equirectangular images are the same spot in reality. If we apply standard
convolutions on these images, the network simply do not understand the continuity of
the scene, as the kernel will die on the image borders. We present CFL in this section.
We propose an special type of convolution, named EquiConv, that adapts the size and
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Fig. 2.17 Spherical parametrization of EquiConvs. The spherical kernel, defined
by its angular size (αw × αh) and resolution (rw × rh), is convolved around the sphere
with angles ϕ and θ.
shape of the kernel to the equirectangular image distortions. EquiConvs can directly
substitute the standard convolutions, and demonstrated to have several advantages to
work with 360 images.
2.6.1 Equirectangular Convolutions
Spherical images are receiving an increasing attention due to the growing number of
omnidirectional sensors in drones, robots and autonomous cars. We observe that a
naïve application of convolutional networks to an equirectangular projection, is not,
in principle, a good choice due to the space-varying distortions introduced by such
projection.
In this section we present a convolution that we name EquiConv, which is defined
in the spherical domain instead of the image domain and it is implicitly invariant
to equirectangular representation distortions. The kernel in EquiConvs is defined
as a spherical surface patch –see Figure 2.17. We parametrize its receptive field by
the angles αw and αh. Thus, we directly define a convolution over the field of view.
The kernel is rotated and applied along the sphere and its position is defined by the
spherical coordinates (ϕ and θ in the figure) of its center. Unlike standard kernels, that
are parameterized by their size kw × kh, with EquiConvs we define the angular size




and we use square kernels, so we will refer the field of view as α (αw = αh) and the




Fig. 2.18 Effect of changing field of view α (rad) and resolution r in
EquiConvs. 1 column shows a narrow field of view α = 0.2. 2 column shows a
wider kernel keeping its resolution (atrous-like), α = 0.5. 3 column shows an even
larger field of view for the kernel, α = 0.8. Notice how the kernel adapts to the
equirectangular distortion. Rows are resolutions r = 3 and r = 5.
resolution as r (rw = rh) respectively from now on. In this work, we choose values of
resolution and field of view to be the same as the image.
Although we use by default the same resolution and field of view from the image
in our model, it can be different. As we increase the resolution of the kernel, the
angular distance between the elements decreases, with the intuitive upper limit of not
giving more resolution to the kernel than the image itself. In other words, the kernel is
defined in a sphere, being its radius less or equal to the image sphere radius. Therefore,
EquiConvs can also be seen as a general model for spherical Atrous Convolutions
[20, 21] where the kernel size is what we call resolution, and the rate is the field of view
of the kernel divided by the resolution. An example of the differences of EquiConvs by
modifying α and r can be seen in Figure 2.18.
EquiConvs Details
In [27], they introduce deformable convolutions by learning additional offsets from
the preceding feature maps. Offsets are added to the regular kernel locations in the
Standard Convolution enabling free form deformation of the kernel.
2.6 CFL: Corners for Layout 47
Standard Deformable Equirectangular
Fig. 2.19 Effect of offsets on a 3 × 3 kernel. Left: Regular kernel in Standard
Convolution. Center: Deformable kernel in [27]. Right: Spherical surface patch in
EquiConvs.
Inspired by this work, we deform the shape of the kernels according to the geomet-
rical priors of the equirectangular image projection. To do that, we generate offsets
that are not learned but fixed given the spherical distortion model and constant over
the same horizontal locations. Here, we describe how to obtain the distorted pixel
locations from the original ones.
Let us define (u0,0, v0,0) as the pixel location on the equirectangular image where
we apply the convolution operation (i.e. the image coordinate where the center of the
kernel is located). First, we define the coordinates for every element in the kernel and
afterwards we rotate them to the point of the sphere where the kernel is being applied.












where i and j are integers in the range [− r−12 ,
r−1
2 ] and d is the distance from the center
of the sphere to the kernel grid. In order to cover the field of view α,
d = r2 tan(α2 )
. (2.9)
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Fig. 2.20 EquiConvs on spherical images. We show three kernel positions to
highlight the differences between the offsets. As we approach to the poles (larger θ
angles) the deformation of the kernel on the equirectangular image is bigger, in order
to reproduce a regular kernel on the sphere surface. Additionally, with EquiConvs, we
do not use padding when the kernel is on the border of the image since offsets take the
points to their correct position on the other side of the 360◦ image.
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We project each point into the sphere surface by normalizing the vectors, and rotate






 = Ry(ϕ0,0)Rx(θ0,0) p̂ij|p̂ij| , (2.10)
where Ra(β) stands for a rotation matrix of an angle β around the a axis. ϕ0,0 and θ0,0
are the spherical angles of the center of the kernel –see Figure 2.17, and are defined as











where W and H are, respectively, the width and height of the equirectangular image
in pixels. Finally, the rest of elements are back-projected to the equirectangular image
domain. First, we convert the unit sphere coordinates to latitude and longitude angles:
ϕij = arctan (
xij
zij
) ; θij = arcsin (yij). (2.12)









In Figure 2.19 we show how these offsets are applied to a regular kernel; and in
Figure 2.20 three kernel samples on the spherical and on the equirectangular images.
2.6.2 Learning corners for layout
Here we describe our end-to-end approach for recovering the room corners that allow us
to estimate the layout, i.e. the main structure of the room, from a single 360◦ image.
We use the network architecture presented in Section 2.5, which convolves the
feature maps with standard convolutions and use up-convolutions to decode the output.
We name it here CFL StdConvs. In this section, we propose a network variation, see
Figure 2.21, that we name CFL EquiConvs, which uses Equirectangular Convolutions
in the encoder and the decoder, using unpooling to upsample the output. We use the
loss function Lmaps presented in Section 2.5.
From Corner Maps to 3D Layout. Current methods [177, 43, 172] use pre-
computed vanishing points and posterior optimizations, being constrained to produce













Equirectangular convolution Equirectangular Convolution
+ Unpooling
Fig. 2.21 CFL architecture. Our network is built upon ResNet-50, adding a single
decoder that jointly predicts edge and corner maps. There are two network variations:
the original one, presented in Section 2.5, applies standard convolutions and upcon-
volutions on the equirectangular panorama, whereas this one applies Equirectangular














(a) The 2D corners coordinates are the maximum activations in
the probability map. From the 2D corners, we can directly recover
the 3D layout by doing a couple of assumptions.
h
g
(b) Assumptions. (i) ceiling
and floor planes are parallel
and oriented with the gravity
direction, (ii) the camera is lo-
cated at a certain height.
Fig. 2.22 Layout from corner predictions. From the corner probability map, the
coordinates with maximum values are directly selected to generate the layout.
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strict Manhattan 3D layouts. Aiming to a fast end-to-end simple model, CFL avoids
extra computation and adopt a representation usually referred as Soft/Weak Manhattan
[47] or Atlanta World [71]. Following this, horizontal directions are not necessarily
orthogonal to each other, thus relaxing the model assumptions. To this end, we
simply follow a natural transformation from corners coordinates to 2D and 3D layout.
The 2D corners coordinates are the maximum activations in the probability map.
Assuming that the corner set is consistent, they are directly joined, from left to right,
in the unit sphere space and re-projected to the equirectangular image plane. The 3D
layout is inferred by only assuming ceiling-floor parallelism, leaving the wall structure
unconstrained i.e. we assume that the floor corners are on the same plane and the top
corners are directly above the floor ones, but we do not force the usual Manhattan
perpendicularity between walls. Corners are projected to floor and ceiling planes given
a unitary camera height (trivial as results are up to scale). See Figure 2.22.
We directly join corners from left to right, meaning that our model would not
work if any wall is occluded because of the convexity of the scene. In those particular
cases, the joining process should follow a different order. In Section 2.4.2 we propose a
geometry-based post-processing that could alleviate this problem, but its cost is high
and it requires the Manhattan World assumption.
We provide now a detailed explanation of how, from the predicted 2D corner
positions, we can directly recover the 3D layout.
We can define a plane as the set of all points P = (x, y, z) such that P · N + d = 0,
where the normal N = (nx, ny, nz) is a normalized vector perpendicular to its surface
and d is the distance that separates it from the origin of coordinates in the direction of
the normal. Since we assume ceiling-floor parallelism and a camera height, N of both
the floor and ceiling planes is equal and corresponds to the vertical direction, and the
distance d from the floor to the camera is known. The distance to the ceiling is yet
unknown.
Additionally, thanks to the nature of spherical images, we can easily obtain the
3D ray R(t) = O + V⃗ · t (parametric representation) going from the center of the
sphere O = (ox, oy, oz) through the corner position, with normalized direction vector
V⃗ = (vx, vy, vz). To obtain the normalized direction vector V⃗ , we need the corner
position in the sphere, thus we transform the image coordinates of the corners (u, v)
into spherical coordinates and then to the Euclidean 3D space. Equations for this are
presented in Section 2.3.
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In the first place, Eq (2.14) give us the angles that define the point (u, v) in the
sphere.
ϕ = (u − W2 )
2π
W




Where W and H are the width and height of the equirectangular image. Second, once
these rotations are known we can compute the direction of the ray. Therefore, using







The intersection between the corner ray and the corresponding floor or ceiling plane
will give us the actual 3D corner point P = (x, y, z) (up to scale), i.e. the intersection
represents that point P on the surface of the plane that verifies the ray equation:
(ox + vx · t)nx + (oy + vy · t)ny + (oz + vz · t)nz + d = 0. The point P of intersection would
simply be the result of evaluating the calculated t, Eq (2.16), in the ray equation R(t).
t = −oxnx + oyny + oznz + d
vxnx + vyny + vznz
(2.16)
Let’s consider we have performed the operations to compute one corner point on
the floor plane, P F = (xF , yF , zF ). The corresponding point on the ceiling plane (P C)
will be on top of it (ie. xF = xC and yF = yC). Therefore, we can use this to compute





where V⃗ C = (vCx , vCy , vCz ) is computed as in (2.15) with the corresponding ceiling point
in the image. Notice that with P C we have the information we were missing to recover
the ceiling plane.
2.6.3 Experimental Results
We present a set of experiments to evaluate CFL using both Standard Convolutions
(StdConvs) and the proposed Equirectangular Convolutions (EquiConvs). We do not
only analyze the corner maps predicted by our model, but also the impact of each
algorithmic component through ablation studies. We report the performance of our
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proposal in two different datasets, and show qualitative 2D and 3D models of different
indoor scenes.
Datasets. We use two public datasets that comprise several indoor scenes, SUN360
[158] and Stanford (2D-3D-S) [6] in equirectangular projection (360◦). The former is
used for ablation studies, and both are used for comparison against several state-of-
the-art baselines.
SUN360 [158]: We use ∼500 bedroom and livingroom panoramas from this dataset
labeled by Zhang et al. [172]. We use these labels but, since all panoramas were labeled
as box-type rooms, we hand-label and substitute 35 panoramas representing more
faithfully the actual shapes of the rooms. We split the raw dataset in 85% training
scenes and 15% test scenes randomly by making sure that there were rooms of more
than 4 walls in both partitions.
Stanford 2D-3D-S [6]: This dataset contains more challenging scenarios like cluttered
laboratories or corridors. In [177], they use areas 1, 2, 4, 6 for training, and area 5 for
testing. For our experiments we use same partitions and the ground truth provided by
them.
Implementation details. The input to the network is a single panoramic RGB
image of resolution 256 × 128. The outputs are, on the one hand, the room layout edge
map and on the other hand, the corner map, both of them at resolution 128 × 64. A
widely used strategy to improve generalization of neural networks is data augmentation.
We apply random erasing, horizontal mirroring as well as horizontal rotation from 0◦
to 360◦ of input images during training. The weights are all initialized using ResNet-50
[59] trained on ImageNet [119]. For CFL EquiConvs we use the same kernel resolutions
and field of views as in ResNet-50. This means that for a standard 3×3 kernel applied
to a W×H feature map, r= 3 and α=r fov
W
, where fov = 360◦ for panoramas. We
minimize the cross-entropy loss using Adam [73], regularized by penalizing the loss with
the sum of the L2 of all weights. The initial learning rate is 2.5e−4 and is exponentially
decayed by a rate of 0.995 every epoch. We apply a dropout rate of 0.3.
The network is implemented using TensorFlow [1] and trained and tested in a
NVIDIA Titan X. The training time for StdConvs is around 1 hour and the test time
is 0.31 seconds per image. For EquiConvs, training takes 3 hours and test around 3.32
seconds per image.
Network’s output evaluation. We measure the quality of our predicted probability
corner maps using five standard metrics: intersection over union IoU, precision P,
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Corners
Conv. IP EM IoU Acc P R F1
: 1 : 1 : 1 : 1 : 1
StdConvs - - 0.519 0.978 0.611 0.763 0.675
StdConvs - ✓ 0.531 0.979 0.639 0.749 0.685
StdConvs ✓ ✓ 0.569 0.982 0.684 0.761 0.718
EquiConvs - - 0.485 0.972 0.551 0.786 0.642
EquiConvs - ✓ 0.536 0.980 0.649 0.744 0.690
EquiConvs ✓ ✓ 0.580 0.983 0.697 0.762 0.726
bigger is better
Table 2.5 Ablation study on SUN360 dataset. We show results for both Standard
Convolutions (StdConvs) and our proposed Equirectangular Convolutions (EquiConvs)
with some modifications: Using or not intermediate predictions (IP) in the decoder
and edge map predictions (EM).
Fig. 2.23 EquiConvs show more consistent qualitative results whereas Std-
Convs simply do not understand that the image wraps around the sphere, losing the
continuous context that these images provide.
recall R, F1 Score F1 and accuracy Acc. Table 2.5 summarizes our results and allows
us to answer the following questions:
What are the effects of different convolutions? As one would expect, EquiConvs, aware of
the distortion model, learn in a non-distorted generic feature space achieving accurate
predictions, like StdConvs on conventional images [80]. Distortion understanding,
additionally, gives the network other advantages. While StdConvs learn strong bias
correlation between features and distortion patterns (e.g. ceiling line on the top of
the image or clutter in the mid-bottom), EquiConvs are invariant to that. For this
reason, the performance of EquiConvs does not degrade when varying the camera
DOF pose – see Section 2.6.3. Additionally, EquiConvs allow to directly leverage
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Input Panorama Without random erasing
With
random erasingErasing example
Fig. 2.24 Augmenting the data with virtual occlusions. Left: Image with erased
pixels. Right: Input panorama and predictions without and with pixel erasing. Notice
the improvement by random erasing.
networks pre-trained on conventional images. Specifically, this translates into a faster
convergence, which is desirable as, to date, 360◦ datasets contain far less images than
datasets with conventional images. In omnidirectional images, the right and the left
edge are the same spot in reality so, another strength of EquiConvs lie in the fact that
we can avoid padding when the kernel reaches the border of the image since offsets
take the points to their correct position on the other side of the 360◦ image. This
allows the model to understand the continuity of the scene. StdConvs, instead, simply
do not understand that the image wraps around the sphere. As a consequence, in most
cases when corners approach the borders, StdConvs predict these corners twice, i.e. at
both ends, or the edges at one side would not coincide with the edges at the other side.
This effect is highlighted in Figure 2.23 and further demonstrated in a supplementary
video1.
How can we refine predictions? There are some techniques that we can use in order
to obtain more accurate and refined predictions. Here, we make pyramid preliminary
predictions in the decoder and iteratively refine them, by feeding them back to the
network, until the final prediction. Also, although we only use the corner map to
recover the layout of the room, we train the network to additionally predict edge maps
as an auxiliary task. This is another representation of the same task that ensures that
the network learns to exploit the relationship between both outputs, i.e., the network
learns how edges intersect between them generating the corners. The improvement is
shown in the Table 2.5.
1https://www.youtube.com/watch?v=dK_vsVYiPaAfeature=emb_logo
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How can we deal with occlusions? We do Random Erasing Data Augmentation. This
operation randomly selects rectangles in the training images and removes its content,
generating various levels of virtual occlusion. In this manner we simulate real situations
where objects in the scene occlude the corners of the room layout, and force the network
to learn context-aware features to overcome this challenging situation. Figure 2.24
illustrates this strategy with an example.
Is it possible to relax the scene assumptions while keeping a good performance? By
avoiding constrained Manhattan 3D layout predictions we not only achieve better
results compared with current arts, but also we save in computation. Additionally,
our model overcomes the classic box-room simplification (four-walls room setups),
even if we still have a largely unbalanced dataset after labeling some panoramas more
accurately to their actual shape. We address this problem by choosing a batch size of
16 and forcing it to always include one non-box sample. This favors the learning of
more complex rooms despite having few examples.
F1 Acc IoU
Trans StdConvs 55.32 ± 8.23 95.46 ± 1.3 39.135 ± 7.82EquiConvs 59.55 ± 8.95 96.21 ± 1.14 43.47 ± 8.83
Rot x StdConvs 45.89 ± 14.72 93.44 ± 3.18 31.26 ± 12.83EquiConvs 46.2 ± 15.1 94.43 ± 2.18 31.625 ± 13.41
Rot y StdConvs 72.28 ± 2.7 98.21 ± 0.21 57.54 ± 3.25EquiConvs 72.96 ± 2.02 98.29 ± 0.14 58.44 ± 2.44
Table 2.6 Robustness analysis. Values represent the mean value (bigger is better) ±
standard deviation (smaller is better) in %. We apply three types of transformations
to the panoramas: translations in y dependant on the room height from −0.3h to
0.3h, rotations in x from −30◦ to +30◦ and rotations in y from 0◦ to 360◦. We do not
use these images for training but just for testing in order to show the generalization
capabilities of both models.
Robustness analysis. We test our model with previously unseen images where
the camera viewpoint is different from that in the training set. The distortion in
equirectangular projection is location dependent, specifically, it depends on the polar
angle θ. Since EquiConvs are invariant to this distortion, it is interesting to see how
modifications in the camera extrinsic parameters (translation and rotation) affect the
model performance using EquiConvs against StdConvs. When we generate translations
(over vertical axis y) and rotations (over horizontal axis x), the shape of the layout is
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Fig. 2.25 Synthetic images for robustness analysis. Here we show two examples
of panoramas generated with upward translation in y and rotation in x respectively.
modified by the distortion, losing its characteristic pattern (which StdConvs use in its
favor).
Since standard datasets have a strong bias when referring to camera pose and
rotation, we synthetically render these transformations along our test set. The rotation
is trivial as we work on the spherical domain. As the complete 3D dense model of the
rooms is not available, the translation simulation is performed by using the existing
information, ignoring occlusions produced by viewpoint changes. Nevertheless, as we
do not work with wide translations the effect is minimal and images are realistic enough
to prove the point we want to highlight (see Figure 2.25). For both experiments, we
uniformly sample from a minimum to a maximum transformation and calculate the
mean and standard deviation for all the metrics. What we see in Table 2.6 is that
we obtain higher mean values by using EquiConvs. This means that this EquiConvs
make the model more robust and generalizable to real life situations, not covered in
the datasets, e.g. panoramas taken by hand, drones or small robots.
We also quantitatively analyzed the robustness of the model to rotation over the
vertical axis y. Even though this rotation do not distort the shape of the layout like the
previous extrinsic parameters, the incapability of StdConvs to wrap around the sphere
and understand the continuity of the scene was a frequent source of failure as we showed
in Figure 2.23 and the supplementary video. Table 2.6 compare both convolutions,
where the numbers represent the mean of the results obtained from each panorama
after doing all possible rotations (from 0◦ to 360◦ horizontally) and computing mean
and standard deviation per panorama. Results show that EquiConvs not only have
better overall performance, but the standard deviation is much smaller since there are
no special cases that cause failure due to lack of continuity in the borders.









Fig. 2.26 Generation of synthetic translated image from the ground truth layout. Each
point in the sphere in the new reference (x′) takes the color from the projection of the
3D intersection point X to the sphere in the old reference (x).
Synthetic translations generation. To generate the synthetic translations we use
the 3D layout reconstruction from the ground truth. The idea is to obtain the color
values of each pixel in the new synthetic image, with similar reasoning about ray to
plane intersection that can be found in Section III. For each pixel of this image we
can recover its spherical coordinates (see Equation (2.14)) and the direction of the ray
emanating from the reference frame (see Equation. (2.15)). In Figure 2.26 we represent
the point in the unitary sphere x′ and the corresponding ray R′ on the translated
reference frame. We compute the intersection of the ray R′ and the ground truth
layout as a ray to plane intersection as explained in Section III, specifically Equation.
(2.16). To simulate the translation, the origin of the sphere O′ will be set accordingly
as O + t. Since the layout has several planes and the ray could intersect more than one,
the closest point is always selected. Once we have the 3D point X we can change its
reference frame (ie. subtract t) and project it back to the sphere before the translation
to recover its point x whose color value can be recovered by going back to the original
equirectangular image. We go through all the pixels in the new synthetic image until
it is completely filled with color values. Since we only have the ground truth 3D layout
but not the complete 3D reconstruction, the objects in the scene could appear deformed
because of the change in perspective if translations are too large. The effect of this
change in perspective was not noticeable for the translations we applied, and it did not
affect the results.
3D Layout comparison. We evaluate our layout predictions using three standard
metrics, 3D intersection over union 3DIoU , corner error CE and pixel error PE, and
compare ourselves against four approaches from the state of the art [172, 177, 43, 163].
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Test Method 3DIoU CE PESS PECS
SUN360
PanoContext [172] 67.22 1.60 4.55 10.34
Fernandez [43] - - - 7.26
LayoutNet [177] 74.48 1.06 3.34 -
DuLa-Net [163] 77.42 - - -
CFL StdConvs 78.79 0.79 2.49 3.33
CFL EquiConvs 78.87 0.75 2.6 3.03
Std.2D3D
Fernandez [43] - - - 12.1
LayoutNet [177] 64.56 1.44 5.16 -
CFL StdConvs 65.13 1.44 4.75 6.05
CFL EquiConvs 65.23 1.64 5.52 7.11
smaller is better
Table 2.7 Layout results on both datasets (in %), training on SUN360 data. SS :
Simple Segmentation (3 categories): ceiling, floor and walls [177]. CS : Complete
Segmentation: ceiling, floor, wall1,..., walln [43]. Observe how our method outperforms
all the baselines in all the metrics.
Pano2CAD [159] has no source code available nor evaluation of layouts, making direct
comparison difficult. The pixel error metric given by [177] only distinguishes between
ceiling, floor and walls, PESS. Instead our proposed segmented mask distinguish
between ceiling, floor and each wall separately, PECS, which is more informative
since it also has into account errors in wall-wall boundaries. For all experiments, only
SUN360 dataset is used for training. Table 2.7 shows the performance of our proposal
testing on both datasets, SUN360 and Stanford 2D-3D. Results are averaged across all
images. It can be seen that our approach outperforms the state of the art clearly, in
all the metrics.
It is worth mentioning that our approach, not only obtains better accuracy but also
it recovers shapes more faithful to the real ones, since it can handle non box-type room
designs with few training examples. In Table 2.8 we show that, apart from achieving
better localization of layout corners, our model is much faster. Our full method with
EquiConvs takes 3.47 seconds (0.3 fps) to process one room and with StdConvs just
0.46 seconds (2.2 fps), which is a major advantage considering the aforementioned
applications of layout recovery need to be real-time (robot navigation, AR/VR). See
Figure 2.27 for some qualitative results.
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Method Computation Time (s)





Table 2.8 Average computing time per image. Every approach is evaluated using
NVIDIA Titan X and Intel Xeon 3.5 GHz (6 cores) except DuLa-Net, evaluated using
NVIDIA 1080Ti GPU. Our end-to-end method is more than 100 times faster than
other methods.
Fig. 2.27 Layout predictions (light magenta) and ground truth (dark magenta) on both
datasets.
2.7 Qualitative Results
Here we show additional qualitative results of our recovered layouts in SUN360 [158]
and Stanford 2D-3D [6] datasets. Figures 2.28 and 2.29 collect examples in SUN360
dataset and show indoor scenes with different geometries, not only cuboid shapes.
Figure 2.30 shows examples in Stanford 2D-3D dataset. Panoramas in this dataset do
not cover full view vertically and the indoor scenes represent more challenging scenarios
like cluttered laboratories or corridors.
2.8 Conclusion
In this chapter we present three different approaches that show an evolution of our
research on the 3D room layout estimation problem from single 360 images.
We first propose a novel pipeline that combines geometry and deep learning to
obtain structural lines and corners, from which the layout hypotheses are generated.
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We also demonstrate how to deal with non-visible structural corners by automatically
predicting new corners during the hypotheses generation process, so that the generated
room layouts satisfy the Manhattan world assumption. This idea allows us to generalize
to cuboid and non-cuboid layouts, leaving behind the simplification of 4 wall rooms.
We additionally present a new deep learning model to predict structural lines
and corners directly on panoramic images. The CNN allows us to avoid expensive
pre-processing stages improving the overall efficiency of the method. Additionally,
working directly on panoramic images ensures a full leverage of the room context,
giving better predictions.
In the last approach, we present CFL, the first end-to-end algorithm for layout
recovery in 360◦ images. Our experimental results demonstrate that our predicted
layouts are more accurate than the state of the art. Additionally, the removal of
extra pre- and post-processing stages makes our method much faster than other
works. Finally, being entirely data-driven relaxes the geometric assumptions that are
commonly used in the state of the art and limits their usability in complex geometries.
We present two different variants of CFL. The first one, implemented using Standard
Convolutions, reduces the computation in 100 times and it is very suitable for images
taken with a tripod (recommended if the time is a critical issue). The second one uses
our proposed implementation of Equirectangular Convolutions that adapt their shape
to the equirectangular projection of the spherical image (recommended if looking for
robustness and better generalization). This proves to be more robust to translations
and rotations of the camera making it ideal for panoramas taken by a hand-held
camera.
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Fig. 2.28 Layout predictions (light magenta) and ground truth (dark magenta) on the
SUN360 annotation dataset [158]. Best viewed in color.
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Fig. 2.29 Layout predictions (light magenta) and ground truth (dark magenta) for
complex room geometries on the SUN360 annotation dataset [158]. Best viewed
in color.
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Fig. 2.30 Layout predictions (light magenta) and ground truth (dark magenta) on the
Stanford 2D-3D annotation dataset [6]. Best viewed in color.
Chapter 3
Object Recognition
“The Three R’s of Computer Vision: Recognition, Reconstruction & Reorganization.”
— Jitendra Malik
In the last few years, there has been a growing interest in panoramic images. While
several tasks have been improved thanks to the contextual information these images
offer, object recognition in indoor scenes still remains a challenging problem that has not
been deeply investigated. We provide an object recognition system that performs object
detection and semantic segmentation tasks by using a deep learning model adapted to
match the nature of equirectangular images. From these results, instance segmentation
masks are recovered, refined and transformed into 3D bounding boxes that are placed
into the 3D model of the room. The proposed method outperforms the state of the art






















The increasing interest in autonomous mobile systems, like drones, robotic vacuum
cleaners or assistant robots, makes detection and recognition of objects in indoor
environments a very important and demanded task.
Since recognizing a visual concept is relatively trivial for a human, it is worth
considering the hard challenges inherently involved. Objects in images can be oriented
in many different ways, vary their size, be occluded, blended into the environment
because of their color or appearance, or affected by different illumination conditions,
which changes drastically their aspect on the pixel level. Moreover, the concept behind
an object’s name is sometimes broad, including non-clear frontiers to other concepts.
For example, where do you consider the limits between a sofa and an armchair?
Convolutional Neural Networks (CNNs) have already demonstrated to be the best
known models to perform object recognition, as they are capable of dealing with those
challenges by automatically learning objects’ inherent features and correctly identify
their intrinsic concepts.
However, images from conventional cameras have a small field of view, much smaller
than human vision, which implies that contextual information cannot be as useful as it
should. To overcome this limitation, a real impact came with the arrival of the 360◦
full-view panoramic images, which are recently arising more and more interest in the
robotics and computer vision community, as they allow us to visualize, in a single
image, the whole scene at the same time. Together with all of their potential we have
to deal with challenges produced by their own spherical projection, such as distortion,
or the lack of complete, labeled and massive datasets. This requires the development
of specific techniques that take advantage of their strengths and allow working with
panoramic images in an efficient and effective way.
In this Chapter, we propose an object recognition system that provides a complete
understanding of the main objects in an indoor scene from a single 360◦ image in
equirectangular projection. Our method extends the BlitzNet model [35] to perform
both object detection and semantic segmentation tasks but adapted to match the
nature of the equirectangular image input. We train the network to predict 14 different
classes of main indoor scenes related objects. Results of the CNN are post-processed to
obtain instance segmentation masks, which are successfully refined by taking advantage
of the spatial contextual clues that the room layout provides. In this work, we not
only show the potential of exploiting the 2D room layout to improve the instance
segmentation mask, but also the possibility of leveraging the 3D layout to generate 3D
object bounding boxes directly from the improved masks.
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3.2 Related Work
Object detection field has been mainly dominated by two different approaches: one-
stage and two-stage detectors. Two-stage detectors, as the first R-CNN[51] architecture
followed by its variants Fast R-CNN[50], Faster R-CNN[113] and Mask R-CNN[57]
achieve great accuracy but lower speed. They require firstly to refine proposals to
obtain the features needed to classify the objects. On the other hand, one-stage
detectors, following YOLO[111] and SSD[86] simultaneous bounding box refinement
and classification, significantly reduce computational cost. They achieve real-time
performing maintaining high accuracy, which is needed for most applications in au-
tonomous mobile systems. SSD multi-scale pyramid idea proves to help in conducting
more accurate detections and manage widely various object sizes, approach followed in
most state-of-the-art object detectors.
While all those models optimize bounding box detection, not so many integrate
in their pipeline the pixel-wise recognition needed for many applications. In this way,
BlitzNet [35] is a one-stage multi-scale model that adds semantic segmentation and
therefore recognizes objects at pixel level. It also proves the advantages of jointly
learning two scene understanding tasks: object detection and semantic segmentation,
which benefit from each other by sharing almost the complete network architecture.
However, state-of-the-art research mainly focuses on using conventional images.
Their limited field of view prevents contextual information from being as crucial as
it is in scene understanding for humans. Differently from outdoor object recognition,
where thanks to the increasing research on autonomous driving, there are recent works
using panoramic images [93] [164], there is no wide research on object recognition from
indoor panoramas. A recent work that addresses this problem is [32], where Deng et.
al use a R-CNN approach, and also evaluate their own implementation of DPM [45]
on panoramas. The most relevant work on indoor panoramic object recognition is
PanoContext [172]. It includes 2D object detection and semantic segmentation among
other 3D scene understanding tasks, proving the potential of having a larger field of view
for recognition problems. Their method, nevertheless, is based on geometrical reasoning
and traditional computer vision feature extractors and can be still considered as state-
of-the-art in indoor object recognition on panoramic images. Recent research on this
kind of images includes 3D layout recovery [98] [69] [177] [41] and scene modeling [165],
which provides global context and gives a 3D interpretation of the scene from a single
view. In [90], they show that this tasks can also benefit and augment an omnidirectional
SLAM. Combining object recognition and 3D layout recovery motivates our proposal
to obtain the 3D recognition and location of main objects in our room.
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3.3 Dataset extension
Panoramic images datasets with object recognition labels are not as standard or
complete as conventional images ones [67] [133] [6]. Therefore, in this work we decide
to extend the SUN360 database [67] with segmentation labels. For every panorama,
we generate individual masks encoding each object’s spatial layout. Additionally,
we combine all the masks obtaining a semantic segmentation panoramic image with
per-pixel classification. Bedroom and living room sets, formed by 418 and 248 images
respectively, are used and 14 different object classes are considered. The dataset is
divided into 85% for train and validation and 15% for test.
We generate segmentation masks based on 2D bounding points of the objects, taken
from PanoContext [172] work. We project them on the spherical domain to follow
distortion patterns in contours and to correctly manage objects that appear cropped
on the horizontal image limits (see Section 2.3 for more details about the spherical
geometry). To combine the binary masks and create the semantic segmentation
panorama, with the lack of depth or other 3D information, an hypothesis of occlusion
among objects is needed. We consider the assumption that objects are not in general
completely occluded, and therefore for each pair of objects in conflict their area of
overlap and size are computed. If area of overlap is bigger than a threshold, the
smallest object is considered closer and completely visible and otherwise the biggest
one is selected. With its evident limitations, this hypothesis experimentally proves to
work well in most of the cases, allowing to correctly segment most of the visible and
cuboid-shaped objects in images as shown in Figure 3.1. The complete dataset used
in this work is released for public access and can be found in the project webpage1.
3.4 Model
In this section we present our object recognition model, called Panoramic BlitzNet,
that is based on the original CNN BlitzNet [35] but adapted to work specifically with
complete equirectangular images. It addresses both object detection and semantic
segmentation tasks, following BlitzNet architecture: a Fully Convolutional model
that follows the encoder-decoder approach with skip connections. It performs multi-
scale recognition and takes advantage of joint learning. Main changes to their base
implementation include the use of the complete rectangular panorama, modifying the
input aspect ratio. We also change the anchor boxes proposals, as the new input shape
1Available at https://webdiis.unizar.es/∼jguerrer/room_OR/
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Fig. 3.1 Result of our method to create semantic segmentation masks, assuming
hypothesis of occlusion. Notice on the left the differences between creating straight
contours on image domain (top) vs. spherical domain (bottom).
needs to be considered because they are centered on pixels grid. Our bounding boxes
proposals are done by firstly converting image to a regular grid, covering the whole
rectangular-shaped image. Grid has different dimensions in each layer, from 128x256
to 1x2, because of the iteratively lower scale of the feature maps. In each grid cell
5 different proposals are created with 5 different aspect ratios: 1, 2, 1/2, 3 and 1/3,
allowing the network to manage different object shapes.
Special mention deserves data augmentation as an important technique to avoid
overfitting, particularly on non-massive datasets like in our case. Here, we modify
the original data augmentation by removing random crops on images (contextual
information is important) and adding horizontal rotation from 0° to 360° to cover all
different positions on the sphere.
How can we deal with 360◦ images distortion? We exploit the potential of om-
nidirectional images covering 360◦ horizontal and 180◦ vertical field of view represented
in equirectangular projection. While these images allow us to analyse the whole scene
at once taking advantage of all the context, they present great distortions due to their
projection of the sphere. Here, we replace all standard convolutions of our Panoramic
BlitzNet by equirectangular convolutions (EquiConvs [41]), to study their impact on the
task of recognizing objects. With this kind of convolutions, the kernel adapts its shape
and size accordingly to the distortions produced by the equirectangular projection.
As mentioned in [41], the distortion presented is location dependent, specifically, it
depends on the polar angle. They demonstrate how EquiConvs can be really convenient
to generalize to different camera positions since the layout shape can suffer from many
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variations. For the specific task of object recognition, the use of EquiConvs is definitely
convenient even if the camera is always at the same place, since objects can be at many
different locations inside the scene –e.g. objects closer to the camera will have greater
distortions than objects around the horizon line. EquiConvs here play an important
role since they can learn ignoring this distortion patterns and thus, being more able to
learn real objects appearance. Additionally, one important challenge to accomplish our
goal is represented by the need of extensive annotations for training object recognition.
To this end, EquiConvs make the pre-training much more effective since this type of
convolutions implicitly handle equirectangular distortion, being able to use previous
weights from conventional images as if they were learnt on the same kind of images. We
can therefore exploit the wealth of publicly available perspective datasets for training
– SUN RGB-D [120] dataset in this case, which reduces the cost of annotations and
allows training under a larger variety of scenarios. Moreover, standard convolutions do
not understand that the image wraps around the sphere, loosing the continuity of the
scene, while EquiConvs, working directly on the spherical space, avoid padding and
exploit this idea. This makes them also very suitable for the objects that appear cut
between the left and right side of the image.
From semantic to instance segmentation. Semantic segmentation masks allow
us to pixel-wise classify scenes in object categories. One step further goes instance
segmentation, which classifies each pixel not only to its category but also differentiating
its concrete object instance, an essential stage to correctly locate them into the 3D
reconstruction of the room. Without using any instance segmentation prior to be learnt,
we add a simple post-processing to obtain pixel-wise instance classification of the scene,
based on the outputs of the network. Considering each bounding box detection as
a Gaussian distribution, it is assumed that 99% of the object is contained on it, so
standard deviation in each dimension is taken as σw = width6 , σh =
height
6 , giving 3σ at
each side of the mean, which is defined as the center of the bounding box. Then, each
pixel from the semantic segmentation mask is assigned to the instance distribution
with the minimum Mahalanobis distance. When none of the distances to distributions
exceeds the chi-squared test threshold, the pixel is left as the classification in the initial
semantic segmentation, a proposal that shown the best experimental results.
This assumption gives, consequently, more importance to bigger objects, which
are usually better segmented by our model. In addition to providing an approach to
create instance segmentation masks, we analyze the impact it can have in improving
our initial segmentation, as shown in experiments.
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Can we convert instance segmentation masks into 3D bounding boxes? If
there is a task that has experimented a disruptive innovation with the emergence of
360◦ images, it has been the room layout estimation problem [69, 177, 43, 41, 137]. In
these works, from a single panorama, they recover the main structure of the room –i.e.
disposition of the walls, ceiling and floor, not only in the image domain, but also a
complete 3D reconstruction model up to scale.
The intuition is that objects location and pose inside a 3D indoor space are not
randomly distributed. Following the law of physics, objects will be fairly constrained
to lie on at least one supporting plane, in stable configurations and, in several cases,
aligned with the room walls. This means that the room layout provides strong spatial
contextual clues as to where and how objects can be found.
Thus, in order to provide a greater understanding of the scene, here we analyze the
potential of using the room layout as a prior combined with the object recognition
task:
1) We found that we can easily leverage the room layout in the image domain to
improve the instance segmentation masks. Based on the contextual information given
by the layout, there are a series of logical assumptions that we can immediately make
–e.g. it is very unlikely to find doors not resting on the floor or paintings hanging in
between two walls. During this process we also detect holes in masks and fill them.
2) The aforementioned methods provide 3D layout models of the rooms. This allows
us to place the identified objects inside the 3D model of the room as long as they lie
on the walls, or rest on the floor / ceiling aligned with the walls. In this way, only by
detecting the masks of the objects and with a good layout prior, we can obtain a very
precise 2D representation of the objects and an initial estimate of the 3D understanding
of the scene.
To obtain the room layout, here we choose the work of Fernandez et al. [41].
Additionally, we will need to assume Manhattan World [24] whereby there exist three
dominant orthogonal directions defining the scene. Here, we compute the vanishing
points of the scene following the approach of [43]. They propose a RANSAC-based
algorithm that works directly on omnidirectional images running up to 5 times faster
than other approaches.
For the 3D object recognition task, in PanoContext [172] they generate many cuboid
hypotheses combining two approaches. First, they perform rectangle detection in six
axis-aligned views projected from the original panorama. Then, they sample rays from
the vanishing points to fit image segmentation boundaries obtained by selective search.






Fig. 3.2 From mask to 3D: We find the lines that best fit the object mask by a
RANSAC algorithm and orient them accordingly to the main directions of the scene.
The object dimensions are obtained trusting in the line resting on the wall and the line
resting on the floor (red lines in the figure).
union score with the segment. Here instead, we directly approximate every object
mask with four lines by a RANSAC approach and classify these lines accordingly to
the vanishing points, vp, –i.e. we obtain the orientation of the objects inside the scene.
We consider that a line belongs to one concrete direction, k = x, y, z, when its normal
direction in the 3D space ni fulfills the condition of perpendicularity with the direction
under an angular threshold of ±0.5◦ experimentally obtained, |arccos(ni ·vpk)− π2 | ≤ θth.
Then, we determine with which planes of the room each object interacts by obtaining
the intersections between the object mask and the 2D room layout segmentation map.
The room layout segmentation map is directly generated from the predicted layout
corners [41], encoding each plane accordingly to the main directions of the scene.
If we predict that the object lies on a wall –i.e. doors, windows, mirrors, pictures,
etc., we simply project the object mask to its position in the wall in the 3D room
layout. For cuboid objects like beds, sofas or bedside tables, we can obtain the object
dimensions –i.e. length, width and height, using the lines interacting with the room
planes. Figure 3.2 shows how we deal with these objects. With these ideas, we can
place most of the objects inside the 3D scene and obtain a good understanding of
the scene from the 2D segmentation masks. Some qualitative results are shown in
Figure 3.3.
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Fig. 3.3 Examples of 3D models obtained from instance objects masks and room layout
knowledge [41].
3.5 Experimental Results
We evaluate our model by different experiments conducted on SUN360 [67] extended
dataset, which are presented in this section. Experimental setup is explained in order
to make our work reproducible, together with the detailed evaluation metrics.
Experimental setup The whole model is coded in Python 3.5 using the framework
Tensorflow v1.13.1. All experiments were conducted on a single Nvidia GeForce
GTX 1080 GPU. As in [35], we use ResNet-50 as feature extractor, Adam stochastic
algorithm [73] for optimization and learning rate set to 10−4 and decreased twice
during training. Experiments were conducted by changing that learning rate without
noticeable influence. We use stride 4 in the last layer of the up-scaling stream and
varying mini-batch sizes, which are stated in each experiment. All models are trained
until convergence, measured with a random validation subset.
Based on our dataset characteristics, we decide to pre-train our network instead of
initializing it randomly, that would conduct to a clear overfit to our data, as studied in
the first experiment. Because of the lack of massive panoramic datasets, conventional
images are used for pre-training: Firstly, we use the publicly available weights of
ResNet50 backbone on ImageNet [118] dataset. With that initialization, we then train
the whole network on SUN RGB-D [120], pre-processed to have the same common
classes. This way we have an initialization for the complete model to be able to
fine-tune with the panoramic images, possible thanks to a Fully Convolutional network
where weights can be shared with variable input dimensions.
Evaluation metrics To evaluate detection performance we use typical mean average
precision (mAP ), considering that a predicted bounding box is correct if its intersection
over union with the ground truth is higher than 0.3, as exact localization is better
predicted in the segmentation branch. The average precision evaluates interpolated
precision at all different recall levels, in its simplest definition, but can also be widely
found in literature as weighted by the recall area that they represent. In this work
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we mostly use simple AP and when using the second version it is referred as AP w.
Finally, when calculating the mean among all different classes we use a weighted mean
as defined in equation 3.1, being M the number of classes, APi the average precision
per class, di the number of detections of class i and n the total number of detections.
It is considered as a more representative metric because results calculated from objects
with a minimum number of samples in the test set should be less significant when
analyzing a global performance.
Segmentation performance is measured with mean intersection over union (mIoU),
as stated in equation 3.2, being Ai the area formed by all pixels of class i in the ground















First experiment was conducted before the development of our model, to verify the
importance of pre-training. It uses original BlitzNet300 architecture, without modifying
the base implementation to adapt for panoramas. Batch size is set to 16 and it is
trained until convergence. When training, three different initializations are executed to
compare: random initialization (trained all from scratch), ImageNet initialization of the
feature extractor (ResNet) and pre-trained SUN RGB-D initialization of the complete
model. Results are compared in Table 3.1, which shows that pre-training with SUN
RGB-D followed by fine-tuning the complete network with panoramic dataset, gives
the best performance results and generalizes better. ImageNet initialization converges
faster, but it demonstrates higher overfitting than SUN RGB-D pre-training. This
experiment shows that given a relatively small panoramic dataset, the use of a massive
one of conventional images for pre-training allows the network to learn higher level
characteristics of the objects, avoiding overfitting and being one of the keys for the
success of the system.
3.5.2 Square versus Panoramic
This experiment compares the performance of our Panoramic BlitzNet network with
the original model designed for conventional images. In this case, batch size is reduced









From scratch 0.911 0.468 0.872 0.419
ImageNet (ResNet) 0.896 0.479 0.788 0.432
SUN RGB-D 0.728 0.516 0.742 0.461
Table 3.1 Effect of initialization: Results tested on original BlitzNet with different weights
initializations. Notice how initializing with SUN RGB-D weights gives clearly better test
results. Evaluation on train set is shown to observe the overfitting effect, specially clear in
trained from scratch model.
mAP w mAP meanIoU
BlitzNet 0.516 0.688 0.461
Panoramic BlitzNet 0.632 0.768 0.530
Table 3.2 Effect of adapting the CNN for panoramas: Comparison between
results on panoramic images with BlitzNet vs. our proposed Panoramic BlitzNet.
to 4, for memory limitations in our GPU. As seen in Table 3.2, our adapted model
demonstrates clearly better results, improving performance by a wide margin and
supporting our assumption of the important benefits of a concrete model designed for
panoramas.
Apart from avoiding distortions and crops to make it fit to a square shape, it also
shows the benefits of using a wider field of view, which allows to consider the whole
context of the room. This idea is a strong support for the potential of panoramic
images, not only in object recognition but in many other visual tasks, at least in those
related to indoor scene understanding problem.
3.5.3 StandardConvs versus EquiConvs
Evaluation of the influence that equirectangular convolutions have on object recognition
task is a key point in this work. Comparison of both models can be seen in Tables 3.4
and 3.5 and Figure 3.6. There we show that our model with EquiConvs, adapting
the kernel to manage the equirectangular distortion, perform better in both object
detection and semantic segmentation tasks. Additionally, equirectangular convolutions
have other advantages over standard convolutions. They make our pre-training on
conventional images more meaningful, as managing distortions by the kernel allows to
share the weights as if they were trained on the same kind of images. Therefore, we
strongly believe that this type of convolutions help in avoiding overfitting to training
data, which due to the particularities of the SUN360 dataset (camera pose does not
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input mIoU backgr bed picture table mirror window curtain chair light sofa door cabinet bedside tv shelf
Ours 53.0 90.7 61.7 32.1 75.2 42.3 55.8 54.0 55.1 31.4 34.6 63.6 48.5 40.7 52.2 57.4
Ours+I 53.1 90.7 63.3 30.1 75.0 41.5 56.7 55.3 55.5 34.0 31.8 62.9 48.8 40.2 53.5 57.5
Table 3.3 Semantic segmentation results before and after applying the instance seg-
mentation post-processing. Initial semantic segmentation is taken from our CNN
output.
model mAP bed picture table mirror window curtain chair light sofa door cabinet bedside tv shelf
∗ [39] 29.4 35.2 56.0 21.6 19.2 21.8 29.5 26.0 — 22.2 31.9 — — 31.0 —
∗ [32] 68.7 76.3 68.0 73.6 58.7 62.6 69.5 68.0 — 72.5 67.3 — — 70.0 —
OursSC 76.8 94.9 85.0 83.3 71.9 72.2 72.2 71.9 35.0 89.3 75.5 57.9 87.9 91.1 30.5
OursEC 77.8 95.3 83.9 82.1 76.2 70.9 75.9 80.9 41.0 85.4 72.5 55.6 91.4 93.3 40.2
Table 3.4 Object detection results on SUN360 test set with our method Panoramic
BlitzNet using standard convolutions (SC) versus equirectangular convolutions (EC),
compared with previous methods. ∗ Results trained and evaluated on a combination
of datasets (including SUN360) by [32]
vary and scenes are relatively similar) does not drastically damage test results, but will
probably be crucial when working on different datasets. Finally, EquiConvs also prove
to make detections with higher confidence as, when raising the confidence threshold
to 0.95, their recall is maintained over 40% compared to 28% achieved with standard
convolutions.
3.5.4 Instance segmentation
In this experiment we compare the semantic segmentation output of the network with
the result of applying our instance segmentation method to create improved semantic
segmentation maps. Although this is not the objective of the post-processing (the
goal is to differentiate among different instances), it is evaluated to prove the influence
that it can have in segmentation performance. Our intuition was that the instance
segmentation method would imply an improvement to the initial segmentation maps
because it gives higher confidence to detections, whose performance is clearly higher
than segmentation’s one in our model. Results, shown in Table 3.3, are very similar
and lead us to conclude that the post-processing does not prove to be influential in this
way. However, qualitative results support our intuitive idea by showing some clearly
improving cases that are remarked in Figure 3.4.
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Fig. 3.4 Instance segmentation post-processing results. Top is initial semantic
segmentation (output of CNN) and bottom is result of post-processing. Notice that
apart from correctly differentiate among instances (highlighted in blue) it improves
original segmentation (highlighted in red and green for failed and improved segmentation
respectively).
Before correction After correction
Fig. 3.5 After combining the room layout with our segmentation masks, the model
experiences a clear improvement as a whole. However, here we want to show a failure
case where, when assuming that doors must reach the floor, we may have overlapping
with other occluding objects in the image, damaging segmentation results but improving
the door 3D localization.
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model mIoU backgr bed picture table mirror window curtain chair light sofa door cabinet bedside tv shelf
[172] 37.5 86.9 78.6 38.7 29.6 38.2 35.6 — 09.6 — 11.1 19.4 27.4 39.7 34.8 —
OursSC 53.0 90.7 61.7 32.1 75.2 42.3 55.8 54.0 55.1 31.4 34.6 63.6 48.5 40.7 52.2 57.4
OursEC 54.4 91.3 62.1 61.2 72.3 41.1 53.4 53.7 55.2 26.5 32.9 63.8 51.1 36.6 52.3 61.9
Table 3.5 Semantic segmentation results on SUN360 extended test set with our
proposed model Panoramic BlitzNet using standard convolutions (SC) versus equirect-
angular convolutions (EC) and comparison with PanoContext [172].
Our approach proves to work well on several different scenes by correctly separating
same category objects, that initially overlapped in semantic maps, into different
instances. Limitations of the method can be seen when the network fails detecting
an object, which is therefore not differentiated as an instance on the final map and
when managing objects with complex shapes that can not be modelled with a gaussian
distribution.
Here, we finally analyze the improvement over our segmentation masks by leveraging
the contextual information of the room layout. In our experiment, logical assumptions
used for this refinement entail a significant improvement of up to 7.2% mIoU with
respect to the segmentation output of Panoramic BlitzNet with StdConvs, achieving
a final mIoU = 60.3%. It should be noted that the classes that contribute most
to this improvement are mirror, window and picture. However, while one would also
expect a clear improvement in the door category, we have seen a drop in performance
in some cases such as the one shown in Figure 3.5, although it definitely has a positive
effect on its location in the 3D room space. As already supported by this preliminary
experiment, we propose a promising method to noticeably benefit 2D and 3D object
recognition tasks from room layout knowledge, and encourage the idea that it is worth
continuing to work in this direction.
3.5.5 Comparison with the State of the Art
Detection. In Table 3.4 we show our detection results on the SUN360 extended
dataset. Our Panoramic BliztNet with EquiConvs achieves very satisfactory results,
with a global mAP = 77.8%. For completeness, we include here the results of [32],
recent work on indoor panoramic object recognition with deep learning, together with
their evaluation of the Deformable Parts Model (DPM) [39] on panoramas. Our method
achieves the best results in detection for all 10 common classes compared to them.
It is worth noting that our approach achieves these results just training with ∼ 400
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Panoramic	BlitzNet	StdConvs Panoramic	BlitzNet	EquiConvs
Fig. 3.6 Qualitative evaluation of object detection and semantic segmenta-
tion: Examples of results obtained with our Panoramic BlitzNet using both standard
convolutions and EquiConvs [41].
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panoramas from the SUN360 dataset while they use additional panoramas to train their
model. Since their dataset is not public and no code is available, we report directly
the results collected in [32].
Segmentation. Table 3.5 summarizes the semantic segmentation results on the
SUN360 extended dataset. A direct comparison is possible with the work of PanoCon-
text [172]. The results clearly show that our method significantly improves over the state
of the art. In particular, we add three new object classes and boost mIoU = 54.4%,
which represents an improvement of 16.9% over PanoContext’s method.
3.6 Conclusion
From a single panoramic image, we propose a method that provides a complete
understanding of the main objects in an indoor scene. By managing the inherent
characteristics and challenges that equirectangular panoramas involve, we outperform
state of the art in addition to creating a more complete system, which not only obtains
2D detection and pixel-wise segmentation of objects but also places them into a 3D
reconstruction of the room. Exploiting the advantages of having a wider field of view
in indoor environments, this visual system becomes a promising key element for future
autonomous mobile robots. Future work includes the inclusion of instance segmentation
predictions into the deep learning pipeline and a further study of the potential in
combining layout recovery and object recognition tasks.
Chapter 4
Object Category Shape Modelling
“- What are the three most important problems in computer vision? - Correspondence,
correspondence, correspondence!”
— Takeo Kanade
Automatic discovery of category-specific 3D keypoints from a collection of objects of a
category is a challenging problem. The difficulty is added when objects are represented by
3D point clouds, with variations in shape and semantic parts and unknown coordinate
frames. We define keypoints to be category-specific, if they meaningfully represent
objects’ shape and their correspondences can be simply established order-wise across
all objects in the category. We aim at learning such 3D keypoints, in an unsupervised
manner, using a collection of misaligned 3D point clouds of objects from an unknown
category. We model shapes defined by the keypoints using symmetric linear basis shapes
without assuming the plane of symmetry to be known. The usage of symmetry prior
leads us to learn stable keypoints suitable for higher misalignments. To the best of our
knowledge, this is the first work on learning such keypoints directly from 3D point clouds
for a general category. Using objects from four benchmark datasets, we demonstrate
the quality of our learned keypoints by quantitative and qualitative evaluations.
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4.1 Introduction
A set of keypoints representing any object is historically of large interest for geometric
reasoning, due to their simplicity and ease of handling. Keypoints-based methods [89,
143, 9] have been crucial to the success of many vision applications. A few examples
include; 3D reconstruction [97, 28, 130], registration [166, 75, 91, 87], human body
pose [127, 96, 19, 14], recognition [57, 123], and generation [140, 169]. That being said,
many keypoints are defined manually, while considering their semantic locations such
as facial landmarks and human body joints, to address the problem at hand. To further
benefit from their widespread utility, several attempts have been made on learning to
detect keypoints [64, 104, 173, 33, 168], as well as on automatically discovering them
[4, 84, 83, 139]. In this regard, the task of learning to detect keypoints from several
supervision examples, has achieved many successes [155, 104]. However, discovering
them automatically from unlabeled 3D data –such that they meaningfully represent
shapes and semantics– so as to have a similar utility as those of manually defined, has
received only limited attention due to its difficulty.
As objects of interest reside in the 3D space, it is not surprising that 3D keypoints
are preferred for geometric reasoning. For the given 3D keypoints, their counterparts in
2D images can be associated by merely using camera projection models [160, 62, 153].
However, being able to directly predict keypoints on provided 3D data (point clouds)
has the advantage that the task can be achieved when multiple camera views or images
are not available. In this work, we are interested on learning keypoints using only
3D structures. In fact, 3D structures with keypoints suffice for several applications
including, registration [106], shape completion [94], and shape modeling [112]; without
requiring their 2D counterparts.
When 3D objects go through shape variations, due to deformation or when two
different objects of a category are compared, consistent keypoints are desired for
meaningful geometric reasoning. Recall the examples of semantic keypoints such as
facial landmarks and body joints. To serve a similar purpose, can we automatically
find keypoints that are consistent over inter-subject shape variations and intra-subject
deformations in a category? This is the primary question that we are interested to
answer in this chapter. Furthermore, we wish to discover such keypoints directly from
3D point sets, in an unsupervised manner. We call these keypoints “category-specific",
which are expected to meaningfully represent objects’ shape and offer their correspon-
dence order-wise across all objects. More formally, we define the desired properties
of category-specific keypoints as: i) generalizability over different shape instances
and alignments in a category, ii) one-to-one ordered correspondences and semantic
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consistency, iii) representative of the shape as well as the category while preserving
shape symmetry. These properties not only make the representation meaningful, but
also tend to enhance the usefulness of keypoints. Learning category-specific keypoints
on point clouds, however, is a challenging problem because not all the object parts
are always present in a category. The challenges are exacerbated when the practical
cases of misaligned data and unsupervised learning are considered. Related works
do not address all these problems, but instead opt for; dropping category-specificity
and using aligned data [83], employing manual supervision on 2D images [104], or
using aligned 3D and multiple 2D images with known pose [139]. The latter method
achieves category-specificity without explicitly reasoning on the shapes. Yet another
work leverages predefined local shape descriptors and a template model [26] specifically
on faces.
In this chapter, we show that the category-specific keypoints with the listed prop-
erties can be learned unsupervised by modeling them with non-rigidity, based on
unknown linear basis shapes. We further impose an unknown reflective symmetry
on the deformation model, when considering categories with instance-wise symmetry.
For categories where instance-wise symmetry is not applicable, we propose the use of
symmetric linear basis shapes in order to better model, what we define as symmetric
deformation spaces, e.g., human body deformations. This allows us to better constrain
the pose and the shape coefficients prediction. Our proposed learning method does
not assume aligned shapes [139], pre-computed basis shapes [104] or known planes
of symmetry [135] and all quantities are learned in an end-to-end manner. Our sym-
metry modeling is powerful and more flexible compared to that of previous NRSfM
methods [48, 135]. We achieve this by considering the shape basis for a category and
the reflective plane of symmetry as the neural network weight variables, optimized
during the training process. The training is done on a single input, circumventing the
Siamese-like architecture used in [83, 166]. At inference time, the network predicts
the basis coefficients and the pose in order to estimate the instance-specific keypoints.
Using multiple categories from four benchmark datasets, we evaluate the quality of
our learned keypoints both quantitatively and with qualitative visualization. Our
experiments show that the keypoints discovered by our method are geometrically and
semantically consistent, which are measured respectively by intra-category registration
and semantic part-wise assignments. We further show that symmetric basis shapes can
be used to model symmetric deformation space of categories such as the human body.
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4.2 Related Work
Category-specific keypoints on objects have been extensively used in NRSfM methods,
however, only few methods have tackled the problem of estimating them. In terms of
the outcome, our work is closest to [139], which learns category-specific 3D keypoints
by solving an auxiliary task of rigid registration between multiple renders of the same
shape and by considering the category instances to be pre-aligned. Although the
method shows promising results on 2D and 3D, it does so without explicitly modeling
the shapes. Consequently, it requires renders of different instances to be pre-aligned to
reason on keypoint correspondences between instances. A similar task is also solved
in [104] for 6-degrees of freedom (DoF) estimation which uses low-rank shape prior
to condition keypoints in 3D. Although, the low-rank shape modeling is a powerful
tool, [104] requires supervision for heatmap prediction and relies on aligned shapes and
pre-computed shape basis. [155] also predicts keypoints for categories with low-rank
shape prior but the method is again trained on fully supervised manner. Moreover,
all of the mentioned methods learn keypoints on images as heatmaps and thereafter
lift them to 3D. Different from the other works, [26] exploits deformation model and
symmetry to directly predict keypoints on 3D but requires a face template, aligned
shapes and known basis. Shape modeling of category shape instances has been widely
explored in NRSfM works. Linear low-rank shape basis[16, 145, 28], low-rank trajectory
basis [3], isometry or piece-wise rigidity [142, 102] are some of the different methods
used for NRSfM. Recently, a few number of works have used low-rank shape basis in
order to devise learned methods [97, 76, 155, 135]. Another useful tool in modeling
shape category is the reflective symmetry, which is also directly related to the object
pose. Although [48] showed that the low-rank shape basis can be formulated with
unknown reflective symmetry, its adaptation to learned NRSfM methods is not trivial.
Recent methods, in fact, assume that the plane of symmetry is one among a few
known planes [154]. Moreover, none of the methods formulate symmetry applicable for
non-rigidly deforming objects such as the human body. A parallel work [156] on this
regard models symmetry probabilistically in a warped canonical space to reconstruct
3D of different objects.
While shape modeling is a key aspect of our work, another challenge is to infer
ordered keypoints by learning on unordered point sets. Despite several advances on
deep neural networks for point sets [107, 108, 149], current achievements of learning
on images dwarf those of learning on point sets. A related work learns to predict
3D keypoints unsupervised by again solving the auxiliary task of correctly estimating
rotations in a Siamese architecture [17]. The keypoint prediction is done without
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order by pooling features of certain point neighborhoods. Another previous work [166]
proposes learning point features for matching, again using alignment as the auxiliary
task. Matching such keypoints across shapes is not an easy task as the keypoints are
not predicted in any order. In the following sections we show how one can model shape
instances using the low-rank symmetric shape basis and use the shape modeling to
predict ordered category-specific keypoints.
4.3 Background and Theory
4.3.1 Category-specific Shape and Keypoints
We represent shapes as point clouds, defined as an unordered set of points S =
{s1, s2, . . . , sM}, sj ∈ R3, j ∈ {1, 2, . . . , M}. The set of all such shapes in a category
defines the category shape space C. We write a particular i-th category-specific shape
instance in C as Si. For convenience, we will use the terms category-specific shape
and shape interchangeably. The category shape space C can be anything from a
set of discrete shapes to a smooth manifold of category-specific shapes spanned by
a deformation function ΨC. The focus of the work is on learning meaningful 3D
keypoints from the point set representation of Si. To that end, this section defines
category-specific keypoints and develops their modeling.
Category-specific keypoints. We represent category-specific keypoints of a shape
Si as a sparse tuple of points, Pi = (pi1, pi2, . . . , piN), pij ∈ R3, j ∈ {1, 2, . . . , N}.
Unlike the shape, its keypoints are represented as ordered points. Our objective is
to learn a mapping ΠC : Si → Pi in order to obtain the category-specific keypoints
from an input shape Si in C. Although not completely unambiguous, we can define
the category-specific keypoints using the properties listed in Sec. 4.1. In mathematical
notations they are:
(i) Generalization: ΠC(Si) = Pi, ∀Si ∈ C.
(ii) Corresponding points and semantic consistency: Given Sa, Sb ∈ C, we want
paj ⇔ pbj. Similarly, paj and pbj should have the same semantics.
(iii) Representative-ness: vol(Si) = vol(Pi) and pij ∈ Si, where vol(.) is the Volume
operator for a shape. If Si ∈ C has a reflective symmetry, Pi should have the
same symmetry.
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4.3.2 Category-specific Shapes as Instances of Non-Rigidity
Several recent works have modeled shapes in a category as instances of non-rigid
deformations [97, 76, 155, 135]. The motivation lies in the fact that such shapes often
share geometric similarities. Consequently, there likely exists a deformation function
ΨC : ST → Si, which can map a global shape property ST (shape template or basis
shapes) to a category shape instance Si. However, we argue that modeling ΨC is not
trivial and in fact a convenient representation of ΨC may not exist in many cases.
This observation, in fact, is what makes the dense Non-Rigid Structure-from-Motion
(NRSfM) so challenging. On the other hand, one can imagine a deformation function
ΦC : PT → Pi, going from a global keypoints property PT to the category-specific
keypoints Pi. The deformation function ΦC thus satisfies: pij ∈ ΦC implies pij ∈ ΨC
and effectively, ΦC ⊂ ΨC, if the set order in Pi is ignored. Unlike ΨC, the deformation
function ΦC may be simple enough to model and use for estimating the category-specific
keypoints Pi. We therefore, choose to seek the non-rigidity modeling in the space
of keypoints P = {P1, P2, . . . , PL}, which functions as an abstraction of the space C.
Non-rigidity can be used to define the prediction function ΠC as below:
ΠC(Si; θ) = ΦC(ri; θ) = Pi (4.1)
where θ denotes the constant function parameters of ΠC and ri is the predicted instance
specific vector parameter. In our problem, we want to learn θ from the example
shapes in C without using the ground-truth labels, supervised by ΦC. In the NRSfM
literature, two common approaches of modeling shape deformations are the low-rank
shape prior [16, 145, 28, 3] and the isometric prior [142, 102]. In this chapter, we
investigate the modeling using the low-rank shape prior, with instance-wise symmetry
as well as symmetry of the deformation space.
4.3.3 Low-Rank Non-rigid Representation of Keypoints
The NRSfM approach of low-rank shape basis comes as a natural extension of the rigid
orthographic factorization prior [144] and was introduced by Bregler et al. [16]. The
key idea is that a large number of object deformations can be explained by linearly
combining a smaller K number of basis shapes at some pose. In the rigid case, this
number is one, hence the rank is 3. In the non-rigid case, it can be higher, while
the exact value depends on the complexity of the deformations. Consider F shape
instances in C and N points in each keypoints instance Pi. The following equation
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describes the projection with shape basis.
Pi = ΦC(ri; θ) = Ri mat(BC ci) (4.2)
where BC = (B1, . . . , BK), BC ∈ R3N×K forms the low-rank shape basis. The rank is
lower than the maximum possible rank of 3F or N for 3K < 3F or 3K < N . The
vector ci ∈ RK denotes the coefficients that linearly combines different basis for the
keypoints instance i. Each keypoints instance is then completely parametrized by the
basis BC and the coefficients ci. Next, the projection matrix Ri ∈ SO3 is simply the
rotation matrix for the shape instance i.
Unlike in NRSfM, the problem of computing the category-specific keypoints, has Pi
as unknown. Similar to NRSfM, the rest of the quantities in Eq. (4.2) – ci, BC and
Ri are also unknown. This fact makes our problem doubly hard. First the problem
becomes more than just lifting the 2D keypoints to 3D and second, the order of
keypoints present in the NRSfM measurements matrix is not available. We intend to
solve the aforementioned problems by learning based on Eq. (4.2), which is related
to the deformation representation of ΦC in Eq. (4.1). Here, θ includes the global
parameters or basis BC and ri includes the instance-wise pose Ri and coefficients ci. To
further reduce ambiguities on pose, we propose to also compute the reflective plane of
symmetry for a category.
4.3.4 Modeling Symmetry with Non-Rigidity
Many object categories have shapes which exhibit a fixed reflective symmetry over
the whole category. To discover and use symmetry, we consider two different priors:
instance-wise symmetry and symmetric deformation space.
Instance-wise symmetry. Instance-wise reflective symmetry about a fixed plane
is observed in a large number of rigid object categories (e.g. ShapeNet [167] and
ModelNet [157]). Such a symmetry has been previously combined with the shape
basis prior in NRSfM [48], however, a convenient representation for learning both
the symmetry and the shapes have not been explored yet. A recent learning-based
method [? 135] uses the symmetry prior by performing an exhaustive search over a few
planes in order to predict symmetric dense non-rigid shapes. However, such a strategy
may not work when the shapes are not perfectly aligned. Instance-wise symmetry can
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be included by re-writing Eq. (4.2) as follows:
Pi 12 = Ri mat(BC 12 ci), Pi =
[
Pi 12 ACPi 12
]
(4.3)
where Pi 12 ∈ R
3×N/2 represents one half of the category-specific keypoints. Pi 12 is
reflected using AC ∈ R3×3 and concatenated to obtain the final keypoints. Due to the
exact instance-wise symmetry, we similarly can parametrize the basis as BC 12 ∈ R
3N/2×K
to denote the shape basis for the first half of the keypoints. The reflection operator AC is
parametrized by a unit normal vector nC ∈ R3 of the plane of symmetry passing through
the origin. The advantage of going from Eq. (4.2) to Eq. (4.3) should be apparent from
the reduced dimensionality of the unknowns in BC as well as the additional second
equality constraint of Eq. (4.3), which reduces the ambiguities in NRSfM [48].
Symmetric deformation space. In many non-rigid objects, shape instances are
not symmetric. However, symmetry may still exist in the deformation space, e.g., in
a human body. Suppose that a particular shape instance Sk ∈ C has the reflective




correspondingly for all shape instances.
Definition 1 (Symmetric deformation space). C is a symmetric deformation space if
for every half shape deformation instance Si 12 , there exists any shape instance Sj ∈ C
such that the S′
j 12
is symmetric to Si 12 .
The above definition also applies for the keypoints shape space P . The instance-wise
symmetric space is a particular case of the above. However, Eq. (4.3) cannot model the
keypoints instances in the symmetric deformation space. We model such keypoints by










where B′C 12 is obtained by reflecting BC 12 with AC and c
′
i ∈ RK forms the coefficients
for the second half of the basis. Although Eq. (4.4) increases the dimension of the
unknowns in the coefficients over Eq. (4.2), the added modeling of the symmetry of
the deformation space and the reduced dimensionality of the basis can improve the
final keypoints estimate. This brings us to the following proposition.
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Proposition 1. Provided that BC 12 and B
′
C 12
are symmetric about a plane, Eq. (4.4)
approximates a symmetric deformation space if the estimates of ci and c′i come from
the same probabilistic distribution.




Definition 1 as BC 12 is symmetric to B
′
C 12
for any K ∈ Z. Let ci ∈ L and c′j ∈ L′
represent the respective half coefficients for any two shape instances i and j, where L
and L′ defines the spaces of the predicted half coefficient vectors. Consequently, the
actual deformation spaces are symmetric to one another if L and L′ are equal. We
define p : p(ci) as the probability distribution of ci and q : q(c′j) as the probability
distribution of c′j. If p and q come from the same distribution, we approach p = q.
Then we have:
if ci = c′j,
either, p(ci) = q(c′j) = 0,
or, p(ci) > 0 and q(c′j) > 0
for all, ci ∈ L, c′j ∈ L′.
(4.5)
Condition (4.5) guarantees that L = L′ and thus we obtain a symmetric deformation
space.
Note that for condition (4.5) to be true, we do not require the two distributions
to be equal, however, it is sufficient and desirable to have so. Therefore, Proposition
1 in the main text highlights such sufficient and desirable case. It is particularly
meaningful when we are learning to predict the coefficients through stochastic methods
such as a neural network training. In our network architecture indeed one can expect
the distributions of these two vectors to be similar given the data exhibits such a
symmetric deformation space, since the prediction branches of ci and c′i are very similar.
Alternatively, one may also try to enforce the condition using a KL divergence loss.
As a consequence of Proposition 1, we can model keypoints in non-rigid symmetric
objects with Eq. (4.4), while also tightly modeling the symmetry as long as we maintain
the distribution of c and c′ to be the same.
4.4 Learning Category-specific Keypoints
In this section, we use the modeling of ΦC to describe the unsupervised learning process
of the category-specific keypoints. More precisely, we want to learn the function







Fig. 4.1 Coefficients distribution. Mean values of ci components (left) and c′i
components (right) for the Dynamic FAUST [15]. The mean of the variances for the
different components are: ci : 0.54, c′i : 0.50. The figure shows that the network learns
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Fig. 4.2 Network architecture: The pose and coefficients branch and the additional
learnable parameters generate the output category-specific keypoints. The nodes branch
estimates the nodes that guide the learning process. “mlp” stands for multi-layer
perceptron. Refer to Sec. 4.3 for the modeling, Sec. 4.4 for learning.
ΠC : Si → Pi as a neural network of parameters θ, using the supervisory signal from
ΦC. In regard to learning keypoints on point sets, recent work [83] trains a Siamese
network to predict order-agnostic keypoints stable to rotations for rigid objects [83].
Part of our network architecture is inspired from [83], which is based on PointNet [107].
However, we use a single input avoiding the expensive Siamese training. The network
architecture is shown in Fig. 4.2, whose input consists of a single shape Si misaligned in
SO2. This is reasonable since point clouds are usually aligned to the vertical direction.
We describe the different components of the network architecture below.
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Node branch. This branch estimates a sparse tuple of nodes that are poten-
tially category-specific keypoints but are not ordered. We denote them as Xi =
{xi1, xi2, . . . , xiN}, xij ∈ R3 and j ∈ {1, 2, . . . , N}. Initially, a predefined number of
nodes N are sampled from the input shape using the Farthest Point Sampling (FPS)
and a local neighborhood of points is built for each node with point-to-node grouping
[82, 83], creating N clusters which are mean normalized inside the network. Every point
in Si is associated with one of these nodes. The branch consists of two PointNet-like
[107] networks followed by a kNN grouping layer that uses the initial sampled nodes to
achieve hierarchical information aggregation. Finally, the local feature vectors are fed
into a Multi-Layer Perceptron (MLP) that outputs the nodes.
Pose and coefficients branch. We predict the quantities Ri and ci with this branch.
We use a single rotation angle to parametrize Ri. The branch consists of an MLP that
estimates the mentioned parameters. The output size varies depending on whether we
are interested in symmetric shape instances as in Eq. (4.3) or symmetric basis as in
Eq. (4.4), the size being double in the latter.
Additional learnable parameters. Several unknown quantities in Eq. (4.3) or
(4.4) are constant for a category shape space C. Such quantities need not be predicted
instance-wise. We rather choose to optimize them as part of the network parameters θ.
They are the shape basis BC ∈ R3N×K and the unit normal of the plane of symmetry
nC ∈ R3. We observed that a good choice for the number of shape basis is 5 ≤ K ≤ 10.
In fact, the generated keypoints are not very sensitive to the choice of K, as a large K
tends to generate sparser shape coefficients and similar keypoints. Depending upon
the problem, alternate parametrization can be considered for nC, e.g., Euler angles.
At inference time, we apply Non-Maximal Suppression obtaining the final N ′
number of keypoints. Our method consistently provides N ′ keypoints for all instances
in the category, as they follow the same geometric model.
4.4.1 Training Losses
In order to adhere to the definitions of the category-specific keypoints introduced in
Sec. 4.1 as well as our shape modeling, we design our loss functions as below.
Chamfer loss with symmetry and non-Rigidity. Eq. (4.1) suggests that the
neural network ΠC can be trained with an ℓ2 loss between the node predictions Xi and
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the deformation function Pi = ΦC(Ri, ci; BC, nC), thus obtaining Pi = Xi. However, as
confirmed by our evaluations as well as in [83], the ℓ2 loss does not converge as the
network is unable to predict the point order. Alternatively, the Chamfer loss [37] does
converge, minimizing the distance between each point xik in the first set Xi and its











∥xik − pij∥22, (4.6)
The Chamfer loss in Eq. (4.6) ensures that the learned keypoints follow a generaliz-
able category-specific property – that they are a linear combination of common basis
learned specifically for the category. To additionally model symmetry, Eq. (4.3) or
(4.4) is directly used in Eq. (4.6). Therefore, two different Chamfer losses are possible
modeling two different types of symmetries.
Coverage and inclusivity loss. The Chamfer loss in Eq. (4.6) does not ensure that
the keypoints follow the object shape. However, one can add the following conditions:
a) the keypoints cover the whole category shape (coverage loss), b) the keypoints are
not far from the point cloud (inclusivity loss). The coverage loss can be defined as a
Huber loss between the volume of the nodes Xi and that of the input shape Si, using
the product of the singular values. However, we instead approximate the volume using
the 3D bounding box defined by the points. This improves the training speed and,
based on our initial evaluations, also does not harm performance. The coverage loss is
thus given by:
Lcov = ∥vol(Xi) − vol(Si)∥ (4.7)
The inclusivity loss is formulated as a single side Chamfer loss [13] which penalizes






∥xik − sij∥22. (4.8)
4.5 Experimental Results
We conduct experiments to evaluate the desired properties of the proposed category-
specific keypoints and show their generalization over indoor/outdoor objects and
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rigid/non-rigid objects with four different datasets in total (Sections 4.5.1 and 4.5.2).
All these properties are also compared with a proposed baseline. We then evaluate
the practical use of our keypoints for intra-category shapes registration (Section 4.5.3),
analyzing the influence of symmetry, and for segmentation label transfer (Section 4.5.4).
Furthermore, an experiment showing the generalization of our method on real data is
included in Section 4.5.5. Additional qualitative results are shown in Section 4.5.6.
Datasets. We use four main datasets. They are ModelNet10 [157], ShapeNet
parts [167], Dynamic FAUST [15] and Basel Face Model 2017 [49]. Since our method
is category-specific, we require separate training data for each class in the datasets.
For indoor rigid objects, we choose three categories from ModelNet10 [157]; chair,
table and bed. Three outdoor rigid object categories: airplane, car and motorbike, are
evaluated from ShapeNet parts [167]. For non-rigid objects, we randomly choose a
sequence of the Dynamic Faust [15], that provides high-resolution 4D scans of human
subjects in motion. Finally, we generate shape models of faces using the Basel Face
Model 2017 [49] combining 50 different shapes and 20 different expressions. All models
are normalized in the range −1 to 1 and are randomly misaligned within ±45 degrees.
Baseline. Since this is the first work computing category-specific keypoints from
point sets, we construct our own baseline based on the recent work USIP [83]. The
method detects stable interest points in 3D point clouds under arbitrary transformations
and is also unsupervised, which makes it the closest method for comparison. The
USIP detector is not category-based, so we train the network per category to create
the baseline. Additionally, we adapt the number of predicted keypoints so that the
results are directly comparable to ours. While training with some of the categories,
specifically car and bed, we observe that predicting lower number of keypoints can
lead to some degeneracies [83].
Implementation details. Input point clouds of dimension 3 × 2000 are used. We
implement the network in Pytorch [103] and train it end-to-end from scratch using the
Adam optimizer [73]. The initial learning rate is 10−3, which is exponentially decayed
by a rate of 0.5 every 40 epochs. We use a batch size of 32 and train each model until
convergence, for 200 epochs. The final loss function combines the three training losses,
Eqs. (4.6), (4.7) and (4.8), and are weighted as follows: wchf = wcov = 1 and winc = 2.
For ModelNet10 and ShapeNet parts, we use the training and testing split provided
by the authors. For the Basel Face Model 2017, we follow the common practice and
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split the 1000 generated faces in 85% training and 15% test. We use the same split
strategy for the sequence ‘50009_jiggle_on_toes’ of Dynamic Fuaust, which contains
244 examples.
Category Coverage Model Err Correspondence Inclusivity Sym Err Definition
% % % % ◦
chair 88.83 0.72 100 90.46 0.40 10
table 93.33 0.99 100 93.38 2.86 6
bed 80.31 0.94 100 95.33 0.13 6
airplane 89.15 0.64 100 96.35 0.20 8
car 92.39 0.72 100 97.77 2.21 8
motorbike 96.13 0.79 100 90.53 1.42 8
human body 85.59 0.72 100 97.73 33.30 11
faces 97.93 0.41 100 100 0.15 9
chair 79.73 − 55.6 98.50 − 10
table 79.72 − 34.5 99.83 − 6
bed 42.18 − 49.33 70.00 − 6
airplane 69.24 − 47.5 87.13 − 8
car 26.87 − 32.18 74.0 − 8
motorbike 75.29 − 48.14 84.57 − 8
human body 72.66 − 50.45 100 − 11
faces 42.98 − 30.11 100 − 9
Table 4.1 Properties Analysis: Top (ours) and bottom (baseline [83]). For coverage,
correspondence and inclusivity higher is better, and for model and symmetry error
lower is better. We empirically show the desired properties of our keypoints, as well
as the generalization of our method over indoor/outdoor and rigid/non-rigid objects.
Best results are in bold.
4.5.1 Desired Properties Analysis
As described in Sec. 4.1 and 4.3, the category-specific keypoints satisfy certain desired
properties. We propose six different metrics to evaluate the properties which are also
used for comparison against the baseline. All the results are presented in Table 4.1,
and are averaged across the test samples.
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Fig. 4.3 Keypoints correspondence/repeatability across instances. We cluster
the predicted keypoints for all the instances in the category to show their geometric
consistency. Note how our keypoints are neatly clustered as they are consistently
predicted in the corresponding geometric locations, unlike the baseline keypoints.
(Note: cluster colors do not correspond to keypoint colors.)
Coverage: According to property iii), we seek keypoints that are representative of
each instance shape as well as of the category itself. To measure it, we calculate the
percentage of the input shape covered by the keypoints’ 3D bounding box. On average,
we achieve a 29.4% more coverage than the baseline.
Model Error : This metric refers to the Chamfer distance between the estimated nodes
and the learned category-specific keypoints, normalized by the model’s scale. We obtain
less than 1% of error in all the categories, meaning that the network satisfactorily
manages to generalize, describing the nodes with the symmteric non-rigidity modeling
(Properties i) and iii)).
Correspondence/ Repeatability: We measure the ability of the model to find the same
set of keypoints on different instances of a given category (Property ii)). For our
method, we cluster the keypoints using their inherent order whereas for the baseline,
we use K-means clustering to evaluate and compare this property. We show a detailed
evaluation of the chair category in Fig. 4.4, the rest of the categories are provided
in Fig. 4.3. One can see at a glance how our keypoints are well clustered, unlike the
baseline keypoints. Numerically, we show the % occurrence of each specific keypoint
belonging to the same cluster across instances. Our keypoints satisfy 100% the corre-
spondence/repeatability test thanks to our geometric non-rigidity modelling.
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Fig. 4.4 Keypoints correspondence across instances. We cluster the keypoints
predicted for all the instances of a category to show their geometric consistency. Note
how our keypoints get neatly clustered creating a general 3D shape template.
Inclusivity: We measure the percentage of keypoints that lie inside the point cloud
(of scale 2) within a chosen threshold of 0.015, which also proves property iii). This
is the only metric in which our method doesn’t outperform the baseline in all cases.
On average, our method achieves ∼ 95% inclusivity compared to ∼ 89% for the baseline.
Symmetry: The metric shows the angle error of the predicted reflective plane of symme-
try. We obtain highly accurate prediction for rigid categories. In the non-rigid human
body shape however, the ambiguities are severe. Despite that, the learned keypoints
satisfy the other properties, particularly that of semantic correspondence.
Definition: final number of keypoints N ′ predicted per category after the Non-Maximal
Suppression.
4.5.2 Semantic Consistency
We use the ShapeNet part dataset [167] to show the semantic consistency of the
proposed keypoints. Following the low-rank non-rigidity modelling, the keypoints lie
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Fig. 4.5 Semantic part correspondence. Top to bottom: the semantic corre-
spondence for the proposed keypoints, qualitative results and the baseline semantic
correspondence. Our predicted keypoints show the correct semantic correspondence
across the category.
on geometrically corresponding locations. The idea of the experiment is to measure
keypoint-semantics relationship for every keypoint across instances of the category.
The results are presented in Fig. 4.5 as covariance matrices, along with keypoint
visualizations per category for our method. On average, the proposed keypoints have
a high semantic consistency of 93% across instances, despite the large intra-category
variability. The same experiment is performed for the baseline and presented in bottom
of Fig. 4.5. Here, the degeneracy causes all the keypoints to approach the object
centroid for ‘Car’. Nonetheless, we observe no semantic consistency even for ‘Airplane’
without degeneracies. Our model, aiming for a common representation for all the
instances of the category, avoids placing keypoints in less representative parts or
unique parts, e.g., arm rests in chairs (in Fig. 4.9), engines in airplanes or gas tank in
motorbikes. This highlights significant robustness achieved in modelling and learning
the keypoints.
4.5.3 Objects Pose and Intra-category Registration
Previous methods do not handle misaligned data due to the obvious difficulty it poses
to unsupervised learning. This deserves special attention since real data is never
aligned. In this section we evaluate the intra-category registration performance of our
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model and show the impact of the different symmetry models proposed. These results
implicitly measure the object poses estimated as well.
Rotation Ambiguities. Recent unsupervised approaches for keypoint detection
actually self-supervise rotation during training, e.g., [139, 83], and highlight that it is
crucial for achieving a good performance. In our case, we do not directly supervise the
rotations. Therefore, the different combination of basis shapes can result in different
alignments. This implies that computing Pi with the deformation function ΦC will
give the correct set of keypoints along with the correct plane of symmetry, but the
predicted rotation alone is not meaningful for registration. As we show in Fig. 5 in
the text, predicting the symmetry plane of the object category allows to have more
control over the predicted instance poses. We came up with the idea of learning an
additional common parameter, RC, which is directly related to the symmetry plane. By
adding this category-specific parameter, the network learns a common rotation for all
the objects in the category. As a consequence, the instance-wise rotation, Ri, can be
thought like an offset from the reference basis alignment. Several evaluations confirmed
that this strategy helps the learning process, reducing the rotation ambiguities.
Experimental setup. Despite the above ambiguity, an important characteristic
of the proposed keypoints is that they are ordered, which empowers direct inter-
instances registration since no extra descriptors are needed for matching. We perform
experiments for the chair category, using 10 keypoints (Table 4.1) and a misalignment
of ±45 degrees. Three different models are compared. The first one is trained without
symmetry awareness following Eq. (4.2). A second one uses shape symmetry during
training as shown in Eq. (4.3). The last model is trained with basis symmetry as in
Eq. (4.4). We attempt to register keypoints in each instance to those of randomly
chosen three aligned templates by computing a similarity transformation and observe
the mean error. Fig. 4.6 shows that symmetry helps to have more control over the
rotations and tackle higher misalignment.
4.5.4 Segmentation Label Transfer
Our predicted keypoints correspond to semantically meaningful locations. Therefore,
here we explore the utility of the proposed category-specific keypoints for the segmenta-
tion label transfer task. In this experiment, for every point in the original shape sij ∈ Si,
we find its closest category-specific keypoint pik ∈ Pi, and transfer the corresponding





















Fig. 4.6 Left: Relative rotation error for different symmetry modelings. Right: 3
examples of registration between different instances of the same category.
Fig. 4.7 First row: results of performing semantic label transfer with our keypoints.
Second row: ground truth. This is evaluated in ShapeNet part dataset [167] using
eight keypoints for the label transfer.
semantic label to it. We assume the keypoints labels are known and correspond to
those in Figure 4.5.
Some qualitative results are shown in Fig. 4.7. Our method achieves full correspon-
dence between instances, therefore avoiding placing keypoints in less representative
parts. An example is the engine, in grey, in the case of airplanes. This is reflected
in the label transfer since there is no distinction of these parts. Besides that, only
with eight keypoints in the example, we achieve reasonable results, close to the ground
truth data.
4.5.5 Real Data
In this section, we show the performance of our method for real data in Fig. 4.8. For
this experiment, the network is trained on the chair category from the ModelNet10
dataset [157] and tested on real chairs from the SUNRGBD dataset [131]. To generate
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Fig. 4.8 Results in real chairs from SUNRGBD dataset [131] training with CAD chairs
from ModelNet10 dataset [157].
the real data dataset from [131], we crop the points inside the ground truth 3D bounding
boxes provided by the authors. Real data entail additional challenges. This is not
only because shapes appear incomplete and noisy, but also because other objects may
cause occlusions, e.g. part of a table occluding a chair. As illustrated in Fig. 4.8, even
though real data is fairly challenging, our network can still produce corresponding
meaningful keypoints.
Being able to generalize to previously unseen real objects as demonstrated in Fig.
4.8 is crucial and really useful for many tasks such as guide for shape completion or
shape generation.
4.5.6 Qualitative results
In this section, we provide additional qualitative results on various object categories
from the datasets evaluated; ModelNet10 [157] in Fig. 4.9, ShapeNet parts [167] in Fig.
4.10, Dynamic FAUST [15] in Fig. 4.11 and Basel Face Model 2017 [49] in Fig. 4.12.
Again, we note that our network predicts corresponding keypoints between instances
of the same category and consistently associates the same keypoint with the same
semantic part. For instance, for the chair object category, the keypoint colored in pink
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Fig. 4.9 Qualitative results in table, chair and bed categories from ModelNet10 dataset
[157].
is always associated with the chair back, the keypoint colored in cyan is associated
with the front left leg, etc.
4.6 Conclusions
This work investigates automatic discovery of kepoints in 3D misaligned point clouds
that are consistent over inter-subject shape variations and intra-subject deformations
in a category. We find that this can be solved, with unsupervised learning, by modeling
keypoints with non-rigidity, based on symmetric linear basis shapes. Additionally,
the proposed category-specific keypoints have one-to-one ordered correspondences
and semantic consistency. Applications for the learned keypoints include registration,
recognition, generation, shape completion and many more. Our experiments showed
that high quality keypoints can be obtained using the proposed methods and that the
method can be extended to complex non-rigid deformations. Future work could focus
on better modeling complex deformations with non-linear approaches.
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Fig. 4.10 Qualitative results in airplane, car and motorbike categories from ShapeNet
parts dataset [167].
Fig. 4.11 Qualitative results in human bodies from Dynamic FAUST dataset [15].
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“We can only see a short distance ahead, but we can see plenty there that needs to be
done.”
— Alan Turing
In this thesis we presented novel methods for indoor scene understanding using
non-conventional cameras. We developed several methods to recover the 3D room
layout from single 360 images, combining geometric constraints and learning techniques.
Furthermore, we leveraged 360 images to perform object localization and segmentation
and showed the advantages of using the layout prior for 2D-3D lifting of the objects in
the room. Finally, we presented an unsupervised learning method to predict category-
specific keypoints in a collection of 3D objects of some category, so that they are in
geometric and semantic correspondence. As it typically happens in research, every novel
idea or discovery not only raises answers, but also more questions. In the following,
we will review the principal findings of each chapter and discuss the limitations of the
presented work. We end with possible directions for further work.
5.1 Room Layout Estimation
Chapter 2 presents our contributions on the problem of 3D room layout estimation, as
well as on the leverage of 360 images. We observed that the camera field of view is a lim-
iting factor to predict closed layouts that satisfy the original geometry of the room. For
this reason, we propose to use 360 cameras, that provide a full view of the room at once.
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Layouts with Geometry and Deep Learning. In Section 2.4, we propose a new
model that generalizes to cuboid and non-cuboid room configurations, while reducing
the computation time with respect to some typical pre and post-processing operations.
The main piece of information we use to estimate the room layout are lines and corners
that represent the intersections between walls, ceiling and floor. First, we propose
a RANSAC-based algorithm to detect the lines and vanishing points of the scene.
The method works directly on the panoramic image, improving the overall efficiency
compared to previous approaches. In cluttered scenes however, it is not trivial to know
whether the lines come from actual wall intersections or from other elements of the scene.
We show how one can filter most of the lines belonging to clutter using a deep learning
model that returns probabilities, for each image pixel, to be part of an structural edge.
Working directly with potential structural primitives, leads to a meaningful reduction
of the number of hypotheses needed to recover the room layout and consequently, to
a reduction in the post-processing computation time. An important contribution for
generalizing to non-cuboid layouts is presented in the hypotheses generation process.
We observed that traditional and deep learning algorithms struggle to detect structural
corners that are non-visible in the image, which actually happens many often since floor
corners are usually occluded by objects and, depending on the camera viewpoint, a wall
may occlude an entire part of the room. We propose a post-processing algorithm based
on a geometric reasoning about the 3D corners of the room, allowing the inclusion of
new corners in order to get Manhattan layouts. This idea proved to be very powerful
since it allows to localize a priori, invisible corners. A limitation of this method resides
in how we leverage the aforementioned deep learning model. Conventional methods are
not suitable for equirectangular images. Consequently, we need to split the equirect-
angular image into several perspective images, run the deep learning framework for
each of them, and then combine the local results. This procedure not only entails a
bottleneck in our proposal, but also limits the accuracy of the probability maps, as we
cannot truly benefit from the whole context provided by the panoramic images.
PanoRoom. In Section 2.5, motivated by our previous bottleneck, we demonstrate
how to create CNNs to work directly with 360 images, exploiting all their context
and reducing processing time. We observed an improvement by predicting not only
structural edge maps, but also corner maps. We therefore, extract more information
and the joint learning helps to reinforce the quality of both map types. In order to
mitigate the lack of training 360 data, we propose to use panoramic horizontal rotation
as data augmentation. Additionally, the original dataset was limited, as it was labeled
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assuming only cuboid rooms. Although we label some panoramas accurately to their
actual shape, the non-cuboidal examples remain scarce. In order to overcome this
problem, we force every batch to always include a non-cuboid example, which favors
the learning of more complex rooms despite having few examples. We also make the
observation that the use of standard convolutions in equirectangular images can lead
to a loss of performance for several reasons. First, pre-training on conventional images
is critical due to the lack of training 360 data. However, the pre-trained feature space
is non-distorted, which makes the pre-training less effective on the distorted space of
the equirectangular images. Moreover, in omnidirectional images, the right and the
left side of the images are the same spot in reality. Therefore, if we apply standard
convolutions on these images, the network simply does not understand the continuity
of the scene on the image borders.
CFL: Corners for Layout. We present CFL in Section 2.6. We propose an special
type of convolution, named EquiConv, that adapts the size and shape of the kernel to
the equirectangular image distortions. EquiConvs can directly substitute the standard
convolutions and present several advantages to work with 360 images. EquiConvs,
aware of the distortion model, allow training models with 360 images using pre-
training on conventional images, which is crucial to mitigate the lack of training 360
data. Additionally, EquiConvs demonstrate a better generalization to camera pose
variations, since the model does not rely on characteristic patterns generated by the
image distortions. This means that EquiConvs make the model more robust and
generalizable to real life situations, not covered in the datasets, e.g. panoramas taken
by hand, drones or small robots. Another important characteristic of panoramic images
is the fact that the left and the right sides of the image capture the same physical
space in reality. EquiConvs, convolving the image in the spherical domain, achieve a
continuous understanding of the scene. This is essential to correctly predict structural
information that lie on the image borders, avoiding duplicates, as would happen with
standard convolutions. As a consequence, our model obtains more accurate and robust
predictions without the need of additional expensive post-processing, becoming up to
100 times faster than previous methods. A limitation of CFL is that we directly join
corners from left to right on the image. This means that our model could not be able
to infer the correct order of the corners if any wall is occluded because of the convexity
of the scene, even if it is detected. By choosing a camera viewpoint from which all the
walls are visible, this problem could be avoided. However, for more complicated rooms,
the problem is still unsolved. One possible solution would be to use the post-processing
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proposed in Section 2.4. This post-processing will lead to an increase of the computing
time, but also will help fill the non-visible corners. A second option to avoid increasing
the computing time, could be to predict directly the order of the room corners inside
the network. However, the method could still fail if any corner is not predicted.
We have come a long way in the task of layout recovery, but we are still far from
achieving human robustness and generalization on this problem. The next step should
focus on solving increasingly complex room geometries and aim for real-time algorithms.
There are definitely many exciting ideas to be tried like; exploiting symmetry to predict
more meaningful room corners, relaxing the Manhattan World assumption or adding
more geometric constraints inside the deep learning algorithms. All these ideas would
not only help to achieve more accurate results, but also to head towards unsupervised
learning, providing more scalable frameworks.
5.2 Object Recognition
In Chapter 3 we present, up to our knowledge, the first object detection system working
directly on 360 images, focused on indoor scene understanding. We study how to adapt
existing CNNs, in this case designed for the task of object detection, to match the
nature of the equirectangular image input. We adapt the anchor box proposals and
substitute standard convolutions by EquiConvs. We already demonstrated in Section
2.6, how EquiConvs can help to generalize to different camera pose variations. For the
task of object recognition, we observed that the use of EquiConvs is convenient even if
the camera is always at the same place, since objects can be at many different locations
inside the scene, e.g., objects closer to the camera will have greater distortions than
objects around the horizon line. Additionally, since the distortion depends only on the
polar angle, objects that appear orthogonal to the viewpoint will be symmetrically
distorted, whereas objects at different poses will not. Therefore, EquiConvs here
play an important role since they can learn object appearance by ignoring spherical
distortion patterns. Additionally, we show the potential of exploiting the 2D room
layout to improve the instance segmentation masks, and how to leverage the 3D layout
to generate 3D object bounding boxes, directly from the improved segmentation masks.
A limitation is that there is no learning on the 3D structure for object detection.
We strongly believe that including the layout prior and the 2D-3D lifting inside the
network, would improve our results.
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5.3 Object Category Shape Modelling
In Chapter 4 we propose to learn 3D keypoints from a collection of objects of some
category, so that they meaningfully represent objects’ shape and their correspon-
dences can be simply established order-wise across all objects. Our motivation is that
keypoints-based methods are crucial to the success of many vision applications like
3D reconstruction, registration, human body pose, recognition, or generation. The
challenges we consider are the following: input shapes are misaligned 3D point clouds,
3D objects go through shape variations and a given semantic part may not be present
in all objects in a category. We demonstrate that this problem can be solved, in an
unsupervised manner, by modeling keypoints with non-rigidity, based on symmetric
linear basis shapes. We do not assume the plane of symmetry to be known and consider
two different priors: instance-wise symmetry (rigid objects) and symmetric deformation
space (non-rigid objects). We show that the keypoints discovered by our method have
one-to-one ordered correspondences and are geometrically and semantically consis-
tent. A limitation of this work is related to the model performance on organic shapes
like the human body but also probably on animals, organs and non-rigid shapes in
general. Correspondences between pairs of such deformable shapes has been tackled
using shape similarities, functional maps [100], etc. These methods usually rely on
ground truth correspondences, pre-computed descriptors, shape templates or aligned
data. However, tackling correspondences between a collections of non-rigid objects
is considerably more challenging. Previous methods have explored techniques such
us path invariance or cycle consistency. The challenges add further when no labels
are available. We believe that it would be interesting to combine low rank constraints
with functional maps and cycle consistency techniques. Another option that seems
interesting, would be to explore multilinear (bilinear) models to analyze shape and
pose variations independently [56].
5.4 Future Work
Improvements to the individual proposed works have been discussed above. To conclude
this thesis, we would like to highlight some aspects for future research, which are
particularly exciting for us, with the goal of developing intelligent systems that match
the performance of human vision.
In this thesis we advance state of the art in several topics related to indoor scene
understanding but of course, there is much more out there. Aiming for a complete
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scene understanding, complementary tasks as well as ways of connecting several tasks
together are desired. In this regard, once we get to automatically understand the
geometry of an individual room, we might be interested in estimating how the room
is connected to other rooms, or how is the building distributed. Similarly, once we
identify the objects inside a room and know their location inside the room, we care
about the relationships between the entities or about the actions we can perform with
them, e.g. chairs are usually around a table, we can sit on a chair, lay on a bed, etc.
In the same way, once we are aware of the shape model and geometry of a particular
object, it is interesting to know its color, material and physical properties in general. A
recent work [5] demonstrates how to host these diverse types of semantics in a unified
structure. They generate a 3D scene graph using a 3D mesh and registered panoramic
images of the building, and combine existing detection methods in order to collect
all the information. The proposed method is still semi-automatic and leaves room to
many exciting improvements and novel ideas. A similar recent work [116] models the
scene dynamics as well, e.g. traversability between places or rooms: “agent A is in
room B at time t”. Still, if we want to mimic the human visual perception, we should
aspire to estimate such scene graphs incrementally and in real-time.
There are many obvious applications of getting such unified understanding which
have been already discussed in this thesis, such as indoor navigation or virtual or
augmented reality. One less obvious but very exciting application is to transfer the
indoor space information to the Building Information Modelling (BIM) methodology,
to model the existing building stock, either for facility management purposes, heritage
conservation, building research projects or structural stability analyses. This technol-
ogy is important as it increases the interoperability between multiple heterogeneous
disciplines such as architecture, construction, plumbing, lighting/electrical, mechanical
or engineering. However, this line of work still needs a lot of effort, as we need to
consistently model the outdoor and indoor parts of the building, get as much details
as possible from the structural components, and find a new data representation that
facilitates the image (or point cloud) to BIM model conversion. Computer Vision
applications in general, related to indoor scene understanding, are already very present
in our society, and although some sectors remain skeptical, many have already embraced
this technology. We have just experienced an unprecedented event in the last 100
years, the coronavirus. This disease, known as COVID-19, has hit the entire world
population, making us wonder how we can change the future, and more specifically,
how we can create a society that suffers less exposure to this type of diseases. From the
Computer Vision side, it is more urgent than ever before that we specially contribute
5.4 Future Work 111
creating intelligent systems that are able to assist and interact with humans, making
the discipline more powerful and ubiquitous. This will not only have a direct impact
to help on these critical situations, where face-to-face interactions should be reduced,
but also in the daily life of humans, seeking an improvement in their quality of life.
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