The driver takes leading part in the complex model of "human-vehicle-roadenvironment". The driving behavior has the characteristics of randomness, impulsivity and autonomy etc. which make it difficult to study the driver's driving behavior directly. Monitoring vehicle attitude is an important element of proactive safety management of public transport vehicles. This paper constructs a data acquisition system by using an InvenSense's 6-Axis inertial measurement unit (IMU) as the center of this system, which can sense the vehicle attitude information to make up for the lack of driver senses, and then builds fuzzy synthetical evaluation model which is combined with ISO 2631-1:1997/Amd 1:2010 standard. Finally, prediction of the driver's driving behavior in transient term has been established with Elman neural network method.
Introduction
For public transport vehicles, especially buses and taxis, monitoring of vehicle attitude is an important element of proactive safety management of public transport vehicles. If the bad driving behaviors of one driver happen frequently such as the suddenly speedingup, braking and turning in the process of driving, they are not only to disrupt the traffic order, resulting in traffic accidents, but can to make the passengers feel uncomfortable, and even to cause fear psychology of riding the vehicle. In the safety analysis of road traffic system, many researchers from different countries have studied the effects of three factors on traffic accident, and found that 93%~94% of accidents were relative to human factors, 8%~12% to vehicle factors, and 28%~34% solely to roadway factors [1] . Accident studies of Mercedes-Benz for all types show: If the driver can advance one seconds to realize there is risk of accident and take appropriate corrective measures, the majority of accidents could have been avoided [2] . Therefore, achieving active monitoring for vehicle attitude is significant to regulate driver's bad driving behavior, improve the quality of public transport services and reduce the traffic accident.
The driver is the information receiver and handler in the road traffic system, and he is also the leader in the complexity model of "human-vehicle-road environment". The driver largely determines the traffic state while his driving behavior feedbacks to the transportation system directly. The study of driving behavior is a hot and difficult point in the domain of transportation. Because the driver's driving behavior has the characteristics of randomness, impulsivity and autonomy, it brings very great difficulty to study the driver's driving behavior directly. However, it is an effective research method to study on the driver's driving behavior indirectly by analyzing the steering vehicle attitude. Research on the steering vehicle attitude started earlier and there had practical products, such as GreenRoad company in California use their proprietary algorithms and hardware devices that can assess the real-time vehicle status based on the information of vehicle acceleration, braking, speeding and so on. In China, this field is still on the initial stage. The car attitude measuring system based on the inertial navigation and real-time differential global positioning system (GPS) has been studied in The State Key Laboratory of Vehicle Dynamic Simulation of Jilin university [3] , Dr. Zhang et al in Tsinghua university design the algorithm to identify and evaluate the driver's bad driving behavior using driving behavior model of hierarchical structure [4] , Jiaoyan Yang et al in Chinese Academy of Sciences examine the effects of personality variables on Chinese drivers' unsafe driving behaviors and accident involvement from the point of view of Psychology [5] , their results are not conducive to the popularization and application. At present most studies of car attitude more stay in judging vehicle attitude such as the vehicle acceleration, deceleration, turning posture, etc., and difficult to determine further the bad driving behavior such as a sharp turn, the snap acceleration, and deceleration, etc.
Based on the short-term prediction research above, when a dangerous situation occurs, the driver can receive an early warning from the system, which can avoid the sudden operation of the driver in case of an emergency reaction, so corrective action can be carried out smoothly and improve vehicle safety. In daily life, the sudden operation of the driver tends to cause more accidents, but such accidents can be reduced 80.7% by early warning [6] .
In this paper a data acquisition system by using InvenSense's 6-Axis IMU (3-Axis Gyro and 3-Axis Accelerate) as the center of this system has been constructed, which can sense the vehicle attitude information to make up for the lack of driver's senses (shown in Fig. 1 ), and then builds fuzzy evaluation model which is combined with ISO 2631-1:1997/Amd 1:2010 [7] standard to assess the automobile bad driving behavior by using this information. Finally prediction of the attitude of the vehicle driving has been established with Elman neural network for further research. 
The Evaluation of the Driver's Bad Driving Behavior
It is different that different driving experience, mind, mood and temperament determine the driver and passengers' perception of the automobile running status. With the brake as an example, according to the sensory information of the human body obtained, some think it was a sudden braking, but some people might think that was slowly braking. Therefore, the demarcation of judge whether the brake behavior is a bad driving behavior is uncertain and fuzzy. If we provide merely a clear boundaries to determine this behavior, it is bound to introduce the person's subjective factors (including observation and judgment errors), which may cause false or omit to the test results.
In this paper, it is studied that how to use statistical knowledge to analyze and make data fusion between the person's subjective experience and objective parameters, and to evaluate the driver's bad driving behavior based on the synthetical evaluation of the vehicle attitude.
The Establishment of ISO 2631-1:1997/AMD 1:2010 Standard Algorithms
ISO 2631-1:1997/Amd 1:2010 headed "Mechanical vibration and shock-Evaluation of human exposure to whole-body vibration" [7] , quantifies vibration exposure limit of human bearing during the process from a solid surface to the human body in the 1~80Hz frequency range, and provides the comfort of the human body under different vibration. Three axis acceleration values are commonly used as the measured values in algorithm of vehicle vibration measurement. Practice has proved that with three axes of acceleration as the basis for evaluation of vibration to access the degree of vehicle vibration i effective [8] . Concrete steps in this algorithm are as follows:
For the vibration signal (three-axis acceleration), discrete Fourier transform (DFT)
transforms it into the frequency domain, and the conversion formula can be described as:
is a finite vibration signal with the length number N in the time domain, and   n X is the three-axis acceleration in this paper, and () Xf is a vibration signal in the frequency domain.
2.
To compute the root mean square (RMS) value of one-third octave and weight acceleration at the centre of one-third octave. Formula of computing the mean square error can be used: Formula of computing the root mean square (RMS) value of one-third octave
Where i a is the root mean square (RMS) value of one-third octave, its unit is 2 / ms, iu f is an upper cut-off frequency on the i th frequency band, il f is an lower cutoff frequency on the i th frequency band, and   Xfis a frequency domain signal value of an acceleration. The results of Equation (2) will be used in Equation (3).
Because the human body has different reaction under the different frequency vibration indifferent directions, if in the center of the frequency given a weighting factor, it is able to make a real measured data which may response the feelings of human body. ISO26311 (1997) /AMD 1:2010 gives a table about the center frequency of one-third octave which corresponds to the weighted factor of each axis. Thus, by look-up table, the equation (3) can be used to weight acceleration of each axis.
Where wj a is a weighted acceleration of each axis, its unit is 2 / ms, and ,, j x y z  ,and i k is a weighted coefficient in the i th one-third octave band.
According to the random input running test method of automobiles provided by the China national standard GB/T 4970-1996, total acceleration of each axis are weighted that the weights of X-axis and Y-axis are 1.4 and that of Z-axis is 1.0. Equation (4) (3) 3. Based on the RMS value of the total acceleration and subjective feeling of the human's body, the judgment of comfort can be shown in Table 1 . 
Fuzzy Synthetic Evaluation Model
Driver's bad driving behavior occurs not only with his or her random and impulsive, autonomy characteristics, and also relevant to other different features of the driver such as the gender, age, driving experience, character, etc., so the fuzzy synthetical evaluation model is established in this paper. Fuzzy synthetical evaluation method is a synthetical assessment method that applies fuzzy mathematical principles to evaluate things and phenomenon affected by variety of factors [9] . It is a kind of combination with qualitative and quantitative, accurate and precise method of analysis and evaluation. Fuzzy synthetic evaluation model is composed of factor set U, evaluation set V and judgment matrix R.Its implementation steps are as follows: 
It's a set composed of m kinds of evaluation standards. 3. Establish the single-factor evaluation matrix i R from U to V. In the evaluation of the current information system, this matrix R is determined mostly by the following method [10] : An estimation group made up of several experts' judges and determines what level of each single factor belong s to, which is based on their experience and professional knowledge. The meaning of ij r is the percentage of the experts who determine single factor m u belongs to j v level.
Determine the evaluation factors with weight vector A.
It is very important to choose the appropriate weight set. The importance degree of the factor should be given during the synthetic evaluation, which is namely the relative weight between the indices and layers.
  12 , ,... , , , U u u u u   {the driver's gender, driver's age, the driver's driving experience, the driver's character}, and passengers (including experienced skilled drivers, experts and follow-up of passengers) subjective feeling by bus constitute the evaluation set V={ not uncomfortable, a little uncomfortable ,fairly uncomfortable, uncomfortable, very uncomfortable, extremely comfortable }, and evaluate the driver's bad driving behavior by the estimation group to get evaluation matrix R. We checked the evaluation results of the B with that of the ISO 2631 -1:1997/Amd 1:2010 standard algorithm, and then did revision, so that this combination of subjective evaluation and objective evaluation to determine the fuzzy synthetical evaluation model could avoid mistakes of evaluation.
The Moving Vehicle Attitude Prediction by Elman Neural Network

The Learning Algorithm of Elman Neural Network
Elman neural network (Elman NN) was proposed by Jeffrey L. Elman in 1990. Unlike static feedforward neural networks, Elman network is a dynamic recurrent neural network. This network is obtained by another feedback loop from the output of hidden layer to the input of this layer, which constitutes the "context layer" that retains information between International Journal of Security and Its Applications Vol. 9, No.11 (2015) 68 Copyright ⓒ 2015 SERSC observations [11] . This network type consists of an input layer, a hidden layer, an output layer and a context layer. Typical structure of Elman neural network is depicted in figure  2 . The input layer and output layer respectively play signal transmission and linear weighting roles in the network. The transfer function of hidden layer can be linear or nonlinear. The context layer without weighting is fed from the output layer.
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Figure 2. The Structure of Elman Neural Network
This allows the context layer can remember the hidden layer's output values of previous moments, and makes context layer sensitive to the historical data, which increases network's own ability to handle dynamic information. Figure 2 , as an example, the nonlinear state space expression of Elman network is: Here, ( 1) uk is the external input, () xk is the output of hidden layer and () yk is the output of the network. w is the matrix of connection weights, which is respectively expressed from the context layer to the hidden layer, from the input layer to the hidden layer and from the hidden layer to the output layer. f and g are translation functions of the hidden layer and the output layer. The back propagation (BP) learning algorithm is used in the learning of Elman neural network to modify weights. The network was trained with gradient descent method. So that through the network weights of each layer to adjust, it may make sample output and identify the output to minimize the mean square error (MSE). Specific learning algorithm is:
Where () dk is the desired output.
Elman neural network learning algorithm flow chart is shown in Figure 3 .
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Figure 3. Flow Chart of the Elman Neural Network Learning Algorithm
The Application of Elman Neural Network in Moving Vehicle Attitude Prediction
With strong ability to learn, Elman neural network model seeks rules of time series data which is historical data during the process of driving and then predicts the attitude of the car. This algorithm to predict vehicle steering attitude does not need to consider the driver's characteristics, information such as road surface power spectrum and wind resistance coefficient.
We assume that taking the vehicle attitude angles of the first N points to predict the next. The mapping function can be expressed as follows:
We have the other preparation work to do, which are described as follows: Firstly, construct sample set. The data given vehicle attitude angle is to be divided into training samples and testing samples. The sample set is constructed by using cyclic prediction rules that take the value of previous forecast as the next input, as shown in Table 1 .
Variable values of input
Target values of output 
Where max L and min L are respectively the maximum value and minimum value in the sample set.
Finally, establish Elman neural network. This paper set the input layer has 6 neurons and the output layer has 1 neurons. According to [13] , the numerical relationship between the input layer neurons and the hidden layer neurons is approximately as follows: 2 1 21
Where 1 N the number of input is layer neurons and 2 N is the number of hidden layer neurons, 2 13 N  in this paper.
Prediction Results and Analysis
Calculating the Attitude Angle
In order to collect data and test the algorithm designed above, it is set up that the Data acquisition system and equipment on Volkswagen Santana (as shown in figure 4 ) in this paper. Sampling frequencies of the IMU is 10HZ. This paper takes 900 historical data as sample data, as shown in Figure 5 . Data from the first to the 510th is selected as training samples, and the other ones from the 511th to the 900th are selected the testing samples. 
. Data Acquisition System and Equipment on Volkswagen Santana
Using quaternion method calculates the attitude matrix, and then the result is shown in Figure 6 . 
The Raining and Testing of Elman Neural Network
In the research of vehicle rollover warning, roll angle is an important indicator of rollover. This paper focuses on the roll angle as the example, and carries on the forecast to the attitude of vehicle. For the same sample, it is used that the BP neural network (BPNN) prediction in this paper, and its result is compared with the result of Elman neural network. The trained each of the two models are used to predict the roll angle for the test samples. Firstly, we do one step prediction which is also to predict the posture in advance 0.1 seconds, and its result is shown in Figure 7 . The results of one seconds posture In order to test the prediction effect, we use the indexes of mean absolute error (MAE), mean square error (MSE) and root mean squared error (RMSE) to evaluate the prediction performance. The expressions of them are defined as follows:
Where t A is the predicted value and t F is the actual value. The comparison of prediction errors of the two methods is shown as follows: International Journal of Security and Its Applications Vol. 9, No.11 (2015) 74
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The charts from Figure 7 , to Figure 9 , indicate that the increase in the number of the time in advance to predict vehicle roll has a significant impact on the rapid increase in the number of the prediction errors. Meanwhile, as which can be seen from the table 3, the prediction errors of BP neural network are far higher than that of Elman neural network. In addition, when the fluctuation of vehicle roll angle is large, Elman neural network can better track the changes, especially it can be seen from figure 9 . The table 4 indicates that under the condition of the network structure and learning is the same, BP neural network need fewer training to achieve the accuracy of reservation than BP neural network, which can save the training time, but when the two trained neural network are used to test the testing sample, the errors of BPNN prediction are higher, which can be seen in table 3.
Conclusions
In the paper, firstly, a data acquisition system has been built based an InvenSense's 6-Axis inertial measurement unit (IMU), and compute the car attitude matrix by using the fourth Runge-Kutta method. Secondly, fuzzy synthetic evaluation model has been developed to assess the bad driving behavior in combine with ISO 2631-1:1997/Amd 1:2010 standard and to avoid the randomness, subjective uncertainty and fuzziness of knowledge in the process of evaluation. Finally, Elman network was applied in prediction of car attitude, and by comparing the BP neural network, Elman network has better effects in the transient-term prediction of the moving car posture. Research results in the paper has realized the prediction of the car posture ahead of 1 second and 2 seconds, and can evaluate the driver's behavior in advance and restrain the bad driving behaviors.
