With the continuous development of technology, face recognition technology has played an important role in police work. In order to get a clear face image, image preprocessing technology is needed. This paper mainly proposes illumination compensation technology and reconstruction technology based on symmetry.
Introduction
Using face recognition technology, police officers can be used to conduct case investigations, determine the route of the suspect, delineate the scope of the suspect's activities, and serialize the case. In the traditional video surveillance mode, the video scouts need to first observe the video around the incident to highlight the suspects, and then use the video relay to highlight the behavior track, finally confirm the identity of the suspect by visiting the important places above the track, involving a large number of police forces and time, and timeliness is not high. The application of face recognition technology can quickly obtain the face of a character from a large amount of video, and compare it with the existing face database to confirm the identity of the person. It can also automatically draw the activity track of the character through the video relay. The use of portrait recognition technology in video surveillance helps to improve the efficiency of identifying with standardized, standardized and programmed opera-tions, and provide effective detection of cases. At the same time, it can save the verification time of police officers in the scenes of tracing suspects and dangerous personnel.
At present, many researches are focused on face feature extraction and recognition, but there are few researches on image preprocessing. Jiao Linan [1] et al.
proposed a subblock partially overlapping logarithm transformation algorithm for non-uniform illumination images. They propose to use subblocks of a certain size to divide the image into many overlapping subimages, and then perform logarithmic transformation. This algorithm shows good performance and controllability, but the calculation is complex. Zhang Jianming [2] et al. proposed a method for processing partially occluded expression images. According to the "three Chambers and five eyes" structure of human face, they judge whether there is occlusion by vertical integral projection of the eye area, and then carry out symmetrical transformation for the face part without occlusion under the condition of retaining the features of the mouth. Then, 2d-dct was used to extract facial features, and HMM model was used for training.
The Importance of Image Preprocessing Technology in Face Recognition
Face recognition technology digitally stores image information for feature extraction, optimization, retrieval comparison and big data operation. Key processes include face acquisition and detection, face image preprocessing, face feature extraction, and face recognition classification. Due to the interference of light, angle, distance, etc., it is often impossible to directly operate on the obtained original face image. Image preprocessing must be performed on the basis of portrait detection. The main purpose is to eliminate noise in the image, enhance image contrast, obtain a portrait image with appropriate contrast and noise, and allow the image to be cut and analyzed, and the size and the facial features are unified and normalized. Preprocessing operations generally include grayscale, binaryzation, geometric correction, filtering, restoration, and enhancement of face images [3] . In the development of face recognition technology, we are more concerned about how to improve the recognition of faces. The quality of the face image is directly related to the performance of the face recognition system. The face image is used as an input variable of the recognition system, and its definition, edge characteristics and contrast affect the recognition result. External information interference reduces the quality of the image. Image preprocessing techniques can make the image more sharp, or enhance certain information in the image to highlight features. The pixel of the image is changed by a certain operation to achieve the purpose of improving the image quality, and the complex image is converted into a feature vector that is easy for the computer to recognize. The quality of image preprocessing will directly affect the detection rate of face recognition. This paper mainly proposes illumination compensation technology, based on symmetry reconstruction technology. Open Journal of Applied Sciences
Illumination Correction Technology
Extracting surveillance videos installed in streets or large shopping malls is often affected by lighting, resulting in unsatisfactory picture quality. In some scenes with a wide illumination range, the dynamic image will contain shadows and bright areas, which will adversely affect feature extraction. Uneven illumination can cause high-light or shadows on the face image. Even for the same face, its gray histogram will have a big difference under different illumination. As Figure  1 shows.
In order to solve the influence of illumination to a certain extent, this paper intends to use a combination of logarithmic transformation and wavelet transform. First, logarithmic transformation of the face image is performed using a logarithmic relationship that conforms to the characteristics of the human visual system. The dark part of the image will be better enhanced [1] . Then, the obtained log transformed image is wavelet transformed to obtain LL (low frequency approximation component), LH (vertical edge detail component), HH (diagonal edge detail component), HL (Horizontal edge detail component); then the edge information processing is performed on the high-frequency part different from the previous high-pass filtering, and the edge information is more prominent while removing the noise, the Wiener filtering [4] is performed on the low-frequency component, and then the wavelet image reconstruction is performed, thereby improving The quality of the face image under illumination.
The algorithm flow is shown in Figure 2 . 
Logarithm Transformation
The human visual system is logarithmic to the RGB tristimulus signal. This logarithmic relationship is expressed as follows:
The parameters a, b, and c are parameters introduced to correct the curve change; f(x, y) + 1 is to ensure that after taking the logarithm is still meaningful.
Experience has shown that a takeing 0, b takeing 1 255 ln1.2 * , and c takeing 255
can effectively compensate for light.
The logarithmic transformation is introduced by the visual perception model of Equation (1), which can be described as follows: Let the gray of f(x, y) of the original image be r, and become another image g(x, y) by the nonlinear transformation function s = T(r). And the histograms of the two are P(r) and P(s).
The global logarithmic transformation compresses the contrast in the high grayscale range, so here we use the POPLE algorithm proposed by Jiao Linan [1] to set the appropriate sliding window size and sliding distance, and perform partial logarithmic transformation of the sub-blocks on the image, and then pass the block. The effect cancellation filter eliminates a small number of block effects produced by partial logarithmic transformation of sub-blocks, improving the effect on contrast in the high gray level range (Figure 3 ). 
Wavelet Analysis
Using h(x, y) as the mother wavelet, a series of self-similars can be obtained by performing appropriate scale transformation and rotation transformation on it: 
Wiener Filtering
Wiener filtering uses the least mean square as the error limit. The goal is to find a convolution function g(t) and get an estimate of ( ) x t , where ( )
x t let the square error between ( )
x t and x(t) is obtained minimally, and y(t) is the observed signal and contains noise information (Figure 4 ). 
Reconstructing Face Images Based on Symmetry
We can know that the face can be regarded as a basically symmetrical structure [6] , and this feature can be used to deal with partially occluded face images or uneven light on the left and right half faces. The proposed method is suitable for Figure 4 . Wavelet transform.
a positive face or a slight deflection. The method of this paper is to judge whether there is occlusion by integral projection, and determine the center line of the face on this basis, divide the face into four parts of up, down, left and right, and perform gradient descent optimization [7] processing on the upper left and upper right, lower left and lower right respectively then synthesize the face.
Integral Projection
Integral projection is a method of target localization based on gray statistics. Commonly used are vertical integral projection and horizontal integral projection. This paper adds diagonal projection, smoothes the obtained integral map, removes the chopping wave, finds the wave trough, and then judges whether there is occlusion according to the symmetry in the integral graph. As shown in (a) of Figure 5 , the face without occlusion has obvious symmetrical structure in the vertical integral diagram. Because the cheeks are in the bright part after binaryzation, as shown in Figure 5 , there will be a distinct peak in the horizontal integral map. On the basis of that the face vertical and horizontal are defined as shown in Figure 6 . After getting the four parts of the original image, we use A1, A2 to represent the upper left and upper right parts, respectively, with B1, B2 indicating the lower left and lower right corners. Assuming that the original image can be represented as a 2D matrix of m × n, where a and b are the coordinates of the center point respectively. Using 1 and 2 to distinguish the upper and lower parts, A1, A2, B1, B2 can be expressed as: 
Gradient Exchanging
Using the gradient descent algorithm, A1, A2 tend to approximate, with B1, B2 also tending to approximate. Introducing the L2 norm, the distance function between A1 and A2 can be expressed as Equation (6), and A1 and A2 need to be constantly updated to minimize L(A1, A2):
The traditional gradient function is
Equation (7) is used to update a1 and a2, which is slow and does not reflect the difference between the two half faces. It has been found that the image with poor illumination or occlusion is dark and the image quality is poor. It is assumed that this part is A2. This paper proposes a new iterative function, which is mainly for the part with poor image quality:
A + represents the A1 value at the iteration t + 1, and 1 2 t A + represents the A2 value at the iteration t + 1, and α is introduced to make the value stable, α is taken t β , where is a constant, t is the current iteration number,
The iterative update stops when the following conditions are met:
1) exceeded the preset number of iterations; 1)
< , ε is a very small normal number; For b1, b2 does the same (Figure 7 ).
Experimental Analysis
In order to validate the proposed method, the yaleA face database and the photos taken by ourselves were used for experiments. The yaleA face database contains Open Journal of Applied Sciences 15 people, each with 11 pictures and a total of 165 images. The photos took by ourself included 10 people, 11 photos per person, with different lighting conditions and occlusion pictures. Take 8 photos of each person as training samples and others as test samples (Table 1) . It is seen from experiments that the method of reconstructing images based on symmetry needs to be improved. When processing the deflection angle, deviations will occur, affecting feature extraction, and block effects will occur when the tiles are merged. So further improvement is needed. For face recognition with light corrected images, it has a good effect.
Conclusions
The two methods proposed in this paper can improve image quality and detection rate to some extent. In addition, the method to find the center line needs to be improved, and 3D streamline model can be introduced in the later research.
The use of science and technology in policing has become unstoppable, which is conducive to case investigation, manpower liberation and time saving. The application of face recognition technology in police affairs can improve the actual combat efficiency of police affairs, promote the development of science and technology, and further serve the actual combat work of police affairs.
