At the Large Hadron Collider, the high transverse-momentum events studied by experimental collaborations occur in coincidence with parasitic low transverse-momentum collisions, usually referred to as pileup. Pileup mitigation is a key ingredient of the online and offline event reconstruction as pileup affects the reconstruction accuracy of many physics observables. We present a classifier based on Graph Neural Networks, trained to retain particles coming from high-transverse-momentum collisions, while rejecting those coming from pileup collisions. This model is designed as a refinement of the PUPPI algorithm [1], employed in many LHC data analyses since 2015. Thanks to an extended basis of input information and the learning capabilities of the considered network architecture, we show an improvement in pileup-rejection performances with respect to state-of-the-art solutions.
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I. INTRODUCTION
In order to deliver large datasets to experimental collaborations, the CERN Large Hadron Collider (LHC) operates with proton bunches, each containing as many as O( 10 11 ) protons. These protons are densely packed to increase the beam luminosity and, with it, the collision rate. This luminosity increase comes at the cost of an increasing number of parasitic collisions (pileup), typically consisting of soft-QCD events at small transverse momentum (p T ). Nowadays, an average of ∼ 40 (and a maximum of ∼ 80) collisions happen simultaneously to each interesting high-p T event.
Due to the shape of the luminous region, the (x, y) coordinates of pileup collisions are aligned to the collision point of the high-p T interesting event, referred to as the leading vertex (LV). On the other hand, pileup vertices can be displaced by several cm from the LV in the z direction (we use a Cartesian coordinate system with the z axis oriented along the beam axis, the x on the horizontal plane, and the y axis oriented upward). The inner layers of a typical multi-purpose detector such as ATLAS [2] or CMS [3] allow to associate with high precision charged particles to their point of origin, while this is not typically the case for neutral particles. The impact of pileup collisions is reduced by applying algorithms aiming at identifying and removing particles not originating from the high-p T interaction. Section II gives an overview of the most popular pileup-mitigation algorithms proposed in literature.
We take as starting point for our study the PileUp Per Particle Identification (PUPPI) [1] algorithm. Unlike many other pileup-removal algorithms, PUPPI is designed * Also at Caltech and CERN; ja618@cam.ac.uk to assign a weight to each particle. The weight quantifies how likely it is that a particle might have originated from the Leading Vertex and is computed using the quantity:
where i is the label of the considered particle in the event and ξ ij = p T j /∆R β ij . ∆R ij = ∆φ 2 + ∆η 2 is the distance between the i-th and j-th particle in the plane identified by the pseudorapidity η and the azimuthal angle φ. R 0 = 0.3 defines a cone around the i-th particle and R min = 0.02 removes the region surrounding the ith particle. In Ref. [1] , α 1 i is found to be the optimal metric to quantify the so-called PUPPI weight, based on the per-event α 1 i distribution. When Charged Hadron Subtraction (CHS, see Section II) is applied upstream to PUPPI, the sum in Eq. (1) is performed over the charged particles from the LV, as opposed to the full event.
In this paper, we present a classifier, based on Graph Networks, trained to identify particles originating from the high-p T events and discard the others. We consider an architecture based on Gated Graph Neural Networks (GGNN) [4] as our final model, which we dub PUPPIML. In addition, a model based on fully-connected Neural Networks and one based on Gated Recurrent Units (GRU) [5] are presented for comparison. This paper is structured as follows: Section II describes related literature. Section III and IV described the utilized data and models, respectively. Results are presented in Section V, while the robustness of the proposed approach is discussed in Section V D. Conclusions are given in Section VI. 
II. RELATED WORK
Owing to the CMS [6] and ATLAS [7] vertex resolution, charged particles from pileup can be accurately removed, based on their vertex information, in particular in the central region. This technique, referred to as CHS, greatly simplifies the problem, as can be seen in Figure 1 . The main challenge becomes correcting for the neutral pileup contribution, for which sufficient vertex information is typically unavailable. Early approaches, such as the area-subtraction method [8] [9] [10] [11] employed in LHC Run I (2009-2012) analyses, correct the event based only on the characteristic per-event pileup energy density. While they help in obtaining unbiased estimates of the jets four-momenta, they are affected by a serious resolution loss with increasing number of pileup interactions, even when extended to jet shapes [12] . This motivated the introduction of new algorithms for the LHC Run II (2015-2018).
Currently adopted pileup mitigation techniques consist of rule-based algorithms and usually operate on a per-particle basis, tailored to suppress particles believed to originate from pileup interactions, or to weight them proportionally to their probability of originating from the hard interactions. Examples of the former category include the SoftKiller algorithm [13] . The PUPPI algorithm [1] employed by the CMS collaboration in the LHC Run II is an example of the latter category. These two algorithms can be fairly considered to be state-of-the-art and will be used for comparison in our analysis. Our work aims to extend the traditional PUPPI setup using Deep Learning. As for PUPPI, the model we present here can be used in conjunction with other tools such as pileup jet identification [14] , which removes entire jets, or grooming (e.g. filtering [15] , trimming [16] or pruning [17] ).
Machine Learning (ML) traditionally plays a prominent role in High Energy Physics (HEP), as discussed for instance in Ref. [18] . Among the many existing proofof-principle studies, few applications have already been deployed in the central data processing of major HEP experiments. For instance, recurrent architectures proved fruitful in bottom-quark identification [19, 20] and Convolutional Networks in neutrino physics [21] . Graph Networks have very recently been used for jet tagging, matching the performances of other deep learning approaches [22] , and to identify interesting typologies at the LHC [23] , and in IceCube [24] .
The models considered in this work are based on three different network architectures: fully-connected layers, GRU [5] , and GGNN [4] . To the best of our knowledge, models of this kind have not yet been applied to pileup mitigation. Previous work involving Convolutional Neural Networks for pileup mitigation is discussed in Ref. [25] . This approach requires to bin the (η, φ) plane to generate jet images, and is applied to cropped regions around the jet. Our method operates on the full event, allowing for improved resolution of global variables such as the Missing Transverse Energy (MET). As in PUPPI, our method applies to individual particles and is particularly suitable for experiments using a particleflow approach for event reconstruction, such as CMS [26] .
III. DATASET
The dataset employed in this work consists of simulations of LHC proton-proton collisions at a center-of-mass energy of 13 TeV, created using the PYTHIA 8.223 [27] event generator, tune 4C. The generated events correspond to a sample of Z bosons decaying to a pair of neutrinos and produced in association with at least one quark or gluon, resulting in at least one jet. The generation of the underlying event is turned off. The list of particles originating from the hard collision and the consequent shower of quarks and gluons are given as input to the DELPHES 3.3.2 [28] detector simulation software. DELPHES is mainly used as a convenient tool to read the HEPMC files generated by PYTHIA, overlay the pileup events, and store the event content in a ROOT [29] file, preserving the provenance information for each particle (LV or pileup events). No detector resolution or efficiency effect is applied at this stage. We set the average number of pileup interactions n PU to 20, 80 or 140, and randomly generate the per-event pileup multiplicity according to a Poisson distribution. A corresponding number of events is then sampled from a so-called minimum-bias library, consisting of low-p T QCD events. The Z+jets events are generated in batches of 100 events each. For each batch, pileup events are samples from a batch-specific library of 10000 events. This allows to reduce the probability of event re-usage to a negligible level, preventing the network to learn specific patterns of specific events in the training datasets.
All final-state particles except neutrinos are kept and taken to be massless. For each particle, the following information is stored:
• The momentum coordinates (p T , η, φ).
• The electric charge of the particle.
• The local shape α ).
• The PUPPI weight associated to the particle: a number between 0 and 1 that can be related to the probability of the particle being pileup.
• A flag set to 1 for charged particles from the LV, -1 for charged pileup particles and 0 for all neutral particles. This provides a simple encoding for when CHS is used.
• A pileup flag indicating whether the particle belongs to the hard scattering or to any of the pileup vertices. This information is used as the ground truth later on.
We assume units such that = c = 1. Furthermore, we store for each event the mean p T per unit area in η − φ for all particles (ρ), for all charged particles alone (ρ C ), and for all neutral particles alone (ρ N ).
IV. NETWORK ARCHITECTURES
PUPPI can be straightforwardly interpreted as a per particle classification algorithm. Under this point of view, traditional metrics such as the ROC curve (true positive rate against false positive rate) or the accuracy (fraction of correctly classified particles) can be used. The choice of the shape variable α is then driven by its discriminating power, with the underlying assumption that better classification performance should correlate with better reconstruction of physical features. We generalize the problem to multiple shape variables, indicated from now on as features. Along this line, an ML-driven generalization of PUPPI is already discussed in Ref. [1] , where it is asserted that training a Boosted Decision Tree modestly improves performance. We feed as input to our networks all the particles, with all the features discussed in Sec. III except for the pileup flag, which we use as the training ground truth. The global features are concatenated to each particle's individual features.
Our most straightforward model makes use of two stacked fully-connected hidden layers and a final singleneuron layer with a sigmoid activation function. This network is trained, as all other models, to minimize a binary cross-entropy loss function using the Adam optimizer [30] . This model stands out for its simplicity, as it operates on each particle completely independently of the others, but suffers from a clear issue: while the input includes global (ρ, ρ C , ρ N ) and local (α C i , α F i ) features, the network has no mechanism by which to learn any of these types of features by itself. Multiple architectural changes can be considered such that these quantities could be learned by the network.
We examine a Neural Network with a GRU, taking as input the full list of particles in the event ordered by decreasing p T , but still outputting a per-particle label. In particular, we make use of a bidirectional layer and concatenate its output to each particle's features. We show that this does not improve classification performance. We interpret this finding as follows: since one of the crucial considerations in determining whether a particle comes from the LV is its local neighborhood, it is complicated to choose a global ordering that will aid in this matter.
This last consideration leads to the introduction of Graph Neural Networks, where we choose to determine pairwise connections by distances in the (η, φ) space. Our first attempts, based on Graph Convolutional Networks [31] , including their attentive variant [32] , showed clear improvements in per particle pileup classification performance with respect to our fully-connected baseline. Best performances were obtained using Gated Graph Neural Networks [4] ; these achieved state-of-the-art performance in multiple notable graph problems and, crucially for our work, allow for a sparse implementation, making it feasible to consider the full event.
A GGNN can be considered a special type of Message Passing Neural Network [33] . Given a graph G = (V, E) with vertices v ∈ V and directed edges of discrete types t, e t ∈ E, we let each node be represented by a 1-dimensional feature vector at the i-th time-step h i v . The initial node representation corresponds to the input features x v possibly padded with zeros since the size of h i v , h, is taken to be fixed (2) . At each time-step i we perform two operations. First, for each node v we generate per neighbour v j an incoming message a i v,vj through multiplication with a learnable matrix A t , different for each node type and of size h × h (3). Second, all the incoming messages are averaged, maintaining graph isomorphism invariance, and the node is updated according to one step of a GRU, taking as initialization for its memory cell the node representation from the previous time-step h
Adam is used with a learning rate of 0.004 to minimize the binary cross-entropy. The output of the network is checked to be a well-calibrated probability.
as input the averaged incoming message (4).
A full model can be built by stacking multiple GGNN layers together with a given number of time steps for each, usually low, and adding fully connected layers shared among vertices at the end to produce the output of the per-node classification task. For intermediate layers, the input is taken to be the output of the previous layer. Our final PUPPIML model (pictorially represented in Fig. 2 ) consists of 3 layers with time-steps [2, 1, 1], a node representation of size 100 and a residual connection from the first to the third layer. We train the model using the Adam optimizer [30] with a learning rate of 0.004 and early stopping, and apply no pre-processing to our inputs. We include as part of the graph the charged particles even when CHS is applied, as they aid in the classification of neighbouring particles. We train a different network for each mean pileup level (20, 80 and 140). We discuss the generalization to a range of pileup levels in Sec. V D.
For our graph representation, we choose to connect all pairs of particles separated by a distance ∆R < R 1 in the η − φ space, uniformly binning the distance ∆R into N 0 discrete edge types. We make all graphs undirected by introducing edges in both the forward and backward direction for each pair of connected particles. Moreover, as opposed to PUPPI, we do not find it necessary to rescale the particles' four-momenta and simply discard all particles for which the network predicts a probability lower than p cut . The choice of these parameters is discussed in Sec. V.
All our models are trained in Keras v2. We first study the performance of the proposed algorithms by considering the area under the ROC curve (auc) for all our methods. We perform a random 20-trial hyperparameter scan for all of our architectures and select the best network as measured by auc on validation data, but note that their performance is not heavily dependent on any of them. Using this metric, Table I and Figure 3 quantify, on test data, the discriminating power of the variables at 20, 80 and 140 mean pileup when CHS is applied and at 80 mean pileup when it is not. Since SoftKiller and PUPPI base the decision of whether a particle comes from the LV on its transverse momentum or on the PUPPI weight calculated from α respectively, the first two rows are meant as an indicator of their expected performances. For this purpose, we allow the PUPPI weight to take on negative values if it is to the left of the median. We observe that the GGNN consistently obtains the best classification performance. Based on these results, we only consider the performance of our GGNN and the state of the art algorithms from here on. We tune R 1 = 0.3 and N 0 = 5 to maximize the auc. We fix the threshold parameter p cut = 0.4 at n PU = 20 and p cut = 0.35 at n PU = 80 or n PU = 140, so as to minimize the offset between the reconstructed and the LV observables. We find that minimizing the offset for one observable also approximately minimizes the offset for all other observables. Figure 4 shows the effect of running our proposed approach on an event at n PU = 20. The reconstructed event is shown on the bottom left, with particles represented as dots sized according to their p T . Dots are colored as orange (dark) if they come from the LV and blue (light) if they originate from pileup interactions. The event is also shown as reconstructed by PUPPI (bottom left) and by SoftKiller (bottom center). Moreover, we show the ground truth on the top left and the unprocessed event on the top right. Similarly, Fig. 5 shows the effect of the algorithms, using the same plotting conventions, on three jets at n PU = 80. We note qualitatively that PUPPIML improves on the state-of-the-art approaches, removing some low-p T pileup particles close to the jet that PUPPI does not (dotted ellipses), and removing some high-p T particles far away from the jet that SoftKiller does not (dashed ellipses).
A. Jet level variables
Following the methodology of Ref. [1] , we run the antik t clustering algorithm [37] using FastJet 3.3.0 [38, 39] with R = 0.7 on both the LV-only and full events, after applying the pileup mitigation algorithm. We consider a jet to match a LV-only one if their position in the (η, φ) plane differs by less than ∆R max = 0.3. Figure 6 shows the dependence of the jet p T resolution on n PU and on the jet p T . Figure 7 shows this resolution for jets in the 50 < p T < 100 GeV and the 100 < p T < 200 GeV region for n PU = 140. We choose to quantify the resolutions of all indicated variables using the half-difference between the 14th and 86th percentile, δ = (P 86 − P 14 )/2, so as to avoid statistical fluctuations from potential outliers. Our method shows an improvement in resolution. Furthermore, the improvement in resolution at higher pileup levels is more significant, which becomes particularly relevant when considering future LHC running conditions. Mainly, at low pileup levels and very high p T the improvement with respect to the already adopted algorithms is marginal. We also test the resolution when CHS is not applied, in which case we train the network without the CHS flag in the dataset. Figure 8 shows that, while the resolution gain is smaller, there is still a small advantage in using PUPPIML. Figure 9 shows how the mitigation algorithms affect the resolution of the jets position in the (η, φ) space, quantified through the mean ∆R. PUPPIML shows an improvement of ∼ 15% in resolution at n PU = 20, ∼ 25% at n PU = 80, and ∼ 30% at n PU = 140.
Finally, in order to study the reconstruction of jet shapes, we consider the resolution of the jet mass, which is commonly taken as a proxy for their pileup-removal performance. Figure 10 shows the resolution as a function of n PU and of the jet p T . We find that PUPPIML improves the resolution with respect to PUPPI and SoftKiller.
B. Event variables
Since our network takes the full event as input, we expect it to be able to correct not only jet-related variables but global ones as well. Figure 11 shows that this is indeed the case by considering the resolution of the missing transverse energy (MET). Since this variable involves summing over all present particles, its sensitivity to pileup contamination is typically stronger.
C. Computational performance
We run all our experiments on a Titan Xp GPU and report speeds of O(100 events/s) at n PU = 20, O(20 events/s) at n PU = 80 and O(10 events/s) at n PU = 140 for the network forward propagation. This is more than an order of magnitude slower than SoftKiller FIG. 4 . Depiction of the effect of running the different pileup mitigation algorithms on a random test event at nPU = 20. Particles from the LV are shown in orange (dark) and pileup particles are shown in blue (light). We show the ground truth (top left), the event contaminated by the parasitic interactions (top right) and the reconstructed event after running PUPPI (bottom left), SoftKiller (bottom center) and our approach, PUPPIML (bottom right). PUPPIML seems to improve on PUPPI by eliminating some of the low pT particles close to jets and on SoftKiller by eliminating the high pT particles that are far away from jets. All algorithms are run with CHS.
and PUPPI. We note, however, that our implementation is not tuned for computational performance. We verified that reducing the number of layers, the number of edges and size of the hidden representation can result in improvements of a factor of 2 with a reduction in auc of less than 0.2%. Moreover, the network requires a preprocessing step in which the neighbours to each particle are found; while this is slow if done through pairwise brute force, its computational cost is negligible if implemented through a heap or other more advanced data structures. Similarly to PUPPI, removing a large portion of the pileup particles results in much faster jet clustering downstream, partially compensating for the time spent to perform the pileup mitigation.
We further note that, due to only particles in a ∆R < R 1 cone being connected, our approach maintains locality. With the given number of 4 total time-steps, only a local neighborhood of ∆R < 1.2 can influence the classification of a particle. This can allow for parallelization of the task to improve computational performance. Asynchronous Gated Graph Neural Networks and "towers" in Message Passing Neural Networks are a step in this direction and can handle overlapping parts of the graph. Finally, while we feed all of our particles to the GGNN for simplicity, applying a p T threshold to remove very soft particles (which is intrinsic to any particle reconstruction algorithm) would reduce the running time with a negligible effect on classification performance.
D. Robustness
It is important that the network learns a pileup mitigation strategy that is effective across samples and not overly dependent on the specific training dataset. We probe this dependence by evaluating the network auc performance on (i) different mean pileup levels, (ii) different PYTHIA8 tunes and (iii) different decay processes. Table II shows that the performance degrades when evaluating the network at highly different pileup distributions. Nevertheless, a model trained at multiple pileup levels is effective over a wide range. Tables III and IV show that the GGNN is capable of performance superior to the SoftKiller and PUPPI proxies even when using different tunes and on unseen decay channels respectively. This feature is particularly important in view of the fact that pileup mitigations are designed and tuned on simulation to be then used on data.
VI. CONCLUSIONS AND OUTLOOK
In this paper, we have introduced a new pileup mitigation algorithm, PUPPIML, that extends the commonlyused PUPPI algorithm through Deep Learning via Graph Neural Networks. We show resolution improvements in all the considered jet-and event-related quantities.
When used for particle removal, PUPPIML requires to tune the threshold requirement on the GGNN classifier output, which is in any case found to be mildly dependent . From left to right for each jet (i.e., each row), we show the ground truth, the jet contaminated by the parasitic interactions, and the reconstructed jet after running PUPPI, SoftKiller and our approach, PUPPIML. PUPPIML seems to improve on PUPPI by eliminating some of the low pT particles close to jets (dotted ellipses) and on SoftKiller by eliminating some of the high pT pileup particles that are far away from jets (dashed ellipses). All algorithms are run after applying CHS. on n PU . Since the model score can be interpreted by construction as a probability, PUPPIML can be used to weight each particle by its probability to originate from the leading vertex. In terms of future work, we believe that a further exploration of similar locality-preserving architectures, in particular variations of Message Passing Neural Networks, TABLE IV . Area under the curve for the model trained on Z → νν events at nPU = 140 using tune 4C when evaluated on different decay processes. The model is able to generalize to decays involving multiple jets and including bottom quarks and gluons with only a small decrease in auc performance.
could further improve performances. Adversarial training, requiring the network to correct the full event directly as opposed to simply classifying individual particles, could aid in improving the resolution gain on jet substructure quantities.
FIG. 6.
Jet pT resolution as a function of nPU for jets in the range 100 < pT < 150 GeV (top) and as a function of the jet transverse momentum at nPU = 140 (bottom) when CHS is applied.
FIG. 7.
Jet pT resolution at nPU = 140 for jets in the range 50 < pT < 100 GeV (top) and 100 < pT < 200 GeV (bottom) when CHS is applied.
ACKNOWLEDGMENTS
We are grateful to Caltech and the Kavli Foundation for their support of undergraduate student research in cross-cutting areas of machine learning and domain sciences. This work was conducted at "iBanks", the AI GPU cluster at Caltech. We acknowledge NVIDIA, Su- 
