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QUANTUM GROUPS AND BRAIDING OPERATORS IN QUANTUM
TEICHMU¨LLER THEORY
JULIEN KORINMAN
Abstract. We show that the stated skein algebra of a disc with two punctures on its boundary and one
inner puncture has a natural structure of Hopf algebra closely related to a construction of Bigelow. Its image
through the quantum trace map is a Hopf algebra very similar to Uqsl2. We classify the weight indecompos-
able modules of this quantum group and show that the change of coordinates in quantum Teichmu¨ller theory
provides natural braiding operators between these representations, including cyclic and semi-cyclic ones, and
relate them to the Kashaev-Reshetikhin braidings. For the Kashaev module, we show that this braiding
operator coincides with Drinfel’d R-matrix and deduce an alternative proof of a theorem of Murakami and
Murakami relating the Kashaev invariant to a colored Jones polynomial.
1. Introduction
Background. Jones discovery of a new polynomial links invariant [Jon85] and its interpretation by Witten
in the context of Topological Quantum Field Theory [Wit89], initiated fruitful interactions between Von
Neumann algebras, quantum groups and low dimensional topology. Though initially stated in the con-
text of sub-factors, the construction of Jones polynomials were soon reformulated in the context of small
representations of the quantum group Uqsl2 [Tur88]. Drinfel’d R-matrix [Dri86] permits to associate to
any small representation a solution of the Yang-Baxter equation which, in turn, induces representations of
the braid groups. Using an appropriate trace, these representations induce invariants of framed links (see
[Oht02, CP95, Kas95] for surveys). In [GPMT09, GPM13, CGP14], Costantino, Geer, Patureau-Mirand and
Turaev generalized this construction by defining framed links invariants from some non-small, projective in-
decomposable highest and lowest modules of Uqsl2 by modifying the trace and introducing a refined version
of Uqsl2, namely the unrolled quantum group. These invariants are related to the Akutsu-Deguchi-Ohtsuki
invariants of [ADO92]. Concerning the family of Uqsl2- indecomposable modules which are not highest and
lowest weight, namely the cyclic and semi-cyclic modules, an approach to define links invariants was started
by Kashaev and Reshetikhin in [KR04, KR05] using semi-cyclic modules and further developed in [BGPR18]
to include cyclic modules as well.
In parallel to these quantum groups constructions, Kashaev initiated in [Kas94] an original way to produce
solutions of the Yang-Baxter equation from the cyclic quantum dilogarithms and the Pentagon identity they
satisfy [FK94, KV00]. This leads to a knots invariant [Kas98b] which was conjectured to be related to the
hyperbolic volume of the exterior of the knot [Kas97], when the latter is hyperbolic (see also [Zag10] for a
generalization). Murakami and Murakami proved in [MM01] that Kashaev’s R-matrix is gauge equivalent
to the Drinfel’d R-matrix giving rise to the N -th Jones polynomial at N -th root of unity, hence that these
two framed links invariants are related. Kashaev’s techniques were refined by Baseilhac and Benedetti to
produce new families of links and 3-manifolds invariants [BB04, BB11].
Kashaev [Kas98a] and Chekhov and Fock [CF99] independently defined a family of algebras, the quantum
Teichmu¨ller spaces, associated to a triangulated punctured surface. The quantum dilogarithms and the
Pentagon identity naturally appear in quantum Teichmu¨ller theory by means of change of coordinates.
Bonahon and Wong defined in [BW11] a refinement of the quantum Teichmu¨ller spaces, namely the balanced
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Chekhov-Fock algebras, and defined an algebra morphism, the quantum trace, between the Kauffman-bracket
skein algebra of a closed punctured surface and the balanced Chekhov-Fock algebra. The definitions of the
Kauffman-bracket skein algebras and of the quantum trace were generalized by Leˆ in [Le18] to open punctured
surfaces.
The relation between Drinfel’d braidings, arising from quantum groups and the R-matrix, with the
Kashaev braidings arising from the cyclic quantum dilogarithms and quantum Teichmu¨ller theory, remains
quite mysterious. Indeed, Murakami and Murakami theorem in [MM01], which relates two such braidings,
is based on brute force computations which shed no light on this relation. The goal of this paper is to
provide a more conceptual explanation, based on skein algebras and the quantum trace, on how quantum
groups naturally arise in quantum Teichmu¨ller theory and how Drinfel’d R-matrix is related to the change of
coordinates in quantum Teichmu¨ller theory. Moreover, we’ll see that Kashaev’s braiding operators provide
natural replacement for the R-matrix in the case of cyclic and semi-cyclic representations which satisfy some
colored Yang-Baxter equation and compare them to the braidings in [KR04, KR05].
Main results. Let Dn be a disc with two punctures on its boundary and n inner punctures. Denote by
Sω(D1) and Zω(D1) the stated skein algebra and the balanced Chekhov-Fock algebra, respectively, of D1 and
let Tr : Sω(D1)→ Zω(D1) denote the quantum trace.
The main original idea of this paper, and the subject of the second section, is the observation that Sω(D1)
has a natural structure of Hopf algebra, closely related to Bigelow construction in [Big14], and that its image
Cq[D(B)] := Tr (Sω(D1)) ⊂ Zω(D1), through the quantum trace map, is a Hopf algebra closely related to
Uqsl2. More precisely, we prove the
Theorem 1.1. The algebra Cq[D(B)] is presented by the generators K±1/2, L±1/2, E and F together with
the following relations:
EK1/2 = q−1K1/2E; EL1/2 = qL1/2E; FK1/2 = qK1/2F ; FL1/2 = q−1L1/2F ;
xy = yx, for all x, y ∈ {K±1/2, L±1/2}; K1/2K−1/2 = L1/2L−1/2 = 1;
EF − FE =
K − L
q − q−1
.
The Hopf algebra structure is described by the following formulas:
∆(E) = 1⊗ E + E ⊗K; ∆(F ) = F ⊗ 1 + L⊗ F ;
∆(x) = x⊗ x, for all x ∈ {K±1/2, L±1/2};
ǫ(E) = ǫ(F ) = 0; ǫ(K±1/2) = ǫ(L±1/2) = 1;
S(E) = −EK−1; S(F ) = −L−1F ; S(x) = x−1, for all x ∈ {K±1/2, L±1/2}.
In the third section we classify the weight representations of Cq[D(B)] and determine which ones extend
to a Zω(D1)-module. The motivation is that the braiding operators we will define next are linear morphisms
between tensor products of pairs of such Zω(D1)-modules. Let D(B) ⊂ SL2(C)×SL2(C) be the subgroup of
pairs (g−, g+) of matrices such that g− is lower triangular and g+ is upper triangular, and ϕ : D(B)→ SL2(C)
be the map defined by ϕ((g−, g+)) := g
−1
− g+. Let D˜(B) be the set of triples (g, t, h∂) where g ∈ D(B), t ∈ C
is such that TN(t) = Tr(ϕ(g)), where TN (X) represents the N -th Chebyshev polynomial of first kind, and let
h∂ ∈ C∗ be such that h−N∂ is equal to the left upper coefficient of g− · g+. Let Z be the center of Cq[D(B)]
and SpecMax(Z) be the set of characters χ : Z → C.
Theorem 1.2. (1) The sets MaxSpec(Z) and D˜(B) are in canonical bijection. Moreover the map send-
ing a indecomposable weight Cq[D(B)]-module to the associated character in MaxSpec(Z), induces
a bijection between the set of isomorphism classes of projective indecomposable weight Cq[D(B)]-
modules and the set D˜(B).
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(2) Every simple Zω(D1)-module is a projective indecomposable weight Cq[D(B)]-module. Conversely,
a projective indecomposable weight Cq[D(B)]-module, corresponding to a triple (g, t, h∂) ∈ D˜(B),
extends to a Zω(D1)-module if and only one has
• either ϕ(g) is not triangular (cyclic representations),
• or ϕ(g) is triangular not diagonal (semi-cyclic representations) and the diagonal elements of
ϕ(g) are not equal to ±1,
• or ϕ(g) is scalar (scalar representations).
The fourth section is devoted to the study of Kashaev’s braiding operators derived from the change of
coordinates in the quantum Teichmu¨ller spaces. Since the existing literature only deals with Chekhov-
Fock algebras of closed surfaces, we begin by generalizing standard constructions and properties. Let us
sketch the construction. Giving two triangulations ∆ and ∆′ of a punctured surface Σ, there exists an
isomorphism ΦΣ∆′,∆ : Ẑω(Σ,∆) → Ẑω(Σ,∆
′) (change of coordinates) between the division algebras of the
balanced Chekhov-Fock algebras. For a mapping class φ ∈ Mod(Σ), one associates an isomorphism φ∗ :
Zω(Σ,∆) → Zω(Σ, φ−1(∆)). We’ll associate to a mapping class φ a linear operator L(φ) defined as an
intertwiner for the automorphism φ∗ ◦ ΦΣφ(∆),∆ ∈ Aut(Ẑω(Σ,∆)) between two irreducible representations
of the balanced Chekhov-Fock algebra. These operators can be organized into a projective representation
of some mapping class groupoid (see Section 4.1.3). In the particular case where Σ = D2 and φ = τ is
the half-twist exchanging the two inner punctures in the clockwise order, such an intertwiner L(τ) will be
called a Kashaev braiding. Following Kashaev, we will see that these braidings satisfy a colored Yang-Baxter
equation derived from the Pentagon identity. By definition, a Kashaev braiding is an intertwiner for the
automorphism R := τ∗ ◦ ΦD2τ(∆2),∆2 ∈ Aut(Ẑω(D2,∆2)). The relation between Kashaev braidings and the
braidings defined by Drinfel’d R-matrix is summarized in the following:
Theorem 1.3. (1) The braidings defined by Kashaev-Reshetikhin in [KR04, KR05], and used in [BGPR18]
to produce links invariants, involving two pairs of Uqsl2-modules which extend to Zω(D1), are Kashaev
braidings.
(2) The Drinfel’d braiding associated to a pair of scalar representations of Uqsl2 is a Kashaev braiding.
(3) When ω is not a root of unity, one has the following decomposition:
R = σ ◦Ad(q−
H⊗G
2 ) ◦Ad
(
expq((q − q
−1)E ⊗ F )
)
,
where we refer to Section 4.2.3 for the definition of the right-hand-side (outer) automorphism.
In particular, the second assertion of Theorem 1.3 recovers Murakami and Murakami result of [MM01]
relating Kashaev’s R-matrix to the braiding of the N -th Jones polynomial at N -th root of unity and gener-
alizes it to the braidings of the ADO invariants as well. In Section 5, we list some possible applications of the
techniques developed in the paper to study the SL2-links invariants defined in [BGPR18] in relation to the
volume conjecture and the Baseilhac-Benedetti invariants. We postpone to the appendices three technical
proofs which are not quite enlightening and might be safely skipped at first reading.
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Notations 1.4. All along this paper, R represents a commutative unital ring, ω ∈ R× an invertible element
and we will write A := ω−2 and q := ω−4. The element q is said generic if qn 6= 1 for all n ≥ 0, i.e. if q is
not a root of unity.
2. A quantum group in quantum Teichmu¨ller theory
2.1. Skein algebras, balanced Chekhov-Fock algebras and quantum trace. In this subsection, we
briefly recall the definitions and main properties of skein algebras and balanced Chekhov-Fock algebras.
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2.1.1. Kauffman-bracket (stated) skein algebras.
Definition 2.1. A punctured surface is a pair Σ = (Σ,P) where Σ is a compact oriented surface and P is
a finite subset of Σ which intersects non-trivially each boundary component. A boundary arc is a connected
component of ∂Σ \ P . We write ΣP := Σ \ P .
A tangle in ΣP × (0, 1) is a compact framed, properly embedded 1-dimensional manifold T ⊂ ΣP × (0, 1)
such that for every point of ∂T ⊂ ∂ΣP × (0, 1) the framing is parallel to the (0, 1) factor and points to
the direction of 1. Here, by framing, we refer to a thickening of T to an oriented surface. The height
of (v, h) ∈ ΣP × (0, 1) is h. If b is a boundary arc and T a tangle, we impose that no two points in
∂bT := ∂T ∩b×(0, 1) have the same heights, hence the set ∂bT is totally ordered by the heights. Two tangles
are isotopic if they are isotopic through the class of tangles that preserve the boundary height orders. By
convention, the empty set is a tangle only isotopic to itself.
Let π : ΣP × (0, 1) → ΣP be the projection with π(v, h) = v. A tangle T is in generic position if for
each of its points, the framing is parallel to the (0, 1) factor and points in the direction of 1 and is such
that π∣∣T : T → ΣP is an immersion with at most transversal double points in the interior of ΣP . Every
tangle is isotopic to a tangle in generic position. We call diagram the image D = π(T ) of a tangle in generic
position, together with the over/undercrossing information at each double point. An isotopy class of diagram
D together with a total order of ∂bD = ∂D ∩ b for each boundary arc b, define uniquely an isotopy class
of tangle. When choosing an orientation o(b) of a boundary arc b and a diagram D, the set ∂bD receives a
natural order by setting that the points are increasing when going in the direction of o(b). We will represent
tangles by drawing a diagram and an orientation (an arrow) for each boundary arc. When a boundary arc
b is oriented we assume that ∂bD is ordered according to the orientation. A state of a tangle is a map
s : ∂T → {−,+}. A pair (T, s) is called a stated tangle. We define a stated diagram (D, s) in a similar
manner.
Let R be a commutative unital ring, ω ∈ R× an invertible element and write A := ω−2.
Definition 2.2. [Le18] The stated skein algebra Sω(Σ) is the free R-module generated by isotopy classes of
stated tangles in ΣP × (0, 1) modulo the following relations (1) and (2),
(1) = A +A−1 and = −(A2 +A−2) ;
(2) +
+
= −
−
= 0, +
−
= ω and ω−1 −
+
− ω−5 +
−
= .
The product of two classes of stated tangles [T1, s1] and [T2, s2] is defined by isotoping T1 and T2 in ΣP ×
(1/2, 1) and ΣP × (0, 1/2) respectively and then setting [T1, s1] · [T2, s2] = [T1 ∪ T2, s1 ∪ s2].
A closed component of a diagram D is trivial if it bounds an embedded disc in ΣP . An open component
of D is trivial if it can be isotoped, relatively to its boundary, inside some boundary arc. A diagram is simple
if it has neither double point nor trivial component. By convention, the empty set is a simple diagram. Let
o be an orientation of the boundary arcs of Σ and denote by ≤o the total orders induced on each boundary
arc. A state s : ∂D → {−,+} is o−increasing if for any boundary arc b and any points x, y ∈ ∂bD, then
x <o y implies s(x) < s(y). Here we choose the convention − < +.
Definition 2.3. We denote by Bo ⊂ Sω(Σ) the set of classes of stated diagrams [D, s] such that D is simple
and s is o-increasing.
By [Le18, Theorem 2.11], the set Bo is an R-module basis of Sω(Σ).
Let a, b be two boundary arcs of Σ and let Σ|a#b be the punctured surface obtained from Σ by gluing a
and b. Denote by π : ΣP → (Σ|a#b)P|a#b the projection and c := π(a) = π(b). Let (T0, s0) be a stated framed
tangle of Σ|a#bP|a#b
× (0, 1) transversed to c× (0, 1) and such that the heights of the points of T0 ∩ c× (0, 1)
are pairwise distinct. Let T ⊂ ΣP × (0, 1) be the framed tangle obtained by cutting T0 along c. Any two
states sa : ∂aT → {−,+} and sb : ∂bT → {−,+} give rise to a state (sa, s, sb) on T . Both the sets ∂aT and
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∂bT are in canonical bijection with the set T0 ∩ c by the map π. Hence the two sets of states sa and sb are
both in canonical bijection with the set St(c) := {s : c ∩ T0 → {−,+}}.
Definition 2.4. Let i|a#b : Sω(Σ|a#b)→ Sω(Σ) be the linear map given, for any (T0, s0) as above, by:
i|a#b ([T0, s0]) :=
∑
s∈St(c)
[T, (s, s0, s)].
Theorem 2.5. [Le18, Theorem 3.1] The linear map i|a#b is an injective morphism of algebras. Moreover
the gluing operation is coassociative in the sense that if a, b, c, d are four distinct boundary arcs, then we have
i|a#b ◦ i|c#d = i|c#d ◦ i|a#b.
Definition 2.6. • The triangle T is a disc with three punctures on its boundary.
• A small punctured surface is one of the following four connected punctured surfaces: the sphere with
one or two punctures; the disc with one or two punctures on its boundary.
• A punctured surface is said to admit a triangulation if each of its connected components has at least
one puncture and is not small.
• Suppose Σ = (Σ,P) admits a triangulation. A topological triangulation ∆ of Σ is a collection E(∆)
of arcs in Σ (named edges), together with a bijection I∆ : E(∆)
∼=
−→ {1, 2, . . . , |E(∆)|} named indexing
map, which satisfies the following conditions: the endpoints of the edges belong to P ; the interior of
the edges are pairwise disjoint; the edges are not contractible and are pairwise non isotopic relatively
to their endpoints; the boundary arcs of Σ belong to E(∆). Moreover, the collection E(∆) is required
to be maximal for these properties. A pair (Σ,∆) is called a triangulated punctured surface.
The closure of each connected component of Σ \ E(∆) is called a face and the set of faces is denoted
by F (∆). Given a topological triangulation ∆, the punctured surface is obtained from the disjoint union⊔
T∈F (∆) T of triangles by gluing the triangles along the boundary arcs corresponding to the edges of the
triangulation. By composing the associated gluing maps, one obtains an injective morphism of algebras:
i∆ : Sω(Σ) →֒ ⊗T∈F (∆)Sω(T).
Given p ∈ P ∩ Σ˚ an inner puncture, the peripheral curve γp ∈ Sω(Σ) is the class of a simple closed curve
which bounds a disc whose intersection with P is {p}. Peripheral curves are central elements in Sω(Σ).
When ω is an odd root of unity, the center of Sω(Σ) contains more elements.
Definition 2.7. The N -th Chebyshev polynomial of first kind is the polynomial TN (X) ∈ Z[X ] defined by
the recursive formulas T0(X) = 2, T1(X) = X and Tn+2(X) = XTn+1(X)− Tn(X) for n ≥ 0.
Theorem 2.8. [[BW12] when ∂Σ = ∅, [KQ19a, Theorem 1.2] in general] Suppose that ω is a root of unity
of odd order N > 1. There exists an embedding
jΣ : S+1(Σ) →֒ Z (Sω(Σ))
of the (commutative) stated skein algebra with parameter +1 into the center of the stated skein algebra with
parameter ω. Moreover, the morphism jΣ is characterized by the property that it sends a closed curve γ to
TN(γ) and a stated arc αεε′ to (αεε′ )
N .
2.1.2. Balanced Chekhov-Fock algebras. Let (Σ,∆) be a triangulated punctured surface. For e and e′ two
edges, denote by ae,e′ the number of faces T ∈ F (∆) such that e and e′ are edges of T and such that we pass
from e to e′ in the counter-clockwise direction in T. The Weil-Petersson form 〈·, ·〉 : E(∆)×E(∆)→ Z is the
skew-symmetric form defined by 〈e, e′〉 := ae,e′ − ae′,e. Fix R a unital commutative ring and ω an invertible
element. The quantum torus Tω(Σ,∆) is the polynomial R-module R[Z±1e , e ∈ E(∆)] with product:
ZeZe′ = ω
2〈e,e′〉Ze′Ze, for e, e
′ ∈ E(∆).
For a monomial Zk1e1 . . . Z
kn
en , its Weyl ordering is the element [Z
k1
e1 . . . Z
kn
en ] := ω
−
∑
i<j〈ei,ej〉Zk1e1 . . . Z
kn
en .
This element is invariant under permutations in the sense that if π ∈ Sn, then [Zei1 . . . Zeip ] = [Zepi(i1) . . . Zepi(ip) ].
For k ∈ EZ, we write Zk := [
∏
e Z
k(e)
e ]. A monomial Zk is balanced if for each face of ∆ with edges
a, b, c then k(a) + k(b) + k(c) is even. Note that it is equivalent to the requirement that there exists a
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multi-curve C ⊂ ΣP , with ∂C ⊂ ∂ΣP , whose intersection with an edge e has the same parity than ke. If
I∆ : E(∆)
∼=
−→ {1, 2, . . . , |E(∆)|} is the indexing map of ∆, for 1 ≤ n ≤ |E(∆)|, we write Zn := ZI−1∆ (n)
.
Definition 2.9. [BW11] The balanced Chekhov-Fock algebra Zω(Σ,∆) is the sub-algebra of Tω(Σ,∆)
spanned by balanced monomials.
Definition 2.10. • Let p ∈ P ∩ Σ˚ be an inner puncture. For each edge e ∈ E(∆), denote by kp(e) ∈
{0, 1, 2} the number of endpoints of e equal to p. The central inner puncture element is Hp := Zkp ∈
Zω(Σ,∆).
• Let ∂ a connected component of ∂Σ. For each edge e, denote by k∂(e) ∈ {0, 1, 2} the number of
endpoints of e lying in ∂. The central boundary element is H∂ := Z
k∂ ∈ Zω(Σ,∆).
The elements Hp and H∂ are central. When ω is an odd root of unity, the Zω(Σ,∆)-modules are classified
by the following:
Theorem 2.11. [[BW17] when ∂Σ = ∅, [KQ19b, Theorem 1.2] in general] Suppose that ω is a root of unity
of odd order N > 1.
(1) The linear map j(Σ,∆) : Z+1(Σ,∆) → Zω(Σ,∆) sending a balanced monomial Z
k to ZNk, is an
injective morphism of algebras.
(2) The center Z of Zω(Σ,∆) is generated by the image of j(Σ,∆) together with the central inner puncture
and boundary elements and their inverses.
(3) The algebra Zω(Σ,∆) is semi-simple. The character map Irrep (Zω(Σ,∆))→ MaxSpec(Z), sending
an isomorphism class of irreducible representation to its associated character on the center Z, is
a bijection. Moreover, every irreducible representations of Zω(Σ,∆) have the same dimension (see
[KQ19b] for an explicit formula). In particular, when Σ = Dn is a disc with two punctures on its
boundary and n ≥ 1 inner puncture, this dimension is Nn and when Σ = Q is a disc with four
punctures on its boundary, this dimension is N2.
Let XC∗(Σ̂(∆)) denote the maximal spectrum of the (commutative reduced) algebra Z+1(Σ,∆) (see
[KQ19b] for a geometric interpretation of this affine variety and a justification of the notation) and let
X˜C∗(Σ̂(∆)) denote the maximal spectrum of the center Z of Zω(Σ,∆). The injective morphism j(Σ,∆) :
Z+1(Σ,∆) → Z is finite of degree Nd, where d is the sum of the number of inner punctures and of the
number of boundary components of Σ. More precisely, if p1, . . . , ps are the inner punctures of Σ and
∂1, . . . , ∂m are the connected components of ∂Σ, the center Z is freely generated, as a Z+1(Σ,∆)-module
by the elements Hk1p1 . . . H
ks
psH
ks+1
∂1
. . .H
ks+m
∂s
for ki ∈ {0, . . . , N − 1}. Hence the morphism j(Σ,∆) induces
a finite covering X˜C∗(Σ̂(∆)) ։ XC∗(Σ̂(∆)). By Theorem 2.11, the set of isomorphism classes of simple
Zω(Σ,∆)-modules is in bijection with X˜C∗(Σ̂(∆)). A character χ ∈ X˜C∗(Σ̂(∆)) is described by a character
ρ ∈ XC∗(Σ̂(∆)), named abelian classical shadow, together with some boundary and punctures invariants
χ(Hp1), . . . , χ(Hps), χ(H∂1 ), . . . , χ(H∂m) such that χ(Hpi)
N = ρ(Hpi) and χ(H∂j )
N = ρ(H∂j ) for all 1 ≤ i ≤
s, 1 ≤ j ≤ m.
Let (Σ|a#b,∆|a#b) be the triangulated punctured surface obtained from (Σ,∆) by gluing two boundary
arcs together and call c the edge of ∆|a#b corresponding to a and b.
Definition 2.12. The injective algebra morphism ia#b : Zω(Σ|a#b,∆|a#b) →֒ Zω(Σ,∆) is defined by
ia#b(Z
k) = Zk
′
where k′(c) = k(a) + k(b) and k′(e) = k(e) if e 6= c.
Note that the gluing is coassociative in the sense that if a, b, c, d are four boundary arcs, one has i|a#b ◦
i|c#d = i|c#d ◦ i|a#b. Since the triangle T has only one triangulation (up to reindexing), we simply denote
by Zω(T) its balanced Chekhov Fock algebra. Given a topological triangulation ∆, the punctured surface
is obtained from the disjoint union
⊔
T∈F (∆) T of triangles by gluing the triangles along the boundary arcs
corresponding to the edges of the triangulation. By composing the associated gluing maps, one obtains an
injective morphism of algebras:
i∆ : Zω(Σ,∆) →֒ ⊗T∈F (∆)Zω(T).
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2.1.3. Quantum Trace map. We now define an algebra morphism Tr∆ω : Sω(Σ)→ Zω(Σ,∆) following [BW11,
Le18]. Consider the three arcs α, β, γ in T drawn in Figure 1 and denote a, b, c the three boundary arcs of
T as in Figure 1. The skein algebra Sω(T) is generated by the stated arcs αεε′ , βεε′ , γεε′ for ε, ε ∈ {−,+}.
By [Le18, Proposition 5.1], there exists a unique morphism of algebras TrTω : Sω(T)→ Zω(T) satisfying:
TrTω(αεε′ ) =
{
0 , if (ε, ε′) = (−,+);[
ZεcZ
ε′
b
]
, else.
TrTω(βεε′ ) =
{
0 , if (ε, ε′) = (−,+);[
ZεaZ
ε′
c
]
, else.
TrTω(γεε′ ) =
{
0 , if (ε, ε′) = (−,+);[
ZεbZ
ε′
a
]
, else.
Figure 1. The triangle, the arcs α, β, γ and the stated arc αεε′ .
Definition 2.13. The quantum trace map Tr∆ω : Sω(Σ)→ Zω(Σ,∆) is the unique algebra morphism making
commuting the following diagram:
Sω(Σ) ⊗T∈F (∆)Sω(T)
Zω(Σ,∆) ⊗T∈F (∆)Zω(T)
i∆
Tr∆ω ⊗T Tr
T
ω
i∆
The quantum trace map is injective if and only if ∂Σ = ∅. Moreover, if ω is a root of unity of odd order
N > 1, the following diagram is commutative:
(3)
S+1(Σ) Sω(Σ)
Z+1(Σ,∆) Zω(Σ,∆)
jΣ
Tr∆+1 Tr
∆
ω
j(Σ,∆)
Let us describe the quantum trace map more explicitly.
For each triangle of ∆, consider the clockwise cyclic order on its edges. Let α be either a closed curve or
an arc between two boundary components; suppose it is placed in minimal and transversal position with the
edges of ∆. Denote by Qα the set α ∩ E(∆). For any two points p and q in Qα, we write p→ q if:
• p and q respectively belong to edges e and e′ of a common triangle T;
• e is the immediate predecessor of e′ for the cyclic order; and,
• p and q are on a same connected component of α ∩ T.
Let Sta(α) be the set of maps s : Qα → {−,+} such that (s(p), s(q)) 6= (−,+) whenever p → q. For each
state s, let ks : E(∆)→ Z be given by ks(e) =
∑
q∈e s(q) for e ∈ E(∆), where we identify − with −1 and +
with +1. For a closed curve α as above, one has
(4) Tr∆ω (α) =
∑
s∈Sta(γ)
Zks .
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For an arc α between two boundary arcs with state s0 : ∂α→ {−,+}, the quantum trace is as follows. If
α bounds two arcs e and e′ of a triangle, say at p and q, and if s0 is such that (s0(p), s0(q)) = (−,+), then
Tr∆ω (α, s0) = 0. Otherwise, let St
a(α, s0) be the subset of St
a(α) of those states that agree with s0. One has
(5) Tr∆ω (α, s0) =
∑
s∈Sta(α,s0)
Zks .
We will need one last property of the quantum trace: both the algebras Sω(Σ) and Zω(Σ,∆) are
H1(ΣP , ∂ΣP ;Z/2Z)-graded and Tr
∆
ω is graded of degree 0. We now define these gradings. Fix an orientation o
of the boundary arcs of Σ. A simple diagram D induces a relative homology class [D] ∈ H1(ΣP , ∂ΣP ;Z/2Z).
Definition 2.14. For χ ∈ H1(ΣP , ∂ΣP ;Z/2Z), we define the subspace:
S(χ)ω (Σ) := Span ([D, s] ∈ B
o|[D] = χ) ⊂ Sω(Σ).
It follows from the defining skein relations (1) and (2) that S
(χ)
ω (Σ) does not depend on the choice of o and
that Sω(Σ) = ⊕χ∈H1(ΣP ,∂ΣP ;Z/2Z)S
(χ)
ω (Σ) is a graded algebra, i.e. that S
(χ1)
ω (Σ) · S
(χ2)
ω (Σ) ⊂ S
(χ1+χ2)
ω (Σ).
An edge e ∈ E(∆) defines a Borel-Moore homology class [e] ∈ Hc1(ΣP ;Z/2Z). Given a balanced monomial
Zk ∈ Zω(Σ,∆), there exists a unique class [k] ∈ H1(ΣP , ∂ΣP ;Z/2Z) whose algebraic intersection with [e] is
k(e) modulo 2.
Definition 2.15. For χ ∈ H1(ΣP , ∂ΣP ;Z/2Z), we define the subspace:
Z(χ)ω (Σ,∆) := Span
(
Zk|[k] = χ
)
⊂ Zω(Σ,∆).
It follows from definitions that Zω(Σ,∆) = ⊕χ∈H1(ΣP ,∂ΣP ;Z/2Z)Z
(χ)
ω (Σ,∆) is a graded algebra. Note that
the 0-graded part Z
(0)
ω (Σ,∆) is generated, as an algebra, by the elements Xe := Z
2
e for e ∈ E(∆).
Lemma 2.16. The quantum trace map is a H1(ΣP , ∂ΣP ;Z/2Z) graded morphism of degree 0.
Proof. Let αεε′ ∈ Sω(Σ) be a stated arc. Using Equation (5), one has Tr
∆
ω (αεε′ ) =
∑
s∈Sta(αεε′ )
Zks where
each relative homology class [ks] is equal to the class [α]. Similarly, for a closed curve γ ∈ Sω(Σ), by
Equation (4) one has Tr∆ω (γ) =
∑
s∈Sta(γ) Z
ks where each relative homology class [ks] is equal to the class
[γ]. We conclude using the fact that Sω(Σ,∆) is generated by stated arcs and closed curves.

Lemma 2.17. For each class χ ∈ H1(ΣP , ∂ΣP ;Z/2Z), fix a balanced monomial Zkχ such that [kχ] = χ. As
an algebra, Zω(Σ,∆) is generated by its 0-th graded part Z
(0)
ω (Σ,∆) together with the monomials Zkχ .
Proof. This follows from the fact that the multiplication by Zkχ induces an isomorphism between Z
(0)
ω (Σ,∆)
and Z
(χ)
ω (Σ,∆), whose inverse is the multiplication by Z−kχ . 
Remark 2.18. The 0-th graded part Z
(0)
ω (Σ,∆) is an exponential version of the algebra defined by Chekhov
and Fock in [CF99].
2.2. The Hopf algebra Sω(D1).
Definition 2.19. For n ≥ 0, the punctured surface Dn = (D2,Pn) is a disc with two punctures pN and pS
on its boundary and n inner punctures p1, . . . , pn.
Inspired by Bigelow’s construction in [Big14], we now endow the algebra Sω(D1) with a Hopf algebra
structure. First define an algebra morphism db : Sω(D1) → Sω(D2) as follows. Let B ⊂ D2 be an open
disc whose intersection with P1 is {p1} and whose intersection with P2 is {p1, p2}. Let (T, s) be a stated
tangle in (D2 \ P1) × (0, 1) isotoped such that T does not intersect B × (0, 1). Define db([T, s]) to be the
class of the same stated tangle embedded in (D2 \ P2)× (0, 1). Said differently the (doubling) morphism db
consists in replacing the inner puncture of D1 by two punctures. Let bL and bR be the two boundary arcs
of D1. Consider the disjoint union D1
⊔
D′1 of two copies of D1. Once gluing the boundary arcs bR and b
′
L
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of D1
⊔
D′1, one get the punctured surface D2. Let ibR#b′L : Sω(D2) →֒ Sω(D1)
⊗2 denote the gluing map of
Definition 2.4. Define the morphism ∆ : Sω(D1)→ Sω(D1)⊗2 as the composition:
∆ : Sω(D1)
db
−→ Sω(D2)
ibR#b′L−−−−−→ Sω(D1)⊗2.
Figure 2. The arcs α and β in D1 and an illustration of the equality ∆(αεε′) = αε+ ⊗
α+ε′ + αε− ⊗ α−ε′ .
It follows from the coassociativity of the gluing maps (Theorem 2.5) that ∆ is coassociative. The algebra
Sω(D1) is generated by the stated arcs αεε′ and βεε′ drawn in Figure 2 and, for δ ∈ {α, β}, one has:(
∆(δ++) ∆(δ+−)
∆(δ−+) ∆(δ−−)
)
=
(
δ++ δ+−
δ−+ δ−−
)
⊗
(
δ++ δ+−
δ−+ δ−−
)
.
Further define the morphisms ǫ : Sω(D1)→ C and S : Sω(D1)→ Sω(D1) by the formulas for δ ∈ {α, β}:(
ǫ(δ++) ǫ(δ+−)
ǫ(δ−+) ǫ(δ−−)
)
=
(
1 0
0 1
)
and
(
S(δ++) S(δ+−)
S(δ−+) S(δ−−)
)
=
(
δ−− −qδ+−
−q−1δ−+ δ++
)
.
Lemma 2.20. The coproduct ∆, the counit ǫ and the antipode S endow Sω(D1) with an Hopf algebra
structure.
Proof. This follows from straightforward computations. 
Proposition 2.21. The algebra Sω(D1) is presented by the generators αεε′ , βεε′ , for ε, ε′ ∈ {−,+}, together
with the following relations, where ε, ε′ ∈ {−,+}:
x++x+− = q
−1x+−x++ x++x−+ = q
−1x−+x++
x−−x+− = qx+−x−− x−−x−+ = qx−+x−−
x++x−− = 1 + q
−1x+−x−+ x−−x++ = 1+ qx+−x−+
x−+x+− = x+−x−+
 , for x ∈ {α, β};(6)
αεε′βεε′ = βεε′αεε′ ; β+−α−+ = α−+β+−;(7)
βε−αε+ = qαε+βε−; α−εβ+ε = qβ+εα−ε;(8)
q−1βε+αε− − αε−βε+ = −(q − q
−1)αε+βε−;(9)
q−1α+εβ−ε − β−εα+ε = −(q − q
−1)β+εα−ε;(10)
β−−α++ − α++β−− = (q − q
−1)β+−α−+;(11)
α−−β++ − β++α−− = (q − q
−1)α−+β+−;(12)
β−+α+− − α+−β−+ = −(q − q
−1)(α++β−− − β++α−−).(13)
The proof of Proposition 2.21 is postponed to Appendix A.
Remark 2.22. (1) The Hopf algebra Sω(D1) is very similar to the Hopf algebra defined by Bigelow in
[Big14] where our parameter q is replaced by −q in [Big14] and our generators α++, α+−, α−+,
α−−, β++, β+−, β−+, β−− are replaced by k
′, e, e0, k, l, f0, f, l
′ respectively in [Big14]. Using this
correspondence, the reader will find in [Big14] a nice topological interpretation of both the antipode
and the equality µ ◦ (S ⊗ id) ◦∆ = η ◦ ǫ.
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(2) When R = C and q = 1, by Proposition 2.21, the Hopf algebra S+1(D1) is canonically isomorphic
to the Hopf algebra of regular functions of the affine algebraic group SL2(C)× SL2(C). By [KQ19b,
Definition 2.32], the product of Sω~(D1), where ω~ = exp(−~/4) ∈ C[[~]], induces a structure of
Poisson-Lie group on SL2(C)×SL2(C). It follows from [KQ19a, Theorem 1.3] and [Kor19, Proposition
2.11, Theorem 1.4 ] that this Poisson-Lie group is isomorphic to Fock and Rosly second polyhuble
Poisson-Lie group defined in [FR99].
2.3. The Hopf algebra Cq[D(B)]. Here and in all the rest of the paper, we suppose that the element
q − q−1 is invertible in R.
Notations 2.23. Let ∆1 denote the topological triangulation of D1 drawn in Figure 3. For simplicity, we
will write Zω(D1) := Zω(D1,∆1) and Tr := Tr
∆1
ω : Sω(D1)→ Zω(D1).
Figure 3. A topological triangulation of D1.
Proposition 2.24. The kernel of the quantum trace map Tr : Sω(D1)→ Zω(D1) is generated (as an ideal)
by α−+ and β+−.
The proof of Proposition 2.24 is postponed to Appendix B. It follows from Proposition 2.24 that the kernel
of Tr is a Hopf ideal, hence its image is a Hopf algebra.
Definition 2.25. We denote by Cq[D(B)] the Hopf algebra Cq[D(B)] := Tr (Sω(D1)) ⊂ Zω(D1). We also
define the following elements of Cq[D(B)] (recall that A = ω−2, q = A2 and Xi = Z2i ):
K1/2 := Tr(α−−) = [Z1Z3Z4]
−1,K−1/2 := Tr(α++) = [Z1Z3Z4],K
±1 := (K±1/2)2,
L1/2 := Tr(β−−) = [Z1Z2Z4]
−1, L−1/2 := Tr(β++) = [Z1Z2Z4], L
±1 := (L±1/2)2,
E :=
−A
q − q−1
Tr(α+−α−−) =
−1
q − q−1
(X−14 + [X3X4]
−1),
F :=
A−1
q − q−1
Tr(β−−β−+) =
1
q − q−1
(X−11 + [X1X2]
−1).
Proof of Theorem 1.1. The fact that the elements E,F,K±1/2, L±1/2 generate the algebra Cq[D(B)] follows
from the facts that the elements αεε′ , βεε′ generate Sω(D1) together with the equalities Tr(α−+) = 0 and
Tr(β+−) = 0. While passing the set of relations of Sω(D1) in Proposition 2.21 to the quotient by the
ideal generated by α−+ and β+−, one obtains the above set of relations for Cq[D(B)], hence they induce a
presentation of Cq[D(B)] by Proposition 2.24. The formulas for the coproduct, counit and antipode follow
from straightforward computations. For instance, one has:
∆(E) =
−A
q − q−1
Tr (∆(α+−)∆(α−−))
=
−A
q − q−1
Tr (α+− ⊗ α−− + α++ ⊗ α+−)Tr(α−−)
⊗2
=
−A
q − q−1
(
Tr(α+−α−−)⊗ Tr(α−−)
2 +Tr(α++α−−)⊗ Tr(α+−α−−)
)
= E ⊗K + 1⊗ E.
S(E) =
−A
q − q−1
Tr(S(α−−)S(α+−)) =
−A
q − q−1
Tr(α++)(−qTr(α+−))
=
−A
q − q−1
Tr(α++)
2(−q2Tr(α+−α−−)) = −q
2K−1E = −EK−1
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The other computations are similar and left to the reader.

Remark 2.26. (1) The sub Hopf algebra of Cq[D(B)] generated by E,F,K±1 and L±1 is the Drinfel’d
double of the quantized Borel algebra (see [Dri86, Kas95, CP95]). In particular, this Hopf algebra
has a canonical element (R-matrix) that we will be related to the change of coordinates maps of
quantum Teichmu¨ller theory in Section 4.3. The quotient of the latter algebra by the ideal generated
by the central, group-like element KL−1 is the Hopf algebra Uqsl2 whose algebra structure was first
defined by Kulish and Reshetikhin in [KR81] and Hopf algebra structure by Sklyanin in [Skl85].
(2) The fact that Uqsl2 (and more generally UqslN ) can be embedded in some quantum torus was already
found by Kashaev and Volkov in [KV00] (see also Fadeev [Fad00]).
Definition 2.27. Let θ1 ∈ Aut(Sω(D1)) be the involutive algebra automorphism sending a stated diagram
to its image through the central symmetry of the disc (rotation of angle π). One has θ1(αεε′ ) = βε′ε and
θ1(βεε′ ) = αε′ε. By Proposition 2.24, the kernel of the quantum trace is preserved by θ1, hence it induces an
involutive algebra automorphism Θ1 ∈ Aut(Cq[D(B)]) defined by Θ1(Tr(x)) = Tr(θ1(x)) for all x ∈ Sω(D1).
We call Θ1 the Cartan involution.
Note that Θ1(K
±1/2) = L±1/2 and that Θ1(E) = F .
3. Weight representations of Cq[D(B)] at odd roots of unity
In this section, we suppose that R = C and that ω is a root of unity of odd order N > 1.
3.1. The center of Cq[D(B)]. Let γp ∈ Sω(D1) be the peripheral curve around the inner puncture of D1.
Since γp is central in Sω(D1), its image T := Tr(γp) is central in Cq[D(B)]. In fact, since T = Hp +H−1p ,
where Hp = [Z2Z3] is the central inner puncture element of Definition 2.10, the element T is central in the
whole algebra Zω(D1). So does the boundary puncture element H∂ = K−1/2L−1/2 = [X1Z2Z3X4] and its
inverse. It follows from Theorems 2.8, 2.11 and the commutativity of the diagram (3), that the elements
EN , FN ,K±N/2, L±N/2 are central in Zω(D1).
Lemma 3.1. One has the equality
(14) TN (T ) +K
N/2L−N/2 + LN/2K−N/2 + (q − q−1)2NENFNHN∂ = 0.
Proof. Using the equality
γp = −qα++β−− − q
−1α−−β++ + α+−β−+ + α−+β+−,
in Sω(D1), and composing with the trace map, one finds the equality
(15) T = −H∂(q
−1K + qL)− (q − q−1)2EFH∂ .
Using the above equality, a straightforward induction proves that for any k ≥ 1 one has
(16)
k−1∏
i=0
(
T +H∂(q
−2i−1K + q2i+1L)
)
= (−1)k(q − q−1)2kEkF kHk∂ .
Remark that for any invertible elements X and Y , one has
N−1∏
i=0
(
X +X−1 + Y q2i + Y −1q−2i
)
= XN +X−N + Y N + Y −N .
Applying the above equation with X = Hp and Y = qH∂L and combining with Equation (16) taken for
k = N , one finds
HNp +H
−N
p +H
N
∂ L
N +H−N∂ L
−N =
N−1∏
i=0
(
T +H∂(q
−2i−1K + q2i+1L)
)
= −(q − q−1)2NENFNHN∂ .
One obtains the equality (14) after noting that TN (T ) = TN(Hp +H
−1
p ) = H
N
p +H
−N
p . 
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Definition 3.2. The Casimir element C ∈ Cq[D(B)] is the central element
C := −
TH−1∂
(q − q−1)2
= −
1
(q − q−1)2
([X1X4]
−1 + [X1X2X3X4]
−1).
By Equation (15), one has
(17) C = EF +
qL+ q−1K
(q − q−1)2
= FE +
qK + q−1L
(q − q−1)2
.
Proposition 3.3. The center of Cq[D(B)] is the quotient of the polynomial algebra C[T,H±1∂ , E
N , FN ,K±N/2, L±N/2]
by the ideal generated by the elements TN(T ) +K
N/2L−N/2 + LN/2K−N/2 + (q − q−1)2NENFNHN∂ , H
N
∂ −
K−N/2L−N/2 and XX−1 − 1 for X ∈ {H∂ ,KN/2, LN/2}.
The proof of Proposition 3.3 will follow from the presentation of the center of Uqsl2 made by De Concini
and Kac in [DCK89]. Let C˜q[D(B)] := Cq[D(B)]
/
(H∂ − 1) . Since H∂ is central and group-like, the ideal
(H∂ − 1) is a Hopf ideal and one has an isomorphism of Hopf algebras Cq[D(B)] ∼= C˜q[D(B)]⊗C[H
±1
∂ ]. Let
Uqsl2 ⊂ C˜q[D(B)] be the sub Hopf algebra generated by E,F,K and K−1 and let C˜ = EF +
qK−1+q−1K
(q−q−1)2 ∈
Uqsl2 be the class of the Casimir element.
Lemma 3.4 (De Concini, Kac [DCK89]). The center of Uqsl2 is the quotient of the polynomial algebra
generated by EN , FN ,K±N and C˜ by the ideal generated by TN
(
(q − q−1)2C˜
)
−KN+K−N−(q−q−1)2ENFN
and KNK−N − 1, K−NKN − 1.
Proof of Proposition 3.3. Using the factorization Cq[D(B)] ∼= C˜q[D(B)] ⊗ C[H±1∂ ], it is sufficient to prove
that the center Z of C˜q[D(B)] is the quotient of polynomial algebra generated by EN , FN ,K±N/2, C˜ by the
ideal generated by TN
(
(q − q−1)2C˜
)
−KN+K−N−(q−q−1)2ENFN and KN/2K−N/2−1,K−N/2KN/2−1.
The algebra C˜q[D(B)] has a Z/2Z-graduation given by C˜q[D(B)] = Uqsl2 ⊕K1/2Uqsl2. Let Z(0) denote the
center of Uqsl2. By Lemma 3.4, one has Z(0) ⊂ Z.
We now prove the equality Z = Z(0) ⊕ KN/2Z(0). The inclusion Z(0) ⊕ KN/2Z(0) ⊂ Z is immediate.
To prove the other inclusion, consider z = z(0) + K1/2z(1) ∈ Z, with z(0), z(1) ∈ Uqsl2. First, since z
commutes with Uqsl2, one has z
(0) ∈ Z(0). Next, the vanishing of the commutator [K1/2z(1), Uqsl2] implies
that [K(N+1)/2z(1), Uqsl2] = 0, hence one has K
1/2z(1) ∈ KN/2Z(0) and we have proved the equality Z =
Z(0) ⊕KN/2Z(0).
The equality Z = Z(0)⊕KN/2Z(0) implies thatZ is isomorphic to the quotient algebraZ
(0)[X±1]
/
(X2 −KN) ,
by the isomorphism sending X to KN/2. Hence the desired presentation of Z follows from Lemma 3.4. This
concludes the proof. 
3.2. Weight indecomposable Cq[D(B)]-modules. A Cq[D(B)]-module V is called a weight module if V
is semi-simple as a module over the center of Cq[D(B)]. In this subsection, we classify the indecomposable
weight Cq[D(B)]-modules at odd roots of unity. This classification is similar to the classification of Uqsl2
modules made by De Concini and Kac in [DCK89] (see also [KS97, Chapter 1 Section 3.3]).
Definition 3.5. We define three families of Cq[D(B)]-modules as follows. For n ∈ Z, we write [n] =
qn−q−n
q−q−1 .
(1) For µ ∈ C∗, ε ∈ {−1,+1}, 0 ≤ n ≤ N − 1, the module Vµ,ε,n has canonical basis (e0, . . . , en) and
module structure given by:
K1/2ei = εµA
n−2iei; L
1/2ei = µA
2i−nei, for i ∈ {0, . . . , n};
Fen = 0; Fei = ei+1, for i ∈ {0, . . . , n− 1};
Ee0 = 0; Eei = µ
2[i][n− i+ 1]ei−1, for i ∈ {1, . . . , n}.
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(2) For λ, µ ∈ C∗ and a, b ∈ C, the module V (λ, µ, a, b) has canonical basis (v0, . . . , vN−1) and module
structure given by:
K1/2vi = λq
−ivi; L
1/2vi = µq
ivi, for i ∈ {0, . . . , N − 1};
FvN−1 = bv0; Fvi+1, for i ∈ {0, . . . , N − 2};
Ev0 = avN−1; Evi =
(
q−i+1λ2 − qi−1µ2
q − q−1
[i] + ab
)
vi−1, for i ∈ {1, . . . , N − 1}.
(3) For λ, µ ∈ C∗, c ∈ C, the module V˜ (λ, µ, c) has canonical basis (w0, . . . , wN−1) and module structure
given by:
K1/2wi = λq
iwi; L
1/2wi = µq
−iwi, for i ∈ {0, . . . , N − 1};
EwN−1 = cw0; Ewi = wi+1, for i ∈ {0, . . . , N − 2};
Fw0 = 0; Fwi+1 =
(
µ2q−1−i − λ2qi+1
q − q−1
[i]
)
wi, for i ∈ {1, . . . , N − 1}.
Proposition 3.6. (1) The weight modules Vµ,ε,n, V (λ, µ, a, b), V˜ (λ, µ, c) are indecomposable and any
indecomposable weight Cq[D(B)]-module is isomorphic to one of them.
(2) The modules V (λ, µ, a, b), V˜ (λ, µ, c) are projective. The module Vµ,ε,n is projective if and only if
n = N − 1.
(3) The modules Vµ,ε,n are simple. The module V˜ (λ, µ, c) is simple if and only if either c 6= 0 or
λµ−1 6= ±qn−1 for all n ∈ {1, . . . , N − 1}. The module V (λ, µ, a, b) is simple if and only if either∏
i∈Z/NZ(ab +
q1−iλ2−qi−1µ2
q−q−1 [i]) 6= 0 or λµ
−1 6= ±qn−1 for all n ∈ {1, . . . , N − 1}. Any simple
Cq[D(B)]-module is isomorphic to one of these modules.
(4) One has an exact sequence:
0→ Vµ,ε,N−n−2
i
−→ V (εµAn, µA−n, 0, 0)
p
−→ Vµ,ε,n → 0
where i and p are equivariant.
(5) • One has V˜ (λ, µ, c) ∼= V˜ (λ′, µ′, c′) if and only if c′ = c, λ′ = λq−n, µ′ = µqn for n ∈ Z/NZ.
• One has Vµ,ε,N−1 ∼= V (εµA
−1, µA, 0, 0).
• One has V (λ, µ, a, b) ∼= V (λ′, µ′, a′, b′) if and only if b′ = b, λ′ = λq−n, µ′ = µqn, a′b =
ab+ q
1−nλ2−qn−1µ2
q−q−1 [n] for n ∈ Z/NZ.
• If λµ−1 6= ±qn−1, for all n ∈ {1, . . . , N − 1}, then V˜ (λ, µ, c) ∼= V (λ, µ, a, 0) for c = a
∏N−1
k=1
q−1−kµ2−q1+kλ2
q−q−1 [k + 1].
• A pair of isomorphic representations of the form Vµ,ε,n, V (λ, µ, a, b) or V˜ (λ, µ, c) can be related
by a sequence of isomorphisms of the previous type.
The proof of Proposition 3.6 is postponed to Appendix C. We now give a more simple classification of the
Cq[D(B)] projective indecomposable modules.
Definition 3.7. The group D(B) is the subgroup of SL2(C) × SL2(C) of pairs g = (g−, g+) with g− lower
triangular and g+ upper triangular. The big cell SL
0
2(C) ⊂ SL2(C) is the subset of matrices
(
a b
c d
)
∈ SL2(C)
such that a 6= 0. Define a surjective map ϕ : D(B)→ SL02(C) by ϕ((g−, g+)) := (g−)
−1g+.
Note that ϕ is not a group morphism. Let W be an indecomposable weight Cq[D(B)]-module. Since W
is indecomposable, it induces a character χW on the center of Zω(D1).
Definition 3.8. The classical shadow of W is the element g = (g−, g+) ∈ D(B) defined by:
g− :=
(
χW ◦ Tr(β
N
++) χW ◦ Tr(β
N
+−)
χW ◦ Tr(βN−+) χW ◦ Tr(β
N
−−)
)
, g+ :=
(
χW ◦ Tr(α
N
++) χW ◦ Tr(α
N
+−)
χW ◦ Tr(αN−+) χW ◦ Tr(α
N
−−)
)
.
The puncture invariant of W is t := χW (T ) and the boundary invariant of W is h∂ := χW (H∂).
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Let Z denote the center of Cq[D(B)]. By Proposition 3.3, the set MaxSpec(Z) is in bijection with the
set D˜(B) of triples (g, t, h∂), where g ∈ D(B), t ∈ C is such that TN (t) = Tr(ϕ(g)) and h∂ ∈ C∗ is such that
h−N∂ is equal to the left upper coefficient of g− · g+. Note that, as an affine variety, the variety D˜(B) is a
finite covering of D(B) of degree N2 ramified over those g ∈ D(B) such that Tr(ϕ(g)) = ±2.
Lemma 3.9. The character map χ, sending an indecomposable weight Cq[D(B)]-module to a character in
MaxSpec(Z) ∼= D˜(B), induces a bijection between the set of projective indecomposable weight Cq[D(B)]-
modules and D˜(B).
Proof. This is an immediate consequence of Proposition 3.6.

Definition 3.10. An indecomposable weight Cq[D(B)]-module W with classical shadow g is said:
(1) cyclic if ϕ(g) is not triangular (i.e. if χW (E
NFN) 6= 0).
(2) semi-cyclic if ϕ(g) is triangular not diagonal (i.e. if either (χW (E
N ) = 0, χW (F
N ) 6= 0) or
(χW (E
N ) 6= 0, χW (FN ) = 0)).
(3) diagonal if ϕ(g) is diagonal (i.e. if χW (E
N ) = χW (F
N ) = 0).
(4) scalar if ϕ(g) is scalar.
Note that, by Proposition 3.6, a projective indecomposable weight Cq[D(B)]-module is not simple if and
only if it is scalar and t 6= ±2.
3.3. Simple Zω(D1)-modules. Since Cq[D(B)] is a sub-algebra of Zω(D1), any module on Zω(D1) is a
module on Cq[D(B)]. In this subsection we classify which Cq[D(B)]-modules arise this way.
Proposition 3.11. Let W be a simple Zω(D1)-module. As a Cq[D(B)]-module, W is projective weight
indecomposable. Let g denote its classical shadow. Then W is:
• either cyclic,
• or semi-cyclic with the diagonal elements of ϕ(g) not equal to ±1,
• or scalar.
Moreover, each of the above Cq[D(B)]-module extends (non-canonically) to a simple Zω(D1)-module.
Lemma 3.12. The algebra Zω(D1) is presented by the generators H±1∂ , H
±1
p , [Z1Z3Z4]
±1 and X±11 with
relations [Z1Z3Z4]
−1X1 = qX1[Z1Z3Z4]
−1 and [H∂ , x] = [Hp, x] = 0 for all generators x.
Proof. The fact that H±1∂ , H
±1
p , [Z1Z3Z4]
±1 and X±11 generate Zω(D1) follows from Lemma 2.17 and the
fact that each X±1i for i ∈ {1, 2, 3, 4}, is a product of these generators. The relations follow from definition.

Definition 3.13. Let (x1, λ, hp, h∂) ∈ (C∗)4. The Zω(D1)-module W (x1, λ, hp, h∂) has canonical basis
(e0, . . . , eN−1) and module structure given by:
Hpei = hpei; H∂ei = h∂ei; [Z1Z3Z4]
−1ei = λq
−iei, for i ∈ {0, . . . , N − 1};
X1e0 = x1eN−1; X1ei = ei−1, for i ∈ {1, . . .N − 1}.
Lemma 3.14. Any simple Zω(D1)-module is isomorphic to a moduleW (x1, λ, hp, h∂). Moreover, W (x1, λ, hp, h∂) ∼=
W (x′1, λ
′, h′p, h
′
∂) if and only if h
′
p = hp, h
′
∂ = h∂, x
′
1 = x1 and λ
′ = λqn for some n ∈ Z/NZ.
Proof. This is an immediate consequence of Theorem 2.11. 
Lemma 3.15. Let (x1, λ, hp, h∂) ∈ (C∗)4.
(1) If (h∂hpλ
2)N 6= −1, set µ := λ−1h−1∂ and
a := −(q − q−1)N−2x1
h−1∂ (hp + h
−1
p ) + qλ
2 + q−1µ2
1 + (h∂hpλ2)−N
;
b :=
1
(q − q−1)N
x−11 (1 + (h∂hpλ
2)−N ).
One has W (x1, λ, hp, h∂) ∼= V (λ, µ, a, b) as a Cq[D(B)]-module.
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(2) If (h∂hpλ
2)N = −1, set µ := λ−1h−1∂ and
a :=
1
N
(q − q−1)N−2x1h
−1
∂ (h
−1
p − hp).
One has W (x1, λ, hp, h∂) ∼= V (λ, µ, a, 0) as a Cq[D(B)]-module.
Proof. We denote by χ : Z → C the character on the center Z of Cq[D(B)] induced by W (x1, λ, hp, h∂) and
write µ := λ−1h−1∂ . First one has χ(K
N/2) = λN and χ(LN/2) = h−1∂ λ
−N . Since X4 = H∂Hp[Z1Z3Z4]
−2,
one has χ(XN2 ) = (h∂hpλ
2)N . Using the equality FN = 1q−q−1X
−N
1 (1 + X
−N
2 ), one finds χ(F
N ) =
1
(q−q−1)N x
−1
1 (1 + (h∂hpλ
2)−N ) =: b. Next, we deduce from the equality χ(T ) = hp + h
−1
p that χ(C) =
−
(hp+h
−1
p )h∂
(q−q−1)2 .
First suppose that (h∂hpλ
2)N 6= −1, i.e. that χ(FN ) 6= 0. For i ∈ {0, . . . , N − 1}, define vi := F
ie0 ∈
W (x1, λ, hp, h∂). It follows from the relations FK
1/2 = qK1/2F and FL1/2 = q−1L1/2F that one has
K1/2vi = λq
−ivi and L
1/2vi = µq
ivi for all i ∈ {0, . . . , N − 1}. Since χ(FN ) = b, one has FvN−1 = bv0.
Consider the scalar a defined in the first statement of the lemma and remark that one has the equality
χ(C) = ab+ qλ
2+q−1µ2
(q−q−1)2 . Using Equation (17), for any i{0, . . . , N − 2} one has
Evi+1 = EFvi =
(
C −
qL+ q−1K
(q − q−1)2
)
vi =
(
ab+
q−iλ2 − qiµ2
q − q−1
[i+ 1]
)
vi.
Similarly, one finds
Ev0 = b
−1EFvN−1 = b
1
(
C −
qL+ q−1K
(q − q−1)2
)
vN−1 = avN−1.
We have thus proved that W (x1, λ, hp, h∂) ∼= V (λ, µ, a, b) as a Cq[D(B)]-module.
Next suppose that (h∂hpλ
2)N = −1, i.e. that χ(FN ) = 0. Then there exists i0 ∈ {0, . . . , N − 1} such
that h∂hpλ
2 = −q−2i0−1. Using that F = 1q−q−1X
−1
1
(
1 + qH−1∂ H
−1
p [Z1Z3Z4]
2
)
, one finds that
(18) Fei =

1+q2i+1h−1
∂
h−1p λ
−2
q−q−1 ei+1 , if i 6= N − 1;
x−11
1+q−1h−1
∂
h−1p λ
−2
q−q−1 e0 , if i = N − 1.
In particular Fei0 = 0. For i ∈ {0, . . . , N1}, define vi := F
iei0+1. Set λ
′ := λq−(i0+1) and µ′ := λ−1h−1∂ q
i0+1.
It follows from the relations FK1/2 = qK1/2F and FL1/2 = q−1L1/2F that one has K1/2vi = λ
′q−ivi and
L1/2vi = µ
′qivi for all i ∈ {0, . . . , N − 1}. Next it follows from the equality h∂hpλ2 = −q−2i0−1 that one has
χ(C) = qλ
′2+q−1µ′2
(q−q−1)2 . Using Equation (17), for any i{0, . . . , N − 2} one has
Evi+1 = EFvi =
(
C −
qL+ q−1K
(q − q−1)2
)
vi =
(
q−iλ′2 − qiµ′2
q − q−1
[i+ 1]
)
vi.
It remains to compute Ev0. Since X
−1
3 = H∂H
−1
p [Z1Z3Z4]
2 and X−14 = H
−1
∂ HpX1, one finds E =
−1
q−q−1H
−1
∂ HpX1
(
1 + qH∂H
−1
p [Z1Z3Z4]
2
)
from which we deduce that
Eei =
 −
h−1
∂
hp+λ
2q−2i+1
q−q−1 ei−1 , if i 6= 0;
−x1
h−1
∂
hp+λ
2q
q−q−1 eN−1 , if i = 0.
In particular, one has Ev0 =
 −
h−1
∂
hp+λ
2q−1−2i0
q−q−1 ei0 , if i0 6= N − 1;
−x1
h−1
∂
hp+λ
2q
q−q−1 eN−1 , if i0 = N − 1.
To express the relation between ei0
and vN−1, we use Equation (18) and the equality h∂hpλ
2 = −q−2i0−1 and deduce that
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vN−1 = F
N−1ei0+1 =
{
x−11
(q−q−1)N−1
∏N+i0−1
k=i0+1
(
1− q−(2i0+1)q2k+1
)
ei0 , if i0 6= N − 1;
1
(q−q−1)N−1
∏N−2
k=0
(
1− q2k+1
)
eN−1 , if i0 = N − 1.
=
{
x−11
(q−q−1)N−1PN (1)ei0 , if i0 6= N − 1;
1
(q−q−1)N−1
PN (1)eN−1 , if i0 = N − 1.
where the polynomial PN (X) is defined by PN (X) :=
∏N−1
i=1 (X − q
i). Since PN (X)(X − 1) = XN − 1,
one has PN (X) =
∑N−1
k=0 X
k, hence PN (1) = N . Eventually we finds that
Ev0 =
1
N
(q − q−1)N−2x1h
−1
∂ (h
−1
p − hp)vN−1 = avN−1.
Hence W (x1, λ, hp, h∂) ∼= V (λ′, µ′, a, 0) as a Cq[D(B)]-module. By the last assertion of Proposition 3.6, this
module is isomorphic to V (λ, µ, a, 0). This concludes the proof.

Lemma 3.16. Let λ, µ ∈ C∗ and a, b ∈ C and consider the following system with variable hp:
(19)
{
ab = −
λµ(hp+h
−1
p )+qλ
2+q−1µ2
(q−q−1)2
hNp 6= −(λµ
−1)N
The system (19) admits a solution hp ∈ C∗ if and only if
(1) either S :=
∏N−1
i=0
(
ab+ [i]λ
2q1−i−µ2qi−1
q−q−1
)
is non null,
(2) or S = 0 and (λµ−1)2N 6= 1.
Proof. Consider the polynomial
P (X) = X2 + (λµ)−1
(
ab(q − q−1)2 + qλ2 + q−1µ2
)
X + 1.
Since its constant term is +1, there exists hp ∈ C∗ such that P (X) = (X − hp)(X − h−1p ). First, if
hNp = −(λµ
−1)N , one deduce from the equality P (hp) = 0 that S = 0. Hence if S 6= 0, the system (19)
admits a solution. Next if S = 0, there exists n ∈ {0, . . . , N − 1} such that ab + [n]λ
2q1−n−µ2qn−1
q−q−1 = 0. It
follows that P (X) = (X + λ−1µq2n−1)(X + λµ−1q1−2n), thus either hp or h
−1
p is equal to −λ
−1µq2n−1. It
follows that the system (19) admits a solution such that S = 0 if and only if (λµ−1)2N 6= 1.

Proof of Proposition 3.11. By Lemmas A.3 and A.4, any simple Zω(D1)-module is isomorphic, as Cq[D(B)]-
module, to a module V (λ, µ, a, b). Conversely, consider such a module V = V (λ, µ, a, b), denote by χ : Z → C
its central character and write S :=
∏N−1
i=0
(
ab+ [i]λ
2q1−i−µ2qi−1
q−q−1
)
. Note that S = χ(ENFN ).
First, if V is cyclic then S 6= 0 and by Lemma A.5 one can find hp ∈ C∗ solution of the system (19).
Set x1 :=
1+λ2NhNp (λµ)
N
(q−q−1)N . By Lemma A.4, one has V
∼= W (λ, x1, hp, (λµ)−1), hence V extends to a Zω(D1)
simple module.
Next suppose that χ(FN ) 6= 0 and that χ(EN ) = 0, thus S = 0. In this case, by Lemma A.4, V extends
to a Zω(D1) module if and only if the system (19) admits a solution, hence if and only if (λµ−1)2N 6= 1 by
Lemma A.5.
Now suppose that χ(FN ) = 0 and that χ(EN ) 6= 0. The hypothesis χ(EN ) 6= 0 implies that a 6= 0 and
that for all i ∈ {1, . . . , N − 1} one has λ2µ−2 6= q2(i−1). Thus, if (λµ−1)2N = 1 then λµ−1 = ±q−1. Since
χ(T ) = −qλµ−1 − q−1λ−1µ, one has χ(T ) = ±2. Hence, if V would extend to a simple Zω(D1)-module,
its puncture invariant would be hp = ±1 and Lemma A.4 would implies that a = 0 which contradicts the
hypothesis χ(EN ) 6= 0. Conversely, if (λµ−1)2N 6= 1, set hp := −qλµ−1 and x1 :=
aN
(q−q−1)N−2λµ(hp−h
−1
p )
.
Note that a 6= 0 and, since (λµ−1)2N 6= 1, then hp− h−1p 6= 0, hence x1 ∈ C
∗ is well defined. By Lemma A.4
V is isomorphic to W (λ, x1, hp, (λµ)
−1).
Eventually, suppose that χ(EN ) = χ(FN ) = 0. Since b = 0 and χ(EN ) = 0, one has either a = 0,
or there exists i ∈ {1, . . . , N − 1} such that (λµ−1)2 = q2(i−1). The latter case implies (λµ−1)2N = 1.
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If a = 0 and V extends to a simple Cq[D(B)]-module, then by Lemma A.4, one has hp = ±1, hence
χ(T ) = ±2 = −qλµ−1 − q−1λ−1µ and one has again (λµ−1)2N = 1. Conversely, if (λµ−1)2N = 1, then
one can write λ2µ−2 = q2(i−1) for some i ∈ {0, . . . , N − 1}. If i 6= 0, then a 6= 0. In this case we define
hp := −qλµ−1 (different from ±1 by hypothesis) and x1 :=
aN
(q−q−1)N−2λµ(hp−h
−1
p )
. By Lemma A.4, V
is isomorphic to W (λ, x1, hp, (λµ)
−1). Finally, if λ2µ−2 = q−2, then the hypothesis χ(EN ) = 0 implies
a = 0. We choose x1 ∈ C∗ and hp = ±1 arbitrarily and Lemma A.4 implies that V is isomorphic to
W (λ, x1, hp, (λµ)
−1).

4. Braiding operators
4.1. Change of coordinates in quantum Teichmu¨ller theory. The principal motivation for the authors
of [CF99, Kas98a] to introduce the quantum Teichmu¨ller spaces lies in the change of coordinates isomorphisms
related the quantum dilogarithm. In this subsection, we briefly revisit and generalize the definitions and
main properties.
4.1.1. Definition of the change of coordinates isomorphism.
Notations 4.1. Since the balanced Chekhov-Fock algebra Zω(Σ,∆) is Noetherian, its multiplicative subset
of non-zero elements satisfies the Ore condition and the balanced Chekhov-Fock algebra admits a division
algebra that will be denoted Ẑω(Σ,∆) (see e.g. [Kas95, Coh95] for details).
In this subsection, for any two triangulations ∆ and ∆′, we will define an isomorphism φΣ∆,∆′ : Ẑω(Σ,∆
′)
∼=
−→
Ẑω(Σ,∆) such that ΦΣ∆,∆′′ = Φ
Σ
∆,∆′ ◦ Φ
Σ
∆′,∆′′ for any three topological triangulations ∆,∆
′,∆′′.
Definition 4.2. (1) The triangulation ∆ is obtained from ∆′ by reindexing its edges if E(∆) = E(∆′)
and there exists a permutation π of {1, 2, . . . , |E(∆)|} such that I∆ = π ◦ I∆′ . We write ∆′ = π∗∆.
The permutation π induces an isomorphism φΣpi∗∆,∆ : Zω(Σ,∆)
∼=
−→ Zω(Σ, π∗∆) which sends a
balanced monomial Zk to Zpi◦k.
(2) Let e be an inner edge of ∆ bounding two distinct faces T1 and T2. The union of these two faces
forms a square Q for which e is one diagonal. The topological triangulation ∆′ is obtained from ∆ by
a flip along e, if the set E(∆′) is obtained from E(∆) by removing e and adding the other diagonal e′
of Q. The indexing I∆′ is required to satisfy I∆′(a) = I∆(a) for a ∈ E(∆) \ {e} and I∆′(e′) = I∆(e).
We write ∆′ = Fe∆.
Consider the pentagon P, i.e. a disc with five punctures on its boundary, and let ∆1, . . . ,∆5 be the five
topological triangulations of P drawn in Figure 4.
Figure 4. Some arcs and five topological triangulations of P illustrating the Pentagon relation.
Theorem 4.3 (Penner [Pen87]). Any two topological triangulations can be related by a finite sequence
of flips and reindexings, and any two sequences of flips and reindexings relating the same two topological
triangulations are related by a finite number of the following elementary moves, together with their inverses:
(1) Replace a reindexing (π1 ◦ π2)∗ by a subsequence ((π1)∗, (π2)∗).
(2) Remove or add a subsequence (Fe′ , Fe), of two flips of the diagonals of the same square.
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(3) Replace a subsequence (Fe, π∗) by (π∗, Fpi(e)).
(4) Replace a subsequence (Fe1 , Fe2 ) by (Fe2 , Fe1), if e1 and e2 are inner edges which do not belong to
the same face.
(5) (Pentagon identity) Given a Pentagon P inside Σ obtained by gluing three faces and denoting by
e1, e2, e3 the three edges drawn in Figure 4, then replace a subsequence (Fe2 , Fe1) by (Fe1 , Fe2 , Fe3 ).
To define the isomorphism φΣ∆,∆′, we thus need to define it when ∆ and ∆
′ differs either by a reindexing
(this was done in Definition 4.2) or by a flip and then verify that the five moves of Theorem 4.3 are satisfied.
Let Q denote the square, i.e. a disc with four punctures on its boundary, let ∆,∆′ be its two topological
triangulations drawn in Figure 5, let β(1), . . . , β(4) be the four arcs of Q drawn in Figure 5. By Lemma
2.17, the algebra Zω(Q,∆) (resp. the algebra Zω(Q,∆′)) is generated by the elements Tr
∆
ω (β
(i)
++), (resp.
by the elements Tr∆
′
ω (β
(i)
++)), for i ∈ {1, 2, 3, 4} , together with the elements X1, . . . , X5 (resp. the elements
X ′1, . . . , X
′
5).
Figure 5. The square Q, some arcs and two topological triangulations.
Definition 4.4. The isomorphism ΦQ∆,∆′ : Ẑω(Q,∆
′)
∼=
−→ Ẑω(Q,∆) is defined by Φ
Q
∆,∆′
(
Tr∆
′
ω (β
(i)
++)
)
=
Tr∆ω (β
(i)
++), for i ∈ {1, 2, 3, 4}, and by:
ΦQ∆,∆′(X
′
1) = X1 + [X1X5]; Φ
Q
∆,∆′(X
′
3) = X3 + [X3X5];
ΦQ∆,∆′(X
′
2) = (X
−1
2 + [X2X5]
−1)−1; ΦQ∆,∆′(X
′
4) = (X
−1
4 + [X4X5]
−1)−1;
ΦQ∆,∆′(X
′
5) = X
−1
5 .
Lemma 4.5. The following diagram commutes:
Ẑω(Q,∆′)
Sω(Q)
Ẑω(Q,∆)
∼= Φ
Q
∆,∆′
Tr∆
′
ω
Tr∆ω
Proof. The algebra Sω(Q) is generated by the stated arcs (βi)εε′ , for i ∈ {1, 2, 3, 4} and ε, ε′ = ±. We
need to show that the images of each these generators through the two maps ΦQ∆,∆′ ◦ Tr
∆′
ω and Tr
∆
ω are
equal. For the generators (βi)++, this is true by definition. Since Tr
∆
ω ((βi)−−) = Tr
∆
ω ((βi)++)
−1 and
Tr∆
′
ω ((βi)−−) = Tr
∆′
ω ((βi)++)
−1, the equality also holds for the generators (βi)−−. The image through both
quantum traces of the elements (βi)−+ is null, hence we simply need to verify the equality for the generators
(βi)+−. For i = 1, one has:
Tr∆
′
ω ((β1)+−) = [Z4′Z5′Z
−1
1′ ] + [Z4′Z
−1
5′ Z
−1
1′ ] = qTr
∆′
ω ((β1)++)X
−1
1′ (1 + q
2X−15′ ).
We deduce the equalities:
ΦQ∆,∆′ ◦ Tr
∆′
ω ((β1)+−) = qTr
∆
ω ((β1)++) (X1 + [X1X5])
−1(1 + q2X5)
= q[Z4Z1]X
−1
1 = [Z4Z
−1
1 ] = Tr
∆
ω ((β1)+−) .
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The verifications for the generators (βi)+− with i = 2, 3, 4 are similar and left to the reader.

Suppose that ∆′ = Fe∆ is obtained from ∆ by flipping an inner edge e inside a square Q as in Definition
4.2. The punctured surface Σ is obtained by gluing Q
⊔
Σ \ Q along some pairs of boundary arcs. The
gluing map i : Zω(Σ,∆) →֒ Zω(Q,∆Q)⊗Zω(Σ \Q,∆Σ\Q) (Definition 2.12) induces an injective morphism
î : Ẑω(Σ,∆) →֒ Ẑω(Q,∆Q)⊗Ẑω(Σ\Q,∆Σ\Q). Here Σ\Q might be empty in which case we set Sω(Σ\Q) :=
R (think for instance to the once punctured torus). Similarly, denote by î′ : Ẑω(Σ,∆
′) →֒ Ẑω(Q,∆
′
Q) ⊗
Ẑω(Σ \Q,∆Σ\Q) the corresponding gluing morphism.
Definition 4.6. The isomorphism ΦΣ∆,∆′ : Ẑω(Σ,∆
′)
∼=
−→ Ẑω(Σ,∆) is the unique morphism making the
following diagram commuting:
Ẑω(Σ,∆′) Ẑω(Q,∆Q)⊗ Ẑω(Σ \Q,∆Σ\Q)
Ẑω(Σ,∆) Ẑω(Q,∆′Q)⊗ Ẑω(Σ \Q,∆Σ\Q)
î
ΦΣ
∆,∆′
∼= Φ
Q
∆,∆′
⊗id
î′
By a straightforward verification, the isomorphism ΦΣ∆,∆′ of Definition 4.6 coincides with the isomorphism
defined by Hiatt in [Hia10]. The fact that the operators ΦΣ∆,∆′, that we associated to a reindexing and a flip,
satisfy the first four elementary moves of Theorem 4.3, is a straightforward consequence of the definitions.
The non trivial verification is the Pentagon identity.
Lemma 4.7. The flip and reindexing operators of Definitions 4.2 and 4.4 satisfy the Pentagon identity.
Proof. We first suppose that Σ = P. By Lemma 2.17, the algebra Zω(P,∆1) is generated by the elements
Xe, for e ∈ E(∆1), and by the images through the quantum trace of the stated arcs (βi)++, for i ∈ {1, . . . , 5},
drawn in Figure 4. We need to show that for each of these generator X , one has:
(20) ΦP∆5,∆4 ◦Φ
P
∆4,∆1(X) = Φ
P
∆5,∆3 ◦ Φ
P
∆3,∆2 ◦ Φ
P
∆2,∆1(X).
The equality (20) for X = Xe, where e ∈ E(∆1), was proved (by a straightforward computation) by Chekhov
and Fock in [CF99] (see also [Liu09, Proposition 9]). When X = Tr∆1ω ((βi)++), it is a straightforward conse-
quence of Lemma 4.5 that both the left-hand-side and the right-hand-side of (20) are equal to Tr∆5ω ((βi)++),
hence the proof is complete in this case.
For a general punctured surface Σ with five topological triangulations ∆1, . . . ,∆5 related by the Pentagon
identity as in Figure 4 for a Pentagon P ⊂ Σ made of three adjacent faces, and for k = 1, 5, denote by
ik : Ẑω(Σ,∆k) →֒ Ẑω(P,∆Pk)⊗ Ẑω(Σ \P,∆
Σ\P
k ) the gluing morphism arising from Definition 2.12. Consider
the following diagram:
Ẑω(Σ,∆1) Ẑω(P,∆P1)⊗ Ẑω(Σ \ P,∆
Σ\P
1 )
Ẑω(Σ,∆5) Ẑω(P,∆P5)⊗ Ẑω(Σ \ P,∆
Σ\P
5 )
i1
∼= (Φ
P
∆5,∆4
◦ΦP∆4,∆1)⊗id=(Φ
P
∆5,∆3
◦ΦP∆3,∆2◦Φ
P
∆2,∆1
)⊗id
i5
By the preceding case, the above diagram commutes once we replace the dotted arrow both by ΦΣ∆5,∆4◦Φ
Σ
∆4,∆1
and by ΦΣ∆5,∆3 ◦ Φ
Σ
∆3,∆2
◦ ΦΣ∆2,∆1 , hence these two operators are equal and the proof is complete.

Definition 4.8. Let ∆ and ∆′ be two topological triangulations of Σ. Let ∆ = ∆0,∆1, . . . ,∆n = ∆
′
be a sequence of topological triangulations of Σ such that ∆i+1 is obtained from ∆i by either a flip or a
reindexing. The change of coordinates isomorphism ΦΣ∆,∆′ : Ẑω(Σ,∆
′)
∼=
−→ Ẑω(Σ,∆) is the composition:
ΦΣ∆,∆′ := Φ
Σ
∆,∆1 ◦ Φ
Σ
∆1,∆2 ◦ . . . ◦ Φ∆n−1,∆′ .
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It follows from Theorem 4.3 and Lemma 4.7 that the isomorphism ΦΣ∆,∆′ does not depend on the choice
of the sequence of flips and reindexings used to define it.
Proposition 4.9. The followings hold:
(1) One has ΦΣ∆,∆′′ = Φ
Σ
∆,∆′ ◦ Φ
Σ
∆′,∆′′ for any three topological triangulations ∆,∆
′,∆′′.
(2) For ∆,∆′ two topological triangulations of Σ, the following diagram commutes:
Ẑω(Σ,∆′)
Sω(Σ)
Ẑω(Σ,∆)
∼= Φ
Σ
∆,∆′
Tr∆
′
ω
Tr∆ω
Proof. The first assertion is an immediate consequence of the definitions. The second assertion is also
immediate when ∆ and ∆′ differ from a reindexing. It remains to prove the commutativity of the diagram
when ∆ and ∆′ differ from a flip. In the case where Σ = Q, this was proved in Lemma 4.5. In the general
case, consider the injective morphisms i : Ẑω(Σ,∆) →֒ Ẑω(Q,∆Q)⊗ Ẑω(Σ \Q,∆Σ\Q) and i′ : Ẑω(Σ,∆′) →֒
Ẑω(Q,∆′Q)⊗Ẑω(Σ \Q,∆′Σ\Q) arising from Definition 2.12 and j : Sω(Σ) →֒ Sω(Q)⊗Sω(Σ \Q) the gluing
morphism from Definition 2.4. Consider the following diagram:
Sω(Q)⊗ Sω(Σ \Q)
Ẑω(Σ,∆′) Ẑω(Q,∆′Q)⊗ Ẑω(Σ \Q,∆′Σ\Q)
Sω(Σ)
Ẑω(Σ,∆) Ẑω(Q,∆Q)⊗ Ẑω(Σ,∆Σ\Q)
Sω(Q)⊗ Sω(Σ \Q)
Tr∆
′Q
ω ⊗Tr
∆′Σ\Q
ω
i′
∼= Φ
Σ
∆,∆′
∼= Φ
Q
∆Q,∆′Q
⊗id
j
Tr∆
′
ω
Tr∆ω
j
i
Tr∆
Q
ω ⊗Tr
∆Σ\Q
ω
In this diagram, the commutativity of the inner square is Definition 4.6, the commutativity of the outer
pentagon follows from Lemma 4.5, the commutativity of the squares on the top and bottom of the diagram
follows from Definition 2.13. These facts, together with the injectivity of j, i and i′, imply that the inner
triangle in the diagram commutes, which is the second statement of the Lemma.

4.1.2. The Fock-Goncharov decomposition and the quantum exponential. Following Fock and Goncharov in
[FG09, Section 1.3], we now show that the flip isomorphisms ΦΣFe∆,∆ of Definition 4.6, can be decomposed
as ΦΣFe∆,∆ = ν
Σ
Fe∆,∆
◦Ad(sq(X−1e )), where ν
Σ
Fe∆,∆
is an automorphism of Zω(Σ,∆) (not only of its division
algebra) and the automorphism Ad(sq(X
−1
e )) is inner in a suitable extension of Ẑω(Σ,∆). Recall that we
defined [n] := q
n−q−n
q−q−1 and write [n]! = [n][n− 1] . . . [1] with the convention [0]! = 1. We will use the notation
Ad(x)y := xyx−1.
Definition 4.10. The quantum exponential is the power series defined as follows.
(1) If q ∈ R∗ is generic (i.e. if q is not a root of unity) and q − q−1 is invertible, we set:
expq(x) :=
∞∑
n=0
qn(n−1)/2
[n]!
xn.
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(2) If q ∈ R∗ is a root of unity of odd order N > 1, we set:
exp<Nq (x) :=
N−1∑
n=0
qn(n−1)/2
[n]!
xn.
We also write sq(x) := expq
(
− xq−q−1
)
and s<Nq (x) := exp
<N
q
(
− xq−q−1
)
.
Lemma 4.11. Consider an R-algebra A with two elements u, v such that uv = q2vu.
(1) If q ∈ R∗ is generic and the elements expq(u)
±1 and expq(v)
±1 are well-defined, then the following
results hold.
(a) One has sq(u + v) = sq(u)sq(v).
(b) One has sq(q
2u)sq(u)
−1 = (1 + qu)−1 and sq(q
−2u)sq(u)
−1 = 1 + q−1u. Hence Ad(sq(u))v =
v(1 + qu)−1 and Ad(sq(v))u = u(1 + q
−1v).
(2) If q ∈ R∗ is a root of unity of odd order N > 1, then the following results hold.
(a) If unvN−n = 0 for all n ∈ {0, . . . , N}, then s<Nq (u+ v) = s
<N
q (u)s
<N
q (v).
(b) If uN = 0 then s<Nq (q
2u)s<Nq (u)
−1 = (1 + qu)−1 and s<Nq (q
−2u)s<Nq (u)
−1 = 1 + q−1u.
Proof. Formula (1)(a) is [Oht02, Lemma A.3]. The formulas (1)(b) are immediate consequence of the fol-
lowing factorization, which is proved for instance in [Zag07, Chapter II.D, Proposition 2]:
sq(x) =
∞∏
n=0
(1 + q2n+1x).
Formula (2)(a) is [Oht02, Lemma A.12]. The formulas (2)(b) follow from straightforward computations. 
Remark 4.12. The q-Pochhammer symbol (x; q)∞ :=
∏∞
i=0(1 − q
ix) is related to the quantum dilogarithm
Li2(x; q) :=
∑∞
i=1
xn
n(1−qn) by the relation (x; q)∞ = exp(−Li2(x; q)) (see [Zag07, Proposition 2]). Therefore,
the quantum exponential is related to the quantum dilogarithm by
expq
(
−
x
q − q−1
)
= sq(x) = (−qx; q
2)∞ = exp(−Li2(−qx; q
2)).
Definition 4.13. (1) (The case of the square) The isomorphism
νQ∆,∆′ : Zω(Q,∆
′)
∼=
−→ Zω(Q,∆) is defined by:
νQ∆,∆′
(
Tr∆
′
ω (β
(i)
++)
)
= Tr∆ω (β
(i)
++), for i ∈ {1, 2, 3, 4};
νQ∆,∆′(X
′
1) = [X1X5]; ν
Q
∆,∆′(X
′
3) = [X3X5];
νQ∆,∆′(X
′
2) = X2; ν
Q
∆,∆(X
′
4) = X4;
νQ∆,∆′(X
′
5) = X
−1
5 .
(2) (The general case) Let ∆ and ∆′ = Fe∆ be two topological triangulations of Σ which differ from
a flip along an inner edge e ∈ E(∆′) and denote by Q ⊂ Σ the square whose e is a diagonal.
The isomorphism νΣ∆,∆′ : Zω(Σ,∆
′)
∼=
−→ Zω(Σ,∆) is the unique isomorphism making the following
diagram commuting:
Zω(Σ,∆
′) Zω(Q,∆Q)⊗Zω(Σ \Q,∆Σ\Q)
Zω(Σ,∆) Zω(Q,∆′Q)⊗Zω(Σ \Q,∆Σ\Q)
î
νΣ
∆,∆′
∼= ν
Q
∆,∆′
⊗id
î′
To formulate the Fock-Goncharov decomposition, one needs to consider the element sq(X
−1
e ) for Xe ∈
Zω(Σ,∆′). Since the quantum exponential is a power series, let us introduce the following:
Definition 4.14. Let (Σ,∆) be a triangulated punctured surface. The completed balanced Chekhov-Fock
algebra is the R-algebra whose elements are the power series
∑
k
ckZ
k, associated to balanced monomials Zk,
with algebra product given by ZkZk
′
= ω2〈k,k
′〉Zk
′
Zk, where 〈·, ·〉 represents the Z-bilinear extension of the
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Weil-Petersson form. We denote by Zω(Σ,∆) the division algebra of the completed balanced Chekhov-Fock
algebra.
In particular the inner automorphisms Ad(sq(X
−1
e )) ∈ Aut(Zω(Σ,∆)) are well defined. The following
lemma is stated in a different form in [FG09, Section 1.3], where it appears as a definition. Since the authors
of [FG09] only considered the 0-th graded part of the balanced Chekhov-Fock algebra, we prove that their
decomposition generalizes to the full algebra as-well.
Lemma 4.15. [Fock-Goncharov decomposition] Let ∆′ and ∆ = Fe∆
′ be two topological triangulations of
Σ which differ from a flip along an inner edge e ∈ E(∆′). If q ∈ R∗ is generic, then the automorphism
Ad(sq(X
−1
e )) ∈ Aut(Zω(Σ,∆
′)) restricts to an (outer) automorphism of Ẑω(Σ,∆′) ⊂ Zω(Σ,∆′). Moreover,
one has the equality ΦΣ∆,∆′ = ν
Σ
∆,∆′ ◦Ad(sq(X
−1
e )).
Proof. In view of Definitions 4.6 and 4.13, it is sufficient to make the proof in the case where Σ = Q.
A straightforward computation shows that Ad(sq(X
′−1
5 ))·Tr
∆′
ω (β
(i)
++) = Tr
∆′
ω (β
(i)
++) for every i ∈ {1, 2, 3, 4},
hence one has νQ∆,∆′ ◦Ad(sq(X
′−1
5 ))
(
Tr∆
′
ω (β
(i)
++)
)
= ΦQ∆,∆′
(
Tr∆
′
ω (β
(i)
++)
)
= Tr∆ω (β
(i)
++). The equalities ν∆,∆′ ◦
Ad(sq(X
′−1
5 ))(X
′
i) = Φ
Q
∆,∆′(X
′
i), for 1 ≤ i ≤ 5, follow from Lemma 4.11. 
4.1.3. Intertwiners and mapping class representations. In this subsection, we suppose that ω is a root of
unity of odd order N > 1. Let Σ a punctured surface and ∆,∆′ two topological triangulations. Given
r : Zω(Σ,∆) → End(W ) an irreducible representation, we would like to consider the composition r′ :=
r ◦ ΦΣ∆,∆′ : Zω(Σ,∆
′)→ End(W ) to obtain an irreducible representation of Zω(Σ,∆′). Since the change of
coordinates ΦΣ∆,∆′ takes values in the division algebra of the balanced Chekhov-Fock algebra, it is not clear
that this composition is well-defined.
Lemma 4.16. [BW15, Lemma 28] Let X ∈ Ẑω(Σ,∆′) and suppose that ΦΣ∆,∆′(X) = AB
−1 = C−1D,
with A,B,C,D ∈ Zω(Σ,∆). Then the operators r(B), r(C) ∈ End(W ) are invertible and the composition
r ◦ ΦΣ∆,∆′(X) = r(A)r(B)
−1 = r(C)−1r(D) is well-defined.
By Theorem 2.11, since the balanced Chekhov-Fock algebra is semi-simple and its simple modules all have
the same dimension which only depends on Σ, the composition r′ := r ◦ΦΣ∆,∆′ : Zω(Σ,∆
′)→ End(W ) is an
irreducible representation.
Definition 4.17. (1) Let Homeo+(Σ) be the topological group of preserving orientation homeomor-
phisms of Σ that preserve the set P and whose restriction to the boundary is the identity map. The
mapping class group is the group Mod(Σ) := π0
(
Homeo+(Σ)
)
.
(2) For φ ∈ Mod(Σ) and ∆ a topological triangulation of Σ, the topological triangulation φ(∆) has
edges E(φ(∆)) := {φ(e), e ∈ E(∆)} and indexing map Iφ(∆) := φ ◦ I∆.
(3) The isomorphism φ∗ : Zω(Σ, φ(∆))
∼=
−→ Zω(Σ,∆) is defined by φ∗(Zk) := Zk◦φ
−1
.
Define a left action of Mod(Σ) on the set of isomorphisms classes of simple Zω(Σ,∆)-modules by sending
an irreducible representation r : Zω(Σ,∆) → End(W ) to the irreducible representation r ◦ φ∗ ◦ ΦΣφ(∆),∆.
Recall from Theorem 2.11 that the set of isomorphism classes of simple Zω(Σ,∆)-modules is in bijection
with the set X˜C∗(Σˆ(∆)) of characters on the center of Zω(Σ,∆). Hence, one has a left action of Mod(Σ) on
X˜C∗(Σˆ(∆)). This action is characterized by φ ·χ := χ ◦φ−1 ◦ΦΣφ(∆),∆, for φ ∈Mod(Σ) and χ ∈ X˜C∗(Σˆ(∆)).
Definition 4.18. (1) Let φ ∈ Mod(Σ) and consider r : Zω(Σ,∆) → End(V (χ)) and r′ : Zω(Σ,∆) →
End(V (φ · χ)) two irreducible representations with central characters χ and φ · χ in X˜C∗(Σˆ(∆))
respectively. Since r′ and r ◦ φ∗ ◦ΦΣφ(∆),∆ are isomorphic, as simple Zω(Σ,∆)-modules, there exists
an isomorphism L(φ) : V (χ)
∼=
−→ V (φ · χ), unique up to multiplication by a scalar, such that:
r′(X) = L(φ)
(
r ◦ φ∗ ◦ ΦΣφ(∆),∆(X)
)
L(φ)−1, for all X ∈ Zω(Σ,∆).
The isomorphism L(φ) is called the intertwining operator associated to φ.
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(2) Let B(Σ,∆) be the groupoid whose objects are the characters of X˜C∗(Σˆ(∆)) and whose morphisms
are:
HomB(Σ,∆)(χ1, χ2) := {φ ∈Mod(Σ)|φ · χ1 = χ2}.
Let PVect be the category whose objects are finite dimensional vector spaces and morphisms are
projective maps. For each χ ∈ X˜C∗(Σˆ(∆)), fix an arbitrary simple Zω(Σ,∆)-module V (χ) with
central character χ. The intertwining functor L : B(Σ,∆)→ PVect is the functor sending a character
χ to the vector space V (χ) and sending a morphism φ ∈ HomB(Σ,∆)(χ1, χ2) to the projective class
of an intertwiner L(φ) : V (χ1)
∼=
−→ V (χ2).
Definition 4.19. The mapping class group acts on the stated skein algebra by the action s : Mod(Σ) →
Aut(Sω(Σ)) defined by s(φ) · [D, s] := [φ(D), s ◦ φ−1], where φ ∈ Mod(Σ) and [D, s] ∈ Sω(Σ) is a stated
diagram.
Lemma 4.20. For φ ∈Mod(Σ), the following diagram commutes:
Sω(Σ) Sω(Σ)
Ẑω(Σ,∆) Ẑω(Σ,∆)
∼=
s(φ)−1
Tr∆ω Tr
∆
ω
φ∗◦ΦΣφ(∆),∆
∼=
Proof. Consider the following diagram:
Sω(Σ) Ẑω(Σ,∆)
Ẑω(Σ, φ(∆))
Sω(Σ) Ẑω(Σ,∆)
Tr∆ω
∼=s(φ)−1
Trφ(∆)ω
∼= Φφ(∆),∆
∼= φ∗
Tr∆ω
In the above diagram, the upper triangle commutes by Proposition 4.9 and the commutativity of the lower
square follows from Equations (4) and (5). This proves the lemma.

If the set of characters X˜C∗(Σˆ(∆)) would admit a finite orbit χ1, . . . , χn through the action of the mapping
class group, then the intertwining functor would induce a finite dimensional projective representation of the
mapping class group on the vector space ⊕iV (χi). The author does not expect such a finite orbit to exist in
general, however we formulate the following:
Conjecture 4.21. Suppose that χ1, χ2 ∈ X˜C∗(Σˆ(∆)) are two characters on the center of Zω(Σ,∆) such that
the induced characters χ1 ◦ Tr
∆
ω and χ2 ◦ Tr
∆
ω , on the center of the skein algebra, are equal. Then the
Sω(Σ)-modules V (χ1) and V (χ2) are canonically isomorphic.
Here by ”canonically”, we means that the space of Sω(Σ)-equivariant morphisms from V (χ1) to V (χ2) is
one dimensional. Let BSL2(Σ) be the groupoid whose objects are characters on the center of Sω(Σ) which
extend to characters on the center of Zω(Σ,∆) and whose morphisms between two characters χ1 and χ2
are those elements φ ∈ Mod(Σ) such that χ2 = χ1 ◦ s(φ)−1. If Conjecture 4.21 is true, by Lemma 4.20,
the intertwining functor L would induce a functor Ls : BSL2(Σ) → PVect. When Σ is closed, the center
of Sω(Σ) is a finite covering of the character variety XSL2(ΣP), thus it admits finite orbits through the
action of the mapping class group. More precisely, by [FKL17, Theorem 4.1], a character χ ∈ BSL2(Σ) is
described by a class [ρ] ∈ XSL2(ΣP) and the choice for each puncture p ∈ P of a scalar cp = χ(γp) such that
TN(cp) = Tr(ρ(γp)). The character variety XSL2(ΣP ) has many finite orbits trough the action of Mod(Σ),
for instance any finite subgroup G ⊂ SL2(C) induces a finite subset XG(ΣP) ⊂ XSL2(ΣP) fixed by Mod(Σ),
hence induces a finite dimensional projective representation of Mod(Σ) assuming that Conjecture 4.21 is true
and that the characters of such a finite orbit extend to X˜C∗(Σˆ(∆)). A representation of the fundamental
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group of Σ induces a representation of the fundamental group of ΣP = Σ \ P , hence we have an inclusion
XSL2(Σ) ⊂ XSL2(ΣP). If ∆ is a combinatoric triangulation, i.e. if each edge has two distinct endpoints, it
follows from [BW15, Lemma 7] that any character in BSL2(Σ) lifting a point [ρ] ∈ XSL2(Σ) is induced by a
character in X˜C∗(Σˆ(∆)).
As a particular case, the class of the trivial representation [ρ0] ∈ XSL2(Σ), sending any element of
π1(ΣP , p0) to the neutral element of SL2, is fixed by the mapping class group. Hence, if Conjecture 4.21
is true, for any character in χ0 ∈ BSL2(Σ) lifting [ρ0], one could associate a finite dimensional projective
representation of the mapping class group L0 : Mod(Σ) → PGL(V (χ0)). To motivate Conjecture 4.21,
note that it follows from [FKL17, Theorem 2] that it is generically true when Σ is closed, in the sense that
there exists a Zarisky open subset O ⊂ XSL2(Σ) such that Conjecture 4.21 is true for any pair of characters
χ1, χ2 whose induced character on the center of Sω(Σ) is a lift of an element in O. In this case, it follows
from [FKL17, Remark 6.2] that the Sω(Σ)-module V (χ1) ∼= V (χ2) are simple, hence they are canonically
isomorphic. Unfortunately, the trivial representation [ρ0] does not belong to O (see [BW13]).
Lemma 4.22. Conjecture 4.21 holds when Σ = Dn.
Proof. First, when n = 1, any simple Zω(D1)-module is a projective indecomposable Cq[D(B)]-module by
Proposition 3.11. Moreover, by Lemma 3.9, isomorphisms classes of projective indecomposable Cq[D(B)]-
modules are determined by their induced character on the center of Cq[D(B)], hence the conjecture holds for
D1. For n ≥ 2, write ∆n the topological triangulation of Dn obtained by gluing n-copies of ∆1 (see Figure
6) and denote by i : Zω(Dn,∆n) →֒ Zω(D1)⊗n the gluing map derived from Definition 2.12. It follows from
Theorem 2.11, that the tensor product of n simple Zω(D1)-modules is a simple Zω(Dn,∆n)-module via i,
and that any simple Zω(Dn,∆n)-module arise that way. Hence the fact that Conjecture 4.21 is true for D1
implies that it is true for Dn. 
By Lemma 4.22, we have a functor Ls : BSL2(Dn)→ PVect. The (braid) groupoid BSL2(Dn) is generated
by the half-twists exchanging two consecutive inner punctures of Dn. The image of these generators by Ls
will be called Kashaev’s braidings in the next subsection and we will show that the projective representations
of the braid group L0 : Bn → PGL(V (χ0)), are projective classes of the braid representations defined by
Drinfel’d R-matrix.
4.2. Kashaev’s braidings and colored Yang-Baxter equation.
4.2.1. Definition of Kashaev’s braidings. In this subsection, we suppose that ω is a root of unity of odd order
N > 1. Let p1, . . . , pn be the inner punctures of Dn.
Definition 4.23. For n ≥ 2, the braid group is Bn := Mod(Dn). For 1 ≤ i ≤ n− 1, denote by σi ∈ Bn the
mapping class of a half-twist exchanging pi and pi+1 in the clockwise order and leaving fixed the other inner
punctures.
Figure 6. A topological triangulation of Dn.
For n ≥ 2, let ∆n denote the topological triangulation of Dn, drawn in Figure 6, which is obtained by
gluing n copies of ∆1. Given V1, . . . , Vn some simple Zω(D1)-modules, the tensor product V := V1⊗ . . .⊗Vn
is a Zω(Dn,∆n)-module via the gluing morphism Zω(Dn,∆n) →֒ Zω(D1)⊗n of Definition 2.12. Moreover,
since dim(V ) = Nn, it follows from Theorem 2.11 that V is a simple Zω(Dn,∆n)-module.
Write τ := τ1 ∈Mod(D2).
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Definition 4.24. (1) Consider two pairs (V1, V2) and (V3, V4) of simple Zω(D1)-modules. Let χ, χ′ ∈
X˜C∗(D̂2(∆2)) be the central characters of V1⊗V2 and V3⊗V4 respectively, seen as simple Zω(D2,∆2)-
modules. The two pairs (V1, V2) and (V3, V4) are said τ-compatible if χ
′ = τ · χ.
(2) If two pairs (V1, V2) and (V3, V4) are τ -compatible, a Kashaev braiding is an intertwining operator
L(τ) : V1 ⊗ V2
∼=
−→ V3 ⊗ V4 whose determinant is 1.
Note that a Kashaev braiding is uniquely defined, up to multiplication by a N2-th root of unity. Moreover,
since each Vi is Cq[D(B)]-module, the vector spaces V1 ⊗ V2 and V3 ⊗ V4 are also Cq[D(B)]-modules and a
Kashaev braiding R : V1 ⊗ V2
∼=
−→ V3 ⊗ V4 is a morphism of Cq[D(B)]-modules.
Proposition 4.25. Let V1, . . . , V12 be some simple Zω(D1)-modules such that there exists some Kashaev
braidings R1 : V1⊗V2 → V7⊗V8, R2 : V8⊗V3 → V9⊗V6, R3 : V7⊗V9 → V4⊗V5, R4 : V2⊗V3 → V10⊗V11,
R5 : V1⊗V10 → V4⊗V12 and R6 : V12⊗V11 → V5⊗V6, that is such that each involved pairs are τ-compatible.
Then there exists a N2-th root of unity c such that the following colored Yang-Baxter equation holds:
(R3 ⊗ id) ◦ (id⊗R2) ◦ (R1 ⊗ id) = c(id⊗R6) ◦ (R5 ⊗ id) ◦ (id⊗R4).
Figure 7 illustrates this colored Yang-Baxter equation.
Figure 7. An illustration of the colored Yang-Baxter equation. Here the morphisms are
composed from bottom to top.
Proof. Both the vector spaces V1 ⊗ V2 ⊗ V3 and V4 ⊗ V5 ⊗ V6 are simple Zω(D3,∆3)-modules and, by
functoriality of the intertwining functor of Definition 4.18, the composition (R3⊗ id) ◦ (id⊗R2) ◦ (R1⊗ id) :
V1⊗V2⊗V3 → V4⊗V5⊗V6 is an intertwiner L(τ1◦τ2◦τ1) whereas the composition (id⊗R6)◦(R5⊗id)◦(id⊗R4) :
V1 ⊗ V2 ⊗ V3 → V4 ⊗ V5 ⊗ V6 is an intertwiner L(τ2 ◦ τ1 ◦ τ2). Hence the proposition follows from the braid
relation τ1 ◦ τ2 ◦ τ1 = τ2 ◦ τ1 ◦ τ2 together with the unicity, up to multiplication by a N2-th root of unity, of
intertwiners. 
4.2.2. Relation with the Kashaev-Reshetikhin braidings.
Notations 4.26. We denote by R ∈ Aut
(
Ẑω(D2,∆2)
)
the automorphism R := τ∗ ◦ ΦD2τ(∆2),∆2 . Let
i1 : Sω(D2) →֒ Sω(D1)⊗2 and i2 : Ẑω(D2,∆2) →֒ ̂Zω(D1)⊗2 the gluing morphisms from Definitions 2.4 and
2.12 respectively. By abuse of notation, using i1 and i2, we will consider Sω(D2) as a sub-algebra of Sω(D1)⊗2
and consider Ẑω(D2,∆2) as a subalgebra of ̂Zω(D1)⊗2.
By definition, a Kashaev’s braiding is an intertwiner for the automorphism R, hence the rest of the section
will be devoted to the study of R.
Definition 4.27. Let θ2 ∈ Aut(Sω(D2)) be involutive automorphism sending a stated diagram to its image
through the central symmetry of the disc exchanging the two boundary punctures and the two inner punc-
tures. The automorphism θ2 induces an involutive automorphism Θ2 on the image of the quantum trace
Tr∆2ω (Sω(D2)) ⊂ Zω(D2,∆2).
Note that Θ2(x⊗ y) = Θ1(y)⊗Θ1(x), where Θ1 is the Cartan involution of Definition 2.27.
By Lemma 4.20, one has the following equalities:
(21) R(Tr∆2ω (x)) = Tr
∆2
ω (s(τ
−1) · x) , for all x ∈ Sω(D2).
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Since the automorphism θ2 commutes with s(τ
−1), one has:
(22) R ◦Θ2(X) = Θ2 ◦R(X) , for all X ∈ Tr
∆2
ω (Sω(D2)).
We derive from Equation (21) the following:
Proposition 4.28. The automorphism R satisfies the following equalities:
R(1⊗K) = (K ⊗ 1)
(
1− q(q − q−1)2FL−1 ⊗K−1E
)−1
;(23)
R(1⊗ L−1) = (L−1 ⊗ 1)
(
1− q(q − q−1)2FL−1 ⊗K−1E
)−1
;(24)
R(E ⊗ 1) = L−1 ⊗ E;(25)
R(1⊗ F ) = F ⊗K−1;(26)
R(∆(x)) = ∆(x) , for all x ∈ Cq[D(B)].(27)
Proof. First, remember that the coproduct of Sω(D1) is defined by doubling the inner puncture, thus one
has s(τ−1) · ∆(X) = ∆(X) for all X ∈ Sω(D1). Hence Equation (27) follows from Equation (21). Let
δεε′ ∈ Sω(D1) be the class of the stated arc draw in Figure 8. Using the defining relation (2), one finds that
δεε′ = ω
−1αε−βε′+ − ω
−5αε+βε′−.
Composing with the quantum trace, one finds:
Tr∆2ω (δ++ ⊗ 1) = −(q − q
−1)ωEH∂ ⊗ 1;
Tr∆2ω (δ−+ ⊗ 1) = ω
−1KH∂ ⊗ 1;
Tr∆2ω (δ−− ⊗ 1) = ω
−3(q − q−1)KH∂F ⊗ 1.
Figure 8. The figure illustrates how the Kashaev-Reshetikhin automorphism can be de-
rived from elementary skein manipulations.
By a simple skein computation drawn in Figure 8, one finds:
(28) s(τ−1) · (δεε′ ⊗ 1) =
∑
µ,µ′=±
βεµβε′µ′ ⊗ δµµ′ .
By composing Equation (28) for (ε, ε′) = (+,+) with the quantum trace, one finds:
Tr∆2ω
(
s(τ−1) · (δ++ ⊗ 1)
)
= −(q − q−1)L−1 ⊗ EH∂ .
Hence Equation (25) follows from Equation (21) applied to x = δ++ ⊗ 1. By composing with the automor-
phism Θ2 and using Equation (22), one finds Equation (26). Composing Equation (28) for (ε, ε
′) = (−,+)
with the quantum trace, one has:
Tr∆2ω
(
s(τ−1) · (δ−+ ⊗ 1)
)
= ω−11⊗KH∂ − ω
3(q − q−1)2FL−1 ⊗ EH∂ .
Hence Equation (21) applied to x = δ−+ ⊗ 1 gives the relation:
(29) R(KH∂ ⊗ 1) = 1⊗KH∂ − q
−1(q − q−1)2FL−1 ⊗ EH∂ .
Composing Equation (28) for (ε, ε′) = (−,−) with the quantum trace, one has:
Tr∆2ω
(
s(τ−1) · (δ−− ⊗ 1)
)
= ω−3(q − q−1)
(
−(q − q−1)2q−3F 2L−1 ⊗ EH∂
+L⊗KFH∂ − F ⊗ (K − L− q
−1(q − q−1)EF )H∂
)
.
Hence Equation (21) applied to x = δ−− ⊗ 1 gives the relation:
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(30) R(KFH∂ ⊗ 1) = −(q − q
−1)2q−3F 2L−1 ⊗ EH∂
+ L⊗KFH∂ − F ⊗ (K − L− q
−1(q − q−1)EF )H∂ .
Combining Equations (29) and (30), one finds:
R(F ⊗ 1) = F ⊗ 1 + L⊗ F −
(
1− q−1(q − q−1)2FL−1 ⊗K−1E
)−1
(F ⊗ LK−1).
Using the fact that R(∆(F )) = ∆(F ), we derive the equality:
R(L⊗ F ) =
(
1− q−1(q − q−1)2FL−1 ⊗K−1E
)−1
(F ⊗ LK−1).
Using the equality R(1⊗ F ) = F ⊗K−1, one finds:
R(L⊗ 1) =
(
1− q−1(q − q−1)2FL−1 ⊗K−1E
)−1
(1⊗ L)
= (1 ⊗ L)
(
1− q(q − q−1)2FL−1 ⊗K−1E
)−1
.
Composing the above equation with the automorphism Θ2 and using Equation (22), one finds Equation (23),
while combining the same equation with the equality R(L−1 ⊗ L−1) = L−1 ⊗ L−1 one finds (24).

In [KR04, KR05], Kashaev and Reshetikhin defined a Hopf algebra U generated by some elements
K±1,L±1,E,F. It follows from Theorem 1.1 that one has an injective Hopf algebra morphism Ψ : U →֒
Cq[D(B)] defined by Ψ(K±1) = K±1,Ψ(L±1) = L∓1,Ψ(E) = (q− q−1)E and Ψ(F) = (q− q−1)F . Moreover
the authors of [KR04, KR05] defined an automorphism RKR ∈ Aut
(
Û⊗2
)
by the formulas:
R
KR(1⊗K) = (1⊗K)
(
1− qK−1E⊗ FL
)−1
;
R
KR(1⊗ L) = (1⊗ L)
(
1− qK−1E⊗ FL
)−1
;
R
KR(E⊗ 1) = E⊗ L;
R
KR(1⊗ F) = K−1 ⊗ F;
R
KR(∆(x)) = σ ◦∆(x) , for all x ∈ U ;
where σ(a⊗ b) := b⊗a. Let Ψ2 : Û⊗2 →֒ Ẑω(D2,∆2) the injective morphism induced by Ψ. We deduce from
Proposition 4.28 the following:
Corollary 4.29. The following diagram commutes:
Û⊗2 Û⊗2
Ẑω(D2,∆2) Ẑω(D2,∆2)
∼=
σ◦RKR
Ψ2 Ψ2
∼=
R
Hence the Kashaev-Reshetikhin braidings in [KR04, KR05, BGPR18] associated to pairs of simple modules
which extend to Zω(D1)-simple modules, are Kashaev braidings.
4.2.3. Relation with Drinfel’d R-matrices. Since the quantum trace Tr∆2ω is not surjective, Proposition 4.28
is not sufficient to characterize the automorphism R. To further study this automorphism, and compare
with the Drinfel’d R-matrices, we will follow the approach of Hikami and Inoue in [HI14] who characterized
the 0-th graded part of R−1 when ω is generic. Note that in [HI14], the authors studied braidings associated
to half-twist in the counter-clockwise direction, which is the opposite of our convention. First let us recall
Drinfel’d construction of braiding operators when ω ∈ C is a root of unity of odd order N > 1. The main
idea is to consider the following formula:
RQG := q−
H⊗G
2 exp<Nq
(
(q − q−1)E ⊗ F
)
where the symbols H and G represent some operators such that K1/2 = q
H
2 and L1/2 = q
G
2 . We will not
try to give a sense to this formula but instead, we will make sense to its image through a pair of diagonal
representations of Cq[D(B)].
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Definition 4.30. Let r1 : Cq[D(B)] → End(V1) and r2 : Cq[D(B)] → End(V2) be two weight indecompos-
able representations.
(1) Let (ei)i be a basis of V1 such that r1(K
1/2)ei = q
h
2−iei for some h ∈ C/NZ (here q1/2 := ω−2)
and let (fi)i be a basis of V2 such that r2(L
1/2)fi = q
g
2+iei for some g ∈ C/NZ. Define an operator
(r1 ⊗ r2)(q−
H⊗G
2 ) ∈ End(V1 ⊗ V2) by the formula:
(r1 ⊗ r2)(q
−H⊗G2 ) · ei ⊗ fj := q
− (h−2i)(g+2j)2 ei ⊗ fj .
(2) If V1 and V2 are diagonal, we call Drinfel’d braiding the operator R
D : V1 ⊗ V2 → V2 ⊗ V1 defined
by:
RD := σ ◦ (r1 ⊗ r2)(q
−H⊗G2 ) ◦ (r1 ⊗ r2)
(
exp<Nq
(
(q − q−1)E ⊗ F
))
,
where σ(x⊗ y) := y ⊗ x.
Remark 4.31. Unless the representations V1 and V2 are both scalars, the operator (r1 ⊗ r2)(q−
H⊗G
2 ) is not
uniquely defined since it depends on the choice of the q-logarithms h and g. This is the main reason for the
introduction of the unrolled quantum groups in [GPM13, CGPM15]. Since we will focus on the cases where
V1 and V2 are both scalars, for which the operator (r1⊗ r2)(q−
H⊗G
2 ) is unique, we will ignore this ambiguity.
Theorem 4.32. Let V1, V2 be two scalars projective indecomposable Cq[D(B)]-modules and RD : V1⊗V2 →
V2 ⊗ V1 a Drinfel’d braiding as in Definition 4.30. Then RD is a Kashaev braiding.
Remark 4.33. In the particular case where V1 = V2 = V (A
−1, A, 0, 0), the associated Drinfel’d braiding RD
is the braiding defining the N -th Jones polynomial at N -th root of unity. Hence Theorem 4.32 provides
an alternative proof of Murakami and Murakami result in [MM01] which relates this braiding to Kashaev’s
R-matrix of [Kas98b]. Moreover, when V1 = V2 = V (A
n, A−n, 0, 0), the associated Drinfel’d braiding is the
braiding defining the ADO invariants, hence our theorem is more general.
Our strategy to prove Theorem 4.32 goes as follows. We first characterize R when q is generic using the
Fock-Goncharov decomposition of Lemma 4.15 and compare with Drinfel’d R-matrix. We will deduce from
this study explicit formulas for the images R(Xi), 1 ≤ i ≤ 7. Next, we use the fact that these formulas does
not depend whether q is generic or not, hence they hold for q a root of unity. We eventually deduce from
these formulas that the Drinfel’d braidings at roots of unity intertwine R, hence are Kashaev braiding in
the sense of Definition 4.24.
The case where ω is generic. Consider the topological triangulations ∆(2), . . . ,∆(5) of D2 drawn in
Figure 9 and write ∆(1) := ∆2.
Figure 9. Six triangulations of D2.
By definition, the automorphism R decomposes as:
R = τ∗ ◦ ΦD2
τ(∆2),∆(5)
◦ ΦD2
∆(5),∆(4)
◦ ΦD2
∆(4),∆(3)
◦ ΦD2
∆(3),∆(2)
◦ ΦD2
∆(2),∆(1)
.
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By Lemma 4.15, for i ∈ {1, . . . , 4}, the flip automorphism ΦD2
∆(i+1),∆(i)
decomposes as ΦD2
∆(i+1),∆(i)
= νi ◦
Ad(sq(X
−1
ni )), where νi := ν
D2
∆(i+1),∆(i)
and (n1, n2, n3, n4) = (4, 5, 3, 4). Set
K := τ∗ ◦ ΦD2
τ(∆2),∆(5)
◦ ν4 ◦ ν3 ◦ ν2 ◦ ν1 ∈ Aut(Zω(D2,∆2)).
One thus has the expression:
R = K ◦Ad(sq
(
(ν3 ◦ ν2 ◦ ν1)
−1(X−14 )
)
) ◦Ad(sq
(
(ν2 ◦ ν1)
−1(X−13 )
)
) ◦Ad(sq
(
ν−11 (X
−1
5 )
)
) ◦Ad(sq
(
X−14
)
).
By a straightforward computation using Definition 4.13 (see Table 1 below), one has:
(31) R = K ◦Ad(sq
(
[X3X4X5]
−1
)
) ◦Ad(sq
(
[X3X4]
−1
)
) ◦Ad(sq
(
[X4X5]
−1
)
) ◦Ad(sq
(
X−14
)
).
Definition 4.34. The automorphism Ad(q−
H⊗G
2 ) ∈ Aut(Zω(D1)⊗2) is defined by the formula:
Ad(q−
H⊗G
2 )
(
Zk ⊗ Zk
′
)
:= (K1/2)
k
′(e1)−k
′(e4)
2 Zk ⊗ Zk(L1/2)
k(e4)−k(e1)
2 .
We still denote by the same symbol Ad(q−
H⊗G
2 ) its restriction to the subalgebras Zω(D2) and Cq[D(B)]⊗2.
That Ad(q−
H⊗G
2 ) is well defined and restricts to automorphisms of Zω(D2) and Cq[D(B)]⊗2 follows from
straightforward computations. The automorphism Ad(q−
H⊗G
2 ) is not inner, so the notation is abusive.
However, it is justified by the following:
Lemma 4.35. Let r1 : Cq[D(B)] → End(V1) and r2 : Cq[D(B)] → End(V2) be two weight indecomposable
representations and consider an operator (r1 ⊗ r2)(q−
H⊗G
2 ) ∈ End(V1 ⊗ V2) as in Definition 4.30. Then the
following diagram commutes:
Cq[D(B)]⊗2 Cq[D(B)]⊗2
End(V1 ⊗ V2) End(V1 ⊗ V2)
∼=
Ad(q−
H⊗G
2 )
r1⊗r2 r1⊗r2
∼=
Ad
(
(r1⊗r2)
(
q−
H⊗G
2
))
Proof. The restriction of Ad(q−
H⊗G
2 ) to Cq[D(B)]⊗2 is characterized by the following formulas:
Ad(q−
H⊗G
2 )(x ⊗ y) = x⊗ y , for all x, y ∈ {K±1/2, L±1/2};
Ad(q−
H⊗G
2 )(E ⊗ 1) = E ⊗ L−1; Ad(q−
H⊗G
2 )(F ⊗ 1) = F ⊗ L;
Ad(q−
H⊗G
2 )(1 ⊗ E) = K ⊗ E; Ad(q−
H⊗G
2 )(1⊗ F ) = K−1 ⊗ F.
The proof then follows from these formulas and the fact that the representations in Definition 3.5 have weight
bases (ei)i such that either ei = F
ie0 or ei = E
ie0. 
Lemma 4.36. The following diagram commutes:
Zω(D1)⊗2 Zω(D1)⊗2
Zω(D2,∆2) Zω(D2,∆2)
∼=
σ◦Ad(q−
H⊗G
2 )
∼=
K
Proof. By Lemma 2.17, the algebra Zω(D2,∆2) is generated by the elements ∆(K1/2), ∆(L1/2), Hp1 , Hp2
and the Xi for i ∈ {1, . . . , 7}, we must thus prove that the image of these generators by K and σ◦Ad(q−
H⊗G
2 )
are equal. For the generators ∆(K1/2) and ∆(L1/2), this fact follows from Equation 31 and Equation 27 of
Proposition 4.28. For the other generators, this follows from a straightforward computation summarized in
Table 1. In this table, for 1 ≤ i ≤ 4, one passes from the i-th column to the i + 1-th column by composing
with νi and one passes from the 5-th column to the last one by composing with τ
∗ ◦ ΦD2
τ(∆2),∆(5)
. Thus one
passes from the first column to the last one by composing with K. We conclude by comparing the formulas
in the last column with the image through σ ◦Ad(q−
H⊗G
2 ) of the corresponding generators.

Table 1. Computation of K
Zω(D2,∆(1)) Zω(D2,∆(2)) Zω(D2,∆(3)) Zω(D2,∆(4)) Zω(D2,∆(5)) Zω(D2,∆(1))
X1 X1 X1 [X1X3] [X1X3X4] [X1X2X4]
X2 X2 X2 X2 X2 X5
X3 [X3X4] [X3X4X5] [X4X5] X5 X6
X4 X
−1
4 [X4X5]
−1 [X3X4X5]
−1 [X3X4X5]
−1 [X2X4X6]
−1
X5 [X4X5] X4 [X3X4] X3 X2
X6 X6 X6 X6 X6 X3
X7 X7 [X5X7] [X5X7] [X4X5X7] [X4X6X7]
Hp1 = [Z2Z3] [Z2Z3Z4] [Z2Z3Z4Z5] [Z2Z4Z5] [Z2Z5] Hp2
Hp2 = [Z5Z6] [Z4Z5Z6] [Z4Z6] [Z3Z4Z6] [Z3Z6] Hp1
Proposition 4.37. Suppose that ω is generic. The (inner) automorphism
Ad
(
expq((q − q
−1)E ⊗ F )
)
∈ Aut(Zω(D2,∆2)) restricts to an (outer) isomorphism of Ẑω(D2,∆2). More-
over, one has:
R = σ ◦Ad(q−
H⊗G
2 ) ◦Ad
(
expq((q − q
−1)E ⊗ F )
)
.
Proof. In Zω(D2,∆2), one has the equality:
expq
(
(q − q−1)E ⊗ F
)
= sq
(
(X−14 + [X3X4]
−1)⊗ (X−11 + [X1X2]
−1)
)
= sq
(
[X3X4]
−1 ⊗ (X−11 + [X1X2]
−1)
)
sq
(
X−14 ⊗ (X
−1
1 + [X1X2]
−1)
)
= sq
(
[X3X4]
−1 ⊗ [X1X2]
−1
)
sq
(
[X3X4]
−1 ⊗X−11
)
sq
(
X−14 ⊗ [X1X2]
−1
)
sq
(
X−14 ⊗X
−1
1
)
= sq
(
[X3X4X5]
−1
)
sq
(
[X3X4]
−1
)
sq
(
[X4X5]
−1
)
sq
(
X−14
)
Where we used formula (1)(a) of Lemma 4.11 three times. We conclude using Lemma 4.36 and Equation 31.

Proposition 4.38. Suppose that ω is generic. The automorphism R is characterized by the following
formulas:
R(∆(K1/2)) = ∆(K1/2);R(∆(L1/2)) = ∆(L1/2); R(Hp1) = Hp2 ;R(Hp2) = Hp1 ;
R(X1) =
(
X−11 + [X1X2]
−1 + [X1X2X4]
−1
)−1
;
R(X2) = X4 +X5 + [X2X4X5] + [X4X5X6] + [X2X4X5X6];
R(X3) =
(
X−16 +X4 + [X2X4] + [X
−1
6 X4] + [X2X4X
−1
6 ]
)−1
;
R(X5) =
(
X−12 +X4 + [X4X6] + [X
−1
2 X4] + [X
−1
2 X4X6]
)−1
;
R(X6) = X3 +X4 + [X3X4X6] + [X2X3X4] + [X2X3X4X6];
R(X7) =
(
X−17 + [X6X7]
−1 + [X4X6X7]
−1
)−1
.
Proof. The formulas for R(∆(K1/2)) and R(∆(L1/2)) follow from Proposition 4.28. The formulas for
R(Hp1) and R(Hp2) follow from the fact that both Hp1 and Hp2 commute with E ⊗ F (since those
are central elements) together with the computation of K(Hpi) made in Table 1. For simplicity, write
AD := Ad
(
expq
(
(q − q−1)E ⊗ F
))
. Let us first compute R(X1). Using the formula (1)(a) in Lemma 4.11,
one has expq
(
(q − q−1)E ⊗ F
)
= sq
(
(q − q−1)[X3X4]−1 ⊗ F
)
sq
(
(q − q−1)X−14 ⊗ F
)
. Since X1 = X1 ⊗ 1
commutes with X−14 ⊗ F and q
2-commutes with [X3X4]
−1 ⊗ F , one has:
AD(X1) = X1sq
(
q2
(
(q − q−1)[X3X4]
−1 ⊗ F
))
sq
(
(q − q−1)[X3X4]
−1 ⊗ F
)−1
= X1
(
1 + q(q − q−1)[X3X4]
−1 ⊗ F
)−1
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where we used formula (1)(b) of Lemma 4.11 to pass from the first to the second line. We obtain the
expression for R(X1) by composing the above formula with the automorphism K using Table 1. Next, to
compute R(X2), note that X2 = X2 ⊗ 1 q−2-commutes with E ⊗ F , thus one has:
AD(X2) = X2sq
(
q−2
(
−(q − q−1)2E ⊗ F
))
sq
(
−(q − q−1)2E ⊗ F
)−1
= X2
(
1− q−1(q − q−1)2E ⊗ F
)
where we used formula (1)(b) of Lemma 4.11. We obtain the expression for R(X2) by composing the above
formula with the automorphism K using Table 1. For X3, note that X3 = X3 ⊗ 1 q2-commutes with E ⊗F ,
thus one has:
AD(X3) = X3sq
(
q2
(
−(q − q−1)2E ⊗ F
))
sq
(
−(q − q−1)2E ⊗ F
)−1
= X3
(
1− q(q − q−1)2E ⊗ F
)−1
Again, we conclude by composing with K using Table 1. The formulas for R(X5), R(X6), R(X7) are
obtained by replacing in the above computations the elements X1, X2, X3, X4, X5, X6, X7 by the elements
X7, X6, X5, X4, X3, X2, X1 respectively.

Remark 4.39. • In [HI14], the authors computed explicitly the images R−1(Xi) directly from the
formulas of Definition 4.4. The formulas they obtained are much more complicated than the formulas
we obtained in Proposition 4.38 using the Fock-Goncharov decomposition.
• The reader might ask why we did not provide a formula for R(X4). First because we do not
need it to characterize R: indeed it can be recovered from the above formulas using the equality
X4 = [∆(K
−1)X−11 X
−1
3 X
−1
6 X
−1
7 ]. The actual reason is that we will argue in the proof of Theorem
4.32 that the above computations for R(Xi) hold when ω is a root of unity of odd order N > 1
with the additional assumption that EN ⊗ 1 = 1 ⊗ FN = 0 (through the image of appropriate
representations). The author did not find a straightforward computation for R(X4) that generalizes
to this case.
The case where ω is a root of unity.
We first begin to prove that the formulas in Proposition 4.38 also hold when ω is a root of unity. Consider
two commutative unital ringsR1 andR2 with invertible elements ω1 ∈ R
×
1 , ω2 ∈ R
×
2 , such that both ω
4
1−ω
−4
1
and ω42 − ω
−4
2 are invertible and suppose that we have a surjective ring morphism µ : R1 → R2 such that
µ(ω1) = ω2. By extension of scalars, the morphism µ induces a structure of R2-algebra on R2⊗R1 Ẑω1(Σ,∆)
and it follows from Definition 2.9 that this algebra is isomorphic to Ẑω2(Σ,∆). A straightforward analysis
of Definitions 4.2, 4.4, 4.6, shows that the following diagram commutes:
(32)
R2 ⊗R1 Ẑω1(D2,∆2) R2 ⊗R1 Ẑω1(D2,∆2)
Ẑω2(D2,∆2) Ẑω2(D2,∆2)
∼=
R2⊗R1R
∼= ∼=
∼=
R
Lemma 4.40. The formulas of Proposition 4.38 hold when ωN ∈ R
× is a root of unity of order N > 1.
Proof. Consider the ring R1 obtained by localizing the ring Z[ω±1] with respect to ω−4 − ω4 and denote by
µ : R1 → R the unique surjective ring morphism sending ω to the root of unity ωN ∈ R. Since ω ∈ R1 is
generic, one can apply Proposition 4.38 to Ẑω(Σ,∆) to compute R. We conclude using the commutativity
of the diagram (32). 
Proof of Theorem 4.32. Write A := K−1 ◦ R. By Lemma 4.35, it sufficient to show that the following
diagram commutes:
Ẑω(D2,∆2) Ẑω(D2,∆2)
End(V1 ⊗ V2) End(V1 ⊗ V2)
∼=
A
r1⊗r2 r1⊗r2
∼=
Ad((r1⊗r2)(exp<Nq ((q−q−1)E⊗F )))
31
Said differently, we need to show that for each generator X of Ẑω(D2,∆2), one has
(r1 ⊗ r2) ◦A (X) = Ad
(
(r1 ⊗ r2)(exp
<N
q ((q − q
−1)E ⊗ F ))
)
◦ (r1 ⊗ r2)(X).
When X = ∆(K1/2) and X = ∆(L1/2) the equality follows from Proposition 4.28, Lemma 4.40 and the
fact that both ∆(K1/2) and ∆(L1/2) commute with E ⊗ F . For X = Hp1 and X = Hp2 , this follows from
Table 1, Lemma 4.40 and the fact that Hpi commutes with E ⊗ F . For X ∈ {X1, X2, X3, X5, X6, X7}, the
computations made in the proof of Proposition 4.38 can be translated word-by-word by replacing expq and
sq by (r1⊗ r2)◦ exp
<N
q and (r1⊗ r2)◦ s
<N
q respectively, to prove the desired equality. Indeed, the hypothesis
r1(E
N ) = r2(F
N ) = 0 implies that we can replace each computation involving formulas (1)(a) and (1)(b)
of Lemma 4.11 by equivalent computation using formulas (2)(a) and (2)(b) respectively. We then conclude
using Lemma 4.40.

5. Concluding remarks concerning SL2-links invariants
We end the paper by emphazing some possible outcomes of the constructions developed in this paper in
relations with the SL2-links invariants of [BGPR18]. Suppose that q is a root of unity of odd order N > 1.
The algebraic inputs for the construction of links invariants in [BGPR18] are:
(1) The pivotal category C|N2 of projective weight Uqsl2-modules, where the morphisms are only con-
sidered up to multiplication by a N2-th root of unity, equipped with its renormalized trace.
(2) The set YN of simple projective Uqsl2-modules and the set {cV1,V2 : V1 ⊗ V2 → V4 ⊗ V3} of Kashaev-
Reshetikhin braidings (see Section 4.2.2).
From these algebraic inputs, the authors of [BGPR18] construct a functor F : DYN → C|N2 , where DYN is
the pivotal category whose objects are sequences ((V1,±), . . . , (Vn,±)) of signed simple Uqsl2-modules and
the morphisms are framed oriented tangles whose edges are colored by elements of YN satisfying at each
crossing a natural compatibility condition related to the Kashaev-Reshetikhin braidings. They also extract
from this functor, and from the renormalized trace, a links invariant:
〈·〉N : LQN → CN2 ,
where CN2 represents the quotient of C by the Z/N2Z-action induced by multiplication by N2-roots of unity
and LQN is the set of triples (L, [ρ], t) where:
(1) L = L1 ∪ . . . ∪ Ln ⊂ S3 is a framed link with n ≥ 0 components,
(2) [ρ] ∈ Hom
(
π1(S
3 \ L, ∗), SL2(C)
)/
SL2(C) is a conjugacy class of SL2(C) representation of the
fundamental group of the link exterior (classical shadow),
(3) t = (t1, . . . , tn) are complex numbers (punctures invariants) such that, if mi is a meridian encircling
the component Li, then TN (ti) = Tr(ρ(mi)).
By Corollary 4.29, most of Kashaev-Reshetikhin braidings are Kashaev braidings as defined in Definition
4.24. We list some possible application of this alternative construction.
(1) First, since the Kashaev-Reshetikhin braidings are defined by considering intertwiners for the rather
complicated automorphism RKR, an explicit computation of these operators in given bases might be a
challenging problem. This is probably the main reason why the authors of [BGPR18] did not compute
their new links invariant on a single non-trivial example. However in our approach, Kashaev braidings
are intertwiners for the automorphism R which can be decomposed into 5 more elementary automorphisms
corresponding to 4 flips and a reindexing. Hence Kashaev braidings might be decomposed as the composition
of five more elementary intertwiners. An irreducible representation of the balanced Chekhov-Fock algebra is
a sub-representation of a local representation of the latter (see [Tou16, KQ19b] for such a decomposition),
therefore the Kashaev braidings are diagonal blocks of the intertwining operators of the corresponding local
representations. An explicit computation of the intertwiners for a flip in the square was made (in a different
language) by Baseilhac in [Bas01] and in different manner by Mazzoli in [Maz16]. Hence, Mazzoli’s formulas
can be used to compute explicitly Kashaev’s braidings and provide non-trivial computations of SL2(C)-links
invariants.
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(2) The second possible application of the decomposition of Kashaev braidings in five elementary pieces
lies in its relation with hyperbolic geometry and the volume conjectures. Relating the action of flipping
an edge inside a square to the operation of gluing a tetrahedron as in Figure 10, one is naturally led to
associate to each Kashaev braiding an octahedron formed by gluing four tetrahedrons (see Figure 10 ).
Following Thurston in [Thu99] (see also [NZ85]), in a diagrammatic presentation of a link, once associating
to each crossing such an octahedron and gluing these octahedrons together, one obtains a triangulation of
S3 \ (L ∪ {pN , pS}), where pN , pS are two additional points. Yokota gave in [Yok00, Yok11] convincing
arguments, based on this triangulation, in favour of Kashaev’s Volume Conjecture. The author hopes the
techniques of this paper might help to transformed these heuristics into actual proofs and further study the
relation between an arbitrary SL2-link invariant with hyperbolic geometry.
Figure 10. The octahedron associated to a Kashaev braiding.
(3) We eventually argue why the techniques of this paper might help to relate the links invariants of
[BGPR18] to Baseilhac-Benedetti links invariants [BB04, BB11]. More precisely, given a pair (L, [ρ]) as
before, consider the invariant
〈(L, [ρ])〉N :=
∑
t
mt 〈(L, [ρ], t)〉N ,
where the sum runs over the finite possible punctures invariants t = (t1, . . . , tn) and mt = mt1 . . .mtn ,
where mti = 2 if TN (ti) = ±2, and mti = 1 if TN (ti) 6= ±2. Let ((V1,+), . . . , (Vn,+)) be an object of
DYN such that each Vi extends to a simple Zω(D1) module. The functor F sends this object to the module
W := V1 ⊗ . . . ⊗ Vn which, as seen in Section 4.2.1, is a simple Zω(Dn,∆n) module. By Theorem 2.11,
such a module is classified, up to equivalence, by an abelian classical shadow [ρab], some puncture invariants
hp = (hp1 , . . . , hpn) and a boundary invariant h∂ . Since the Vi are Uqsl2-modules, one can choose h∂ = 1.
Denote by W ([ρab],hp, h∂ = 1) such a simple module. In [BB18], it is proved that the vector spaces involved
in the hyperbolic quantum field theory of [BB07] are local representations of the Chekhov-Fock algebras. By
[KQ19b, Corollary 1.3], a local representation W loc of Zω(Dn,∆n) with abelian classical shadow [ρab] and
central charge +1 decomposes as:
W loc = ⊕hW ([ρ
ab],hp, h∂ = 1).
This motivates the:
Conjecture 5.1. Modulo overall renormalization, the invariants 〈(L, [ρ])〉N are equal to the Baseilhac-Benedetti
invariants of [BB04, BB11].
33
Appendix A. Proof of Proposition 2.21
The proof of Proposition 2.21 is similar to the proofs of [Le18, Theorem 4.1, Theorem 4.6].
Notations A.1. Let o be the orientation of the two boundary arcs of D1 drawn in Figure 11 and Bo the
associated basis of Sω(D1) of Definition 2.3. Denote by <o the total orders defined by o on both boundary
arcs of D1. Denote by δ, η the two arcs of D1 drawn in Figure 11 and let γp be the peripheral curve encircling
the inner puncture of D1. The set N is the set of 5-tuples n = (nα, nβ, nγ , nδ, nη) ∈ (Z≥0)5 such that
nδnη = 0. For n ∈ N , we associate the simple diagram D(n) of D1 made of the disjoint union of nα copies
of α, nβ copies of β, nγ copies of γp, nδ copies of δ and nη copies of η. We write G = {αεε′ , βεε′ , ε, ε′ = ±}.
Figure 11. The stated arcs δεε′ , ηεε′ and the diagram D(1, 3, 1, 2, 0).
Since every simple diagram of D1 is isotopic to one diagramD(n), the basis Bo is the set of classes [D(n), s]
where n ∈ N and s is a o-increasing state. By convention D(0, 0, 0, 0, 0) is the empty diagram whose class
is 1 ∈ Sω(D1). A straightforward consequence of the defining relations (1) and (2) are the following local
relations:
(33) = ω−1 −
+
− ω−5 +
−
, = ω +
−
− ω5 −
+
For a stated diagram [D(n), s], one has the following factorization:
[D(n), s] = [D(nα, 0, 0, 0, 0), s
α][D(0, 0, 0, nδ, 0), s
δ][D(0, 0, 0, 0, nη), s
η]×
[D(0, nβ , 0, 0, 0), s
β](γp)
nγ ,(34)
where the states sα, sβ , sδ, sη are the restrictions of s to the corresponding sub-diagrams. The factor
[D(nα, 0, 0, 0, 0), s
α] is a product of elements αεε′ , the factor [D(0, nβ, 0, 0, 0), s
β] is a product of elements
βεε′ . Using Equations (33), one finds:
γp = −qα++β−− − q
−1α−−β++ + α+−β−+ + α−+β+−,(35) [
D(0, 0, 0, nδ, 0), s
δ
]
= ω−1αε−[D(0, 0, 0, nδ − 1, 0), s˜
δ]βε′+
−ω−5αε+[D(0, 0, 0, nδ − 1, 0), s˜
δ]βε′−,(36)
[D(0, 0, 0, 0, nη), s
η] = ωα+ε[D(0, 0, 0, 0, nη − 1), s˜
η]β−ε′
−ω5α−ε[D(0, 0, 0, 0, nη − 1), s˜
η]β+ε′ ,(37)
where in Equation (36), the state s˜δ is the restriction of sδ to the boundary of the (nδ − 1) innermost copies
of δ, the signs ε and ε′ are the values of sδ to the upper and lower boundary points, respectively, of the outer
copy of δ and we used similar obvious notations in Equation (37).
Lemma A.2. The algebra Sω(D1) is generated by G and the relations of Proposition 2.21 are satisfied.
Proof. The fact that G generates Sω(D1) follows from the factorization of Equation (34) of the elements of
the basis Bo together with Equations (35), (36) and (37). The fact that the relations of Proposition 2.21 are
satisfied follows from straightforward computations left to the reader. 
Let A be the algebra presented by the generating set G and the relations of Proposition 2.21. By Lemma
A.2, one has a well-defined surjective morphism of algebras ψ : A → Sω(D1) sending a generator in G to the
element in Sω(D1) represented by the same symbol. For m ≥ 0, consider the subspace:
Fm(A) := Span (x1 . . . xn|xi ∈ G, n ≤ m) ⊂ A.
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Note that, except for the four relations x++x−− = 1 + q
−1x+−x−+ , x−−x++ = 1 + qx+−x−+, where
x ∈ {α, β}, every relations of Proposition 2.21 are quadratic in G. Hence the subspaces Fm(A) form
an algebra filtration, that is one has Fm(A) ⊂ Fm+1(A), A =
⋃
m≥0 Fm(A) and Fm1(A) · Fm2(A) ⊂
Fm1+m2(A). Write Grm(A) := Fm(A)
/
Fm−1(A) and Gr(A) := ⊕m≥0Grm(A) the associated graded
algebra. Since ψ is a surjective algebra morphism, the subspaces Fm(Sω(D1)) := ψ (Fm(A)) form an algebra
filtration of Sω(D1). We denote by Gr(Sω(D1)) := ⊕m≥0Grm(Sω(D1)) the corresponding graduation and
by Grm(ψ) : Grm(A) → Grm(Sω(D1)) the surjective linear morphism induced by ψ. To prove that ψ is an
isomorphism, it is sufficient to prove that each Grm(ψ) is injective.
For n ∈ N , write M(n) := nα + nβ + 2nγ + 2nδ + 2nη. Let Bm ⊂ B
o be the subset of classes [D(n), s]
such that M(n) = m and s is o-increasing and let Bm be the image of Bm in Gr(Sω(D1)).
Lemma A.3. The set Bm forms a basis of Grm(Sω(D1)).
Proof. It is sufficient to prove that each [D(n), s] ∈ Bm belongs to Fm(Sω(D1)) \ Fm−1(Sω(D1)). This fact
follows from the factorization in Equation (34) together with Equations (35), (36) and (37). 
Given the class [D(n), s] ∈ Sω(D1) of a simple stated diagram, we now define an element [θ(n), s] ∈ A
such that ψ ([θ(n), s]) = [D(n), s]. First set [θ(0, 0, 0, 0, 0)] := 1 ∈ A and γ := −qα++β−− − q−1α−−β++ +
α+−β−+ + α−+β+− ∈ A. For [D(nα, 0, 0, 0, 0), sα] ∈ Sω(D1), let ε1, . . . , εnα , resp. ε
′
1, . . . , ε
′
nα , denote
the values of sα on the boundary points p1 <o . . . <o pnα of the left boundary arc bL, resp. of the
boundary points of the right boundary arc bR. We set [θ(nα, 0, 0, 0, 0), s
α] := αεnαε′nα . . . αε1ε
′
1
∈ A.
We define [θ(0, nβ, 0, 0, 0), s
β] ∈ A in a similar manner. Define the elements [θ(0, 0, 0, nδ, 0), sδ] ∈ A and
[θ(0, 0, 0, 0, nη), s
η] ∈ A by the recursive relations:[
θ(0, 0, 0, nδ, 0), s
δ
]
= ω−1αε−[θ(0, 0, 0, nδ − 1, 0), s˜
δ]βε′+
−ω−5αε+[θ(0, 0, 0, nδ − 1, 0), s˜
δ]βε′−,(38)
[θ(0, 0, 0, 0, nη), s
η] = ωα+ε[θ(0, 0, 0, 0, nη − 1), s˜
η]β−ε′
−ω5α−ε[θ(0, 0, 0, 0, nη − 1), s˜
η]β+ε′ .
Eventually, set:
[θ(n), s] = [θ(nα, 0, 0, 0, 0), s
α][θ(0, 0, 0, nδ, 0), s
δ][θ(0, 0, 0, 0, nη), s
η]×
[θ(0, nβ , 0, 0, 0), s
β](γ)nγ ∈ A.(39)
It follows from Equations (34), (35), (36) and (37) that one has ψ ([θ(n), s]) = [D(n), s]. Let M↑m ⊂ A be
the set of elements [θ(n), s] such that M(n) = m and such that s is o-increasing, and denote by M↑m the
image of M↑m in Grm(A). To prove Proposition 2.21, we need to show that the space M
↑
m spans Grm(A).
Lemma A.4. The element γ is central in A.
Proof. Let us show, using the defining relations of Proposition 2.21, that γ commutes with each generator
αεε′ and βεε′ . For the generator α++, one has:
α++γ = −qα++(α++β−−)− q−1
(
α−−α++ + (q
−1 − q)α+−α−+
)
β++
+q−1α+−(α++β−+) + q
−1α−+(α++β+−) by (6)
= −qα++
(
β−−α++ − (q − q
−1)β+−α−+
)
by (11)
−q−1α++β++α++ + (1− q−2)α+−α−+β++ by (7)
+α+−
(
β−+α++ − (q − q−1)β++α−+
)
by (10)
+q−2α−+(β+−α++) by (8)
= γα++ + (1− q2)α++β+−α−+ + (q−2 − 1)α−+β+−α++
+(1− q−2)α+−α−+β++ + (q−1 − q)α+−β++α−+
= γα++ by (8).
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Similarly, for the generator α−+, one computes:
α−+γ = −q2α++(α−+β−−)− q−2α−−(α−+β++)
+α+−(α−+β−+) + α−+(α−+β+−) by (6)
= −qα++β−−α−+ − q−1α−−β++α−+ by (8)
+α+−β−+α−+ + α−+β+−α−+ by (7)
= γα−+
The fact that the generators α−− and α+− commute with γ follows from similar computations left to the
reader. Eventually, it follows from the symmetry of the defining relations of Proposition 2.21, that there is
an automorphism of algebra Θ : A
∼=
−→ A defined by Θ(αε1ε2) := βε2ε1 and Θ(βε1ε2) := αε2ε1 . Moreover,
one has Θ(γ) = γ, hence the fact that γ commutes with the generators βε1ε2 follows from the fact that γ
commutes with the generators αε1ε2 .

Lemma A.5. The vector space Grm(A) is spanned by the classes of elements of the form
αε1ε′1 . . . αεkε′kβεk+1ε′k+1 . . . βεmε′m , where 1 ≤ k ≤ m and εi, ε
′
i ∈ {−,+}.
Proof. ForX = x1 . . . xm ∈ Fm(A), with xi ∈ G, denote by n(X) ≥ 0 the number of pairs (i, j) ∈ {1, . . . ,m}2
such that i < j and xi = βεε′ and xj = αµµ′ for some signs ε, ε
′, µ, µ′ ∈ {−,+}. We need to show that
Grm(A) is spanned by those elements X such that n(X) = 0. It is sufficient to prove that each element
X with n(X) > 0 is linear combinations of elements Xi with n(Xi) < n(X); the proof will then follow by
induction. To prove this last statement, it is sufficient to prove that for any four signs ε1, ε2, ε3, ε4,∈ {−,+},
the element βε1ε2αε3ε4 is a linear combination of elements of the form αµ1µ2βµ3µ4 . This is an immediate
consequence of Equations (7), (8), (9), (10), (11), (12) and (13).

Notations A.6. For a stated simple diagram [D, s], let k([D, s]) be the number of pairs (p1, p2) of boundary
points of D which lie on the same boundary component, such that p1 <o p2 and (s(p1), s(p2)) = (+,−).
Write k([θ(n), s]) := k([D(n), s]). Denote byMm ⊂ Fm(A) the subset of elements [θ(n), s] for s an arbitrary
state of θ(n), and denote by Mm ⊂ Grm(A) the corresponding set . Note that M
↑
m is the set of those
elements [θ(n), s] ∈Mm such that k([θ(n), s]) = 0.
For n ∈ N with nη = 0, the diagram D(n) is a disjoint union D(n) = α(nα)
⊔
δ(nδ)
⊔
β(nβ)
⊔
γ(nγ) where
α(nα) is made of nα parallel copies of α, etc. We consider the partition ∂D(n) = ∂
α
L
⊔
∂αR
⊔
∂βL
⊔
∂βR
⊔
∂δu
⊔
∂δd,
where ∂αL/R = ∂α
(nα) ∩ bL/R, ∂
β
L/R = ∂β
(nβ) ∩ bL/R, ∂
δ
u is the subset of these points in ∂δ
(nδ) which belong
to the upper part of bL and ∂
δ
d is the subset of these points in ∂δ
(nδ) which belong to the lower part. See
Figure 11 for an illustration.
Lemma A.7. The set M↑m spans Grm(A).
Proof. By Lemma A.5, the setMm spans the space Grm(A). We will show that each element [θ(n), s] ∈Mm,
for which k([θ(n), s]) > 0, is a linear combination of elements [θ(ni), si] ∈ Mm such that k ([θ(ni), si]) <
k([θ(n), s]). The proof will follow by induction on k. Let [θ(n), s] ∈ Mm be such that k([θ(n), s]) > 0.
We suppose that nη = 0, the case where nδ = 0 is handle similarly and left to the reader. Let p1, p2 be
two points of ∂D(n) which belong to the same boundary component, such that p1 <o p2, such that there
is no point p ∈ ∂D(n) with p1 <o p <o p2 (i.e. such that p1 and p2 are consecutive), and such that
(s(p1), s(p2)) = (+,−). Denote by s′ the state of D(n) such that (s′(p1), s′(p2)) = (−,+) and s′(p) = s(p)
for p 6= p1, p2. One has k([θ(n), s′]) < k([θ(n), s]).
Case 1: Suppose that both p1 and p2 belong either to the set ∂
α
L or to ∂
α
R or to ∂
β
L or to ∂
β
R. In each of
these cases, we claim that one has
(40) [θ(n), s] ≡ q[θ(n), s′] (mod Fm−1(A)).
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Indeed, it follows from Equations (6) that for any ε, ε′ ∈ {−,+}, one has
α−εα+ε′ ≡ qα+εα−ε′ (mod F1(A)); αε−αε′+ ≡ qαε+αε′− (mod F1(A));(41)
β−εβ+ε′ ≡ qβ+εβ−ε′ (mod F1(A)); βε−βε′+ ≡ qβε+βε′− (mod F1(A)).(42)
Equation (40) follows from Equations (41) and (42). For instance, if both p1 and p2 belong to ∂
α
L, by Equation
(39), there exists x, y ∈ A and ε, ε′ ∈ {−,+} such that [θ(n), s] = xα−εα+ε′y and [θ(n), s′] = xα+εα−ε′y.
Case 2: Suppose that p2 ∈ ∂αL and p1 ∈ ∂
δ
u. We show that Equation (40) also holds in this case. There
exists x, y ∈ A and ε, µ ∈ {−,+} such that:
[θ(n), s] = xα−ε[θ(0, 0, 0, nδ, 0), s
δ]y by(39)
= ω−1xα−εα+−[θ(0, 0, 0, nδ − 1, 0), s˜
δ]βµ+y
− ω−5xα−εα++[θ(0, 0, 0, nδ − 1, 0), s˜
δ]βµ−y by(38)
≡ ω−1xα+εα−−[θ(0, 0, 0, nδ − 1, 0), s˜
δ]βµ+y
− ω−5xα+εα−+[θ(0, 0, 0, nδ − 1, 0), s˜
δ]βµ−y (mod Fm−1(A)) by(41), (42),
≡ q[θ(n), s′] (mod Fm−1(A))
Case 3: The case were p2 ∈ ∂δd and p1 ∈ ∂
β
L is similar to Case 2 and left to the reader.
Case 4: Suppose that both p1 and p2 belong either to ∂
δ
u or to ∂
δ
d. In each of these cases, we show that
Equation (40) holds again. Since the two cases are very similar, we only detail the case were p1, p2 ∈ ∂δu.
Order the connected components δ(1), . . . , δ(nδ) of δ
(nδ) from the innermost component δ(1) to the outermost
component δ(nδ). Let 2 ≤ l ≤ nδ be such that p2 belongs to δ(l) and p1 belongs to δ(l−1). Write δ
(l) :=
δ(1)
⊔
. . .
⊔
δ(l) ⊂ δ
(nδ) and let s˜ and s˜′ be the restrictions to ∂δ(l) of s and s′ respectively. By the defining
Equations (39) and (38), there exists a finite set I and some elements xi, yi ∈ A for each i ∈ I such that:
[θ(n), s] =
∑
i∈I
xi[θ(0, 0, 0, l, 0), s˜]yi and [θ(n), s
′] =
∑
i∈I
xi[θ(0, 0, 0, l, 0), s˜
′]yi.
Hence one needs to show that [θ(0, 0, 0, l, 0), s˜] ≡ q[θ(0, 0, 0, l, 0), s˜′] (mod F2l−1(A)) to conclude. Using
Equation (38) twice, and denoting by s the restriction of s˜ to the boundary of δ(1)
⊔
. . .
⊔
δ(l−2), one finds
that there exists ε, µ ∈ {−,+} such that:
[θ(0, 0, 0, l, 0), s˜] = ω−2α−−α+−[θ(0, 0, 0, l− 2, 0), s]βε+βµ+
+ ω−10α−+α++[θ(0, 0, 0, l− 2, 0), s]βε−βµ−
− ω−6α−+α+−[θ(0, 0, 0, l− 2, 0), s]βε+βµ−
− ω−6α−−α++[θ(0, 0, 0, l− 2, 0), s]βε−βµ+
≡ qω−2α+−α−−[θ(0, 0, 0, l− 2, 0), s]βε+βµ+
+ qω−10α++α−+[θ(0, 0, 0, l− 2, 0), s]βε−βµ−
− qω−6α++α−−[θ(0, 0, 0, l− 2, 0), s]βε+βµ−
− qω−6α+−α−+[θ(0, 0, 0, l− 2, 0), s]βε−βµ+ (mod F2l−1(A)) by(41),
≡ q[θ(0, 0, 0, l, 0), s˜′] (mod F2l−1(A)).
Case 5: Suppose that p1 ∈ ∂δd and p2 ∈ ∂
δ
u. In this case, p1 and p2 are the two boundary points of the
innermost component δ(1) of δ
(nδ). Let [D(n′), s˜] be the stated diagram obtained from [D(n), s] by deleting
the component δ(1) and adding a copy of γ. Note that k([D(n
′), s˜]) < k([D(n), s]). By definition, one has
the equality δ+− = ω
−1γ − ω4δ−+, in A from which we deduce that:
[θ(n), s] = ω−1[θ(n′), s˜]− ω4[θ(n), s′],
where we used the fact that γ is central in A (Lemma A.4).
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Case 6: Suppose that p2 ∈ ∂αR and p1 ∈ ∂
β
R. Let α(1) be the component of α
(nα) containing p2 and denote
by ε the value of s on the other endpoint of α(1). Let β(1) be the component of β
(nβ) containing p1 and
denote by µ the value of s on the other endpoint of β(1). Let [D(n
′), s˜] be the stated diagram obtained from
[D(n), s] by deleting both the components α(1) and β(1) and adding an outer copy of δ with state values ε
and µ. By Equation (38), one has:
[θ(n), s] = ω[θ(n′), s˜] + ω−4[θ(n), s′].
We conclude using the fact that k([θ(n′), s˜]) < k([θ(n), s]).

Proof of Proposition 2.21 . Given m ≥ 0, the surjective linear map Grm(ψ) sends bijectively the set M↑m to
Bm. By Lemma A.5, M↑m spans Grm(A) and, by Lemma A.3, Bm is a basis of Grm(Sω(D1)), hence M
↑
m
is a basis of Grm(A) and Grm(ψ) is an isomorphism. Therefore ψ : A → Sω(D1) is an isomorphism. This
concludes the proof. 
Appendix B. Proof of Proposition 2.24
Let I ⊂ Sω(D1) be the ideal generated by α−+ and β+−. The equalities Tr(α−+) = Tr(β+−) = 0 are
straightforward consequences of the definition of Tr, hence I is included in the kernel of Tr. For x ∈ Sω(D1)
denote by [x] ∈ Sω(D1) /I the image of x in the quotient and we denote by Tr : Sω(D1) /I → Zω(D1) the
map induced by the trace map. Let N be the set of 4-tuples n = (a, b, c, d) with a, d ∈ Z and c, d ∈ Z≥0.
Define the element X(n) ∈ Sω(D1) /I by the formula:
X(a, b, c, d) :=

[α++]
a[α+−]
b[β−+]
c[β++]
d , if a, d ≥ 0;
[α++]
a
[α+−]
b[β−+]
c[β−−]
−d , if a ≥ 0, d < 0;
[α−−]
−a
[α+−]
b[β−+]
c[β++]
d , if a < 0, b ≥ 0;
[α−−]
−a [α+−]
b[β−+]
c[β−−]
−d , if a, d < 0.
Let M := {X(n)|n ∈ N} ⊂ Sω(D1) /I .
Lemma B.1. The vector space Sω(D1) /I is spanned by M.
Proof. By Lemma A.5, the space Sω(D1) /I is spanned by the set of elements of the form
(43) [αε1ε′1 ] . . . [αεkε′k ][βεk+1ε′k+1 ] . . . [βεmε′m ],
where 1 ≤ k ≤ m and εi, ε′i ∈ {−,+} are such that αεiε′i 6= α−+ and βεiε′i 6= β+−. By passing Equation (6)
to the quotient by I, one finds the relations:
[α++][α−−] = [α−−][α++] = 1,[β++][β−−] = [β−−][β++] = 1,
[α++][α+−] = q
−1[α+−][α++],[α−−][α+−] = q[α+−][α−−],
[β++][β+−] = q
−1[β+−][β++],[β−−][β+−] = q[β+−][β−−].
Hence each generator of the form of Equation (43) is equal, up to multiplication by a power of q, to an
element of M. 
Let K be the abelian sub-group of 4-tuples k = (k1, k2, k3, k4) ∈ Z4 which are balanced, that is such that
both k1+k2+k3 and k2+k3+k4 are even. Equip the group K with the lexicographic order <. For k ∈ K ,
define the subspace
Fk := Span
(
Zk
′
|k′ ≤ k
)
.
The subspaces Fk define an algebra filtration Zω(D1) =
⋃
k∈K Fk. We denote by Gr = ⊕k∈K Grk the
associated K -graded algebra. For X =
∑
k∈K xkZ
k ∈ Zω(D1), let kmax be the maximal k ∈ K such that
xk 6= 0 and define lt(X) := xkmaxZ
kmax ∈ Gr. Note that, if (Xi)i∈I is a family of elements of Zω(D1) such
that (lt(Xi))i∈I is free, then (Xi)i∈I is free. Let Tr(M) := {Tr(X)|X ∈M} ⊂ Zω(D1).
Lemma B.2. The family Tr(M) is free.
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Proof. For n = (a, b, c, d) ∈ N, there exists m ∈ Z such that
lt(Tr(X(n))) = qm[Z
(a+b−c+d)
1 Z
(a+c)
2 Z
(b+d)
3 Z
(a−b+c+d)
4 ].
Observe that the map f : N → Z4, defined by f(a, b, c, d) = (a + b − c + d, a + c, b + d, a − b + c + d), is
injective. It results that the map lt sends the family Tr(M) to a free family, hence Tr(M) is free. 
Proof of Proposition 2.24. By Lemmas B.1 and B.2, the family M is a basis of Sω(D1) /I . By Lemma B.2,
the morphism Tr sends this basis to a free family, hence Tr is injective and the kernel of Tr is I. 
Appendix C. Proof of Proposition 3.6
We cut the proof of Proposition 3.6 in five lemmas.
Lemma C.1. For 0 ≤ n ≤ N − 2, the following sequence is exact
(44) 0→ Vµ,ε,N−n−2
i
−→ V (εµAn, µA−n, 0, 0)
p
−→ Vµ,ε,n → 0,
where the equivariant maps i and p are defined by i(ej) := vj+n+1 for 0 ≤ j ≤ N − n − 2 and p(vj) :={
ej , if 0 ≤ i ≤ n;
0 , else.
Moreover, the exact sequence (44) does not split in Cq[D(B)]−Mod, i.e. there does
not exist an equivariant map r : Vµ,ε,n → V (εµAn, µA−n, 0, 0) such that p ◦ r = id.
Proof. The fact that the maps i and p are equivariant, together with the fact that (44) is exact, follow from the
definitions. Fix 0 ≤ n ≤ N−2 and consider r : Vµ,ε,n → V (εµAn, µA−n, 0, 0) a linear map such that p◦r = id.
The equality p ◦ r = id implies that r(ej) = vj for all 0 ≤ j ≤ n. Since r(F · en) = 0 6= vn+1 = F · r(en), the
linear map r is not equivariant. This concludes the proof. 
Lemma C.2. The followings hold:
(1) One has V˜ (λ, µ, c) ∼= V˜ (λ′, µ′, c′) if and only if c′ = c, λ′ = λq−n, µ′ = µqn for n ∈ Z/NZ.
(2) One has Vµ,ε,N−1 ∼= V (εµA−1, µA, 0, 0).
(3) One has V (λ, µ, a, b) ∼= V (λ′, µ′, a′, b′) if and only if b′ = b, λ′ = λq−n, µ′ = µqn, a′b = ab +
q1−nλ2−qn−1µ2
q−q−1 [n] for n ∈ Z/NZ.
(4) If λµ−1 6= ±qn−1, for all n ∈ {1, . . . , N − 1}, then V˜ (λ, µ, c) ∼= V (λ, µ, a, 0) for
c = a
∏N−1
k=1
q−1−kµ2−q1+kλ2
q−q−1 [k + 1].
(5) A pair of isomorphic representations of the form Vµ,ε,n, V (λ, µ, a, b) or V˜ (λ, µ, c) can be related by a
sequence of isomorphisms of the previous type.
Proof. If c′ = c, λ′ = λq−n, µ′ = µqn for n ∈ Z/NZ, the isomorphism f : V˜ (λ, µ, c) ∼= V˜ (λ′, µ′, c′) is given by
f(wi) = wi. The isomorphism f : Vµ,ε,N−1 ∼= V (εµA−1, µA, 0, 0) is given by f(ej) = vj . If b′ = b, λ′ = λq−n,
µ′ = µqn, a′b = ab + q
1−nλ2−qn−1µ2
q−q−1 [n] for n ∈ Z/NZ, the isomorphism f : V (λ, µ, a, b)
∼= V (λ′, µ′, a′, b′) is
given by f(vi) = vi+n, where i is denoted modulo N . Eventually, one easily check that a pair of isomorphisms
of the form Vµ,ε,n, V (λ, µ, a, b) or V˜ (λ, µ, c) which cannot be related by a sequence of above isomorphisms
have either different dimensions, or induce different characters on the center of Cq[D(B)], hence are not
isomorphic.

Lemma C.3. The followings hold:
(1) The modules Vµ,ε,n, V (λ, µ, a, b), V˜ (λ, µ, c) are indecomposable.
(2) The modules Vµ,ε,n are simple. The module V˜ (λ, µ, c) is simple if and only if either c 6= 0 or
λµ−1 6= ±qn−1 for all n ∈ {1, . . . , N − 1}. The module V (λ, µ, a, b) is simple if and only if either∏
i∈Z/NZ(ab +
q1−iλ2−qi−1µ2
q−q−1 [i]) 6= 0 or λµ
−1 6= ±qn−1 for all n ∈ {1, . . . , N − 1}.
Proof. Let V be one module of the form Vµ,ε,n, V (λ, µ, a, b), V˜ (λ, µ, c) and denote by (ui)i its canonical
basis (i.e. ui is either ei, vi or wi if V has the form Vµ,ε,n, V (λ, µ, a, b) or V˜ (λ, µ, c) respectively). Write
ρ : Cq[D(B)] → End(V ) the morphism associated to the module structure. Let EndCq[D(B)](V ) be the
space of equivariant endomorphisms of V and fix 0 6= θ ∈ EndCq [D(B)](V ). By Definition 3.5, the operator
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ρ(K1/2) is diagonal in the basis (ui)i and each eigenvalue arises with multiplicity one. Since θ commutes
with ρ(K1/2), it preserves the eigenspace Cu0, hence there exists z ∈ C such that θ ·u0 = zu0. First suppose
that z 6= 0. By definition, the vectors of the canonical basis are characterized by either ui = ρ(F )iu0 or
ui = ρ(E)
iu0. Since θ commutes with both ρ(E) and ρ(F ), one has θui = zui and θ is scalar. Next suppose
that θu0 = 0. Since θ 6= 0, there exists an index i0 and z ∈ C∗, such that θui0 = zui0 and θui = 0 for
all 0 ≤ i ≤ i0 − 1. Let W := Span (uj, j ≥ i0) ⊂ V and denote by PW the projection onto W parallel to
Span (uj , 0 ≤ j ≤ i0). Since the vectors uj, for j ≥ i0 are obtained from ui0 by composition with some power
of either ρ(E) or ρ(F ), the equivariance of θ implies that θ = zPW .
Conversely, if there exists such an equivariant projector PW , then one has either ρ(E)ui0 = 0, if V
has the form Vµ,ε,n or V (λ, µ, a, b), and ρ(F )ui0 = 0, if V has the form V˜ (λ, µ, c). By Definition 3.5,
such an index i0 does not exist for the modules Vµ,ε,n, neither for the modules V˜ (λ, µ, c) such that either
c 6= 0 or λµ−1 6= ±qn−1 for all n ∈ {1, . . . , N − 1}, nor for the modules V (λ, µ, a, b) such that either∏
i∈Z/NZ(ab +
q1−iλ2−qi−1µ2
q−q−1 [i]) 6= 0 or λµ
−1 6= ±qn−1 for all n ∈ {1, . . . , N − 1}. Hence in each of these
cases, one has EndCq [D(B)](V ) = Cid and these modules are simple. In the other cases, one finds that
such an index i0 is unique and by Lemmas C.1 and C.2, the corresponding projector PW is equivariant.
Hence the algebra EndCq [D(B)](V ) is generated by the identity and PW , and it is isomorphic to the algebra
C[PW ]
/
(P 2W − PW ) . Hence EndCq [D(B)](V ) is a local ring and V is indecomposable.

Lemma C.4. The modules V (λ, µ, a, b), V˜ (λ, µ, c) are projective. The module Vµ,ε,n is projective if and only
if n = N − 1.
Proof. First, since the exact sequence (44) in Lemma C.1 does not split, the module Vµ,ε,n is not projective
if n 6= N − 1. Next, since Vµ,ε,N−1 ∼= V (εµA−1, µA, 0, 0), by Lemma C.1, it is sufficient to prove that the
modules V (λ, µ, a, b), V˜ (λ, µ, c) are projective. Since the proof is similar in both cases, we only detail the
proof for V = V (λ, µ, a, b). Let W be a Cq[D(B)]-module and p : W → V be a surjective equivariant map.
One needs to find an equivariant map r : V →W such that p ◦ r = id. Let w0 ∈ W be such that p(w0) = v0.
For i ∈ {0, . . . , N−1}, define wi := F
iw0 and setW
0 := Span (wi, i ∈ {0, . . . , N − 1}) ⊂W . By equivariance
of p, one has p(wi) = vi, hence (wi)i is a basis of W
0.
Let us prove that W 0 is a sub Cq[D(B)]-module of W . This will imply that p|W 0 : W 0 → V is an
equivariant isomorphism, hence that the linear map r : V →W defined by r(vi) := wi is equivariant. Since
p ◦ r = id, this will conclude the proof. Since p is equivariant and p(wi) = vi, one has K1/2wi = λq−iwi
and L1/2wi = µq
iwi for all i ∈ {0, . . . , N − 1}, thus W 0 is stable through the actions of K1/2 and L1/2. Let
χ : Z → C be the character on the center Z of Cq[D(B)] induced by the indecomposable weight module V .
Since p is equivariant, for any w ∈ W 0 and z ∈ Z one has z · w = χ(z)w. For i ∈ {0, . . . , N2}, by definition
one has F · wi = wi+1 ∈ W
0. Moreover, since χ(FN ) = b, one has F · wN−1 = F
N · w0 = bw0 ∈ W
0 then
W 0 is stable through the action of F . Next, using Equation (17), for i ∈ {0, . . . , N − 2}, one has
(45) Ewi+1 = EFwi =
(
C −
qL+ q−1K
(q − q−1)2
)
wi =
(
χ(C)−
q2i+1µ2 + q−2i−1λ2
(q − q−1)2
)
wi ∈ W
0.
It remains to show that Ew0 ∈W 0. Let X :=
∏N−1
i=1
(
χ(C)− q
2i+1µ2+q−2i−1λ2
(q−q−1)2
)
. Note that χ(EN ) = Xa,
thus if χ(EN ) 6= 0 then X 6= 0. If χ(EN ) = 0, using the third statement of Lemma C.2, one can replace in
the proof V (λ, µ, a, b) by an isomorphic module V (λ′, µ′, a′, b) such that X 6= 0 and a′ = 0. In both cases,
by Equation (45), one has w0 = X
−1EN−1wN−1, hence Ew0 = X
−1χ(EN )wN−1 ∈W 0. This concludes the
proof.

Lemma C.5. Any indecomposable weight Cq[D(B)]-module is isomorphic to a module of the form
Vµ,ε,n, V (λ, µ, a, b) or V˜ (λ, µ, c).
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Proof. Let V be an indecomposable weight Cq[D(B)]-module and denote by χ : Z → C the induced character
on the center Z of Cq[D(B)]. Since the operators associated to K1/2 and L1/2 commute and are invertible,
there exists 0 6= v ∈ V and λ, µ ∈ C∗ such that K1/2v = λv and L1/2v = µv. Note that λµ = χ(H∂)−1.
Case 1: Suppose that b := χ(FN ) 6= 0. For i ∈ {0, . . . , N − 1}, write vi := F iv and set W :=
Span (vi, i ∈ {0, . . . , N − 1}) ⊂ V . Since the operator in End(V ) associated to F is annihilated by the
polynomial XN − b, this operator is invertible and vi 6= 0 for all i ∈ {0, . . . , N − 1}. By definition, one
has FvN−1 = bv0. It follows from the relations FK
1/2 = qK1/2F and FL1/2 = q−1L1/2F , that one has
K1/2vi = λq
−ivi and L
1/2vi = µq
ivi for all i ∈ {0, . . . , N − 1}. In particular, the family {vi}i=1,...N−1 is
free. Set a := b−1
(
χ(C) − qλ
2−q−1µ2
(q−q−1)2
)
∈ C. Using Equation (17), for i ∈ {0, . . . , N − 2}, one has
Evi+1 = EFvi =
(
C −
qL+ q−1K
(q − q−1)2
)
vi =
(
ab+
q−iλ2 − qiµ2
q − q−1
[i+ 1]
)
vi.
Also using Equation (17), one finds
Ev0 = b
−1EFvN−1 = b
−1
(
C −
qL+ q−1K
(q − q−1)2
)
= avN−1.
Hence the subspace W ⊂ V is a Cq[D(B)] submodule isomorphic to V (λ, µ, a, b). Since V is indecomposable
and W is projective by Lemma C.4, one has V =W .
Case 2: Suppose that χ(FN ) = 0 and c := χ(EN ) 6= 0. For i ∈ {0, . . . , N − 1}, write wi := Eiv and
set W := Span (wi, i ∈ {0, . . . , N − 1}) ⊂ V . Since the operator in End(V ) associated to E is annihilated
by the polynomial XN − c, this operator is invertible and wi 6= 0 for all i ∈ {0, . . . , N − 1}. By definition,
one has EwN−1 = cw0. It follows from the relations EK
1/2 = q−1K1/2E and EL1/2 = qL1/2E, that
one has K1/2wi = λA
−1qiwi and L
1/2wi = µAq
−iwi for all i ∈ {0, . . . , N − 1}. In particular, the family
{wi}i=1,...N−1 is free. Using Lemma 3.1 and the fact that χ(FN ) = 0, one has
χ
(
TN ((q − q
−1)2H∂C)
)
= χ
(
KN/2L−N/2 + LN/2K−N/2
)
=⇒ χ(C) =
qλ2 + q−1µ2
(q − q−1)2
.
Using Equation (17), for i ∈ {1, . . . , N − 1}, one has
Fwi+1 = FEwi =
(
C −
qK + q−1L
(q − q−1)2
)
wi =
(
µ2q−i−1 − λ2qi+1
q − q−1
[i]
)
wi.
Eventually, using the equality w0 = c
−1EwN−1, one has
Fw0 = c
−1FEwN−1 = c
−1
(
C −
qK + q−1L
(q − q−1)2
)
wN−1 = 0.
Hence the subspace W ⊂ V is a Cq[D(B)] submodule isomorphic to V˜ (λ, µ, c). Since V is indecomposable
and W is projective by Lemma C.4, one has V =W .
Case 3: Suppose that χ(EN ) = χ(FN ) = 0. Since χ(EN ) = 0, there exists k0 ∈ {0, . . . , N − 1} such
that Ek0v 6= 0 and Ek0+1v = 0. Set v0 := Ek0v. Since χ(FN ) = 0, there exists n ∈ {1, . . . , N − 1} such that
Fnv0 6= 0 and Fn+1v0 = 0. For i ∈ {0, . . . , n}, write vi := F iv0 and set W := Span (vi, i ∈ {0, . . . , n}) ⊂ V .
Note that Ev0 = Fvn = 0 by definition. Set λ
′ := λqk0 and µ′ := µq−k0 . It follows from the relations
EK1/2 = q−1K1/2E, EL1/2 = qL1/2E, FK1/2 = qK1/2F and FL1/2 = q−1L1/2F that one has K1/2vi =
λ′q−ivi and L
1/2vi = µ
′qivi for all i ∈ {0, . . . , n}, hence the family {vi}0≤i≤n is free. Using Lemma 3.1 and
the fact that χ(ENFN ) = 0, one finds that χ(C) = qλ
′2+q−1µ′2
(q−q−1)2 . By Equation (17), for i ∈ {0, . . . , n − 1},
one has
Evi+1 = EFvi =
(
C −
qL+ q−1K
(q − q−1)2
)
vi =
(
q−iλ′2 − qiµ′2
q − q−1
[i+ 1]
)
vi.
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Hence the subspace W ⊂ V is a Cq[D(B)] submodule. If n = N − 1, we have proved that W is isomorphic
to V (λ′, µ′, 0, 0). Since V is indecomposable and W is projective by Lemma C.4, one has V = W in this
case. Next suppose that n < N − 1. Since EFvn = 0, one has
q−nλ′2−qnµ′2
q−q−1 [n+1] = 0 and, since n < N − 1,
this implies that there exists ε ∈ {−1,+1} such that λ′µ′−1 = εq2n. Setting µ′′ := µ′An, we have proved
that W is isomorphic to Vµ′′,ε,n. If V = W , the proof is complete. If W ( V , one can find 0 6= v˜ ∈ V \W
and λ˜, µ˜ ∈ C∗ such that K1/2v˜ = λ˜v˜ and L1/2v˜ = µ˜v˜. Repeating the above arguments by replacing v by v˜,
one finds that the cyclic space W˜ spanned by v˜ is either isomorphic to a module of the form V (λ, µ, 0, 0) or
to a module of the form Vµ,ε,n. Since V is indecomposable, one have either W ( W˜ or W˜ (W . By Lemma
C.3, the only possibility is that W ⊂ W˜ ∼= V (λ, µ, 0, 0). Since V is indecomposable and W˜ is projective, one
has V = W˜ . This concludes the proof.

Proof of Proposition 3.6. Proposition 3.6 is a consequence of Lemmas C.1, C.2, C.3, C.4 and C.5. 
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