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Some of the iron pnictides show coexisting superconductivity and spin-density-wave order. We
study the superconducting pairing instability in the spin-density-wave phase. Assuming that the
pairing interaction is due to spin fluctuations, we calculate the effective pairing interactions in the
singlet and triplet channels by summing the bubble and ladder diagrams taking the reconstructed
band structure into account. The leading pairing instabilities and the corresponding superconducting
gap structures are then obtained from the superconducting gap equation. We illustrate this approach
for a minimal two-band model of the pnictides. Analytical and numerical results show that the
presence of spin and charge fluctuations in the spin-density-wave phase strongly enhances the pairing.
Over a limited parameter range, a px-wave state is the dominant instability. It competes with various
states, which have mostly s±-type structures. We analyze the effect of various symmetry-allowed
interactions on the pairing in some detail.
PACS numbers: 74.70.Xa, 75.30.Fv, 74.20.Rp, 75.10.Lp
I. INTRODUCTION
Understanding the phase diagrams of iron-pnictide su-
perconductors has been an important challenge for the
condensed matter community in recent years.1–3 This
large class of compounds can be subdivided into several
families according to their crystal structure. Among the
most intensively studied families are the so-called 1111
compounds RFeAsO, where R is a rare-earth element,
and the 122 compounds AFe2As2, where A is an alkaline-
earth element. The materials in these families share im-
portant features: The undoped parent compounds show
an antiferromagnetic spin-density-wave (SDW) phase be-
low a Ne´el temperature TN and a structural transition
from a tetragonal to an orthorhombic phase at the same
or a slightly higher temperature. The magnetic and or-
thorhombic phase is suppressed by doping or by apply-
ing pressure. Close to where the magnetic and struc-
tural phase transitions approach zero temperature, su-
perconductivity appears.3–9 The proximity of the mag-
netic and superconducting (SC) phases suggests a close
relationship between the two phenomena. Hence, spin
fluctuations are widely considered to provide the pair-
ing “glue” in these systems,10–13 although it has also
been proposed that orbital fluctuations are critical for
the superconductivity.14–16 It has been shown that the
spin-fluctuation-mediated pairing interaction in the para-
magnetic phase of the iron pnictides is repulsive between
electron and hole Fermi pockets.10–13,17 Therefore, sign
changes in the gap are required to satisfy the BCS gap
equation, which leads to an s±-state as the dominant SC
instability.
The underdoped region of the phase diagram, close to
the disappearance of the SDW, is particularly interesting.
Intuitively, one might expect that the SDW and super-
conductivity should not coexist because both types of or-
der compete for the same electrons. Indeed, for fluorine-
doped LaFeAsO under ambient pressure, a strong first-
order transition between the SDW phase and the SC
phase is observed.4 In other cases, e.g., for fluorine-
doped LaFeAsO under pressure18 and for CaFe2As2,
8
the two phases coexist but are thought to be separated
into different domains on a mesoscopic scale. On the
other hand, for hole-doped Ba1−xKxFe2As2 and electron-
doped Ba(Fe1−xCox)2As2 there is strong experimental
evidence from X-ray diffraction,5 neutron scattering,5,7,19
NMR,20,21 and µSR6 that the SDW, superconductivity,
and the orthorhombic distortion coexist microscopically.
In these systems, there exists a finite doping range where
upon cooling the system first undergoes the structural
and magnetic transitions and at a lower temperature be-
comes superconducting. The SDW order displays reen-
trant behaviour in the Ba(Fe1−xCox)2As2 system, disap-
pearing at still lower temperature.19
Studies based on microscopically derived Ginzburg-
Landau functionals22 find that due to the multiband na-
ture of the pnictides a conventional s-wave SC state with
the same sign of the SC gap on all Fermi pockets and
the SDW are mutually exclusive. On the other hand, a
s±-state with opposite signs of the gap on electron and
hole Fermi pockets can coexist with a SDW. These re-
sults are consistent with mean-field calculations inside
the coexistence phase which find coexistence of the SDW
with a s±-state to be much more favorable than with a
conventional s-wave state.23–25 It has also been shown
that an increasing magnitude of the SDW amplitude
can lead to the appearance of accidental nodes of the
SC gap in the coexistence regime,26 which could explain
thermal-conductivity measurements suggesting vertical
line nodes in strongly underdoped Ba1−xKxFe2As2.
27
However, these theoretical works either assume a simple
phenomenological pairing interaction22 or consider only
the bare electron-electron interaction23,26 to obtain pair-
ing in the SDW phase. They do not consider any mo-
2mentum dependence of the interaction beyond the one
resulting from the unitary transformation onto recon-
structed bands in the SDW phase. Although it is gener-
ally recognized that spin fluctuations are crucial for the
understanding of superconductivity in the paramagnetic
phase, their effect in the SDW phase has not received
a lot of attention. In particular, the breaking of spin-
rotation symmetry leads to the appearance of propagat-
ing magnon modes and the presence of these modes is
expected to strongly affect the pairing. It is not covered
by the approaches discussed above. In a first attempt to
include magnetic excitations in the SDW phase, Wu and
Phillips28 have studied a spin-fermion model with a single
electronic band coupled to localized spins. This approach
also gives an s±-state as the leading SC instability in the
SDW phase. However, it does not take into account that
the same particles are responsible for the formation of
collective magnetic excitations and of Cooper pairs. A
more realistic description should be based on the pair-
ing interaction due to the exchange of spin fluctuations,
calculated for a multiband electronic model in the mag-
netically ordered state. Our goal is to develop such a
description.
Our approach consists of two steps: First, we obtain
the approximate effective pairing interaction in the pres-
ence of the SDW by summing up the bubble and lad-
der diagrams in the particle-hole channel that contribute
to the effective pairing vertex. This allows us to ex-
press the pairing interaction in terms of random-phase-
approximation (RPA) susceptibilities. Second, we follow
Berk and Schrieffer29 by inserting the pairing interac-
tion into the linearized BCS gap equation to obtain the
leading SC instability. This approach has been used ex-
tensively to study SC pairing in the paramagnetic phase
of the iron pnictides.10–12
In the first part of the paper, Sec. II, we develop this
approach for a multiband system in the presence of a
SDW. We thereby fill the gap between earlier works that
either obtain the effective pairing interaction in the pres-
ence of SDW order for a one-band model30,31 or that ap-
ply the RPA to multiband systems in the absence of long-
range order.10–12 We note already here that an important
consequence of the breaking of spin-rotation symmetry
by the SDW is the mixing of spin-singlet and spin-triplet
pairing. Therefore, the naive spin degree of freedom of
the quasiparticles in the SDW phase is not the same as
the bare electron spin. We will call the former the “quasi-
spin.” The definition will be made more precise below.
In the rest of the paper, we apply this technique to
a two-band model with momentum-independent interac-
tions, which is introduced in Sec. III. Our model is in-
spired by two-band models that are frequently used as
minimal models for the iron pnictides32–35 because they
reproduce central features of the Fermi surface: They in-
clude one hole Fermi pocket around (0, 0) and two elec-
tron Fermi pockets around (π, 0) and (0, π) in the un-
folded Brillouin zone (BZ). We then study the effect of
various symmetry-allowed types of bare interactions on
the effective pairing interaction and the resulting SC gap
structure, using analytical arguments in Sec. IV and nu-
merical calculations in Sec. V. We pay particular atten-
tion to the effect of the magnons in the SDW phase since
they lead to a divergence of the interband components
of the transverse RPA spin susceptibility. As predicted
by previous studies,22,23 the dominant quasi-spin-singlet
state has an s±-type structure. However, we find ex-
tended parameter ranges where a quasi-spin-triplet px-
wave state is the dominant SC instability. We observe
that an interband pair-hopping interaction is crucial for
stabilizing quasi-spin-singlet pairing. In Sec. VI, we sum-
marize our results and draw some conclusions.
II. METHOD
A. Multi-band model with SDW order
We introduce our method for a general Hubbard-type
model with N bands in the paramagnetic phase. For
simplicity, the interactions are assumed to be momentum
independent in the basis that diagonalizes the free Hamil-
tonian but are otherwise general. The generalization to
momentum-dependent interactions, which may arise due
to orbital degrees of freedom, is straightforward. We set
~ = 1 and, in the present section, employ the functional-
integral formalism. The action for our model reads
S =
∫ β
0
dτ
[∑
k,σ
∑
A
c∗A,k,σ (∂τ + ǫA,k,σ) cA,k,σ
+
1
2
∑
k,k′,q
∑
A,B,C,D
∑
σ,σ′
U(A,B),(C,D)(σ, σ
′)
× c∗A,k+q,σc
∗
C,k′−q,σ′cD,k′,σ′cB,k,σ
]
≡ S0 + Sint, (1)
where the capital letters A, B, C, D label the bands in
the paramagnetic state and cA,k,σ etc. are Grassmann
variables.
In the SDW phase above the SC transition tempera-
ture, the SDW is the only electronic order present. The
interaction term can be written as
Sint = SSDW +∆S, (2)
where SSDW is the interaction in the spin channel, which
leads to the formation of the SDW, and ∆S contains all
remaining interaction terms. The spin-density interac-
tion reads
SSDW =
∫ β
0
dτ
∑
q
∑
A,B,C,D
SAB,−q Uˆ
spin
ABCD SCD,q, (3)
where
SAB,q =
1
2
∑
k
∑
σ,σ′
[
c∗A,k,σ
σσσ′
2
cB,k−q,σ′
3+ c∗B,k,σ
σσσ′
2
cA,k−q,σ′
]
(4)
and σ is the vector of Pauli matrices. Uˆ spinABCD are ma-
trices of coupling constants, which can be obtained from
the coefficients U(A,B),(C,D)(σ, σ
′) in Eq. (1). If the in-
teractions do not break spin-rotation invariance we can
write
Uˆ spin(A,B),(C,D) = U(A,D),(C,B)(↑, ↓) 1ˆ3, (5)
where 1ˆ3 is the three-dimensional unit matrix. The
interaction SSDW is decoupled by the introduction of
Hubbard-Stratonovic fields ∆AB,q. We assume a fi-
nite static saddle-point value ∆AB,Q = ∆AB eˆz only for
q = Q, with the SDW ordering vector Q. The saddle-
point SDW order parameters ∆AB are obtained from
the stationarity conditions of the resulting free energy
∂Fsp/∂∆AB ≡ −β
−1 ∂ lnZsp/∂∆AB = 0, where Zsp is
the partition function evaluated at the saddle-point val-
ues ∆AB of the Hubbard-Stratonovic fields.
Fluctuations of the decoupling field around this sad-
dle point are denoted by δAB,q so that ∆AB,q =
∆AB eˆzδq,Q+δAB,q. Sufficiently deep in the SDW phase,
we can neglect the fluctuations δAB,Q in the q = Q chan-
nel compared to the saddle-point value ∆AB eˆz—this con-
stitutes the mean-field approximation for the order pa-
rameter. However, we keep the fluctuations in all other
channels, where the saddle-point value is zero. With this,
the action becomes
S′ = S0 +∆S
+
∑
A,B,C,D
{∫ β
0
dτ
∑
q 6=Q
[
2δAB,q · SCD,−q
− δAB,−q (Uˆ
spin
ABCD)
−1 δCD,q
]
+ 2∆AB eˆz · SCD,Q
−∆AB
[
(Uˆ spinABCD)
−1
]
zz
∆CD
}
. (6)
The fluctuation fields can now be integrated out again.
This gives the action in terms of the fermionic fields in
the presence of a SDW as
S′′ = S0 +
∑
A,B,C,D
{∫ β
0
dτ
[
2∆AB eˆz · SCD,Q
+
∑
q 6=Q
SAB,−q Uˆ
spin
ABCD SCD,q
]
−∆AB
[
(Uˆ spinABCD)
−1
]
zz
∆CD
}
+∆S. (7)
In the thermodynamic limit, the sum over q is replaced
by an integral, for which the exclusion of the single point
q = Q does not make a difference, unless the integrand
is too strongly divergent at this point. We will show
in Secs. IV and V that the effective interactions remain
finite as this point is approached. Hence, we can drop
the exclusion of q = Q without changing the results.
The bilinear part of the action S′′, which consists of
S0 and a contribution from the saddle point, can be di-
agonalized by a unitary transformation,
cA,k+nQ,σ =
2N∑
ν=1
UA,n;ν(k, σ) dν,k,σ , (8)
where n can be 0 or 1 and ν labels the reconstructed
bands. We have here assumed that the SDW doubles the
size of the unit cell in real space and thus halves the BZ
and doubles the number of bands. Note that the trans-
formation factors depend on the spin index σ. Therefore,
part of the spin information in the original basis is trans-
ferred to the band information in the new basis. The spin
index of the transformed operator dν,k,σ thus does not
contain the full spin information. We therefore call the
quantity
∑
σ,σ′ d
∗
A,k,σ (σσσ′/2) dB,k−q,σ′ a “quasi-spin.”
Combining the interactions in the SDW channel and
in ∆S into one term again, the action in the new basis
becomes
S′′ =
∫ β
0
dτ
[∑
ν
∑
k
′∑
σ
d∗ν,k,σ (∂τ + Eν,k) dν,k,σ +
1
2
∑
k,k′,q
′ ∑
σ,σ′
∑
j,k,l
∑
ν,µ,α,β
∑
A,B,C,D
U(A,B),(C,D)(σ, σ
′)
× U∗A,|j−l|;ν(k+ q, σ)UB,j;µ(k, σ)U
∗
C,|k−l|;α(k
′ − q, σ′)UD,k;β(k
′, σ′) d∗ν,k+q,σd
∗
α,k′−q,σ′dβ,k′,σ′dµ,k,σ
]
−∆AB
[
(Uˆ spinABCD)
−1
]
zz
∆CD, (9)
where Eν,k is the dispersion of the reconstructed bands
and
∑′
k denotes the sum over the magnetic BZ.
B. Effective pairing interaction and gap equation
In this section, we calculate the effective pairing inter-
action Γν,µ(k,k
′) in the presence of the SDW but above
4FIG. 1. Diagrammatic representations of the matrix elements of (a) Uˆz and (b) Uˆ+−. The two lowest-order contributions
to the RPA series for the effective pairing interactions for pairs with vanishing total quasi-spin sz = 0 are shown in (c) for
longitudinal particle-hole fluctuations and in (d) for transverse fluctuations. The dotted lines represent the transformation
factors U attached to the external legs.
the SC critical temperature Tc. The pairing interac-
tion is then inserted into the linearized gap equation,29
which can be expressed as an eigenvalue problem with
the pairing-symmetry functions γα(k) as eigenvectors:
−
∑
j
∮
Cj
dk′‖
2πvF (k′)
Γνi,µj (k,k
′) γα(k
′) = λα γα(k).
(10)
Herein, vF (k) = |∇kEν(k)| is the Fermi velocity. The
indices i and j label the Fermi pockets and νi denotes
the band that forms the Fermi pocket with index i. The
integral is performed along each Fermi pocket; since we
work with a two-dimensional model, the Fermi pockets
are closed loops Cj . An eigenvalue λα ≥ 1 implies that
the system is unstable towards a SC phase with gap sym-
metry given by the corresponding γα(k). We work in the
regime T > Tc, where all eigenvalues are smaller than
unity. Nevertheless, the symmetry of the dominant pair-
ing instability is given by the eigenvector to the largest
eigenvalue λmax.
Our calculation of the effective pairing interaction ex-
tends the one for the single-band Hubbard model in Ref.
30. Since we only consider pairing on the Fermi sur-
face and a static SC gap, the interaction is assumed
to be frequency independent. We evaluate an infinite
RPA-type series of bubble and ladder diagrams. Inter-
band pairing, i.e., the formation of Cooper pairs con-
sisting of two electrons from different bands, either in-
volves electrons in states far from the Fermi energy or
leads to finite-momentum Cooper pairs, and is therefore
excluded. Hence, the Cooper pairs always consist of two
electrons from the same band. The summation yields two
terms that enter the quartic part of the effective pairing
Hamiltonian in addition to the bare interaction:
Heffpair = −
1
N
∑
ν,µ
∑
σ,σ′
∑
k,k′
′ ∑
iωn,iω′n
∑
A,B,C,D
∑
j,k,n,m
[
Uˆzχˆz(k− k′, iωn − iω
′
n) Uˆ
z
]
(A,B,n,σ),(C,D,m,σ′)
× U∗A,|j−n|;ν(k
′, σ)U∗C,|k−m|;ν(−k
′, σ′)UD,k;µ(−k, σ
′)UB,j;µ(k, σ) d
†
ν,k′,σd
†
ν,−k′,σ′dµ,−k,σ′dµ,k,σ
−
1
N
∑
ν,µ
∑
σ,σ′
∑
k,k′
′ ∑
iωn,iω′n
∑
A,B,C,D
∑
j,k,n,m
[
Uˆ+−χˆ+−(k− k′, iωn − iω
′
n) Uˆ
+−
]
(A,B,n,σ),(C,D,m,σ′)
δσ,−σ′
× U∗A,|j−n|;ν(k
′, σ)U∗C,|k−m|;ν(−k
′, σ′)UD,k;µ(−k, σ)UB,j;µ(k, σ
′) d†ν,k′,σd
†
ν,−k′,σ′dµ,−k,σdµ,k,σ′
+
1
N
∑
ν,µ
∑
σ,σ′
∑
k,k′
′ ∑
A,B,C,D
∑
j,k,l
U(A,B),(C,D)(σ, σ
′)
× U∗A,|j−l|;ν(k
′, σ)U∗C,|k−l|;ν(−k
′, σ′)UD,−k;α(−k, σ
′)UB,j;µ(k, σ) d
†
ν,k′,σd
†
ν,−k′,σ′dµ,−k,σ′dµ,k,σ (11)
≡
1
N
∑
ν,µ
∑
σ,σ′
∑
k,k′
′ ∑
iωn,iω′n
V zν,µ;σ,σ′(k,k
′, iωn − iω
′
n) d
†
ν,k′,σd
†
ν,−k′,σ′dµ,−k,σ′dµ,k,σ
+
1
N
∑
ν,µ
∑
σ
∑
k,k′
′ ∑
iωn,iω′n
V +−ν,µ;σ,−σ(k,k
′, iωn − iω
′
n) d
†
ν,k′,σd
†
ν,−k′,−σdµ,−k,σdµ,k,−σ
+
1
N
∑
ν,µ
∑
σ,σ′
∑
k,k′
′
V 0ν,µ;σ,σ′(k,k
′) d†ν,k′,σd
†
ν,−k′,σ′dµ,−k,σ′dµ,k,σ. (12)
Herein, the RPA susceptibilities take the well-known form
χˆz(q, iqn) = χˆ
z(0)(q, iqn)
[
1ˆ + Uˆzχˆz(0)(q, iqn)
]−1
, (13)
5χˆ+−(q, iqn) = χˆ
+−(0)(q, iqn)
[
1ˆ− Uˆ+−χˆ+−(0)(q, iqn)
]−1
.
(14)
The interaction matrices appearing in the effective inter-
action have the components
Uz(A,B,n,σ),(C,D,m,σ′) = U(A,B),(C,D)(σ, σ
′) δn,m
− U(A,D),(C,B)(σ, σ
′) δn,mδσ,σ′ ,
(15)
U+−(A,B,n,σ),(C,D,m,σ′) = U(A,D),(C,B)(σ, σ
′) δn,mδσ,−σ′ .
(16)
The diagrammatic representation of the two vertices de-
scribed by these interaction matrices is shown in Figs.
1(a) and 1(b). Vˆ z and Vˆ +− can then be understood as
two separate series of diagrams that contain either Uˆz or
Uˆ+− but are otherwise identical except for the spin in-
dices. The two lowest-order diagrams in these series con-
tributing to pairing with opposite quasi-spins are shown
in Figs. 1(c) and 1(d).
The components of the bare susceptibility matrices are
given by
χ
z(0)
(A,B,n,σ),(C,D,m,σ′)(q, iqn)
≡ χ
z(0)
(A,B,σ),(C,D,σ′)(q+ nQ, iqn;q+mQ, iqn)
≡ −
1
βV
∑
k,iωn
′ ∑
i,j,ν,µ
G(0)ν (k− q, iωn − iqn)G
(0)
µ (k, iωn)
× U∗A,i;µ(k, σ)UB,|i−n|;ν(k− q, σ
′)
× U∗C,|j−m|;ν(k− q, σ
′)UD,j;ν(k, σ) δσ,σ′ (17)
and
χ
+−(0)
(A,B,n,σ),(C,D,m,σ′)(q, iqn)
≡ χ
+−(0)
(A,B,σ),(C,D,σ′)(q+ nQ, iqn;q+mQ, iqn)
≡ −
1
βV
∑
k,iωn
′ ∑
i,j,ν,µ
G(0)ν (k− q, iωn − iqn)G
(0)
µ (k, iωn)
× U∗A,i;µ(k, σ)UB,|i−n|;ν(k− q, σ
′)
× U∗C,|j−m|;ν(k− q, σ
′)UD,j;ν(k, σ) δσ,−σ′ , (18)
where G
(0)
ν (k, iωn) = (−iωn + Eν,k)
−1 is the bare elec-
tronic Green function in the new basis. The susceptibility
χˆz(0) describes fluctuations with spin projection sz = 0
and consists of a longitudinal spin and a charge contribu-
tion. χˆ+−(0) describes transverse spin fluctuations with
sz = ±1. Note that the SDW formation does not mix
states with different sz since the z component of spin re-
mains conserved. Thus in this context we do not need to
distinguish between spins and quasi-spins.
The superconducting order parameter in the SDW
phase is a particle-particle expectation value of the new d
quasiparticles, which are connected to the original elec-
trons by the spin-dependent transformation in Eq. (8).
As noted above, the quasi-spin of the d quasiparticles is
not the same as the spin of the original electrons. Indeed,
spin-singlet and spin-triplet states with sz = 0 are mixed
in the SDW phase. This is clearly seen if for example the
singlet order parameter in the SDW phase is expressed
in terms of the original basis:
〈d†ν,k,σd
†
ν,−k,−σ − d
†
ν,k,−σd
†
ν,−k,σ〉
=
∑
A,m
∑
B,n
{
U∗A,m;ν(k, σ)U
∗
B,n;ν(−k,−σ)
× 〈c†A,k+mQ,σc
†
B,−k+nQ,−σ〉
− U∗A,m;ν(k,−σ)U
∗
B,n;ν(−k, σ)
× 〈c†A,k+mQ,−σc
†
B,−k+nQ,σ〉
}
. (19)
We see that an expectation value 〈d†ν,k,σd
†
ν,−k,−σ −
d†ν,k,−σd
†
ν,−k,σ〉, which is odd under quasi-spin in-
version σ → −σ, contains expectation values
〈c†A,k+mQ,σc
†
B,−k+nQ,−σ + c
†
A,k+mQ,−σc
†
B,−k+nQ,σ〉 that
are even in spin if U∗A,m;ν(k, σ)U
∗
B,n;ν(−k,−σ) 6=
U∗A,m;ν(k,−σ)U
∗
B,n;ν(−k, σ). Analogously, a triplet or-
der parameter can contain expectation values with sin-
glet symmetry in the original basis. However, in the new
basis it is still reasonable to distinguish between pairing
states that are odd in quasi-spin σ and therefore even
in k and those that are even in σ and odd in k. In the
following, we will refer to them as quasi-spin-singlet and
quasi-spin-triplet states, respectively.
Since spin-rotation symmetry is broken in the SDW
phase, quasi-spin-triplet pairing with sz = ±1 and with
sz = 0 is not equivalent and the two cases must be con-
sidered separately. However, the two triplet states with
|sz| = 1 are still degenerate. (Also recall that sz = ±1
and sz = 0 states are not mixed by the SDW formation.)
The pairing interactions in the various SC channels
can be constructed from the effective interactions in Eq.
(12). Recall that we take the pairing interactions to be
frequency independent. Hence, we take the static limit
of the susceptibilities in the following. In the static limit,
V zν,µ;σ,σ′ , V
+−
ν,µ;σ,σ′ , and V
0
ν,µ;σ,σ′ are symmetric under in-
terchange of σ and σ′. Therefore, we can decompose the
pairing interaction, Eq. (12), into a singlet and two triplet
channels in the standard manner:36
Heffpair =
1
2N
∑
k,k′
′∑
ν,µ
∑
σ
{[
V 0ν,µ;σ,−σ(k,k
′) + V zν,µ;σ,−σ(k,k
′)− V +−ν,µ;σ,−σ(k,k
′)
]
+ [k′ → −k′]
}
6×
(
d†ν,k′,σd
†
ν,−k′,−σ − d
†
ν,k′,−σd
†
ν,−k′,σ
)(
dµ,−k,−σdµ,k,σ − dµ,−k,σdµ,k,−σ
)
+
1
2N
∑
k,k′
′∑
ν,µ
∑
σ
{[
V zν,µ;σ,−σ(k,k
′) + V +−ν,µ;σ,−σ(k,k
′)
]
− [k′ → −k′]
}
×
(
d†ν,k′,σd
†
ν,−k′,−σ + d
†
ν,k′,−σd
†
ν,−k′,σ
)(
dµ,−k,−σdµ,k,σ + dµ,−k,σdµ,k,−σ
)
+
1
2N
∑
k,k′
′∑
ν,µ
∑
σ
{
V zν,µ;σ,σ(k,k
′)− [k′ → −k′]
}
d†ν,k′,σd
†
ν,−k′,σdµ,−k,σdµ,k,σ
≡
1
N
∑
k,k′
′∑
ν,µ
∑
σ
Γsν,µ(k,k
′)
(
d†ν,k′,σd
†
ν,−k′,−σ − d
†
ν,k′,−σd
†
ν,−k′,σ
)(
dµ,−k,−σdµ,k,σ − dµ,−k,σdµ,k,−σ
)
+
1
N
∑
k,k′
′∑
ν,µ
∑
σ
Γt0ν,µ(k,k
′)
(
d†ν,k′,σd
†
ν,−k′,−σ + d
†
ν,k′,−σd
†
ν,−k′,σ
)(
dµ,−k,−σdµ,k,σ + dµ,−k,σdµ,k,−σ
)
+
1
N
∑
k,k′
′∑
ν,µ
∑
σ
Γt1ν,µ(k,k
′) d†ν,k′,σd
†
ν,−k′,σdµ,−k,σdµ,k,σ, (20)
where [k′ → −k′] represents the preceding terms with k′
replaced by −k′.
To conclude this section we briefly comment on the re-
lation of our approach to two other methods that are used
to obtain effective pairing interactions from repulsive
bare interactions. The effective interactions we obtain
are closely related to the fluctuation exchange approx-
imation (FLEX).36 In the FLEX, effective two-particle
vertices are determined by taking the derivative of a gen-
erating functional, which consists of the bare vertices
and dressed Green functions, with respect to these Green
functions. If only particle-hole processes are considered,
this yields expressions for the effective interactions that
have the same form as those in Eq. (20), but with the
susceptibilities containing the dressed Green functions.
In analogy to Ref. 10, our approach can be understood
as an additional approximation on top of the FLEX, con-
sisting of replacing dressed Green functions by bare ones.
In the paramagnetic limit, our effective interactions re-
cover the form of the FLEX equations for a multiband
system given in Ref. 37, with dressed Green functions re-
placed by bare ones. Another related method is referred
to as perturbative renormalization group (RG). Here, the
diagrams that contribute to the effective pairing interac-
tion are only considered up to second order and at tem-
perature T = 0. The condition that one eigenvalue of
the gap equation reaches unity under the RG flow yields
an energy scale that is identified with Tc. This method
has been used to study the pairing in various ordered
phases of the single-band Hubbard model.38 It is is exact
in the limit of infinitesimal interactions. However, in the
pnictides the interaction strengths are of the same order
as the band width so that an approximation including
higher-order diagrams is desirable.
III. TWO-BAND MODEL
To study the effect of an effective pairing interaction
mediated by spin and charge fluctuations in a concrete
multiband system, we have to specify the band structure
and the bare interactions. In the following, we will use a
two-band model that captures some important features
of many iron pnictides: There is a nearly circular hole
pocket in the center of the unfolded BZ and two approxi-
mately elliptical electron pockets around (π, 0) and (0, π).
We divide the Hamiltonian into noninteracting and inter-
acting components, H = H0 +Hint. The noninteracting
bands are described by
H0 =
∑
k
∑
σ
(
ǫckc
†
kσckσ + ǫ
f
kf
†
kσfkσ
)
, (21)
where c†kσ (f
†
kσ) creates a spin-σ electron with momen-
tum k in the hole-like (electron-like) band. Neglect-
ing the small orthorhombic distortion, the dispersions
are35 ǫck = ǫc + 2tc (cos kxa + cos kya) − µ and ǫ
f
k =
ǫf+4tf cos kxa cos kya−tfξe (cos kxa+cos kya)−µ, where
a is the Fe-Fe bond length and µ is the chemical poten-
tial. In units of tc we set tf = tc, ǫc = −3.5tc, and
ǫf = 3.0tc. The parameter ξe determines the ellipticity
of the electron pockets. Here, we choose ξe = 1, which
corresponds to moderate ellipticity. Figure 2(a) shows
the resulting Fermi surface for an electron doping level
of δn = 0.085 relative to half filling.
Following Ref. 32, we include four on-site interaction
terms in Hint: the intraband Coulomb repulsion, which
we set to be equal for both bands,
H1 =
g1
V
∑
k,k′,q
(
c†k+q↑c
†
k′−q↓ck′↓ck↑
+ f †k+q↑f
†
k′−q↓fk′↓fk↑
)
, (22)
7the interband Coulomb repulsion
Hcf =
gcf
V
∑
k,k′,q
∑
σ,σ′
c†
k+qσf
†
k′−qσ′fk′σ′ckσ, (23)
and two types of correlated interband-hopping transi-
tions,
H2a =
g2a
V
∑
k,k′,q
(
c†
k+q↑c
†
k′−q↓fk′↓fk↑ +H.c.
)
, (24)
H2b =
g2b
V
∑
k,k′,q
∑
σ,σ′
c†k+qσf
†
k′−qσ′ck′σ′fkσ. (25)
With these interactions, the interaction matrix in Eq. (1)
takes the form
Uˆ(σ, σ′)
=
1
V


g1δσ,−σ′ 0 0 gcf
0 g2aδσ,−σ′ g2b 0
0 g2b g2aδσ,−σ′ 0
gcf 0 0 g1δσ,−σ′

 . (26)
Only two of the interactions are responsible for the for-
mation of a SDW gap so that a SDW interaction strength
gSDW ≡ gcf + g2a can be defined.
39
We have previously shown that this model exhibits a
robust SDW phase with ordering vector Q = (π, 0) or
(0, π) for an extended doping range around δn = 0.085.35
Decoupling within a mean-field approximation, we obtain
the Hamiltonian
HMF =
∑
k,σ
′ (
c†kσ, c
†
k+Qσ, f
†
kσ, f
†
k+Qσ
)
-3
-2
-1
 0
 1
 2
 3
-3 -2 -1  0  1  2  3
k y
 
a
kx a
cf f
f
f
-3
-2
-1
 0
 1
 2
 3
-1  0  1
k y
 
a
kx a
2
2
11
4
4
(a) (b)
FIG. 2. Fermi surface for our model (a) in the paramagnetic
phase and (b) in the SDW phase with a SDW gap of ∆ =
0.055tc which corresponds to a temperature of kBT = 0.06tc.
The doping has been set to δn = 0.085. In the paramagnetic
phase, there is one hole pocket (light green/light gray) and
two electron pockets (blue/dark gray). In the SDW phase,
there are two hole pockets (light green/light gray) and three
electron pockets (blue/dark gray). The letters and numbers
specify the bands that form the corresponding Fermi pockets.
×


ǫck 0 0 σ∆
0 ǫck+Q σ∆ 0
0 σ∆ ǫfk 0
σ∆ 0 0 ǫfk+Q




ckσ
ck+Qσ
fkσ
fk+Qσ

 , (27)
where
∆ = −
gSDW
2V
∑
k,σ
σ 〈f †kσck+Qσ〉MF (28)
is the mean-field SDW gap and 〈. . .〉MF indicates the
thermal average calculated with HMF. The mean-field
Hamiltonian is diagonalized by a unitary matrix of the
form
Uˆ(k, σ) =


−σu1,k 0 0 −v1,k
0 −σu2,k −v2,k 0
0 v2,k −σu2,k 0
v1,k 0 0 −σu1,k

 , (29)
with the transformation factors
u1,k =
ǫ−fc(k) −
√
ǫ−fc(k)
2 +∆2√
∆2 +
(
ǫ−fc(k)−
√
ǫ−fc(k)
2 +∆2
)2 , (30)
v1,k =
∆√
∆2 +
(
ǫ−fc(k)−
√
ǫ−fc(k)
2 +∆2
)2 , (31)
and u2,k = u1,k+Q, v2,k = v1,k+Q. The reconstructed
bands are given by
E1(k) = ǫ
+
fc(k) +
√
ǫ−fc(k)
2 +∆2, (32)
E2(k) = ǫ
+
cf (k) +
√
ǫ−cf (k)
2 +∆2, (33)
E3(k) = ǫ
+
cf (k)−
√
ǫ−cf (k)
2 +∆2, (34)
E4(k) = ǫ
+
fc(k)−
√
ǫ−fc(k)
2 +∆2, (35)
where ǫ±ij(k) = (ǫ
i
k+Q ± ǫ
j
k)/2 and i and j can be c or
f . The resulting reconstructed Fermi surface is shown in
Fig. 2(b). In the SDW phase, the hole Fermi pocket and
the electron pocket around Q = (π, 0), which is strongly
nested with the hole pocket, reconstruct to form four
small banana-shaped pockets. Two of these are electron-
like and two are hole-like. The electron pocket around
(0, π) is only weakly affected by the SDW.
IV. ANALYSIS OF THE EFFECTIVE
INTERACTION
Even the minimal model introduced above cannot be
solved analytically. The matrices χˆz, χˆ+−, Γˆs, Γˆt0 ,
and Γˆt1 each contain 16 × 16 components and for non-
parabolic bands it is impossible to analytically calcu-
late the susceptibilities appearing in the effective inter-
actions. Nevertheless, it is possible to draw some conclu-
sions about the effective interactions based on analytical
8considerations, which helps to understand the numerical
results presented in Sec. V.
The presence of the Goldstone magnon mode in
the SDW phase implies divergent static transverse
spin suscpetibilities. Specifically, the components
χ+−(c,f,1,↑),(c,f,1,↓), χ
+−
(c,f,1,↑),(f,c,1,↓), χ
+−
(f,c,1,↑),(c,f,1,↓), and
χ+−(f,c,1,↑),(f,c,1,↓), and their sum, diverge for q→ 0 in the
magnetic BZ. This begs the question of whether these
components lead to a singular contribution to the effec-
tive pairing interaction. We first note that this question
only pertains to the singlet and sz = 0 triplet pairing
interactions, Γs(k,k′) and Γt0(k,k′) respectively, as only
these terms include the contribution V +−ν,µ;σ,−σ(k− k
′)
from the transverse susceptibilities. Furthermore, a pos-
sible divergence of these interactions can only occur at
k = ±k′. At these points the contribution of the di-
vergent susceptibilities to the interaction is proportional
to ∑
A 6=B
{[
Uˆ+−χˆ+−(0) Uˆ+−
]
(A,B,1,↓),(A,B,1,↑)
−
[
Uˆ+−χˆ+−(0) Uˆ+−
]
(A,B,1,↓),(B,A,1,↑)
}
. (36)
For the special case gcf 6= 0 and g1 = g2a =
g2b = 0, this is in turn proportional to the differ-
ence χ+−(A,B,1,↑),(A,B,1,↓)(0)− χ
+−
(A,B,1,↑),(B,A,1,↓)(0), where
A 6= B. Using the RPA equations (14), this difference
can be rewritten as
χ+−(A,B,1,↑),(A,B,1,↓)(0)− χ
+−
(A,B,1,↑),(B,A,1,↓)(0)
=
χ
+−(0)
(A,B,1,↑),(A,B,1,↓)(0)− χ
+−(0)
(A,B,1,↑),(B,A,1,↓)(0)
1− gcf
[
χ
+−(0)
(A,B,1,↑),(A,B,1,↓)(0)− χ
+−(0)
(A,B,1,↑),(B,A,1,↓)(0)
] .
(37)
The denominator of Eq. (37) is non-zero, however, as
the individual interband susceptibilities and their sum
diverge if
χ
+−(0)
(A,B,1,↑),(B,A,1,↓)(0) + χ
+−(0)
(A,B,1,↑),(A,B,1,↓)(0) =
1
gcf
.
(38)
Since the denominator contains the difference instead
of the sum, we hence conclude that the contribution
of Eq. (36) to the effective interaction remains finite.
We note that a non-vanishing contribution to the in-
teraction does not violate Adler’s theorem, which states
that the vertex function describing the coupling of elec-
trons to a Goldstone mode vanishes for zero tranferred
momentum,40,41 since a divergence of the magnon prop-
agator compensates for the vanishing vertex function. A
similar compensation has been found for the single-band
Hubbard model applied to cuprates.30,31,42
In the general case where all of the interaction poten-
tials are allowed to be non-zero, we have found numeri-
cally that the pairing interaction remains finite at k = k′
and is a smooth function of the momenta. In Fig. 3,
we plot V +−ν,µ;σ,−σ(k− k
′) for k close to k′ and k′ lying
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FIG. 3. Effective pairing interaction V +−ν,µ;σ,−σ(k− k
′) around
the banana-shaped electron pocket due to transverse spin fluc-
tuations for small k− k′ as a function of the polar angle φk′
of k′ which is shown in the inset. The second momentum k is
indicated by a black cross. We show two curves for each com-
bination of the bare interaction strengths, one corresponding
to the inner and the other to the outer part of the pocket.
on one of the banana-shaped electron pockets for various
combinations of the interaction parameters. We see that
the effective interaction is indeed a smooth function of
momentum. This also justifies dropping the exclusion of
the point q = Q from the momentum sums in Sec. II A.
V. NUMERICAL RESULTS
In this section, we present numerical results for the
SC gap structure and its dependence on the interactions
gcf , g1, g2a, and g2b. For the numerical solution of the
mean-field equations for the SDW order parameters ∆,
we use a 400 × 400 k-point mesh in the paramagnetic
BZ. The calculation of the bare susceptibilities is per-
formed using a 100× 100 k-point mesh. Finally, to solve
the SC gap equation (10) we discretize the Fermi surface
into 158 points. 128 points of these are chosen on the
small banana-shaped Fermi pockets because the calcula-
tions are much more sensitive to changes in the number
of k-points on these strongly reconstructed pockets. The
doping is chosen as δn = 0.085. The SDW interaction is
set to gSDW = 3.49tc, which gives an ordering temper-
ature of kBTN ≈ 0.065tc and a reasonable ratio of the
zero temperature SDW gap to the band width.35 The ef-
fective pairing interaction is calculated for a temperature
of kBT = 0.06tc.
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FIG. 4. Largest eigenvalues of the linearized gap equation in
the singlet and triplet channels, as functions of g2a/gcf . We
have set g1 = g2b = 0. The inset shows the largest eigen-
values obtained if only longitudinal fluctuations and the bare
interaction are considered.
+_
-3
-2
-1
 0
 1
 2
 3
-1  0  1
k y
 
a
kx a
-3
-2
-1
 0
 1
 2
 3
-1  0  1
k y
 
a
kx a
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0.2
γ m
ax
(k
)
(b)
__
+
+
_
_
(a)
FIG. 5. Gap structure of (a) the dominant sz = 0 triplet state
and (b) the dominant singlet state for g2a/gcf = 0.016. We
have set g1 = g2b = 0.
A. Interband Coulomb repulsion gcf and interband
hopping g2a
We first discuss the case where the interactions that do
not support a SDW vanish, and so we set g1 = g2b = 0
while fixing the sum of the Coulomb repulsion gcf and
the pair-hopping amplitude g2a to be gcf+g2a = gSDW =
3.49tc. Since a negative value of g2a leads to a charge-
density-wave instead of a SDW state,33,39 we only con-
sider g2a ≥ 0.
In Fig. 4, we plot the largest eigenvalues obtained from
the SC gap equation (10) in the quasi-spin singlet and
triplet channels, as functions of the ratio g2a/gcf . For
very small pair-hopping amplitudes, the triplet pairing
dominates. Although the strict degeneracy of the triplet
states with sz = 0 and sz = 1 is broken, they are nearly
degenerate over the complete parameter range and show
the same gap structure. The gap structure of the leading
triplet state is shown in Fig. 5(a). It has the symmetry of
a px-wave state with most of the gap weight on the small
electron pockets. Upon increasing the ratio g2a/gcf , the
eigenvalues belonging to the sz = 0 triplet states de-
crease, while the eigenvalues for the singlet states in-
crease. At g2a/gcf ≈ 0.013, a singlet state becomes the
leading SC instability. The gap structure of the lead-
ing singlet state is shown in Fig. 5(b); it has the struc-
ture of the s±-type state predicted earlier.22,23,34 Below
g2a/gcf ≈ 0.004 and above g2a/gcf ≈ 0.016, the largest
eigenvalue exceeds unity. This means that the system be-
comes unstable towards a SC state. While this formally
contradicts the assumption of a normal conducting state
made in the derivation, the eigenvector to the largest
eigenvalue still gives a good indication of the leading in-
stability. Since the predicted SC critical temperature be-
comes much higher than experimentally observed values
for g2a/gcf >∼ 0.016, we exclude this parameter range.
The inset in Fig. 4 shows the evolution of the largest
eigenvalues as functions of g2a/gcf when the transverse
contribution to the interaction is set to zero. In this case
the sz = 0 triplet pairing channel is most strongly re-
duced while the sz = 1 triplet is completely unaffected
because it originates only from the longitudinal fluctua-
tions. The singlet channel lies in between these extremes.
If only the bare interactions are considered the eigen-
values in the triplet channels are strictly zero while the
largest eigenvalue in the singlet channel is proportional
to g2a/gcf and is reduced by a factor of about 10
−2 com-
pared to the calculation with the full interaction. This
shows that the spin and charge fluctuations strongly pro-
mote the pairing in the SDW phase.
The crossover from px-wave to s
±-wave pairing can
be understood from the evolution of the effective pair-
ing interaction with g2a/gcf , which is shown in Fig. 6
as a function of k′, for k lying on the inner part of
the right banana-shaped electron pocket. The interac-
tion is peaked at k′ = ±k. This peak extends to the
other side of the banana-shaped electron pocket, where
it takes the opposite sign due to the SDW transforma-
tion factors multiplying the susceptibilities. The peak
appears in the transverse contribution to the pairing in-
teraction and therefore enters with opposite signs in the
singlet and sz = 0 triplet channels, see Eq. (20). For
g2a/gcf = 0, the peak is strongly negative (positive) and
therefore attractive (repulsive) for k′ ≈ k (k′ ≈ −k) in
the triplet channel, which supports a sign change of the
gap under k → −k and therefore favors a p-wave state.
At the same time, the interaction with the other Fermi
pockets is weak and thus does not suppress the p-wave
state. Upon increasing g2a/gcf , the repulsive peak in the
singlet interaction at k′ ≈ ±k is suppressed, while the at-
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FIG. 6. Effective pairing interaction on the Fermi surface as a function of k′. The value of the momentum k is indicated by
the black cross and the first band index is set to ν = 1. From left to right we plot the interaction on the Fermi surface for
g2a/gcf = 0, g2a/gcf = 0.009, and g2a/gcf = 0.016 in (a) the singlet channel and (b) the sz = 0 triplet channel. We have set
g1 = g2b = 0.
tractive interaction for k′ on the other (outer) side of the
banana-shaped electron pocket remains strong, see Fig.
6(a). Overall, this leads to a stronger attractive pair-
ing interaction between the two small electron pockets,
which favors a singlet state. The repulsion between the
small electron and hole pockets then stabilizes a s±-type
structure. In contrast, there is little change in the form of
the triplet interaction with increasing g2a/gcf , although
the strength is overall slightly reduced, see Fig. 6(b).
In Fig. 4, we also plot smaller eigenvalues in each chan-
nel. In the sz = 0 triplet channel, the second largest
eigenvalue is clearly separated from the largest eigenvalue
and corresponds to a py-wave gap with a line node along
the kx axis. In the singlet channel, the three largest
eigenvalues are nearly degenerate for g2a/gcf = 0, but
at finite g2a/gcf ≈ 0.004 they split up. The second and
third eigenvalues are nearly degenerate for the interval
0.004 <∼ g2a/gcf
<
∼ 0.011. For larger g2a/gcf , the second
largest eigenvalue has a dxy-type structure with nodes
along the kx and ky axes.
11
0
0.2
0.4
0.6
0.8
1
0 0.5 1 1.5 2 2.5 3 3.5


singlet
triplet, s
z
=0
triplet, |s
z
|=1
FIG. 7. Largest eigenvalues of the linearized gap equation, as
functions of the intraband Coulomb interaction g1. The ratio
of the pair hopping and the interband repulsion has been set
to g2a/gcf = 0.016 with gSDW = 3.49tc and g2b = 0.
B. Intraband Coulomb repulsion g1
We next discuss the intraband Coulomb repulsion with
interaction strength g1. This term does not affect the
SDW order at the mean-field level but can change the SC
pairing. We choose the ratio g2a/gcf = 0.016, for which
we have found a s±-type singlet state as the leading SC
instability, and set g2b = 0. According to Ref. 32, g1 ≈
gcf holds if the electron and hole pockets have the same
shape. Since we assume weakly elliptical electron pockets
we allow for a slightly larger g1 and restrict ourselves to
the range of 0 ≤ g1 ≤ 3.5tc in the following.
In Fig. 7 we plot the largest eigenvalues from the SC
gap equation in the singlet and triplet channels as func-
tions of g1. The figure shows that a finite g1 leads to the
suppression of singlet pairing, while the quasi-spin-triplet
states are hardly affected. Consequently, at g1 ≈ 0.1tc
the triplet states become the dominant pairing instabil-
ities again. The gap structure of the dominant triplet
state is still the px-wave depicted in Fig. 5(a). The sup-
pression of the singlet state can be understood from the
interaction in the singlet channel, which we plot in Fig.
8(a) for g1 = 2tc: The intrapocket interaction is enhanced
by the finite g1 and the interaction between the elec-
tron and the hole pockets becomes less strongly repulsive.
Also, the interaction between the small electron pocket
and the large electron pocket becomes weakly repulsive.
These tendencies disfavor a sign change of the SC gap
between electron and hole pockets and hence suppress
the eigenvalue corresponding to s±-type pairing.
The intraband Coulomb repulsion also significantly
modifies the dominant singlet pairing state. Already for
moderate g1 ≈ 0.5tc, the s
±-type state develops acciden-
tal nodes on the small electron pockets, as shown in Fig.
9(a). At g1 ≈ 0.7tc, the two largest eigenvalues in the
quasi-spin-singlet channel cross and a state with nodes
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FIG. 8. Effective pairing interaction on the Fermi surface in
the singlet channel as a function of k′ for (a) g2a/gcf = 0.016,
g1 = 2tc, and g2b = 0 and (b) g2a/gcf = 0.016, g1 = 0, and
g2b = 2tc. The value of momentum k is indicated by the black
cross and the first band index is set to ν = 1.
along the kx and ky axes becomes the dominant singlet
state. The gap is plotted in Fig. 9(b). After the crossing,
when the s±-type state is subdominant, it assumes the
structure shown in Fig. 9(c). The two largest eigenvalues
in the singlet channel remain very close to each other up
to g1 = 3.5tc. The appearance of nodes in the gap can
be attributed to the increase of the intraband repulsion
seen in Fig. 8.
Figure 10 shows the evolution of the eigenvalues cor-
responding to the singlet and triplet channels as func-
tions of g2a/gcf for g1 = 3.49tc = gSDW. It becomes
clear that even when the intraband Coulomb repulsion
g1 takes a rather large value, a small g2a is sufficient to
make a quasi-spin-singlet state the dominant SC insta-
bility. The leading singlet state then has the structure
shown in Fig. 9(b). It is closely followed by a state with
the gap depicted in Fig. 9(c), illustrating the tendency
of the intraband repulsion to favor nodal gap structures.
The close proximity of the eigenvalues for the two dif-
ferent gap structures suggests that small changes in the
model, e.g., in the band structure, may change the order
of the two eigenvalues.
C. Interband-hopping transitions g2b
Finally, we study the effect of the second type of cor-
related interband-hopping transition with coupling con-
stant g2b, given in Eq. (25). We take g2a/gcf = 0.013 as
in Sec. VB, set g1 = 0, and vary g2b. As with the cor-
related pair hopping g2a, the SDW order is only stable
for non-negative values of g2b.
33,39 Furthermore, it has
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FIG. 9. Gap structure of (a) the dominant singlet state for g2a/gcf = 0.013, g1 = 0.77tc, and g2b = 0, (b) the dominant singlet
state for g2a/gcf = 0.022, g1 = 3.49tc, and g2b = 0, and (c) the subdominant singlet state for g2a/gcf = 0.022, g1 = 3.49tc, and
g2b = 0.
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FIG. 10. Largest eigenvalues of the linearized gap equation
as functions of g2a/gcf . The intraband repulsion has been set
to g1 = 3.49tc and g2b = 0.
been pointed out that for the iron pnictides the inequal-
ity g2b < gcf is most likely satisfied.
32 Therefore, we only
consider the interval 0 ≤ g2b < gcf = 3.445tc.
In Fig. 11 we plot the largest eigenvalues from the SC
gap equation in the singlet and triplet channels as func-
tions of g2b. This shows that a finite g2b breaks the near
degeneracy of the triplet states with sz = 0 and |sz| = 1.
We also find that a non-zero g2b leads to a strong sup-
pression of the s±-type state: Almost immediately upon
switching on g2b, the px-wave state becomes the domi-
nant SC state again. Similarly to the effect of the intra-
band repulsion g1, we see from Fig. 8(b) that g2b > 0
leads to a reduction of the repulsion between the small
electron and hole pockets, hence reducing the tendency
towards a sign change between these pockets and there-
fore suppressing the s±-type pairing. At g2b ≈ 2.1tc, the
two largest eigenvalues in the singlet channel cross and a
state with the structure shown in Fig. 9(b) becomes the
dominant singlet state again.
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FIG. 11. Largest eigenvalues of the linearized gap equation in
the singlet and triplet channels, as functions of g2b. The ratio
of the pair hopping and the interband repulsion has been set
to g2a/gcf = 0.013 with gSDW = 3.49tc and g1 = 0.
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VI. SUMMARY AND CONCLUSIONS
We have presented a method that allows us to derive
an effective pairing interaction for a multiband system
in a symmetry-broken SDW phase. Our approach is to
decouple an interacting multiband system with general
two-particle interactions in the spin channel and to ap-
ply a saddle-point approximation to describe the SDW
phase. The remaining fluctuations in the decoupling field
are integrated out to obtain the quasiparticle interactions
in the ordered phase. In the presence of the SDW, we cal-
culate the susceptibilities for transverse and longitudinal
particle-hole excitations within the RPA. These suscepti-
bilities determine the effective pairing interaction in the
quasi-spin-singlet and quasi-spin-triplet channels. The
pairing interactions are then inserted into the linearized
gap equation in order to find the leading SC instability.
This approach allows us to study the effect of spin and
charge fluctuations on the pairing in the SDW phase. In
particular, it is an unbiased tool for finding the gap struc-
ture of the leading SC instability since the gap structure
is obtained as an eigenvector from the gap equation. In
this respect our approach is advantageous compared to
Ginzburg-Landau calculations that only allow for a lim-
ited number of different gap structures.
We have applied this approach to a two-band mini-
mal model for iron pnictides. The effective pairing in-
teraction has been calculated for various combinations
of four symmetry-allowed types of interactions: inter-
band and intraband Coulomb repulsion and two types
of correlated interband-hopping terms. Our results show
that there is a complex interplay between the bare in-
teractions, the susceptibilities, and the transformation
factors that arise from the folding of the BZ in the SDW
phase. The description of this interplay is the key differ-
ence of our approach compared to previous microscopic
approaches to describe the coexistence region in the pnic-
tide phase diagram. The effect of the electron-electron in-
teractions on the pairing is not included in a spin-fermion
model.28 Decoupling the bare interaction within a mean-
field approximation23–25 neglects the crucial role of fluc-
tuations in promoting the pairing.
Note that although the interband components of the
transverse spin susceptibility diverge, the magnons do
not lead to a divergence in the effective pairing interac-
tion. The fluctuation-enhanced interaction leads to the
appearance of a quasi-spin-triplet px-wave pairing state
that is not found if only the bare interactions are con-
sidered. The px-wave state competes with the quasi-
spin singlet states, which are much more sensitive to the
strengths of the bare interactions. In particular, a finite
pair-hopping amplitude g2a is crucial for the formation of
singlet pairs, and the singlet eigenvalues react sensitively
to changes in the ratio g2a/gcf . We expect that this com-
petition can be found also in the spin-fermion model pro-
posed by Wu and Phillips28 because the key features of
the spin susceptibility are present in both models. How-
ever, unlike the itinerant picture, the spin-fermion model
is based on the assumption of localized spins. Hence,
the physical basis of the two models is quite different
and there is no direct mapping between the interaction
strengths in our Hamiltonian and the parameters of the
spin-fermion model.
Although g1 and g2b suppress the singlet pairing, the
parameter range in which a triplet state is the dominant
instability is limited, as a small increase in g2a/gcf always
leads to a dominant singlet state. For g1 = g2b = 0 and
g2a/gcf >∼ 0.005, the singlet channel is clearly dominated
by a nodeless s±-type state suggested to be the most
likely pairing state in earlier works.22,23,34 However, if
either g1 or g2b are sufficiently large, nodal gap structures
are favored. The dominant state for large g1 or g2b has
nodes along the kx and ky axes.
In conclusion, we find that a nodeless s±-type sin-
glet pairing state, several nodal singlet states, and a
px-wave triplet state can be the leading SC instability
in the SDW phase of a two-band model for the iron
pnictides. The dominant instability depends sensitively
on the four coupling strengths. Hence, these coupling
strengths could be constrained by the experimental deter-
mination of the gap structure in the coexistence region,
which has hitherto not been studied in much detail. Al-
though there are reports of a transition from a nodal to
a nodeless state in Ba1−xKxFe2As2 with decreasing hole
doping based on thermal-conductivity measurements,27
it is unclear where these nodes appear on the Fermi sur-
face. Momentum-resolved measurements of the gap to
distingusih between the different structures are there-
fore highly desirable, with angle-resolved photoemission
spectroscopy (ARPES) being the method of choice. The
transition from a nodal to a nodeless structure was ex-
plained by Maiti et al.26 as a result of the change in
the SDW gap size with doping. Our work suggests an
alternative explanation: we find that the gap structure
depends strongly on details of the interactions. In view
of our results it is intriguing that the nodes appear when
the hole concentration is reduced.27 A reduction of the
hole concentration is expected to increase the effective
Coulomb repulsion in our Hubbard-type model due to
weaker screening. This should result in an increase of
the intraband Coulomb repulsion g1 relative to the SDW
interaction gSDW, which we find to stabilize nodal singlet
states.
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