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Unified Manageria, NetApp Workflow Automationia ja NetApp Data ONTAP:ia. 
 
Workflow Automationissa on PowerShell:illä räätälöityjä workfloweja, jotka 
käynnistyessään lähettävät komentoja ONTAP:ille, minne levyt generoituvat. 
Asiakasrajapinta tulee olemaan pilvessä, mistä asiakkaat voivat tilata levyt ja se lähettää 
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will start to execute the chosen workflow. This thesis concentrates only to the automation 
happening in the Workflow Automation process. 
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LYHENTEET JA TERMIT  
 
Storage Computer data storage on teknologia, jossa yhteen 
järjestelmään on liitetty useita levyjä (SSD, HDD, SAS). 
Tässä järjestelmässä on usein oma käyttöliittymä. 
Esimerkkeinä HP 3PAR ja NetApp Data ONTAP 
 
Data ONTAP NetApp-tuotteiden oma käyttöjärjestelmä, jossa hallinnoidaan 
storagea 
 
LIF Logical Interface on virtuaalinen verkkosovitin, joka liitetään 
SVM:ään ja SVM:ät sidotaan fyysisiin verkkoportteihin 
 
API Application Programming Interface on ohjelmointirajapinta, 
jonka avulla eri järjestelmät voivat vaihtaa tietoja keskenään 
 
NFS Network File System on protokolla, jonka avulla voidaan 
käyttää verkossa olevia tiedostoja samaan tapaan kuin 
lokaaleja tiedostoja 
 
CIFS Common Internet File System on samantyylinen protokolla 
kuin NFS, jolla jaetaan storagea verkossa 
 
SVM Storage Virtual Machine on ONTAP:issa oleva virtuaalinen 
“palvelin”, jonka sisälle kaikki volumet luodaan 
 
RAID Redundant Array of Independent Disks on tekniika, millä 
useita levyjä yhdistetään yhdeksi loogiseksi levyksi. Tätä 
tekniikkaa käyttämällä voidaan varmistua siitä, että vaikka 
yksi levy hajoaisi dataa ei silti menetetä. esim RAID6:sta 
käyttämälle voi kaksi levyä hajota ja dataa ei menetetä 
 
Volume Volume luodaan dynaamiselle levylle, jolla on looginen 
rakenne, mikä voi käsittää monen fyysisen levyn, jotka ovat 
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yleensä luotu RAID-ryhmäksi. Volume voi kasvaa ja 
pienentyä tarpeen mukaan 
 
Snapshot Kopioi volumen tilanteen, ja volume voidaan palauttaa 
tarvittaessa tähän samaan tilanteeseen snapshoteista 
 
Mount Levyn fyysinen lokaatio kerrotaan palvelimelle, jotta levy tai 
volume voidaan liittää palvelimelle. Verkossa olevat levyt tai 
volumet liitetään IP-osoitteella  palvelimille 
 
NAS Verkkoon liitetty storage, jonka tiedostoihin päästään käsiksi 
verkon kautta. Kotikäytössä tätä käytettään useimmiten 
media-palvelimena 
 
Aggregaatti Tämä on fyysinen storage, joka luodaan yhdestä tai 
useammasta RAID-ryhmästä levyjä. Tämä on raakaa 
levytilaa, josta luodaan volumeja  
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1 JOHDANTO 
 
Tässä opinnäytetyössä perehdytään NetApp Data ONTAP storagen automatisointiin 
WFA:ta käyttäen. Tarkoituksena oli suunnitella ja luoda järjestelmä, minkä avulla 
asiakkaat pystyisivät helposti tilaamaan NAS-levyjä palvelimillensa. Workflow 
Automationiin rakennettiin neljä erilaista workflowta, jotka ovat NFS-volume Unix-
palvelimille, CIFS-volume Windows-palvelimille ja uusien palvelimien käyttöoikeuksien 
lisääminen jo aikaisemmin tehdylle NFS-levylle sekä levyn poistaminen. 
 
Järjestelmän asiakasrajapinta tulee olemaan pilvessä, mistä asiakas tekee tilauksen 
haluamistaan volumeista. Tilauksen hyväksymisen jälkeen volume tulee näkyviin 
asiakkaan palvelimien verkkoon, mistä se voidaan mountata käyttöön. Tässä 
opinnäytetyössä keskitytään vain WFA:ssa tapahtuvaan automaatioon, eikä kerrota 
tarkemmin kuinka koko toteutus tehtäisiin liittäen WFA VMware tuotteisiin. 
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2 TEGNOLOGIAT 
 
2.1 NAS 
 
NAS on dedikoituihin levyjakoihin erikoistunut järjestelmä, jolla luodaan levytilaa Unix- 
tai Windows-palvelimille käyttäen CIFS- tai NFS-protokollia dedikoidun tai jaetun IP-
verkon ylitse (KUVA 1). NAS:in yksi tärkeimmistä ominaisuuksista on jakaa sama levy 
monen palvelimen kanssa, jolloin käyttäjät pystyvät helposti käyttämään ja jakamaan 
tiedostoja eri palvelimilta. NAS-laitteita käytetään konsolilla, etäyhteydellä tai selaimella 
toimivalla käyttöliittymällä (NAS 2015).  
 
 
KUVA 1. NAS topologia 
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2.2 NFS 
 
NFS on protokolla, jolla jaetaan kansioita ja tiedostoja verkossa. NFS:llä jaettuja 
tiedostoja voivat käyttäjät ja ohjelmat käyttää lähes yhtä hyvin kuin lokaaleja tiedostoja, 
sillä ainoa rajoittava tekijä on verkkojen nopeudet. NFS:llä voidaan säästää tilaa, koska 
yleisesti käytettävä data voi olla monen laitteen käytössä yhtä aikaa, eikä datan tarvitse 
olla paikallisesti jokaisella eri laitteella. NFS:ää käytetään useimmiten UNIX-pohjaisissa 
järjestelmissä, mutta NFS-jako on myös mahdollista tehdä Windows-pohjaiselle 
järjestelmälle (NFS 2017).  
 
2.3 CIFS 
 
CIFS on standarditapa, jolla käyttäjä jakaa tiedostoja verkossa eri laitteille. Kuten  
NFS:llä myös CIFS:llä voidaan sama kansio jakaa monen eri palvelimen kanssa (CIFS 
2017).  
 
2.4 NetApp Data ONTAP 
 
Data ONTAP on NetApp:in oma käyttöjärjestelmä ja se on kehitetty erityisesti 
tiedostojen tallennukseen ja jakamiseen yrityksissä. Data ONTAP voi olla yhtä aikaa sekä 
CIFS- että NFS-palvelin, jolloin tallennustilan jakaminen monelle eri järjestelmälle on 
mahdollista. ONTAP tukee SATA-, FC-, SAS- ja  FLASH-levyjä, joista se muodostaa 
RAID-ryhmiä. Ryhmät muodostavat aggregaatteja ja näiden agregaattien kapasiteetia 
volmet käyttävät. Testausvaiheessa käytössä oli kaksi Data ONTAP -simulaattoria, joista 
toinen toimii primaariklusterina ja toinen backup-klusterina, jotta toimintaympäristö olisi 
mahdollisimman samanlainen kuin tuotanto puolella (Data ONTAP 2013).  
 
2.4.1 Storage Virtual Machine (SVM) 
 
SVM on ONTAP:issa oleva virtuaalinen palvelin, jolle voidaan luoda yksi tai useampi 
LIF, joiden avulla loogiset levyt reititetään palvelimille. Useampi LIF samalle SVM:lle 
varmistaa datan saatavuuden fyysisen verkkoportin hajotessa. Loogiset levyt luodaan 
SVM:lle, josta ne jaetaan halutuille palvelimille. Levyjä voidaan luoda niin monta kuin 
aggregaatissa riittää tilaa. Data ONTAP-järjestelmissä voi olla monta SVM:ää 
konfiguroituna samaan aikaan, minkä ansiosta volumeja pystytään jakamaan monille eri 
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verkoille samaan aikaan. SVM:ät käyttävät SnapMirror- ja SnapVault- tekniikoita, joilla 
menetetty data saadaan palautettua vahingon sattuessa. 
 
2.4.2 Snapmirror/snapshot 
 
Primaariklusterille on asetettu automaattinen snapshot-ominaisuus, joka ottaa volumesta 
tietyn ennalta määrätyn aikataulun mukaan snapshot-kopioita. Kun snapmirror-suhde 
muodostetaan volumeiden kesken, se kopioi primaariklusterilla olevan volumen 
snapshotteja backup-klusterilla olevalle volumelle, jolloin datan korruptoituessa 
primaaripuolella, se on vielä tallessa backup-puolella ja on helposti palautettavissa. 
 
2.5 OnCommand Workflow Automation  
 
WFA on API, mikä auttaa automatisoimaan NAS storagen -hallintotehtäviä, kuten uuden 
storagen luomista, migraatioita, poistoja ja storagen kloonaamista. WFA:lla voidaan 
luoda workfloweja, jotka suorittavat niille määritetyt tehtävät, kuten uuden volumen 
luominen tai poisto. Näitä workfloweja voidaan räätälöidä vastaamaan yrityksessä 
käytettäviä standardeja storagen suhteen (WFA 2013).  
 
Suunnitteluportaali sisältää erilaisia ominaisuuksia kuten filttereitä, funktioita, 
komentoja, tehtäviä ja tiettyjen parametrien etsijöitä, ja näitä ominaisuuksia käytetään 
rakentamaan workfloweja. Suunnitteluportaalin ominaisuuksia on myös mahdollista itse 
rakentaa, jotta workflowt saadaan toimimaan tarpeiden mukaan.  
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3 TESTIYMPÄRISTÖN LUONTI JA KONFIGUROINTI 
 
Testiympäristö luotiin virtuaalisesti käyttäen kahta NetApp Data ONTAP:ssa -
simulaattoria, OnCommand Unified Manageria ja Windows Server 2012:ta,  joka 
pystytettiin toimimaan WFA-palvelimena.  
 
3.1 OnCommand Unified Manager 
 
OnCommand Unified Manager on työkalu, jolla  pystytään seuraamaan ja tutkimaan, mitä 
Data ONTAP:issa on tapahtunut. Se kerää dataa klustereista ja tätä dataa pystytään 
analysoimaan graafisesti työkalun avulla.  
 
Ensimmäisen kerran, kun kirjaudutaan OnCommand Unified Manageriin sisälle, täytyy 
klustereiden IP-osoitteet ja tunnukset lisätä kuvan 2 mukaisesti. Kun Unified manager on 
löytänyt klusterit, se alkaa analysoimaan ja keräämään tietoa klustereiden toimivuudesta 
ja tilasta. 
 
 
KUVA 2: Klustereiden lisääminen Unified Manageriin 
 
Seuraavaksi luodaan Database User, jonka avulla WFA-palvelimella on lukuoikeudet 
Unfied Managerin -tietokantaan. Sen jälkeen syötetään WFA-palvelimen IP-osoite ja 
käyttäjätunnukset, jotta WFA-palvelin ja Unified Manager pystyvät siirtämään dataa 
keskenään (KUVA 3) . 
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KUVA 3: Database Userin ja WFA:n tunnuksien lisääminen Unified Manageriin 
 
 
 
 
3.2 WFA:n asennus ja konfigurointi käyttöönottoa varten 
 
WFA:an asentamiseksi täytyi ensiksi hakea asennustiedosto NetApp:in support-sivulta. 
Kun asennustiedosto oli viety Windows Serverille asennus voitiin aloittaa. Asennus 
suoritettiin käyttäen asennuksen ehdottamia vakioasetuksia. Jotta WFA:ta pystyi 
käyttämään tehokkaasti, Windows Serverille asennettiin Windowsin ominaisuus Desktop 
Experience, minkä jälkeen voitiin asentaa Flash Player WFA:an selainnäkymää varten. 
 
Jotta WFA:an tietokantoihin päästiin käsiksi etänä, WFA-palvelinta täytyi konfiguroida. 
Tätä varten avataan tiedosto ps.cmd ja syötetään sinne komento: Set-WfaConfig -Name 
DBAccess -Enable $true (KUVA 4). Tämän jälkeen Windows Firewall-asetuksiin 
lisätään uusi sääntö sisääntulevalle liikenteelle, jotta tarvittavat ohjelmat pystyvät 
siirtämään dataa WFA-serverin kanssa (KUVA 5).  
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KUVA 4: WFA:n tietokantojen etäkäytön mahdollistaminen 
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KUVA 5 : Windows Firewallin konfigurointi etäyhteyksiä varten 
 
 
Kun WFA:an ja Unified Managerin konfigurointi on suoritettu, käynnistetään WFA 
ensimmäisen kerrran ja lisätään sinne NetApp ONTAP -klustereiden ja Unified 
Managerin IP-osoitteet ja tunnukset. Seuraavaksi lisätään vielä WFA-palvelimen data 
sourceksi Unified Manageri, jolloin WFA pystyy hakemaan dataa Unified Managerista 
(KUVA 6).  
 
 
KUVA 6: Unified Managerin lisääminen data sourceksi  
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4 WORKFLOWN TOTEUTUS 
 
Workflow on sarja erilaisia tehtäviä, ja kun workflow käynnistetään, se suorittaa ennalta 
määritetyt tehtävät. Tässä toteutuksessa käydään läpi, kuinka workflow luodaan 
alkupisteestä tiettyjen työvaiheiden kautta loppupisteeseen ja mikä suorittamisen jälkeen 
tekee Data ONTAP -järjestelmään NFS-volumet halutuilla konfiguraatioilla. WFA:ssa on 
monia valmiita workfloweja ja workflown rakentaminen oli helpointa aloittaa katsomalla 
valmiiksi tehdyistä workfloweista mallia. 
 
4.1 Workflown rakentaminen 
 
Workflowiin luotiin neljä erillistä ”tehtävää”, jotka suorittavat niiden sisään upotettua 
PowerShell-koodia. Workflow alkaa käynnistyessään suorittamaan annettuja tehtäviä ja 
niiden sisällä olevaa koodia siinä järjestyksessä, miten ne on workflowhun järjestetty. 
Tehtävät suoritetaan seuraavassa järjestyksessä: Create NFS export policy, Create NFS 
export rule, Create NFS primary volume ja Create NFS backup volume (KUVA 7). 
 
4.1.1 Create NFS export policy tehtävä 
 
Tämä tehtävä luo Data ONTAP:iin export policyn, minkä sisälle export rulet tehdään. 
Tämä export policy liitetään myöhemmin luotuun volumeen, jolloin volumeen käsiksi 
pääseviä palvelimia on helppo hallita.  Tähän tehtävään laitettiin koodia, mikä luo Data 
ONTAP:iin policyn, jonka sisälle myöhemmin tehtävät rulet lisätään. Policy myös 
liitetään tiettyyn volumeen, jotta vain ne palvelimet, joiden IP-osoitteet määritellään NFS 
export rulessa voivat käyttää volumea. 
 
4.1.2 Create NFS export rule tehtävä 
 
Nämä rulet liitetään NFS export policyyn, jolloin vain niiden palvelimien IP:t, joiden 
halutaan mounttaavan volumen, voivat tehdä sen. Näillä ruleilla myös määritellään 
millaiset käyttöoikeudet eri palvelimilla on volumeen. Tämä tehtävä laitettiin toimimaan 
looppina, jolloin IP-osoitteita pystytään lisämään asiakasrajapinnassa niin monta kuin 
tarvitaan. 
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4.1.3 Create NFS primary volume -tehtävä 
 
Tällä tehtävällä luodaan primaari volume, jota käytetään datan varastoimiseen ja datan 
jakamiseen muiden palvelimien kanssa. Myös applikaatioita käytetään näillä volumeilla.  
Primaari volume liitetään aiemmin luotuun export policyyn ja nämä palvelimet, jotka ovat 
export policyn export ruleissa määritelty, voivat mountata ja käyttää volumea. Tämän 
tehtävän koodi laitettiin määrittelemään ja luomaan primaari volume. Tämä luo NFS-
volumen halutuilla konfiguroinneilla primaariklusterilla olevalle SVM:lle.  
 
4.1.4 Create NFS backup volume -tehtävä 
 
Tämä tehtävä luo backup volumen backup klusterille ja tämä backup volume linkitetään 
primaariklusterilla sijaitsevan primaari volumen kanssa. Volumet linkitetään keskenään 
snapmirrorilla. Backup volume toimii varalla, jos data menetetään primaaripuolella ja 
backup volumella olevat snapshotit voidaan palauttaa primaari volumelle. 
 
 
 
 
KUVA 7: Tehtävien ja niiden parametrien määritysten näkymä workflowssa 
 
4.1.5 Create NFS export policy -tehtävän parametrit 
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Export policy laitettiin etsimään automaattisesti oikea SVM. Export policyn nimi 
määräytyy sen mukaan, mitä asiakas syöttää input-kenttiin tilausta tehdessään. $ID 
haetaan automaattisesti asiakkaan käyttäjätiedoista pilvipalvelussa ja $Role ja 
$VolumeName kohdan asiakas määrittelee itse. Workflown käynnistyessä export policyn 
nimeksi tulee esim. Hk213523_prod_vol1 ($ID + ’_’ + $Role + ’_’ + $VolumeName) 
(KUVA 8).  
 
 
 
KUVA 8: Create NFS export policyn parametrit  
 
4.1.6 Create NFS export rule -tehtävän parametrit 
 
Export rule määritettiin toimimaan niin, että se lisää export policyyn ruleja, jotka 
sisältävät palvelimien IP-osoitteet, käytettävän protokollan ja luku- ja kirjoitusoikeudet. 
Protokolla asetettiin NFS:ksi ja oikeuksiksi määriteltiin ”all”, jolloin asiakkaalla on 
täydet kirjoitus- ja lukuoikeudet luodulle volumelle. 
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KUVA 9. Create NFS Export rulen parametrit 
 
4.1.7 Create NFS primary- ja backup volume -tehtävän parametrit 
 
Volumen nimi laitettiin määräytymään samaksi kuin export policyn nimi ($ID + ’_’ + 
$Role + ’_’ + $VolumeName). Parametreista osa määritettiin vakioiksi ja osa määräytyy 
sen mukaan, mitä asiakas on valinnut käyttäjärajapinnassa, ja minkä mukaan parametri 
hakee itselleen oikeanlaiset asetukset. Backup volumessa on lähes samanlaiset 
konfiguraatiot kuin primaari volumessa, lukuunottamatta snapmirror-ominaisuutta, millä 
backup volume linkitetään primaari volumeen. Backup volumelle ei tehty export policyä 
eikä ruleja, koska se on vain varalla, jos primaari puolella dataa katoaa. Primaarin ja 
backup volumen tehtävien parametreissa käytettiin valmista pohjaa, johon asetettiin 
vakioarvot (KUVA 10).  
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KUVA 10. Create NFS Primary Volumen parametrit 
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5 TESTAUS 
 
Testausvaiheessa oli aluksi tärkeintä saada workflow suoriutumaan yksinkertaisilla 
konfiguraatioilla, minkä jälkeen ominaisuuksia voitiin lisätä ja testata niin kauan kunnes 
workflow saatiin suoriutumaan kaikilla halutuilla ominaisuuksilla.  
 
Workflown toimivuuden ja yksinkertaistamisen takia volumien luonnista tehtiin kaksi 
erillistä tehtävää, Create NFS Primary Volume ja Create NFS Backup Volume (KUVA 
7). Testausvaiheessa Workflowhun täytyy lisätä kaikki tiedot, mutta varsinaisessa 
toteutuksessa asiakkaalle tehdyssä rajapinnassa asiakkaan täytyy vain täyttää Role, 
VolumeShortName, Export Details ja valita se verkko, missä oma palvelin sijaitsee 
(KUVA 14). Muut tiedot asiakasrajapinta hakee automaattisesti ja lähettää WFA:lle. 
 
 
5.1 PowerShell -koodin testaus 
 
Testaus oli helpointa aloittaa varmistamalla koodin toimivuus jokaisen tehtävän kohdalla, 
Export Policy, Export Rule, Primary Volume ja Backup Volume. Koodin toimivuus 
testataan suoraan WFA-rajapinnassa (KUVA 11). Kun tarvittavat parametrit syötettiin ja 
testaus oli suoritettu, voitiin todeta logitiedoista sekä katsomalla ONTAP:ista, että Export 
Policyn luominen oli onnistunut. Tämä toistettiin jokaisen tehtävän kohdalla, jotta voitiin 
varmistua siitä, että jokaisen tehtävän koodi toimii, kuten sen pitääkin. 
 
Kun kirjaudutaan sisään primaariklusterille, niin siellä näkyy, että Export Policyn, Export 
Rulejen ja primaari-volumen luonti on onnistunut (KUVA 12). Kun kirjaudutaan myös 
backup-klusterille, niin sieltä voidaan tarkistaa, että backup-volume ja snapmirror-suhde 
on onnistuneesti luotu primaari-volumen kanssa (KUVA 13). 
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KUVA 11. Create Export Policy -tehtävän koodin testausta WFA:ssa 
 
 
KUVA 12. Luodut policyt ja volume konsolinäkymästä  
 
 
KUVA 13. Luotu backup volume ja snapmirrorsuhde konsolinäkymästä 
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5.2 Create NFS Workflown suoritus 
 
Workflowhun asetettiin tarvittavat tiedot ja se käynnistettiin. Workflow suorittaa annetut 
tehtävät taso kerrallaan. Ensimmäiseksi se luo export policyn ja sen jälkeen liittää annetut 
IP-osoitteet (KUVA 14) Export Ruleina tähän policyyn. Sen jälkeen se luo kaksi volumea 
omille klustereille ja muodostaa volumeiden kesken snapmirror-suhteen. Export policyn 
ja volumeiden nimiksi tulee näillä tiedoilla ”p343835_prod_voltest242”. ONTAP:in 
konsolinäkymästä voitiin todeta, että Workflow oli suoriutunut onnistuneesti, kun policy 
ja volumet löytyivät järjestelmästä. 
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KUVA 14. Workflown parametrien täyttö ja Workflown käynnistys 
 
 
24 
 
 
KUVA 15. Onnistunut Workflown suoritus työvaiheineen 
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6 RAKENNETUT WORKFLOW’T 
 
6.1 Create NFS Workflow 
 
Tällä workflowlla luodaan NFS volumet primaari- ja backup-klustereille haluttuihin 
verkkoihin. Volumen koko on aluksi 10 GB ja se kasvaa automaattisesti 1 TB asti, kun 
volumelle lisätään dataa. Snapshotit vievät volumen tilasta 10 %, ja ne siirretään 
snapmirror-yhteyden avulla tietyn aikataulun mukaan backup-klusterilla olevalle 
volumelle. 
 
6.2 Create CIFS Workflow 
 
CIFS Workflown luominen on samanlainen prosessi kuin NFS volumen luonti, mutta 
CIFS volumeita ei tarvitse liittää export policyyn, vaan tietoturva osa hoidetaan 
mounttausvaiheessa, jolloin täytyy antaa oikeat tunnukset, jotta volumen saa mountattua. 
Tämän takia ei CIFS workflowssa tarvitse luoda export policyä eikä export rulea. 
 
6.3 Add export rules Workflow 
 
Tällä workflowlla voidaan lisätä export ruleja jo aikaisemmin tehtyihin volumeihin. 
Tämän ansiosta volume on helposti saatavilla uudelle palvelimelle. 
 
6.4 Delete volume Workflow 
 
Sen jälkeen kun asiakas ei enää tarvitse volumea, luodaan myös workflow, joka poistaa 
primaari-volumen ja policyt ONTAP-järjestelmästä. Backup volumea ei poisteta sen 
takia, koska jos asiakas poistaa vahingossa esimerkiksi väärän volumen, niin tiedostot 
ovat vielä tallella ja helposti palautettavissa. Vasta kuukauden päästä poistosta backup 
volume poistetaan manuaalisesti.  
 
 
26 
 
7 POHDINTA 
 
Projektia voidaan pitää onnistuneena, sillä kaikki suunniteltu tuli tehtyä ja toteutus 
onnistui hyvin. Vuorovaikutus toimi hyvin asiakasrajapinnan rakentaneiden kanssa ja 
pilotin testauksessa ei tullut ongelmia. Tilaaminen onnistui asiakasrajapinnasta 
ongelmitta ja kaikki rakennetut Workflowt olivat toimivia.  
 
Projektissa oli aluksi hankaluuksia, sillä projektin onnistuminen edellytti kahden täysin 
uuden järjestelmän opettelemista itsenäisesti. Kun järjestelmiin tutustui paremmin ja kun 
ensimmäisen kerran sai toimivan prototyypin, niin workflowien luonti helpottui 
huomattavasti.  
 
Projekti opetti paljon myös siitä, kuinka automaation avulla voidaan manuaaliset tehtävät 
hoitaa huomattavasti nopeammin ja käyttäjäystävällisemmin. Järjestelmän ansiosta 
työntekijöillä jää enemmän aikaa keskittyä vaativimpiin tehtäviin, kun 
automaatiojärjestelmä hoitaa yksinkertaiset levynluonnit. Projekti onnistuikin tämän 
osalta hyvin ja asiakkaille rakentui nopea ja käyttäjäystävällinen tapa saada NAS-
levyjakoja palvelimillensa.  
 
Järjestelmästä syntyi toimiva lopputuote, mikä voidaan siirtää tuotantoon. 
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