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We analyze the properties of entangled random pure states of a quantum system partitioned into two smaller
subsystems of dimensions N and M . Framing the problem in terms of random matrices with a fixed-trace
constraint, we establish, for arbitrary N ≤ M , a general relation between the n-point densities and the cross-
moments of the eigenvalues of the reduced density matrix, i.e. the so-called Schmidt eigenvalues, and the
analogous functionals of the eigenvalues of the Wishart-Laguerre ensemble of the random matrix theory. This
allows us to derive explicit expressions for two-level densities, and also an exact expression for the variance of
von Neumann entropy at finite N,M . Then we focus on the moments E{Ka} of the Schmidt number K, the
reciprocal of the purity. This is a random variable supported on [1, N ], which quantifies the number of degrees
of freedom effectively contributing to the entanglement. We derive a wealth of analytical results for E{Ka} for
N = 2 and N = 3 and arbitrary M , and also for square N = M systems by spotting for the latter a connection
with the probability P (xGUEmin ≥
√
2Nξ) that the smallest eigenvalue xGUEmin of aN×N matrix belonging to the
Gaussian Unitary Ensemble is larger than
√
2Nξ. As a byproduct, we present an exact asymptotic expansion for
P (xGUEmin ≥
√
2Nξ) for finite N as ξ → ∞. Our results are corroborated by numerical simulations whenever
possible, with excellent agreement.
PACS numbers: 02.50.-r, 02.50.Sk, 03.67.Mn, 02.10.Yn
I. INTRODUCTION
Entanglement is perhaps one of the most baffling features of
quantum systems. Indeed, the possibility of producing entan-
gled states was first considered as the signature of the incom-
pleteness of quantum mechanics [1]. However, eventually
entanglement was verified experimentally and recognized as
a valid and fundamental feature of the quantum world. More-
over, practical implications of quantum entanglement are fore-
seen nowadays, e.g., in the fast developing fields of quantum
information and computation [2, 3]. There, in order to achieve
the highest computational power, it is desirable (at least theo-
retically) to produce states with large entanglement.
For a bipartite system consisting of two subsystems of di-
mensions N and M (with, e.g., N ≤ M ), several prox-
ies were introduced to quantify the degree of entanglement,
which are all functionals of N non-negative eigenvalues λi of
the reduced density matrix, satisfying the normalization con-
straint
∑N
i=1 λi = 1 and called Schmidt eigenvalues (see Sec-
tion II for details).
These functionals are, to name a few, the entanglement en-
tropies - von Neumann entropy
SvN = −
N∑
i=1
λi lnλi , (1)
or q-parametrized Re´nyi entropy1, Sq = (ln Σq)/(1 − q),
∗Electronic address: pierpaolo.vivo@kcl.ac.uk
†Electronic address: mpato@if.usp.br
‡Electronic address: oshanin@lptmc.jussieu.fr
1 Note that in the limiting cases when q → 1 or q → ∞ the Re´nyi
where Σq =
∑N
i=1 λ
q
i ; the purity Σ2, and also its reciprocal
value - the so-called Schmidt number
K =
1∑N
i=1 λ
2
i
, (2)
defined as the effective number of non-zero coefficients in the
Schmidt decomposition (see below), i.e., the number of effec-
tive degrees of freedom contributing to the entanglement. The
Schmidt number is defined on the interval [1, N ] and K ∼ N
corresponds to maximal entanglement. In some instances, the
Schmidt number can be directly measured experimentally [4].
Random pure states, for which the Schmidt eigenvalues are
strongly correlated random variables, have attracted a strong
interest in recent years: they are believed to constitute a
promising candidate for quantum computation since their av-
erage entanglement entropy is close to the maximal possible
entropy of a completely degenerate state, when all λi = 1/N
and hence, SvN = ln(N) [5–7]. Furthermore, they may serve
as a reference point whose entanglement content is to be com-
pared to an arbitrary quantum state evolving in time. They
also appear in the study of quantum chaotic or non-integrable
systems [8–11]. Finally, as we proceed to show, the Schmidt
eigenvalues for random pure states have the same joint proba-
bility density function (jpdf) as the so-called scaled eigenval-
ues (see, e.g., [12]), the eigenvalues of Wishart random ma-
trices normalized by the trace. The latter have diverse appli-
cations both in statistics and in performance analysis of wire-
less communication systems, the spectrum sensing problem
entropy converges respectively to the von Neumann entropy SvN or to
ln(1/λmax), where λmax is the largest eigenvalue.
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2in cognitive radio networks being just one particular exam-
ple (for which N and M are the number of antennas and the
number of samples per antenna, respectively) [13, 14]. For
other results and applications of entangled random systems,
see [15–19].
As the Schmidt eigenvalues are random variables for ran-
dom pure states, so are the entropies, the purity and the
Schmidt number. Statistical properties of the entropies and
of the purity, and some other related observables (apart from
the Schmidt number, which did not receive much attention),
have been rather extensively studied in recent years [5, 6, 20–
27], focusing either on the limiting behavior when N and M
are small or, conversely, tend to infinity. In particular, the
full distribution of the purity has been analyzed for small N
in [22, 23], and for large N its characteristic function has
been determined in [27]. For square N = M systems with
N → ∞, the leading asymptotic behavior of the distribu-
tions of von Neumann and Re´nyi entropies (including large
deviation tails) was studied in [28, 29] using a Coulomb gas
technique. It was there realized that, quite surprisingly, even
though the average entropy of the random pure state is close
to its maximal value ln(N), the probability of this closeness
may be very small. We will comment on this result further on.
For arbitrary, not necessarily largeN andM , which is often
the most relevant case in practice, the only available results
so far concern the spectral (or one-point) densities [11, 30–
32] and moments of the purity [21–23]. Note, however, that
the observations made in [28, 29] warn us that average val-
ues may not be representative of the actual behavior: to gain
a better understanding of how meaningful they are, one has
to go beyond the linear statistics and estimate the effective
broadness of the corresponding distributions. This would re-
quire, e.g., the knowledge of the variances of these entangle-
ment quantifiers for anyN andM , which is lacking at present.
Moreover, we stress that the von Neumann entropy may not be
a proper measure of the degree of entanglement as it exhibits
a logarithmic growth with N : in the limit N →∞, it may not
be possible to distinguish whether the system attains complete
or partial entanglement. The Schmidt number, in particular,
seems to be a better quantifier of the degree of entanglement
since it grows with N as a power law (see below).
In this paper, we focus on non-linear statistics for a bipar-
tite entanglement of random pure states. We consider first
the n-point densities2 ρ(FT )n ([λ]n) of the Schmidt eigenval-
ues of arbitrary oder n. We determine such densities using
three complementary approaches: the first is the generaliza-
tion of the method developed previously in [31, 32] for calcu-
lation of the one-point densities of the Schmidt eigenvalues.
This allows us to show in a very compact way that the n-point
densities ρ(FT )n ([λ]n) can be expressed as a suitable Laplace
transform of corresponding n-point densities ρ(WL)n ([y]n) of
the standard β-Wishart-Laguerre (β-WL) ensembles of ran-
dom matrices.
2 The notation [v]n stand for the first n components of the vector v.
Our second approach hinges on the (so far seemingly unno-
ticed) fact that the fixed-trace (FT) Schmidt eigenvalues have
the same jpdf as the so-called scaled variables (see, e.g., [12–
14]), which also allows for a very straightforward derivation
of the general relation between ρ(FT )n ([λ]n) and ρ
(WL)
n ([y]n).
Finally, we establish a link between the cross-moments of
the Schmidt eigenvalues of arbitrary order and an analogous
functional of the scaled variables, which allows us to relate
the cross-moments of the β-FT and of the standard β-WL en-
sembles.
Employing these tools, we present explicit expressions for
the two-point densities and for the variance of the von Neu-
mann entropy. Further on, we focus on the moments E{Ka}
of the Schmidt numberK. We derive exact results for systems
with N = 2 and N = 3 and arbitrary M . We show that in
systems with a fixed N and M → ∞, the moment of order
a tends to Na, which implies that the Schmidt number attains
its maximal value N : this is a signature that such systems be-
come completely entangled in this limit.
Next, concentrating of square systems with N = M , we
spot a previously unnoticed connection between E{Ka} and
the probability P (xGUEmin ≥
√
2Nξ) that the smallest eigen-
value xGUEmin of a N × N matrix belonging to the Gaussian
Unitary Ensemble (see, e.g. [33, 34] for more details) is larger
than
√
2Nξ. We show that P (xGUEmin ≥
√
2Nξ) with ξ → ∞
can be interpreted as the moment generating function of the
purity, while P (xGUEmin ≥
√
2Nξ) with ξ → 0 is the generat-
ing function of the moments of K of order N2/2 + m. The
moments of order a lower than N2/2 are determined exactly
as a certain integral of P (xGUEmin ≥
√
2Nξ). As a byproduct of
our analysis here, we present an exact asymptotic expansion
forP (xGUEmin ≥
√
2Nξ) with ξ →∞ and arbitraryN . Finally,
capitalizing on the results in [35] for the large deviation form
of P (xGUEmin ≥
√
2Nξ), we establish the leading asymptotic
behavior of the moments of K in the limit N →∞. We show
that in the square systems E{Ka} ∼ (N/2)a, which signi-
fies that here K attains only half of its maximal value and the
square systems are far of being completely entangled. This
may apparently explain the paradoxical behavior observed in
[28, 29].
This paper is organized as follows: In Sec. II we describe
the random pure state setting and introduce some basic defi-
nitions. In Sec. III we focus on the n-point densities of the
β-FT ensemble and establish a general relation with the anal-
ogous quantities of the β-WL ensembles. Eventually we also
derive a series of useful relations between the cross-moments
of the FT and β-WL ensembles. Next, in Sec. IV we present
explicit, closed-form expressions for the two-point densities
and in Sec. V we derive an exact expression for the variance
of the von Neumann entropy, valid for any N and M . Sec. VI
is devoted to the analysis of the Schmidt number K. Capital-
izing on the known results for the distribution function of the
purity [22, 23, 28, 29], we first present the probability den-
sity function (pdf) of K for N = 2 and N = 3 and arbitrary
M , and also discuss the forms of the right and left tails of
this pdf for square N = M systems in the limit N → ∞.
From these results, we derive exact expression for the mo-
ments E{Ka} of K of arbitrary order for N = 2 and N = 3
3and arbitrary M , and analyze their asymptotic large-M be-
havior. Next, taking advantage of the established relation be-
tween the cross-moments of the FT and WL ensembles, we
find an exact representation of E{Ka} of arbitrary, not nec-
essarily integer order a in N ×N systems via the probability
P (xGUEmin ≥
√
2Nξ) that the smallest eigenvalue in the Gaus-
sian Unitary Ensemble is larger than
√
2Nξ. Lastly, we dis-
cuss the asymptotic, large-N behavior of these moments. In
Sec. VII we conclude with a brief summary of our results.
Some technical results are then confined to the Appendices.
II. THE MODEL AND DEFINITIONS
A precise definition of our settings is as follows. Consider
a quantum state
|ψ〉 =
N∑
i=1
M∑
j=1
xi,j |iA〉 ⊗ |jB〉 , (3)
of a composite system, living in a Hilbert space H(N+M)A⊗B ,
which is bipartite into two smaller Hilbert spaces H(N)A and
H(M)B of dimensions N and M (N ≤ M ). One example of
this setting may be a spin set (the subsystem A) in contact
with a heat bath (the subsystem B).
{|iA〉} and {|jB〉} in (3) are assumed to be two complete
bases of H(N)A and H(M)B , respectively. Therefore, the expan-
sion of |ψ〉 on the direct product of these bases involves co-
efficients xi,j , which are the (in general complex) entries of a
rectangular N ×M matrix X .
If X is now promoted to a random matrix, the class of ran-
dom states |ψ〉 can be further refined by requiring that
• |ψ〉 must not be expressible as a direct product of two
states belonging to the two subsystems A and B (this
condition ensures that |ψ〉 is generically entangled) ,
• the density matrix of the composite system is simply
given by ρ = |ψ〉〈ψ| with the constraint Tr[ρ] = 1, or
equivalently, 〈ψ|ψ〉 = 1. This condition ensures that
|ψ〉 is a pure state.
The density matrix ρ for an entangled pure state |ψ〉 of a
bipartite system can be formally written as
ρ =
N∑
i,i′=1
M∑
j,j′=1
xi,jx
∗
i′,j′ |iA〉〈i′A| ⊗ |jB〉〈j′B | . (4)
It is often convenient to consider the reduced density matrix
ρA = TrB [ρ] as
ρA = TrB [ρ] =
M∑
j=1
〈jB |ρ|jB〉 , (5)
whose role is to separate the contribution of the subsystem A
from the environment B. Expectation values of quantum ob-
servables involving the subsystem A alone can often be more
easily computed invoking ρA.
Using now the expression in (4), one gets
ρA =
N∑
i,i′=1
M∑
j=1
xi,jx
∗
i′,j |iA〉〈i′A| =
N∑
i,i′=1
Wi,i′ |iA〉〈i′A| ,
(6)
where Wi,i′ are the entries of the N × N covariance matrix
W = XX†, with † denoting hermitian conjugation. Similarly,
one might have obtained the reduced density matrix ρB =
TrA[ρ] of the environment in terms of the M × M matrix
W ′ = X†X . It is easy to prove thatW andW ′ share the same
set of N ≤ M nonzero eigenvalues {λ1, λ2, . . . , λN}. They
are all real and positive , and are called Schmidt eigenvalues.
The Schmidt decomposition (SD) then takes the form
ρA =
N∑
i=1
λi|λAi 〉〈λAi | , (7)
where |λAi 〉 are normalized eigenvectors of W = XX†. This
implies that the original composite state |ψ〉 attains the form
|ψ〉 =
N∑
i=1
√
λi|λAi 〉 ⊗ |λBi 〉 (8)
in this diagonal basis. Note that the normalization condition
〈ψ|ψ〉 = 1 implies that∑Ni=1 λi = 1.
Each state |λAi 〉 ⊗ |λBi 〉 is separable in the SD above. How-
ever, their linear combination |ψ〉 cannot, in general, be writ-
ten as a direct product |ψ〉 = |φA〉 ⊗ |φB〉 of two states of
the respective subsystems. The state |ψ〉 is therefore in gen-
eral entangled, and the Schmidt eigenvalues λi can be used to
quantify the degree of entanglement (see below for details).
A sensible way to introduce randomness in this system is
to sample those entangled pure states with equal probability,
(i.e., according to the uniform measure) over the full Hilbert
space. Physically, this corresponds to assuming the minimal
amount of a priori information about the quantum state un-
der consideration. Mathematically, this implies that the coef-
ficients {xi,j} in (3) are uniformly distributed on the manifold∑
i,j |xi,j |2 = 1 - this condition is necessary to enforce nor-
malization of |ψ〉. Therefore, the probability density function
of the N ×M matrix X with entries xi,j can be written as
P (X) ∝ δ (Tr(XX†)− 1) , (9)
which implies that X is distributed according to a fixed-trace
ensemble (see [36] for an excellent review). Performing a sin-
gular value decomposition ofX and integrating out the eigen-
vectors, the jpdf of Schmidt eigenvalues λi turns out to be
given by [5]
P (FT )(λ) = Z−1N,M δ
(
N∑
i=1
λi − 1
)
|4(λ)|β
N∏
i=1
λαi , (10)
where the normalization constant Z−1N,M is given explicitly by
(see, e.g., Ref. [37, 38])
Z−1N,M =
Γ(µ)ΓN (1 + β/2)∏N−1
j=0 Γ((M − j)β/2)Γ(1 + (N − j)β/2)
,
(11)
4with µ = βNM/2, α = β2 (b+ 1)− 1, b = M −N ≥ 0. In
(10), β = 2 is the Dyson index and4(λ) = ∏j<k(λj − λk)
is the Vandermonde determinant. In what follows averaging
with respect to the distribution in (10) will be denoted by
EFT {. . .}.
III. n-POINT DENSITIES AND CROSS-MOMENTS OF
THE FT ENSEMBLE
Going beyond the linear statistics requires the knowledge
of the n-point densities of the fixed-trace ensemble in (10),
ρ(FT )n ([λ]n) =
∫ ∞
0
P (FT )(λ)
N∏
k=n+1
dλk . (12)
In principle, this analysis has been performed in the recent
paper [39], which focused however on a particular scaling
limit so that extracting ρ(FT )n ([λ]n) from their general formu-
lae is not that easy. On the other hand, we realize that the
derivation of ρ(FT )n ([λ]n) with arbitrary n, N and M is rather
straightforward and moreover, sheds some light on the physi-
cal meaning of the Schmidt eigenvalues. Thus for the sake of
completeness we present it here. We also note that although
β = 2 in quantum context, such a derivation can be done for
any value of β in (10).
A. Relation between the n-point densities of the β-FT and the
β-WL ensembles
Let P (WL)(y) and ρ(WL)n ([y]n) denote the jpdf and the
normalized n-point densities (with n ≤ N ) of the eigenval-
ues yi, i = 1, 2, . . . , N , of the β-WL ensemble, respectively
P (WL)(y)=
Z−1N,M
2µΓ(µ)
|4(y)|β
N∏
i=1
yαi e
−yi/2 , (13)
and
ρ(WL)n ([y]n) =
∫ ∞
0
P (WL)(y)
N∏
k=n+1
dyk . (14)
Averaging with respect to the distribution in (13) will be de-
noted in what follows by the symbol EWL {. . .}.
Introducing the Laplace transform of a function f(t)
f˜(p) = Lp,t (f(t)) =
∫ ∞
0
dt e−ptf(t) , f(t) = L−1t,p
(
f˜(p)
)
,
(15)
the general relation between the n-level densities of the β-
fixed-trace and the βWL ensembles can be obtained using the
following standard approach. We define first two auxiliary
functions
P (FT )(λ; t)= Z−1N,M δ
(
N∑
i=1
λi − t
)
|4(λ)|β
N∏
i=1
λαi ,
(16)
and
ρ(FT )n ([λ]n; t) =
∫ ∞
0
P (FT )(λ; t)
N∏
k=n+1
dλk , (17)
which are mere generalizations of the expressions in (10) and
(12) for the case of a trace fixed to be equal to t > 0. Note
that P (FT )(λ; t) is a normalized joint pdf only for t = 1.
Taking now the Laplace transform of ρ(FT )n ([λ]n; t), we
have
ρ˜(FT )n ([λ]n; p) =
∫ ∞
0
P˜ (FT )(λ; p)
N∏
k=n+1
dλk
= Z−1N,M
∫ ∞
0
|4(λ)|β
N∏
k=n+1
dλk
N∏
i=1
λαi e
−p λi . (18)
Further on, changing the integration variables λi → yi/2p,
we formally rewrite the latter equation as
ρ˜(FT )n
(
[y]n
2p
; p
)
=
Z−1N,M
(2p)µ−n
∫ ∞
0
N∏
k=n+1
dλk |4(y)|β
×
N∏
i=1
yαe−yi/2 , (19)
from which we read off the following relation
ρ˜(FT )n ([λ]n; p) ≡
2n Γ(µ)
pµ−n
ρ(WL)n (2p[λ]n) . (20)
This relations holds for arbitrary β, n, N and M . Inversion of
the Laplace transform yields
ρ(FT )n ([λ]n; t) = 2
n Γ(µ)L−1t,p
(
ρ
(WL)
n (2p[λ]n)
pµ−n
)
, (21)
and the desired general relation between the n-point densities
of the two ensembles follows setting t = 1
ρ(FT )n ([λ]n) = 2
n Γ(µ)L−1t=1,p
(
ρ
(WL)
n (2p[λ]n)
pµ−n
)
. (22)
Hence, since ρ(WL)n ([y]n) are known from the general theory
of orthogonal polynomials in terms of n × n determinants of
a kernel built out of Laguerre polynomials, the n-level densi-
ties for fixed-trace ensembles for arbitrary n are obtained by
the inversion of the Laplace transform with respect to p, upon
setting t = 1.
B. β-FT vs scaled-variables ensemble
It may be instructive to re-derive the result in (22) using
a different approach, which sheds some light on the physical
meaning of the Schmidt eigenvalues. We focus on the β-WL
5ensemble (13) and introduce scaled variables (see, e.g., [12–
14]) of the form
ωi = Nωi =
yi
N−1
∑N
i=1 yi
, ωi ∈ [0, 1] . (23)
Note that such variables automatically obey the fixed-trace
constraint,
∑N
i=1 ωi ≡ 1. The physical significance of ωi
is evident: it measures an individual yi against the arithmetic
mean eigenvalue in a given realization of the β-WL ensem-
ble. Consequently, the one-point density of ωi shows how het-
erogeneous the distribution of the eigenvalues yi is and how
likely it is that yi-s concentrate around their mean value.
Note that the extreme value statistics of such random vari-
ables (the largest, ωmax = ymax/
∑N
i=1 yi, and the small-
est, ωmin = ymin/
∑N
i=1 yi, which is the reciprocal of the
so called Demmel condition number, see, e.g., [40] and more
recent [41, 42]) plays a key role in various scale independent
hypothesis testing procedures, both in classical statistics as
well as in signal processing. Classical examples (see, e.g.,
[13, 14]) include testing for the presence of interactions in
multi-way data and testing for equality of the population co-
variance to a scaled identity matrix. Modern signal processing
applications include testing for the presence of signals in cog-
nitive radio as well as non-parametric signal detection in array
processing. Spectral densities of ordered ωi have been deter-
mined long time ago [12], while analogous distributions for
unordered, random scaled variables have been recently evalu-
ated for the β-WL ensemble for small N [43] and the Gaus-
sian Unitary Ensemble for arbitrary N [44]. We also note that
such scaled variables have been also used to characterize the
effective broadness of ”narrow” distributions possessing mo-
ments of arbitrary order [45, 46].
Using (13) and taking into account the well-known fact that
the distribution F (t) of the trace t =
∑N
i=1 yi in the β-WL
ensemble is the central χ2-distribution of the form
F (t) =
tµ−1
2µΓ (µ)
e−t/2 , (24)
one finds the jpdf Ψ(ω) of the variables ωi (see, e.g., [12])
Ψ(ω) = Z−1N,M δ
(
N∑
i=1
ωi − 1
)
|4(ω)|β
N∏
i=1
ωαi . (25)
Remarkably, (but not counter-intuitively), the scaled variables
ωi appear to have exactly the same jpdf as the Schmidt eigen-
values. This means, in particular, that the distributions of the
largest and the smallest scaled variables ωmax and ωmin coin-
cide with the distribution of the largest and the smallest fixed-
trace eigenvalue, and also implies that the n-point densities
ψn([ω]n) have the same functional form as the n-level densi-
ties ρ(FT )n ([λ]n).
Next, we formally represent ρ(WL)n ([y]n) as
ρ(WL)n ([y]n) =
∫
F (t)dt
∫
ψn([ω]n)
N∏
k=n+1
dωk
× δ (yk − tωk) , (26)
which gives, upon integration over the ω-variables,
ρ(WL)n ([y]n) =
∫
F (t)
tn
ψn
(
[y]n
t
)
dt . (27)
Using the definition of F (t) in (24), changing the integration
variable t → 2pt and also setting yi = 2pωi, we can cast the
latter equation into the form
ρ(WL)n (2p[ω]n) =
pµ−n
2nΓ(µ)
Lp,t
(
ψn
(
[ω]n
t
))
, (28)
which yields straightforwardly
ψn
(
[ω]n
t
)
= 2nΓ(µ)L−1t,p
(
ρ
(WL)
n (2p[ω]n)
pµ−n
)
. (29)
Our previous result in (22) follows directly from (29) by set-
ting t = 1.
C. Cross-moments of the β-FT and β-WL ensembles
Further on, our aim is now to establish a relation between
the cross-moments of the β-FT and β-WL ensembles. To this
end, we first note that, evidently,
EFT {λa11 λa22 . . . λann } = Eω {ωa11 ωa22 . . . ωann } , (30)
where the symbol Eω{. . .} on the right-hand-side denotes av-
eraging with respect to the jpdf of the scaled variables in (25).
Further on, using the definition of the scaled variables in (23),
we write
Eω {ωa11 ωa22 . . . ωann } =
Z−1N,M
2µΓ(µ)
×
∫ ∏n
i=1 y
ai
i(∑N
i=1 yi
)∑n
i=1 ai
|4(λ)|β
N∏
i=1
yαi e
−yi/2dyi . (31)
Next, taking advantage of the integral identity∫ ∞
0
zk−1e−pzdz =
Γ(k)
pk
, (32)
equation (31) can be formally rewritten as
Eω {ωa11 ωa22 . . . ωann } =
Z−1N,M
2µΓ(µ)Γ (
∑n
i=1 ai)
×
∫ ∞
0
z
∑n
i=1 ai−1dz
∫ n∏
i=1
yaii |4(λ)|β
×
N∏
i=1
yαi e
−(z+1/2)yidyi . (33)
6Changing the integration variables y′i → (1 + 2z)yi, we have,
dropping the prime,
Eω {ωa11 ωa22 . . . ωann } =
Z−1N,M
2µΓ(µ)Γ (
∑n
i=1 ai)
×
∫ ∞
0
z
∑n
i=1 ai−1
(1 + 2z)µ+
∑n
i=1 ai
dz
∫ n∏
i=1
yaii |4(λ)|β
×
N∏
i=1
yαi e
−yi/2dyi , (34)
from which we immediately obtain the following relation be-
tween the cross-moments of λi-s and yi-s:
EFT {λa11 λa22 . . . λann }
Γ(µ)
=
EWL {ya11 ya22 . . . yann }
2σnΓ (µ+ σn)
, (35)
where σn =
∑n
i=1 ai and {ai} are arbitrary (not necessar-
ily integer) numbers each greater than −b, conditioned by the
constraint that their sum σn =
∑n
i=1 ai is strictly larger than
zero. This result is a direct consequence of (29) and is valid
for arbitrary β and arbitrary n ≤ N ≤ M . While preparing
this manuscript, we became aware that the same relation be-
tween the cross-moments has been recently presented in [47].
Eq. (35) entails a series of very useful identities between
the powers of traces of the β-fixed-trace and the β-WL en-
sembles, respectively. Multiplying both sides of (35) by∏n
i=1(−1)aipaii /ai! (with all pi ≥ 0) and performing summa-
tion over all positive integer ai, we get the following relation
between the weighted traces of two ensembles
EFT {exp (−
∑n
i=1 piλi)}
Γ(µ)
=
= EWL
Jµ−1
(√
2
∑n
i=1 piyi
)
(
∑n
i=1 piyi)
(µ−1)
2
 , (36)
where Jµ−1(. . .) is a Bessel function, or, equivalently,
EFT
{
1
(1 + 2
∑n
i=1 piλi)
µ
}
= EWL
{
exp
(
−
n∑
i=1
piyi
)}
.
(37)
Further on, setting ai = 2ni, where ni are positive integers,
multiplying both sides of (35) by
∏n
i=1(−1)nipnii /ni! and
performing summations over all ni, we find the following re-
lation between the weighted squared traces
EFT
{
exp
(
−
n∑
i=1
piλ
2
i
)}
=
= EWL
{
0F2
(
µ
2
,
µ+ 1
2
,− 1
16
n∑
i=1
piy
2
i
)}
, (38)
where 0F2(. . .) is the generalized hypergeometric series, and
EFT

U
(
µ
2 ,
1
2 ,
1
4
∑n
i=1 piλ
2
i
)
(4
∑n
i=1 piλ
2
i )
µ/2
 =
EWL
{
exp
(
−1
4
n∑
i=1
piy
2
i
)}
, (39)
where U(. . .) is the Tricomi’s confluent hypergeometric func-
tion. We note that both equations can be straightforwardly
used for the derivation of the moments of purity (38) and of
its reciprocal value - the Schmidt number (39), which we will
demonstrate in Sec. VI. Eventually, by taking advantage of
our (38), (or by simply using the multinomial theorem and
our (35)) it is straightforward to show that the moments of the
squared weighted traces of two ensembles obey
EFT
{(∑n
i=1 piλ
2
i
)a}
Γ(µ)
=
EWL
{(∑n
i=1 piy
2
i
)a}
22aΓ(µ+ 2a)
, (40)
where a is an arbitrary positive integer and pi are arbitrary
non-negative numbers. More generally, for the exponential
moments of the q-parametrized Re´nyi entropy, we have
EFT
{
(
∑n
i=1 piλ
q
i )
a}
Γ(µ)
=
EWL
{
(
∑n
i=1 piy
q
i )
a}
2qaΓ(µ+ qa)
, (41)
where q is an arbitrary (not necessarily integer) positive num-
ber. We emphasize that our equations (36) to (41) are valid for
arbitrary β and arbitrary n ≤ N ≤M .
IV. ONE AND TWO-POINT DENSITIES FOR THE FT
ENSEMBLE WITH β = 2
In this section we present explicit results for the one and
two-point densities of the FT Wishart ensemble at β = 2. We
remark that the one-point density has been already determined
for finite N,M in earlier Refs.[11, 30–32] also for β = 1, 4.
Here we present it (for β = 2) for the sake of completeness,
and also to demonstrate that our general relation in (22) yields
an explicit expression for the spectral density in a most imme-
diate manner, as compared to previous approaches, especially
the one in [11], which relied on a quite complicated analyti-
cal approach based on the theory of the holonomic system of
differential equations.
A. Spectral density for the FT ensemble
Before we proceed with exact calculations, the following
simple observation is in order: note that in the limit µ → ∞,
our (35) implies that to leading order in µ and for arbitrary
positive a1, one has
EFT {λa1} ' EWL
{(
y
2µ
)a1}
. (42)
7This means, in turn, that the Schmidt eigenvalues, as well as
the scaled variables ω, have the same limiting distribution as
the eigenvalues y of the β = 2 WL ensemble divided by 2µ;
that being, they obey the Marcˇenko-Pastur distribution [48]
for N,M →∞ (with N/M fixed) of the form:
ρ
(FT )
1 (λ)→
M
2pi
√
(B − λ)(λ−A)
λ
, (43)
where the boundaries of the support are given by
A =
1
N
(
1−
√
N
M
)2
, (44)
and
B =
1
N
(
1 +
√
N
M
)2
. (45)
The asymptotic result in (43) is depicted in Fig.1 together with
the exact results for the spectral density. Note that the result
in (43) has been obtained earlier in several papers (see, e.g.,
[24]).
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Figure 1: (color online) The spectral density ρ(FT )1 (λ) for the
unitary fixed-trace ensemble in (47) for M = 100 and N = 8
(red), M = 100 and N = 4 (green) and M = 10 and N = 4
(blue). The dashed lines define the Marcˇenko-Pastur-type
distribution in (43) corresponding to these values of M and
N .
Now, the one-point density for the unitary (β = 2) WL
ensemble at fixed N,M can be written as
ρ
(WL)
1 (y) = y
be−y/2
2N−2∑
l=0
A
(1)
l (N,M) y
l , (46)
where A(1)l (N,M) are numerical coefficients, which we de-
fine in explicit form in Appendix A (see (A3)). Inserting (46)
into (22), we get straightforwardly
ρ
(FT )
1 (λ) = 2
b+1Γ(µ)λb
2N−2∑
l=0
A
(1)
l (N,M) (2λ)
l
× L−1t=1,p
(
p−µ+b+1+l e−pλ
)
= 2Γ(µ)(1− λ)µ−2
2N−2∑
l=0
A
(1)
l (N,M)
Γ(µ− b− l − 1)
(
2λ
1− λ
)l+b
,
(47)
where for the β = 2 ensemble µ = NM . Note that this
is precisely the result obtained previously in [11, 30, 32] by
using different approaches. In Fig.1 we plot ρ(FT )1 (λ) in (47)
for several values of M and N .
B. Two-point densities for the FT ensemble
The two-level density ρ(WL)2 (y1, y2) for the β = 2 Wishart-
Laguerre ensemble has the following form :
ρ
(WL)
2 (y1, y2) = (y1y2)
b
e−(y1+y2)/2
×
2N−2∑
l,j=0
A
(2)
l,j (N,M) y
l
1 y
j
2 , (48)
where A(2)l,j (N,M) are numerical coefficients which are de-
fined explicitly in Appendix A (see (A9)). Consequently, us-
ing (22), the two-level density ρ(FT )2 (λ1, λ2) of the fixed-trace
ensemble can be represented in form of the inverse Laplace
transform of the following function :
ρ
(FT )
2 (λ1, λ2) = 4
b+1Γ(µ) (λ1λ2)
b
2N−2∑
l,j=0
A
(2)
l,j (N,M)
× (2λ1)l(2λ2)jL−1t=1,p
(
p−µ+2b+2+l+je−p(λ1+λ2)
)
. (49)
Performing the inverse Laplace transform and setting t = 1,
we obtain the following exact result
ρ
(FT )
2 (λ1, λ2) = 4Γ(µ)(1− λ1 − λ2)µ−3θ(1− λ1 − λ2)
×
2N−2∑
l,j=0
A
(2)
l,j (N,M)
Γ(µ− 2b− l − j − 2)
(2λ1)
l+b(2λ2)
j+b
(1− λ1 − λ2)j+l+2b ,
(50)
where θ(·) is the Heaviside step function. To the best of our
knowledge, this is a new result. The two-level density in (50)
is plotted in Fig.2 for two different values of M and fixed
N = 4 and reveals a pronounced structuring and correlations
between the eigenvalues.
Finally, we present an explicit expression for the pair cross-
moments of arbitrary order
EFT {λa11 λa22 } =
41+bΓ(µ)
Γ(µ+ a1 + a2)
2N−2∑
l,j=0
2l+jA
(2)
l,j (N,M)
× Γ(1 + l + b+ a1)Γ(1 + j + b+ a1) , (51)
8Figure 2: (color online) The two-level density ρ(FT )2 (λ1, λ2) for the fixed-trace ensemble in (50) versus λ1 and λ2. Top:
M = 10 and N = 4 - side view (left) and top view (right). Bottom: M = 100 and N = 4 - side view (left) and top view (right).
which holds for arbitrary (not necessarily integer and positive)
a1 > −b− 1 and a2 > −b− 1, as well as for arbitrary N and
M .
V. THE VARIANCE OF THE VON NEUMANN ENTROPY
The average von Neumann entropy can be straightfor-
wardly calculated using our (47) to give
EFT {SvN} = −NEFT {λ ln(λ)} =
2b+1
M
2N−2∑
l=0
2lΓ(l + b+ 2)A
(1)
l (N,M)
µ∑
k=l+b+2
1
k
, (52)
which holds for any Mand N (with M ≥ N ). It is straight-
forward to verify, e.g., numerically, that the latter expression
coincides with the one conjectured by Page [6]
EFT {SvN} =
µ∑
k=M
1
k
− N + 1
2M
= ψ(0)(NM + 1)− ψ(0)(M)− N + 1
2M
, (53)
where ψ(0)(z) = d ln Γ(z)/dz is the digamma function.
This expression was subsequently proven in [7]. Note that
EFT {SvN} is a monotonically increasing function of both
M , (with a fixed N ), and N , (at a fixed M ≥ N ). In both
cases, to leading order in N , the average von Neumann en-
tropy EFT {SvN} ' lnN , which is precisely the reason to
argue that the system is close to a maximally entangled state.
We note here that there is, however, some subtlety concern-
ing the degree of the entanglement when this issue is analyzed
in terms of the entanglement entropy, which is a logarithmic
function of N . We proceed to show in Section VI that the sit-
uation is, as a matter of fact, more delicate. Studying the be-
havior of the moments of the Schmidt number K, we realize
that K ∼ N (so that the complete entanglement is achieved)
only for the situations when a subsystem of some fixed sizeN
is coupled to a thermodynamically large bath with M → ∞.
On the contrary, when the system is partitioned in two sub-
systems of equal size N , K approaches the value N/2 only,
when N → ∞. Consequently, such square systems are far
from being completely entangled.
Next, the variance of the von Neumann entropy is by defi-
9nition
Var (SvN) = EFT
{
S2vN
}− E2FT {SvN} =
N
(
EFT
{
λ2 ln2(λ)
}
+ (N − 1)EFT {λ1 ln(λ1)λ2 ln(λ2)}
)
−
(
µ∑
k=M
1
k
− N + 1
2M
)2
. (54)
To perform averaging, we may proceed in three equivalent
but different ways: we may directly use the one and two-
point densities in our (47) and (50), apply our (51) and use
the usual replica trick, or taking advantage of our (51), ex-
press 〈λ2 ln2(λ)〉FT and 〈λ1 ln(λ1)λ2 ln(λ2)〉FT via analo-
gous moments of the unitary WL ensemble and perform aver-
aging using the spectral and two-level densities of the unitary
WL ensemble. Here we follow the first approach.
Using our (47) we readily find that the first term on the
right-hand-side of (54) is given by
EFT
{
λ2 ln2(λ)
}
=
2b+1
µ(µ+ 1)
2N−2∑
l=0
2lΓ(l + b+ 3)
×A(1)l (N,M)
( µ+1∑
k=l+b+3
1
k
)2
+
µ+1∑
k=l+b+3
1
k2
 . (55)
In a similar fashion, we find that the cross term in (54) obeys
EFT {λ1 ln(λ1)λ2 ln(λ2)} = 4
1+b
µ(µ+ 1)
2N−2∑
l,j=0
2l+j
× Γ(l + b+ 2)Γ(j + b+ 2)A(2)l,j (N,M)
×
 µ+1∑
k=l+b+2
1
k
µ+1∑
k′=j+b+2
1
k′
−
∞∑
k=µ+2
1
k2
 . (56)
Equations (54), (55) and (56) define an exact expression for
the variance of the von Neumann entropy, which is valid for
arbitrary N and M , and for any particular choice of N and M
it can be readily evaluated using Mathematica. On the other
hand, it has quite a complicated structure so that its depen-
dence on N and M can not be easily understood. Based on
low N,M evaluations, we realize eventually that the formula
for the variance of the entropy can be cast into a much more
compact exact form
Var (SvN) = −ψ(1)(NM + 1) + M +N
NM + 1
ψ(1)(M)
− (N + 1) (N + 1 + 2M)
4M2(NM + 1)
, (57)
where ψ(1)(z) = d2 ln Γ(z)/dz2 is the trigamma function,
which is defined for integer values of the argument as a trun-
cated sum of the form ψ(1)(n) =
∑∞
k=n 1/k
2.
In Fig.3 we plot the result in (57) as a function of M . We
observe that, contrary to the behavior of 〈SvN〉FT in (52) and
(53), the variance of the von Neumann entropy is a decreas-
ing function of M , which signifies that in the asymptotic limit
M → ∞ the distribution of the von Neumann entropy tends
to a delta-function so that SvN becomes self-averaging. In
Fig. 4, we plot the full distribution of the von Neumann en-
tropy, obtained from numerical diagonalization of fixed-trace
ensembles, and compare the numerical histogram with Gaus-
sian curves with mean and variance as in (53) and (57), re-
spectively.
△ △ △ △ △ △ △ △ △ △ △
⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕x x x x x x x x x
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0.010
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0.020
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Var(SvN)
Figure 3: (color online) The variance Var (SvN) in (57), as a
function of M for N = 2 (squares), N = 3 (open circles),
N = 4 (filled circles), N = 5 (triangles), N = 6 (crossed
triangles) and N = 7 (crosses).
Figure 4: (color online) Full probability density of SvN from
numerical diagonalization with N = 5,M = 8 (red circles)
and N = 8,M = 12 (blue triangles), compared with
Gaussian curves with mean and variance as in (53) and (57),
respectively.
Finally, we turn to the asymptotic behavior of (57) in the
limits N = M → ∞, M → ∞ with N fixed, and the so-
called double scaling limit when N = cM , 0 < c ≤ 1 and
M →∞. For square systems with N = M →∞ we readily
find
Var (SvN) =
1
4M2
− 2
3M4
+
14
15M6
+O
(
1
M8
)
. (58)
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Note that the leading asymptotic term in this expansion coin-
cides with the result Var (SvN) ' 1/4M2 obtained in [28, 29]
using a Coulomb gas method. Next, in the limitM →∞with
N kept fixed and finite, we find the following exact asymptotic
expansion
Var (SvN) =
(N2 − 1)
2N2M2
[
1−
(
3N2 + 10
)
6NM
+
(
5N2 + 12
)
6N2M2
+O
(
1
N3M3
)]
. (59)
Lastly, in the double scaling limit we obtain
Var (SvN) =
2− c
4M2
− (2− c)(3 + 5c)
12c2M4
+
50 + 35c− 27c2 − 2c3
60c3M6
+O
(
1
M8
)
. (60)
Note that in all three asymptotic expansions the variance de-
creases as the second inverse power of M to leading order in
M .
VI. SCHMIDT NUMBER
In this section, we focus on the Schmidt number K, de-
fined in Eq. (2), which is a random variable supported on
[1, N ]. Recall that it quantifies the number of effective de-
grees of freedom contributing to the entanglement, therefore
K = N corresponds to the maximally entangled state, while
K = 1 corresponds to the completely unentangled state. Our
formalism allows us to completely characterize the statistical
properties of K.
Before proceeding, it may be useful to remark that in some
instances K can be directly measured experimentally. In [4],
the Schmidt number has been given an operational mean-
ing using the connection between the Schmidt decomposition
in quantum mechanics and the coherent-mode decomposition
in classical coherence theory, and measured for two-photon
states entangled in a transverse mode structure.
For convenience of presentation, this rather long section is
structured as follows.
In the first subsection, capitalizing on known results on the
behavior of the purity [21–23], we will present exact formulae
for the pdf of K with N = 2, 3 and arbitrary M , and derive
the corresponding exact expressions for the moments of K of
arbitrary order and determine the asymptotic, leading large-M
behavior of the variance of K.
Next, we will briefly discuss the tails of the distribution in
square systems with N = M in the large-N limit, using the
results of the seminal analysis of the distribution of purity in
[28, 29].
Further on, still for square systems, we will derive exact
representations for the moments of K of arbitrary order ex-
pressing them via the probability P (x(GUE)min ≥
√
2Nξ) that
the smallest eigenvalue x(GUE)min of a N × N matrix belong-
ing to the Gaussian Unitary Ensemble is greater or equal to√
2Nξ.
In the final part, we will discuss the asymptotic behavior of
the moments of K for square N ×N systems in the large-N
limit.
A. Pdf of K for N = 2 and N = 3 for arbitrary M .
For arbitraryN andM , the pdf of the purity can be formally
written down as
P (Σ2)= Z
−1
N,M
∫
δ
(
N∑
i=1
λi − 1
)
δ
(
Σ2 −
N∑
i=1
λ2i
)
|4(λ)|2
N∏
i=1
λαi dλi , (61)
where Z−1N,M is defined in (11) with β = 2 and α = b =
M −N . The calculation of this pdf therefore amounts to inte-
grating the squared Vandermonde determinant, |4(λ)|2, over
a domain formed by the part of the intersection of a hyper-
plane
∑
i λi = 1 and a hypersphere
∑
i λ
2
i = Σ2, centered
at the origin, and appearing within the hypercube [0, 1]N . In
the general case, of course, a direct calculation of the inte-
gral in (61) for finite N,M is seemingly hopeless. Giraud
[22, 23] has nonetheless managed to overcome this challenge
not only for the simple case N = 2, analyzed earlier by Scott
and Caves [21], but also for N = 3 and N = 4, which re-
quired a much more involved analysis.
Building on the results in [21–23], we can easily deduce
that for N = 2 the pdf PN=2(K) of the Schmidt number K
is given by
PN=2(K) =
2MΓ(M + 1/2)√
piΓ(M − 1)
(K − 1)M−2√2−K
KM+1/2
(62)
for K ∈ [1, 2] and is zero otherwise. Further on, for N = 3
an analogous result is given by a more complicated formula
PN=3(K) =
(3M − 1)!
16
√
3
∏3
j=1(M − j)!K2
(
5K − 9
54K
)M−3
×
M−3∑
k=0
(−1)k
(
M − 3
k
)(
9K√
6(5K − 9)
)k
×
(
3−K
3K
)3(k+2)/2 bk/2c∑
j=0
(
1− δj,0δk¯,0
)
×
(
k
bk/2c − j
)(
ζj+k¯/2(φ)− ζj+k¯/2(pi/3)
)
,
(63)
where bk/2c is the floor function, k¯ = k mod 2, δk,j is the
Kronecker delta symbol, φ = 0 for K ∈ [2, 3] and φ =
arccos(
√
K/(6− 2K)) for K ∈ [1, 2] (so that PN=3(K) is
piece-wise continuous). In Fig. 5 we plot the distribution
function in (62) and (63).
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Figure 5: (color online) Probability distribution function
PN=2(K) for N = 2, (62) (dashed lines), and PN=3(K) for
N = 3, (63) (solid lines). The curves from the left to the
right correspond to M = 4, 6 and 8.
The behavior of the pdf of the purity for square systems
with N = M has been analyzed in the large-N limit in [28,
29] using a Coulomb gas method. It was there shown that the
pdf exhibits three different regimes, associated with a different
behavior of the equilibrium density of eigenvalues: a left tail,
a central Gaussian peak, and a right tail, similarly to what we
observe in Fig. 5. Translating these results in the language of
Schmidt number, the pdf P (K) in the vicinity of the left edge
of the support, i.e., for K close to 1, should tend to zero as
P (K) ∼
(
1− 1/
√
K
)N2
/K2 . (64)
In the opposite limit, i.e. when K is close to N so that the
system tends to a maximally entangled state,
P (K) ∼
(
N
K
− 1
)N2/2
/K2 . (65)
These two asymptotic regimes are separated by a Gaussian
peak near N/2.
B. Moments of K for N = 2, 3 and arbitrary M , and
moments of purity
For N = 2 the moments of K of arbitrary (not necessarily
integer) order a can be readily found from (62) and read
EFT {KaN=2} = 2F1 (M − 1, a;M + 1/2; 1/2) , (66)
where 2F1(. . .) is the Gauss hypergeometric function. Hence,
for sufficiently large M , EFT {KaN=2} is conveniently repre-
sented by (see (B10) in the Appendix B)
EFT {KaN=2} = 2a
(
1− 3a
2M
+
3a(7 + 5a)
8M2
+O
(
1
M3
))
,
(67)
so that, to leading order in M , the variance of KN=2 is given
by
Var (KN=2) =
6
M2
+O
(
1
M3
)
. (68)
For N = 3, the calculations are rather involved and we rel-
egate them to the Appendix B, where we derive an explicit,
albeit rather cumbersome exact result for EFT {KaN=3} (see
(B5) in the Appendix B). The asymptotic large-M behavior
turns out to have a rather simple form and for arbitrary, not
necessarily integer a, we have
EFT {KaN=3} = 3a
(
1− 7 a
3M
+
+
7 a(9a+ 11)
18M2
+O
(
1
M3
))
, (69)
so that the variance of KN=3, to leading order in M , obeys
Var (KN=3) =
14
M2
+O
(
1
M3
)
. (70)
We observe that the leading terms in (67) and (69) are 2a
(for N = 2) and 3a (for N = 3). It seems natural to conjec-
ture that for general N the leading term should be Na. While
we are unable to prove that
lim
M→∞
EFT {KaN} = Na , (71)
such an assumption seems to be quite plausible on physical
grounds and signifies that in situations in which a small sub-
system of size N is attached to a much larger subsystem of
size M , a complete entanglement is achieved when M →∞.
This large-M behavior is corroborated by numerical simula-
tions, shown in Fig. 6.
Figure 6: (color online) EFT {KaN} /Na as a function of M ,
for N = 11, a = 6.2 (black circles) and N = 25, a = 3.2
(blue stars). The convergence to the theoretical value 1 is
quite convincing.
To close this subsection, we take advantage of the works by
Scott and Caves [21] and Giraud [23], who calculated exactly
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the first few cumulants of the purity Σ2, and extract from these
results the asymptotic, large-M behavior of the moments of
Σ2 with fixed N . We find that, explicitly,
EFT {Σ2} = 1
N
(
1 +
N2 − 1
N M
− N
2 − 1
N2M2
+O
(
1
M3
))
,
(72)
EFT
{
Σ22
}
=
1
N2
(
1 +
2
(
N2 − 1)
N M
+
+
(
N2 − 1)2
N2M2
+O
(
1
M3
))
, (73)
EFT
{
Σ32
}
=
1
N3
(
1 +
3
(
N2 − 1)
N M
+
+
3
(
N2 − 1)
M2
+O
(
1
M3
))
, (74)
and
EFT
{
Σ42
}
=
1
N4
(
1 +
4
(
N2 − 1)
N M
+
+
6N4 − 4N2 − 2
N2M2
+O
(
1
M3
))
, (75)
while the variance of Σ2, which is given exactly by [21–23]
Var (Σ2) =
2
(
N2 − 1) (M2 − 1)
(1 +N M)
2
(2 +N M) (3 +N M)
(76)
obeys, to leading order in M ,
Var (Σ2) =
2
(
N2 − 1)
N4M2
+O
(
1
M3
)
. (77)
We note that as M → ∞ and at a fixed N , the purity tends
to the value 1/N , i.e., attains the lower limit of its support.
Together with our (71), it implies that systems with fixed N
and M →∞ become completely entangled.
C. Moments of K for square N = M systems: general
expressions
Having discussed the properties of EFT {Ka} for fixed N
and varying M , we turn to the analysis of the moments of K
in the special quadratic case N = M (so that α = b = 0 in
(10)). The general case when N ≤M can also be considered
within the framework we present below but will require much
lengthier calculations. We make use of our (39), set β = 2,
n = N and put pi = 1/(8Nξ2) with ξ ≥ 0. Recalling next
the definition of K, we rewrite (39) as
(2N)N
2/2ξN
2
EFT
{
KN
2/2U
(
N2
2
,
1
2
, 2Nξ2K
)}
= EWL
{
exp
(
− 1
32Nξ2
N∑
i=1
y2i
)}
. (78)
Using (13), the right-hand-side of (78) can be written explic-
itly as
Z−1N,N
2N2Γ(N2)
∫ ∞
0
42(y)
N∏
i=1
exp
(
−yi
2
− y
2
i
32Nξ2
)
dyi ,
(79)
where ZN,N is defined in (11) with β set equal to 2 and
N = M . Making a linear shift of the integration variables
yi → 4
√
2Nξ(xi −
√
2Nξ), we formally rewrite the latter
expression as
Z−1N,N (8N)
N2/2
Γ(N2)
ξN
2
exp
(
2N2ξ2
)
×
∫ ∞
√
2Nξ
42(x)
N∏
i=1
exp
(−x2i ) dxi . (80)
One notices next that the integral in the second line in (80), up
to the normalisation factor Z−1N,N (GUE),
Z−1N,N (GUE) =
2N(N−1)/2
piN/2
∏N
j=1 Γ(j + 1)
, (81)
is equal to the probability P
(
x
(GUE)
min ≥
√
2Nξ
)
that the
smallest eigenvalue x(GUE)min in aN×N Gaussian Unitary En-
semble is greater or equal to
√
2Nξ [33, 34]. Consequently,
combining (78) and (80), we establish the following intriguing
representation
EFT
{
KN
2/2U
(
N2
2
,
1
2
, 2Nξ2K
)}
=
(2pi)N/22N
2/2
G(N + 1)
× exp (2N2ξ2)P (x(GUE)min ≥ √2Nξ) , (82)
where G(N + 1) =
∏N−1
j=0 j! is the Barnes G-function. This
result holds for arbitrary N and arbitrary non-negative ξ and
will be used in what follows for the derivation of explicit and
exact representations of EFT {Ka}.
1. Moments of K of order 0 < a < N2/2
Moments of order a < N2/2 can be obtained as follows:
multiplying both sides of (82) by ξN
2−2a−1, where 0 < a <
N2/2, and integrating from zero to infinity, we get
EFT {Ka} = 2(2pi)
N/2(4N)N
2/2
(8N)aG(N + 1)
Γ(N2)
Γ(a)Γ(N2 − 2a)
×
∫ ∞
0
dξ ξN
2−2a−1 exp
(
2N2ξ2
)
P
(
x
(GUE)
min ≥
√
2Nξ
)
,
(83)
which defines the positive moments of the Schmidt number
of order a < N2/2. Note that this constraint on the order
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of moments stems from the restriction on the convergence of
the integral in (83); for a ≥ N2/2 the integral in the latter
equation becomes divergent on the upper integration limit so
that we have to resort to a different strategy. In Appendix C
we present an alternative derivation of the result in (83) us-
ing a different line of thought, closer to the derivation of the
relation between the n-point densities of the FT and the WL
ensembles.
2. Moments of K of order a = N2/2
The moment of order a = N2/2 can be readily obtained
from (82) by noticing that
lim
ξ→0
U
(
N2
2
,
1
2
, 2Nξ2K
)
=
√
pi
Γ
(
N2 + 1
2
) , (84)
so that, for arbitrary N , we have
EFT
{
KN
2/2
}
=
2 (2pi)N/2Γ
(
N2
)
2N2/2Γ (N2/2)G(N + 1)
× P
(
x
(GUE)
min ≥ 0
)
. (85)
This expression relates, at a first glance rather surprisingly, the
moment of K of order N2/2 in the FT ensemble to the proba-
bility of the highly atypical event where all the eigenvalues of
a N ×N matrix belonging to the GUE are positive.
3. Moments of K of order a > N2/2
The moments of orderN2/2+m orN2+1/2+m,m being
an integer, can be accessed in the following way. From (82),
recall the Taylor series expansion of the Tricomi’s confluent
hypergeometric function and express P
(
x
(GUE)
min ≥
√
2Nξ
)
with non-negative ξ in terms of the moments of K, which
gives
P
(
x
(GUE)
min ≥
√
2Nξ
)
=
√
pi2N
2/2G (N + 1)
2(2pi)N/2Γ (N2)
e−2N
2ξ2
( ∞∑
m=0
Γ
(
N2
2 +m
)
Γ
(
m+ 12
) EFT {K N22 +m} (2Nξ2)m
m!
−
∞∑
m=0
Γ
(
N2+1
2 +m
)
Γ
(
m+ 32
) EFT {K N2+12 +m} (2Nξ2)m+1/2
m!
)
.
(86)
The latter equation states that P
(
x
(GUE)
min ≥
√
2Nξ
)
can be
interpreted as the generating function of moments of K of or-
der higher thanN2/2. In other words, (86) is the Taylor series
expansion of exp (2N2ξ2)P
(
x
(GUE)
min ≥
√
2Nξ
)
in powers
of ξ2 and the coefficients in this expansion are just the deriva-
tives of the latter function at ξ = 0:
EFT
{
KN
2/2+m
}
=
2(2pi)N/2Γ(N2)
2N2/2Γ(N2/2 +m)G(N + 1)(
d2m
dξ2m
exp
(
2N2ξ2
)
P
(
x
(GUE)
min ≥
√
2Nξ
))∣∣∣∣
ξ=0
(87)
and
EFT
{
KN
2/2+m+1/2
}
= − (2pi)
N/2
√
2 23m+N2/2Nm+1/2
Γ(N2)
Γ(N2/2 +m+ 1/2)G(N + 1)(
d2m+1
dξ2m+1
exp
(
2N2ξ2
)
P
(
x
(GUE)
min ≥
√
2Nξ
))∣∣∣∣
ξ=0
.
(88)
Therefore, the moments of the Schmidt number K
of order greater than N2/2 probe the behavior of
P
(
x
(GUE)
min ≥
√
2Nξ
)
right in the middle of the Wigner sea.
Since x(GUE)min is typically ∼ −
√
2N , i.e., ξ ∼ −1, we con-
clude that the behavior of the moments of K of such a high
order is supported by atypical, rare events.
4. Moments of K of order a < 0
Lastly, we consider the negative moments of K, i.e., posi-
tive moments of the purity Σ2. We recall that formally exact
expressions for EFT {Σn2} have already been computed by Gi-
raud (see [22] and some corrections in [23]). Our goal here is
to provide an alternative derivation, relating EFT {Σn2} to the
behavior of P
(
x
(GUE)
min ≥
√
2Nξ
)
in the limit ξ → ∞. This
derivation will also allow us to establish an exact asymptotic
expansion for P
(
x
(GUE)
min ≥
√
2Nξ
)
for finite N . Setting in
(40) all pi = p ≥ 0 and n equal to N , we have that for any
integer n ≥ 0,
EFT {Σn2} =
Γ
(
N2
)
4nΓ (N2 + 2n)
EWL
{(
N∑
i=1
y2i
)n}
. (89)
Further on, using the relation
(
N∑
i=1
y2i
)n
= (−1)n(32N)n d
n
dpn
exp
(
− p
32N
N∑
i=1
y2i
)∣∣∣∣∣
p=0
,
(90)
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we find, after some straightforward manipulations, the follow-
ing expression
EFT {Σn2} =
(−1)n (8N)n
Γ (N2 + 2n)
(2pi)N/2 (4N)
N2/2
Γ
(
N2
)
G(N + 1)
×
 dndpn
exp
(
2N2
p
)
pN2/2
P
(
x
(GUE)
min ≥
√
2N
p
)
∣∣∣∣∣∣∣∣
p=0
.
(91)
The latter expression shows that the moments of the purity, or
the inverse moments of K, are dominated by the right tail of
the probability P
(
x
(GUE)
min ≥
√
2Nξ
)
corresponding to the
limit ξ →∞.
As a certain by-product of the above considerations, which
will be also useful for our further analysis, we obtain from
(91) the following exact asymptotic representation of the
probability P
(
x
(GUE)
min ≥
√
2Nξ
)
in the limit ξ →∞
P
(
x
(GUE)
min ≥
√
2Nξ
)
=
G (N + 1)
(2pi)N/2(4N)N2/2Γ (N2)
× ξ−N2 exp (−2N2ξ2)
×
∞∑
n=0
(−1)n
n!
Γ
(
N2 + 2n
)
(8Nξ2)n
EFT {Σn2} , (92)
which is valid for arbitrary N . Note that, in contrast to the
result in (86), which shows that the coefficients in the ex-
pansion of P
(
x
(GUE)
min ≥
√
2Nξ
)
right in the middle of the
Wigner sea are related to the moments of the Schmidt num-
ber of order N2/2 + m, the coefficients in the Taylor se-
ries for ξ → ∞ are proportional to the inverse moments of
K, i.e., the positive moments of the purity Σ2. Therefore,
P
(
x
(GUE)
min ≥
√
2Nξ
)
in the limit ξ →∞ can be thought of
as the moment-generating function of the purity.
Next, capitalizing on the exact results for the moments of
purity calculated by Giraud [22, 23], we rewrite the exact
asymptotic large-ξ expansion in (92) in a closed form:
P
(
x
(GUE)
min ≥
√
2Nξ
)
=
G (N + 1) Γ (N + 1)
(2pi)N/2(4N)N2/2
× ξ−N2 exp (−2N2ξ2) ∞∑
n=0
(−1)n Bn
(8Nξ2)
n , (93)
where
Bn =
∑
n1+n2+...+nN=n
( N∏
i=1
(N + 2ni − i)!
i!ni!(N − i)!
×
∏
1≤i<j≤N
(2ni − i− 2nj + j)
)
, (94)
which is a finite sum over partitions of n into N numbers
greater or equal to 0. These partitions can be easily gener-
ated for any n by some suitable algorithm. In particular, the
first four terms in the expansion in (93) (or, equivalently, in
(92)) are given explicitly by
P
(
x
(GUE)
min ≥
√
2Nξ
)
=
G (N + 1)
(2pi)N/2(4N)N2/2
× ξ−N2 exp (−2N2ξ2) (1− N2
4 ξ2
+
(
2N4 + 9N2 + 1
)
64 ξ4
−
−
(
2N6 + 27N4 + 111N2 + 40
)
768 ξ6
+O
(
1
ξ8
))
. (95)
To the best of our knowledge, the result in (93) is new.
D. Moments of K and of the purity Σ2 for square N ×N
systems: asymptotic large-N behavior
In this final section we focus on the asymptotic large-N be-
havior of the moments of K of order a < N2/2 and of the
purity Σ2 for square, N × N systems, a question that seem-
ingly has not been addressed as yet. The large-N behavior of
the moments of Σ2 will be simply extracted from the available
exact expressions for the first few cumulants of the purity[21–
23]. On the other hand, to deduce the large-N behavior of the
moments of K we will resort to the classical papers by Dean
and Majumdar [35], who have shown that for sufficiently large
N the probability P
(
x
(GUE)
min ≥
√
2Nξ
)
has the form
P (x
(GUE)
min ≥
√
2Nξ) ≈ exp (−2N2Φ (ξ) +O (N)) (96)
where the symbol ” ≈ ” means equivalence on a logarithmic
scale, and the large deviation function Φ(ξ) in (96) is given
explicitly by [35]:
Φ (ξ) =
1
2
ln 3− 1
2
ln
(√
3 + ξ2 − ξ
)
+
1
54
(
36ξ2 − 2ξ4 + ξ (15 + 2ξ2)√3 + ξ2) . (97)
Note that, as evidenced by numerical simulations per-
formed in [35], the result in (96) and (97) is reasonably ac-
curate already for quite modest values of N .
Consequently, in this subsection we will posit that the mo-
ments of K of order less than N2/2, defined by our (83), can
be approximated with logarithmic accuracy by
EFT {Ka} ≈ 2(2pi)
N/2(4N)N
2/2
(8N)aG(N + 1)
Γ(N2)
Γ(a)Γ(N2 − 2a)
× CN
∫ ∞
0
dξ ξN
2−2a−1 exp
(
2N2ξ2
)
exp
(−2N2Φ (ξ)) ,
(98)
where the constant CN will be defined below.
Before we proceed with the analysis of the expression in
(98), we find it necessary to emphasize several points on the
possible limitations of the result in (96) and (97), and conse-
quently, on the errors these limitations may incur in determin-
ing the asymptotical behavior of the moments of the Schmidt
number for square systems.
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(i) Note that due to the omitted O(N) terms in (97), the
limiting value lima→0 EFT {Ka} in (98) is not equal to 1, as it
should. We introduce ad hoc in (98) a normalization constant
CN , which will enforce the condition lima→0EFT {Ka} ≡
1. Clearly, this normalization constant should not dependent
on N stronger then exp (O(N)). We present the calculation
of this constant in Appendix D and show that CN is given
explicitly by
CN =
G(N + 1)
(2pi)N/2NN2/2
exp
(
3N2
4
)
. (99)
We observe that, indeed, this CN depends very weakly on N
(see the Appendix D).
(ii) Let us examine next the large-ξ behavior of the large
deviation form P (x(GUE)min ≥
√
2Nξ) in (96) and (97) and
compare it with our exact asymptotic expansion in (95). The
large-ξ asymptotic of the expression in (96) and (97) can be
readily determined and reads
P (x
(GUE)
min ≥
√
2Nξ) ≈ exp (−2N2Φ (ξ)) =
=
exp
(
−3N
2
4
)
2N2
ξ−N
2
exp
(−2N2ξ)×
×
(
1− N
2
4 ξ4
+
(
2N4 + 9N2
)
64 ξ4
−
−
(
2N6 + 27N4 + 108N2
)
768 ξ6
+O
(
1
ξ8
))
. (100)
Further on, the N -dependent numerical factor in the first line
in (95) can be written down, for sufficiently large N , as
G (N + 1)
(2pi)N/2(4N)N2/2
∼
exp
(
−3N
2
4
)
2N2
×
× 1
A
( e
N
)1/12
exp
(
O
(
1
N2
))
, (101)
where A ≈ 1.282... is the Glaisher constant and e is the
base of the natural logarithm. Comparing next both expan-
sions, we first observe that the leading terms coincide, once
we discard the correction terms in the second line in (101).
In fact, the constant CN in (99), chosen to enforce the condi-
tion lima→0 EFT {Ka} ≡ 1, is actually equal to these dis-
carded correction terms. Next, the subdominant terms in
both expansion are series in powers of ξ−2 (multiplied by
ξ−N
2
exp(−2N2ξ)) and the coefficients in this series are
polynomials of N . Inspecting the expansion coefficients in
(95) and (100), we note that the first two terms coincide ex-
actly, while the third and the fourth ones are only slightly
different, which means that the omitted O(N) terms start to
contribute only at this level. Concluding this discussion, we
may expect that P (x(GUE)min ≥
√
2Nξ) in (96) defines cor-
rectly the leading and the first sub-leading terms in the mo-
ments of purity. On the other hand, since the moments of K
are defined as an integral over ξ and we do not know how ac-
curately P (x(GUE)min ≥
√
2Nξ) in (96) approximates the true
P (x
(GUE)
min ≥
√
2Nξ) for small and moderate ξ, we can not
expect the same level of accuracy.
In Appendix D we construct an exact asymptotic expansion
of the integral in (98). We realize, indeed, that the approxima-
tion based on (98) allows us to deduce only the exact leading-
N behavior of EFT {Ka}, while already the first subleading
term is incorrect. The leading behavior, for a  N2/2 and
N →∞, has the following form
EFT {Ka} ∼
(
N
2
)a
. (102)
This result, on the one hand, is somewhat trivial because it
corresponds to the ultimate regime where the pdf of K attains
the form of the delta function. On the other hand, it nonethe-
less provides an important, physically meaningful informa-
tion: namely, it states that for N → ∞ the Schmidt number
K ∼ N/2 and hence, in contrast to the systems with fixed N
and M →∞, the entanglement in square systems is far from
being complete. In Fig. 7, we provide results of numerical di-
agonalization for the ratio EFT {KaN}/(N/2)a as a function
of M = N , which show a convincing convergence to 1 as
predicted theoretically.
Figure 7: (color online). EFT {KaN}/(N/2)a as a function of
M = N . Numerical simulations for a = 3.2 (purple dots)
and a = 6.2 (blue stars) confirm that the ratio converges to 1,
as predicted theoretically.
Finally, taking advantage once again of the general re-
sults due to Scott and Caves [21] and Giraud [23], for square
N = M systems we present the large-N asymptotics of the
moments of the reciprocal of the Schmidt number - the purity
Σ2. We have that the first four moments obey
E {Σ2} =
(
2
N
)(
1− 1
N2
+
1
N4
+O
(
1
N6
))
, (103)
E
{
Σ22
}
=
(
2
N
)2(
1− 3
2N2
− 3
2N4
+O
(
1
N6
))
,
(104)
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E
{
Σ32
}
=
(
2
N
)3(
1− 3
2N2
− 7
N4
+O
(
1
N6
))
,
(105)
and
E
{
Σ42
}
=
(
2
N
)4(
1− 1
N2
− 57
4N4
+O
(
1
N6
))
,
(106)
From (76) [21–23], we have that the variance of the purity for
square systems follows in the asymptotic limit N →∞
Var (Σ2) =
2
N4
(
1− 9
N2
+
47
N4
+O
(
1
N6
))
. (107)
This means that the variance of the purity in square systems
decays, to leading order, as an inverse fourth power of N , i.e.
much faster than the variance of the von Neumann entropy
(see our (58)). This implies, in turn, that the distribution of
the purity is much more narrow than that of the von Neumann
entropy.
VII. CONCLUSIONS
To summarize, we have analyzed the nonlinear statistics of
Schmidt eigenvalues for entangled random pure states at fi-
nite N,M - the dimensions of the Hilbert space partitions.
We have established a general relation between the n-point
densities and the cross-moments of the β-FT ensemble and
the analogous quantities of the β-WL ensembles. Building on
these results, we presented explicit, closed-form expressions
for the two-point densities and also an exact expression for the
variance of the von Neumann entropy, valid for anyN andM .
Further on, we derived a wealth of results for the Schmidt
number K. Capitalizing on the known results for the distri-
bution function of the purity [22, 23, 28, 29], we calculated
the probability density function of K for N = 2 and N = 3
and arbitrary M , and also discussed the forms of the right
and left tails of this distribution for square N = M systems
in the limit N → ∞. From these results, we derived exact
expression for the moments E{Ka} of K of arbitrary order
for N = 2 and N = 3 and arbitrary M , and analyzed their
asymptotic large-M behavior.
Next, taking advantage of the established relation between
the cross-moments of the FT and WL ensembles, we found
an exact representation of E{Ka} of arbitrary, not necessarily
integer order a in N × N systems by spotting a previously
unnoticed connection with the statistics of the smallest eigen-
value of Gaussian Unitary matrices. Lastly, we discussed the
asymptotic, large-N behavior of these moments. Our results
have been corroborated via numerical simulations whenever
possible, with excellent agreement.
As a by-product of our analysis, we also established an
exact asymptotic expansion of the probability P (xGUEmin ≥√
2Nξ) that the smallest eigenvalue in the Gaussian Unitary
Ensemble is larger than
√
2Nξ, in the limit ξ → ∞ for fixed
N , by identifying the coefficients in this expansion via the
moments of the purity in the fixed-trace ensemble.
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Appendix A: Coefficients A(1)l (N,M) and A
(2)
l,j (N,M).
The spectral density ρ(WL)1 (y) of the β = 2 WL ensemble
reads (see, e.g., [38])
ρ
(WL)
1 (y) =
yb
2b+1N
e−y/2
N−1∑
m=0
m!
(
L
(b)
m (
y
2 )
)2
(m+ b)!
=
Γ(N) yb
2b+1Γ(M)
e−y/2
[
L
(b)
N−1
(y
2
)
L
(b+1)
N−1
(y
2
)
− L(b)N
(y
2
)
L
(b+1)
N−2
(y
2
) ]
,
(A1)
where L(b)m (·) is the generalized Laguerre polynomial. Further
on, we use the following representation of the product of two
generalized Laguerre polynomials
L(a)m (x)L
(b)
n (x) =
m+n∑
l=0
(−1)l x
l
l!
m∑
p=0
(
l
p
)
×
(
m+ a
m− p
)(
n+ b
n− l + p
)
, (A2)
where
(
l
p
)
is the binomial coefficient such that
(
l
p
)
= l!/p!(l−
p)! for l ≥ p and p ≥ 0, and zero otherwise. Inserting (A2)
into (A1), and collecting terms with the same power of y, we
find the following explicit representation of the coefficients
A
(1)
l (N,M) in (46)
A
(1)
l (N,M) =
(−1)l
2b+l+1l!
Γ(N)
Γ(M)
N∑
p=0
(
l
p
)
×
[(
M − 1
b+ p
)(
M
b+ 1 + l − p
)
−
−
(
M
b+ p
)(
M − 1
b+ 1 + l − p
)]
. (A3)
Further on, we present the derivation of the coefficients
A
(2)
l,j (N,M). The normalized two-point density of the β = 2
WL ensemble is given explicitly by
ρ
(WL)
2 (y1, y2) =
N
N − 1
(
ρ
(WL)
1 (y1)ρ
(WL)
1 (y2)−
− (y1y2)
b
4b+1N2
e−y1/2−y2/2×
×
(N−1∑
m=0
m!
(m+ b)!
L(b)m
(y1
2
)
L(b)m
(y2
2
))2)
.
(A4)
The first term in square brackets, which is a product of
two one-point densities, produces a trivial contribution to
A
(2)
l,j (N,M) - the product of two corresponding coefficients
A
(1)
l (N,M). We therefore focus on the second term. The
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sum of products of Laguerre polynomials entering (A4) can
be written down as
N−1∑
m=0
m!
(m+ b)!
L(b)m
(y1
2
)
L(b)m
(y2
2
)
=
=
N−1∑
f,r=0
Cf,r(N,M) y
r
1 y
f
2 , (A5)
where the numerical coefficients Cf,r(N,M) are given by
Cf,r(N,M) =
(−1)f+r
2f+rf !(b+ r)!
N−1∑
m=0
(
m
r
)(
m+ b
m− f
)
. (A6)
Consequently, the squared sum on the left-hand-side of (A5)
admits the following expansion(
N−1∑
m=0
m!
(m+ b)!
L(b)m
(y1
2
)
L(b)m
(y2
2
))2
=
=
2N−2∑
l,j=0
Kl,j(N,M) y
l
1 y
j
2 , (A7)
where
Kl,j(N,M) =
N−1∑
r1,f1=0
Cf1,r1(N,M)Cj−f1,l−r1(N,M) .
(A8)
Consequently, we arrive at the following explicit result for the
coefficients A(2)l,j (N,M)
A
(2)
l,j (N,M) =
N
N − 1A
(1)
l (N,M)A
(1)
j (N,M)−
− Kl,j(N,M)
4b+1N(N − 1) . (A9)
Appendix B: Moments of K for N = 3
For N = 3 and arbitrary M ≥ 3, it is convenient to calcu-
late the moments of K directly from their formal definition:
EFT {KaN=3} =
Γ (3M)
12Γ (M) Γ (M − 1) Γ (M − 2)
×
∫ 1
0
∫ 1
0
∫ 1
0
dλ1dλ2dλ3 (λ1λ2λ3)
M−3
× |4(λ)|
2
(λ21 + λ
2
2 + λ
2
3)
a δ (λ1 + λ2 + λ3 − 1) . (B1)
One of the integrals, say, over λ3, can be simply performed us-
ing the delta function. Changing then the integration variable
λ2 as
λ2 =
(1− λ1)
2
(
1−√1− x) , (B2)
we cast the expression in (B1) into the form
EFT {KaN=3} =
Γ (3M)
6 22MΓ (M) Γ (M − 1) Γ (M − 2)
×
∫ 1
0
dλ1 λ
M−3
1 (1− λ1)2M−3
∫ 1
0
dxxM−3 (1− x)1/2
×
(
4λ21 − 4λ1 (1− λ1) + (1− λ1)2 x
)2
(
λ21 + (1− λ1)2
(
1− x
2
))a . (B3)
The integrals in (B3) are coupled via the expression in the
denominator of the kernel and in order to factorise them we
use the following expansion
1(
λ21 + (1− λ1)2
(
1− x
2
))a = ∞∑
n=0
(
n+ a− 1
n
)
2n
×
n∑
k=0
(
n
k
)
(−1)k(1− λ1)n+k
(
1− x
4
)k
. (B4)
Plugging the latter expansion in (B3) and performing the inte-
gration, we obtain the following result:
EFT {KaN=3} =
√
pi Γ (3M)
3 22MΓ (M − 1)
∞∑
n=0
(
n+ a− 1
n
)
2n
n∑
k=0
(
n
k
)
(−1)k
(
R
(1)
n,k +R
(2)
n,k +R
(3)
n,k
)
, (B5)
where
R
(1)
n,k = 4
(
k2 + k (2M + 2n− 3) + (M + n)2 −M − 3n+ 2
)
Γ
(
M − 1
2
)
Γ (3M + n+ k)
× Γ (2M + k + n− 2) 2F1
(
−k,M − 2;M − 1
2
;
1
4
)
,
(B6)
R
(2)
n,k =
Γ (2M + n+ k + 2)
4 Γ
(
M +
3
2
)
Γ (3M + k + n)
× 2F1
(
−k,M ;M + 3
2
;
1
4
)
, (B7)
and
R
(3)
n,k = −2
(M − 2) (M + n+ k + 1)
(M − 1) Γ
(
M +
1
2
) Γ (2M + n+ k)
Γ (3M + k + n)
× 2F1
(
−k,M − 1;M + 1
2
;
1
4
)
. (B8)
Lastly, we note that the hypergeometric functions entering
(B6) to (B8) can be simply expressed via the Jacobi polyno-
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mials P (α,β)k (x) with the argument x = 1/2:‘
2F1
(
−k,M − p;M − p+ 3
2
;
1
4
)
=
k! Γ
(
M − p+ 3
2
)
Γ
(
M − p+ 3
2
+ k
)
× P (M−p+1/2,−k−3/2)k
(
1
2
)
=
k! Γ
(
M − p+ 3
2
)
Γ
(
M − p+ 3
2
+ k
)
× (−1)
k
4k
k∑
m=0
(
k +M − p+ 1/2
m
)(−3/2
k −m
)
(−3)m ,
(B9)
where p = 0, 1, 2 Therefore, our (B5) with (B6) to (B8) de-
fines an exact result for the moments EFT {KaN=3} of the
Schmidt number for N = 3 and arbitrary M and (not nec-
essarily integer) a in form of an infinite series. In principle,
summation over k and n can be performed giving an explicit
result in terms of a (rather cumbersome) combination of gen-
eralized hypergeometric functions. For any fixed a and M ,
this series can be straightforwardly computed using Mathe-
matica.
The expression in (B5) is, however, not very useful since
it has a too complicated structure and does not permit to eas-
ily observe the M - and a-dependence of the moments of K.
To this purpose, we focus next on the asymptotic, large-M
behavior of the expression in (B5). Expanding the ratios of
the gamma functions entering (B6) to (B8) in Taylor series
in inverse powers of M , and taking advantage of the follow-
ing asymptotic expansion of the hypergeometric functions for
large values of the parameters,
2F1 (−k,M + p− 2;M + p− 2 + 3/2; z) =
= (1− z)k
[
1 +
3kz
2(1− z)M+
+
3kz (2− 4p(1− z)− 7z + 5kz)
8(1− z)2M2 +O
(
1
M3
)]
,
(B10)
we have
√
pi Γ (3M)
3 22MΓ (M − 1)
n∑
k=0
(
n
k
)
(−1)k
(
R
(1)
n,k +R
(2)
n,k +R
(3)
n,k
)
=
1
3n
(
1− 7n
6M
+
7n (9n− 5)
72M2
+O
(
1
M3
))
. (B11)
Multiplying the last line in (B11) by 2n
(
n+a−1
n
)
and summing
over n, we arrive at the result in (69).
Appendix C: An alternative derivation of the moments of the
Schmidt number of order a < N2/2.
In this Appendix, we present an alternative derivation of the
expression (83) defining moments of the Schmidt number K
of order a < N2/2. Our approach here is, in fact, essentially
the same as the one we developed for the derivation of the
n-point densities of the FT ensemble.
First of all, we introduce an auxiliary function
P (Σ2, t) = Z
−1
N,N
∫ ∞
0
. . .
∫ ∞
0
δ
(
N∑
i=1
λi − t
)
× δ
(
Σ2 −
N∑
i=1
λ2i
)
42(λ)
N∏
i=1
dλi , (C1)
(with Z−1N,N defined in (11) with N = M , β = 2 and hence,
µ = N2) which describes for t = 1 the pdf of the purity Σ2 on
N×N FT ensembles with β = 2, see (61). Taking the double
Laplace transform of the expression in (C1) with respect to
both t and Σ2, we have
F(z, p) = Lp,t (Lz,Σ2 (P (Σ2, t)))
= Z−1N,N
∫ ∞
0
. . .
∫ ∞
0
42(λ)
× exp
(
−p
N∑
i=1
λi − z
N∑
i=1
λ2i
)
N∏
i=1
dλi (C2)
Changing the integration variables xi =
√
zλi + p/2
√
z, we
can cast the latter expression into the form
F(z, p) = Z−1N,N exp
(
p2N
4z
)
z−N
2/2
∫ ∞
p/2
√
z
. . .
∫ ∞
p/2
√
z
×42(x) exp
(
−
N∑
i=1
x2i
)
N∏
i=1
dxi , (C3)
which can be immediately written in the following more ap-
pealing form
F(z, p) = Z−1N,NZN,N (GUE) z−N
2/2
× exp
(
p2N
4z
)
P
(
xGUEmin ≥
p
2
√
z
)
.
(C4)
Here, ZN,N (GUE) is the inverse of the normalization con-
stant of the N × N Gaussian Unitary Ensemble, defined ex-
plicitly in (81), and P (xGUEmin ≥ p/2
√
z) is as before the prob-
ability that the smallest eigenvalue in this ensemble is greater
or equal to p/2
√
z. Consequently, the pdf of the purity can be
formally written down as
P (Σ2) = Z
−1
N,NZN,N (GUE)
× L−1t=1,p
(
L−1Σ2,z
(
z−N
2/2×
× exp
(
p2N
4z
)
P
(
xGUEmin ≥
p
2
√
z
)))
. (C5)
Note now that the moments of the Schmidt number K can be
straightforwardly expressed in terms of the function F(z, p)
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as
EFT {Ka} = 1
Γ(a)
L−1t=1,p
(∫ ∞
0
dz za−1F(z, p)
)
=
Z−1N,NZN,N (GUE)
Γ(a)
L−1t=1,p
(∫ ∞
0
za−1−N
2/2
× exp
(
p2N
4z
)
P
(
xGUEmin ≥
p
2
√
z
)
dz
)
. (C6)
Changing the integration variable ξ = p/2
√
2Nz, we for-
mally rewrite the latter expression as
EFT {Ka} =
2Z−1N,NZN,N (GUE)(8N)
N2/2−a
Γ(a)
× L−1t=1,p
(
1
pN2−2a
)
×
×
∫ ∞
0
dξ ξN
2−2a−1e2N
2ξ2 P (xGUEmin ≥
√
2Nξ) , (C7)
which gives upon the inversion of the Laplace transform with
respect to p, (for a < µ/2), our result in (83).
Appendix D: Asymptotic large-N behavior of the moments of
the Schmidt number for square systems
Here we detail the evaluation of the integral in (98), which
defines the moments of K of arbitrary order a < N2/2 under
the assumption that the probability P (xGUEmin ≥
√
2Nξ) can
be well approximated by its large deviation form calculated in
[35]. Our aim is to present the first three terms in the asymp-
totic large-N expansion stemming out of this approximation.
We start with an analysis of the behavior of the integrand in
(98). The integrand, i.e.,
f(ξ) = ξN
2−2a−1 exp
(
2N2
(
ξ2 − Φ(ξ))) (D1)
is a bell-shaped function of ξ, which vanishes for ξ = 0 and
ξ →∞, and has a maximum at
ξmax =
(
N3 +
(
N2 + 6a+ 3
)3/2 − 9(1 + 2a)N
4(1 + 2a)N
)1/2
.
(D2)
The position of the maximum ξmax is a monotonically in-
creasing function of N , for a fixed a, and is a monotonically
decreasing function of a, at a fixed N , for a ∈ [0, N2/2];
ξmax(a = N
2/2) ≈ 3√3/8N2 → 0 for N →∞.
Given that there is a large parameter N2 in the exponen-
tial, it is tempting to resort to the saddle-point approximation.
This approach, however, yields a very poor result for the in-
tegral. The reason is that, even though f(ξ) can be very well
approximated by a Gaussian in the vicinity of ξ = ξmax, this
Gaussian is flanked on both sides by power-law tails :
f(ξ) ≈ ξN2−2a−1 (D3)
when ξ → 0, since
ξ2 − Φ(ξ) = − ln 3
4
− 4ξ
3
√
3
+O (ξ2) (D4)
in this limit, and using the expansion in (100),
f(ξ) ≈ 1
ξ2a+1
, (D5)
as ξ → ∞. As a matter of fact, these power-law tails provide
the dominant contributions to the integral in (98); namely, the
left tail dominates the behavior of the moments ofK when a is
close to N2/2, and the right tail does the same for sufficiently
small values of a. Hence, we have to resort here to a different
approach.
Lastly, we note that there is some subtlety in the behav-
ior of the integral in (98) (and also in the exact expression in
(83)) in the limit a → 0, since in this case f(ξ) ≈ 1/ξ, (see
(D5)). This implies that the integrals are formally logarithmi-
cally divergent on the upper limit of integration. On the other
hand, the expressions in (83) and (98) contain a factor 1/Γ(a),
which vanishes as a → 0. As a matter of fact, these two con-
flicting factors compensate each other and lima→0 EFT {Ka}
exists, when one first performs the integrals at a fixed a > 0
and only afterward takes the limit a→ 0.
Now, we turn to the evaluation of the integral in (98).
Changing the integration variable as
ξ =
√
3
2
(1− z)√
z
(D6)
the expression for the moments of K in (98) can be conve-
niently cast into the form
EFT {Ka} ∼ (2pi)
N/2NN
2/2
(6N)aG(N + 1)
Γ(N2)
Γ(a)Γ(N2 − 2a)CN
×
∫ 1
0
dz(1 + z)za−1 (1− z)N2−2a−1
× exp
(
−3N
2
4
(1− z)
(
1 +
z
9
))
. (D7)
Further on, using the well-known expression for the generat-
ing function of the Hermite polynomials Hm(. . .), we repre-
sent the exponential in the latter equation as a sum over Her-
mite polynomials,
exp
(
−3N
2
4
(1− z)
(
1 +
z
9
))
= exp
(
−3N
2
4
)
×
∞∑
m=0
(−1)m
m!
Hm
(
2iN√
3
)(
iNz
2
√
3
)m
, (D8)
where i =
√−1. Inserting this expression into (D7) and per-
forming the integral, we arrive at the following representation
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of the moments of K in the form of an infinite series
EFT {Ka} ∼ (2pi)
N/2NN
2/2Γ(N2)
(6N)aΓ(a)G(N + 1)
exp
(
−3
4
N2
)
× CN
∞∑
m=0
(−1)m(N2 + 2m)
m!
Γ (a+m)
Γ (N2 − a+m+ 1)
×Hm
(
2iN√
3
)(
iN
2
√
3
)m
, (D9)
which is completely equivalent to the expression in (98).
We are now in the position to determine the N -dependent
constant CN . Taking in (D9) the limit a → 0, and requiring
that lima→0 EFT {Ka} ≡ 1, we find the expression in (99).
The normalization constant CN as a function of N is depicted
in Fig. 8. One observes that, indeed, CN is a very slowly
varying function of N . As a matter of fact, the asymptotic
behavior of CN is well described by a slow power law of the
form
CN ≈ 1
A
( e
N
)1/12
, (D10)
where A ≈ 1.282 is the Glaisher’s constant. One infers from
Fig. 8 that this asymptotic form sets in starting from very
moderate values of N . Moreover, we note that CN defines
precisely the terms in the second line in (101).
5 10 15 20 25 30
N
0.6
0.7
0.8
0.9
CN
Figure 8: (color online). Normalization constant CN , (99)
(symbols), as a function of N . The solid curve is the
asymptotic result in (D10).
Next, we take advantage of the explicit representation of the
Hermite polynomials
Hm (x) = m!
bm/2c∑
k=0
(−1)k
k!(m− 2k)! (2x)
m−2k
, (D11)
where b...c is the floor function. Note that the series in (D11)
are arranged in descending order with respect to powers of the
argument, so that the term k = 0 corresponds to the highest
power of x. Inserting (D11) into (D9), taking into account
(99) and performing summation over m, we have
EFT {Ka} ∼
Γ
(
N2
)
(6N)aΓ(a)
∞∑
k=0
(
N/2
√
3
)2k
k!
×
[(N2 + 4k)Γ (a+ 2k)
Γ (N2 − a+ 2k + 1)
× 1F1
(
a+ 2k,N2 − a+ 2k + 1, 2N
2
3
)
+
+
4N2
3
Γ(a+ 2k + 1)
Γ (N2 − a+ 2k + 2)
× 1F1
(
a+ 2k + 1, N2 − a+ 2k + 2, 2N
2
3
)]
, (D12)
where 1F1(. . .) is the Kummer’s confluent hypergeometric
function.
Note that in a similar fashion we can obtain an explicit ex-
pression for the average logarithm of K, which describes the
”typical” behavior of the Schmidt number. Using our (D9),
we find
EFT {ln(K)} = lim
a→0
1
a
(EFT {Ka} − 1)
∼ ψ(0) (N2 + 1)− ln(6N)+
+ Γ
(
N2
) ∞∑
m=1
(−1)m
m
(
N2 + 2m
)
Γ (N2 +m+ 1)
×Hm
(
2iN√
3
)(
iN
2
√
3
)m
, (D13)
where ψ(0)(. . .) is the digamma function, defined in the text
after (53).
We turn to the analysis of the asymptotic behavior of the re-
sult in (D12) in the limitN →∞. We note first that the Kum-
mer’s functions entering the series have the form 1F1(b, c, x),
in which b is independent of N , while the parameter c and the
argument x are both proportional to N2, and hence, tend to
infinity as N →∞. Setting x = ζc, where in the case at hand
ζ is a bounded function such that ζ < 1, we have that in the
limit c→∞ the Kummer’s functions obey
1F1(b, c, ζc) =
1
(1− ζ)b
[
1− b(b+ 1)ζ
2
2(1− ζ)2c
(
1−
−
(
12 + 8(1 + 2b)ζ + (b− 1)(3b+ 2)ζ2)
12(1− ζ)2c
)
+O
(
1
c3
)]
,
(D14)
which implies that all 1F1(b, c, x) in (D12) approach constant
values as N → ∞, and the dominant N -dependence of each
term in the expansion in (D12) will come from the ratio of the
gamma functions. Noticing next that as N →∞,
Γ
(
N2
)
N2k+2
NaΓ (N2 − a+ 2k + 1) = O
(
Na−2k
)
, (D15)
and
Γ
(
N2
)
N2k+2
NaΓ (N2 − a+ 2k + 2) = O
(
Na−2k−2
)
, (D16)
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we can conclude that for large N the series in (D12) repre-
sents an expansion in the inverse powers ofN2. Moreover, the
dominant contribution to the large-N behavior of EFT {Ka}
will be provided by the zeroth term, while the terms of higher
order will contribute only to the subdominant behavior. More
precisely, we have that the zeroth term (k = 0) of the series is
explicitly given by(
N
2
)a [
1 +
a(1− a)
2N2
+
a(158 + 249a+ 70a2 + 3a3)
24N4
+
+O
(
1
N6
)]
, (D17)
the first one (k = 1) obeys(
N
2
)a [3a(1 + a)
4N2
− 3a(1 + a)(5 + a)(6 + a)
8N4
+
+O
(
1
N6
)]
, (D18)
while the second one (k = 2) (contributing only to the order
O(1/N4)) is explicitly given by(
N
2
)a [9a(1 + a)(2 + a)(3 + a)
32N4
+O
(
1
N6
)]
. (D19)
The terms with higher values of k contribute to the order
O(1/N6) and higher, and hence can be safely neglected, given
that we are interested in the large-N behavior of the moments
of K to the order O(Na−4) at most. Summing the contribu-
tions given in (D17), (D18) and (D19), we arrive at the fol-
lowing result
EFT {Ka} ∼
(
N
2
)a [
1 +
a(5 + a)
4N2
−
− a
(
286 + 183a− 10a2 − 3a3)
96N4
+O
(
1
N6
)]
. (D20)
We notice immediately that already the first subdominant
term in this expansion is not correct, since it has a spurious
quadratic dependence on a. Due to this dependence, (D20)
predicts that the variance Var(K) → 1/8 as N → ∞, which
is evidently incorrect. Therefore, albeit (D20) may serve as
useful approximation (having the same level of accuracy as
an approximate form of P (x(GUE)min ≥
√
2Nξ) in [35]), the
only reliable term in it is the first leading term, (102).
