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Abstract
Calcium imaging is an exciting cutting-edge technology used to quantify neu-
ronal activity across a set of several cells in a local field. In this thesis, we
analyzed and developed methods for both the processing and analysis of in
vitro calcium imaging from neuronal cells. The calcium imaging measures
activity in a number of cells from patients with Pitt-Hopkins syndrome (PTHS)
and control subjects. We proposed a cell segmentation procedure to determine
the locations of the cells in the image and processing steps to extract traces
from the time series of calcium imaging under different conditions, including
those with introduction pharmacological drugs to change activity patterns.
We then utilized previously-published methods for time-series segmentation,
employed with a variety of parameters, to determine times of activity and
compare it to manual segmentation. We recommend a semi-automated pro-
cessing stream for cell segmentation based on thresholding a median-centered,
standard deviation-scaled image. We recommend using a motif-based correla-
tion method for temporal peak detection, as models using results from this
method most often agree with the statistical inferences drawn from models fit
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Measuring neuronal activity can give us insights into function and dysfunc-
tion of the brain. Calcium ions move in response to action potentials in
neurons, which is the basis for the cutting-edge method of calcium imaging
that records measurements of fluorescent intensity from high-resolution digi-
tal images as a proxy of neuronal activity (Grienberger and Konnerth, 2012).
Applications of calcium imaging include measurements from in vitro and in
vivo samples of neurons from human subjects and animal (primarily mice)
samples, respecitvely. A major benefit of calcium imaging is that it allows for
simultaneous measurements of large sets of neurons from the same subject
in the same local field, as opposed to other methods for measuring neuronal
activity, such as whole-cell electrophysiology, where typically a single neuron
is measured at a time (Ahrens et al., 2013). However, these raw data require
extensive processing to extract useful biological metrics of neuronal activity,
and optimal parameter choices for these processing steps are under-explored.
Therefore, in this project, we assessed the impacts of different processing steps
on downstream statistical inference of neuronal activity using a set of calcium
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imaging data from human induced pluripotent stem cell (iPSC)-derived and
H9 embryonic stem cell (ESC)-derived neurons. These in vitro neuronal cell
lines were further serially treated with different pharmacological agents to
induce or block neuronal activity, which can serve as "ground truth" states to
assess statistical bias in our ability to process and analyze calcium imaging
data.
The surrogate measure of activity, fluorescence, in calcium imaging is
given by light excitation of fluorescent proteins, or fluorophores, that have
infected the cells and nuclei of neurons via a virus. Different fluorophores
can identify specific areas of the cell to provide fluorescent signatures and
can fluoresce at different wavelengths of light. Therefore, we can differentiate
these fluorophores by applying different wavelengths of light excitation to the
samples. Some fluorophores are designed to fluoresce more brightly in cell
bodies at any state, and are thus effective in marking neuronal cells as "regions
of interest" (ROIs). Other fluorophores differentiate calcium ion concentration
by fluorescence, and are thus effective for measuring relative calcium ion
concentration in a single ROI over time. Combining data from these two
fluorophores allows us measure activity events and patterns over a time se-
ries in a single neuron/ROI. However, fluorescent intensity or fluorophore
expression may differ across neurons for a variety of biological factors, so
measurements of fluorescent intensity is likely most useful as a relative mea-
sure within each neuron over an experiment. Therefore, for each neuron/ROI,
we estimate a baseline concentration of calcium and identify activity events as
time points where the estimated calcium concentration is elevated from this
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baseline (Dana et al., 2016).
These calcium imaging data measured via fluorescence are collected as a
series of images and videos taken under high-resolution microscopes. Dif-
ferent microscopes can produce images with differing spatial and temporal
resolutions. Carl Zeiss Microscopy (Oberkochen, Germany) develops micro-
scopes for calcium imaging data recordings. Olympus (Shinjuku City, Tokyo,
Japan) and Nikon (Minato City, Tokyo, Japan) are also large manufacturers
of similar microscopes. Carl Zeiss microscopes export images as Carl Zeiss
Image Data Files or CZI.
With this data, we would like to understand neuronal activity levels under
a number of conditions. Furthermore, pharmacological agonists and antag-
onists may be introduced to the cells during a calcium imaging session that
can increase or decrease activity. Estimating differences under these treat-
ments can estimate differential responses across groups and can be used to
inform algorithmic developments in identifying changes if a response to a
pharmacological introduction is known to change activity (Maher and Lo-
Turco, 2012). While we expect population-wide increased or decreased activity
when exposed to these treatments, patient-derived neurons with pathology
compared to neurotypical controls and different cell types may react differ-
ently to pharmacological treatments. Also, increased or decreased activity
within a sample may be an indicator of neurological function. Additionally,
we may be interested in the temporal relationship between neurons from a
single subject, such as the correlation of the signal traces or the synchronicity
of activity events. In this study, we are primarily interested in modulations of
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neuronal activity when introduced to pharmacological conditions.
Identifying differences between patients with different neurodevelopmen-
tal or neuropsychiatric disorders and neurotypical controls is a common
application of calcium imaging data (Mertens et al., 2015; Belinsky et al., 2014;
Birey et al., 2017). The differences in activity between these phenotypes is
likely smaller than the effects of different pharmacological treatements, fur-
ther highlighting the need for robust data processing pipelines. For example,
in the present study, some of these iPSC lines were derived from patients
with Pitt-Hopkins syndrome (PTHS), an autism spectrum disorder that is
characterized by intellectual disability and developmental delay, breathing
problems, recurrent seizures (epilepsy), and distinctive facial features, and
other lines were derived from neurotypical individuals. Pitt-Hopkins syn-
drome is very rare with approximately 500 reported cases worldwide, and
is caused by mutations in the transcription factor 4 (TCF4) gene. There is no
cure for PTHS, however treatment includes managing symptoms through
medical and behavioral therapies (Sweetser et al., 2018; Amiel et al., 2007;
Brockschmidt et al., 2007; Forrest et al., 2012; Sweatt, 2013; Van Balkom et al.,
2012; Zweier et al., 2008).
Typical challenges with processing calcium imaging data - that are largely
independent of biological contrasts being interrogated - include identifying
regions of interest, movement correction and image alignment, selection and
extraction of trace statistics, and identifying activity events (Giovannucci
et al., 2019; Patel et al., 2015; Jewell et al., 2018). The primary aim of this
thesis is to present and assess a generalizable and semi-automated pipeline for
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processing calcium imaging data, identifying neurons, and identifying activity
events in individual neurons. Multiple steps throughout this pipeline may
require some input parameter. We will select and assess these parameters and
methods utilized in this pipeline by their similarity to results generated from
manual selection, with the assistance of a subject matter expert, and make a
recommendation of methods and parameters to select for processing of future
calcium imaging data sets. Finally, we will assess the processing pipeline
by statistical inference generated from results and compared to statistical
inference drawn from results of manual selection. We will present the thesis as
a description of the methods and parameterizations employed in the pipeline,
a summarization of the results of the pipeline compared to manual selection,
a recommendation of the methods and parameterizations to employ in future
data sets, and a discussion of the results and future work in calcium imaging.
All of this work is released as open-source software, which may use closed
or proprietary software such as MATLAB and can be found in this Github
repository. To help lower the burden on users, we also created a graphical





In this study, all of the data was collected from the Lieber Institute for Brain
Development (LIBD, Baltimore, MD). We have data from 7 different cell lines
derived from embryonic stem cells (N = 1), and human induced pluripotent
stem cell (iPSC)-derived neurons from neurotypical control subjects (N = 3)
and patients with Pitt-Hopkins syndrome (N = 3). Each cell line had 2 separate
replicates. Neurons were cultured on glass coverslips, which were removed
from culture media and continuously perfused with artificial cerebro-spinal
fluid (ACSF) containing 128 mM NaCl, 30 mM glucose, 25 mM HEPES, 5 mM
KCl, 2 mM CaCl2, and 1 mM MgCl2. The ACSF used in this study is described
in Wen et al. (2014).
In each imaging session, the same local field was recorded. Throughout
each session, up to 4 separate time series may have been recorded, each under
a different pharmacologically-induced condition. In each session, the first
condition was recorded with no pharmacological substances added to ACSF
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perfusion described above. We refer to this condition as the baseline condition.
In subsequent conditions, pharmacological substances were added to the
ACSF perfusion. The first pharmacologically-induced condition introduced
a 5µM solution of Gabazine to the field. Gabazine acts as an antagonist to
gamma-Aminobutyric acid (GABA)-a receptors, which often inhibit neuronal
activity. The introduction of Gabazine was intended to antagonize these in-
hibitory receptors, leading to an increase in activity. However, there have been
reports of excitatory GABA receptors, which stimulate activity in certain cell
populations, implying that introduction of Gabazine could lead to a decrease
in activity in such populations (Taketo and Yoshioka, 2000; Cherubini, Gaiarsa,
and Ben-Ari, 1991). The next pharmacological condition introduced a 10µM
solution of 6,7-dinitroquinoxaline-2,3-dione (DNQX) mixed with a 100µM
solution of (DL)-amino-5-phosphonovaleric acid (AP5) to the field. DNQX
acts as an antagonist of the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid receptors (AMPAR) subtype of glutamate receptors. AP5 acts as an antag-
onist of the N-methyl-D-aspartate receptor (NMDAR) subtype of glutamate
receptors. Together, these pharmacological agents should block all glutamater-
gic neurotransmission. In 3 sessions, a 1µM solution of a neurotoxin called
tetrodotoxin (TTX) was introduced to the field. TTX is a potent antagonist
of voltage-gated sodium channels and therefore blocks the generation of ac-
tion potentials. This condition was intended to block all action potentials
which are the major source of calcium events. These conditions allow us to
determine how the event detection methods perform in condition of high,
medium, and low-to-no activity. All pharmacological substances in this study
are referenced in Maher and LoTurco (2012) and were purchased from Tocris
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Cell Line Group DIV Baseline Gabazine DNQXAP5 TTX
H9 ESC 66 2 1 1 0
H9 ESC 87 1 1 1 0
WT661 Control 66 1 0 1 0
WT661 Control 87 1 1 1 0
1001.5 Control 67 1 1 1 1
1001.5 Control 84 1 1 1 0
N11C2 Control 67 1 1 1 1
N11C2 Control 84 1 1 1 0
PH016 PTHS 66 1 1 1 0
PH016 PTHS 81 0 1 1 0
PH572 PTHS 67 2 1 1 1
PH572 PTHS 81 1 1 1 0
2005.1 PTHS 67 1 1 1 0
2005.1 PTHS 84 2 1 1 0
Total – – 17 14 14 3
Table 2.1: Description of cell line data. The first column provides a code for the
donor. The second column provides the group of the donor (embryonic stem cell,
control, or Pitt Hopkins). The third column provides the days in vitro (DIV) for the
particular for that set of experiments. Columns 4 through 7 provide the number
of fields successfully recorded in each condition. Note that each pharmacological
condition should have a corresponding baseline condition taken from the same field.
However, during the PH016 cell line at 81 DIV, a frame rate recording error during
experimentation resulted in the baseline condition being removed from the data set.
Bioscience (Bristol, UK). For each of the 7 cell lines, 2 sessions of recordings
were acquired, resulting in a total of 45 videos were recorded across 16 unique
local fields of view (Table 2.1).
2.1.1 Acquisition and Preparation
The data were acquired using a custom-built Carl Zeiss Microscopy AxioEx-
aminer Z.1 microscope equipped with Yokogawa (Musashino, Tokyo, Japan)
Spinning Disk scanning unit, a Hamamatsu (Hamamatsu City, Japan) Flash4.0
V3 sCMOS camera and a 20X/1.0NA water immersion objective. Metadata
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about the microscope, settings, and image, as well images themselves can
be extracted using Bio-Formats, a software tool developed by the Open Mi-
croscopy Environment consortium and Linkert et al. (2010) that provides
support to open source and commercial software programs. In this study, the
data were exported into the Carl Zeiss Image (CZI) format. Metadata about
the images frame rate, size, pixel units and channel information was extracted
and images were converted to TIFF images using the Bioformats package
in MATLAB. We converted to the TIFF format for interoperability and the
ability to process images in a open source environment. If, in the future, we
are to develop a fully open source pipeline, the conversion of data stored in a
proprietary format, such as CZI, to an open source format will be a necessary
first step.
In this study, the imaging data was recorded at a spatial resolution of
0.645 × 0.645 µm per pixel. The field of view for all images in the study was
640 × 1024 pixels, or 412.8 × 660.48 µm.
During each imaging session, a reference image was acquired using fluo-
rescence expressed from the mRuby protein. The mRuby protein, described in
Kredel et al. (2009), is a cell-fill or cytosolic fluorophore expressed throughout
the cytoplasm of the neuron. In this experiment, we used a neuronal-specific
promoter to express the fluorophores only in neurons. This image was ob-
tained under light excitation of wavelength 577 nm, referred to as the red
channel. Under this light excitation, infected neurons were identified by
mRuby fluorescence in the cell body. Areas where calcium was bound to
the protein fluoresce brightly, indicating the presence of a neuron. However,
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the mRuby fluorophore is not restricted to the cell body, so there may be
areas of red channel images that fluoresce brightly, but do not identify the
location of a neuron cell body, particularly neurite branches. Directly after
this step, a dynamic video was obtained under light excitation of wavelength
493 nm, referred to as the green channel. Under this light excitation, the pres-
ence of the GCaMP6s protein is marked by fluorescence. The fluorescence in
the image correlate with expression of the GCaMP6s protein where calcium
ions are bound. Higher concentrations of calcium indicate elevated levels of
GCaMP6s molecules in the fluorescent configuration, allowing this protein to
dynamically report relative concentrations of calcium ions over time.
The imaging sessions in this study were organized as a pilot study and
recorded across several days. The length of these videos range from 5 to 10
minutes for each condition and allow extraction of fluorescence over time from
the regions of interest, or regions identified as neurons from the red channel.
As the length of the recordings varied, we considered the length of each
recording when drawing statistical inference of activity in neurons and how it
relates to donor diagnosis and pharmacological condition. The fluorescence
units are arbitrary across neurons, as different biological conditions of the
neuron may impact the expression of the GCaMP6s protein. For this reason,
we are interested in measuring the relative fluorescence in each neuron over
time. Therefore, the absolute amplitude of the fluorescence peaks for each
neuron were not of interest in this study. Instead, the primary focus was to
identify neuronal activity events as timepoints when the fluorescence peaks
occur (i.e. frequency of events). Videos recorded under the green channel were
10
recorded at 4 Hz. Throughout the image and video extraction, a wash of the
ACSF described above flows over the cell regions. During the pharmacological
intervention conditions, solutions of antagonist were introduced to the wash,
with a wash-in period prior to beginning collection of images to allow the
drug concentration in the bath to ready a steady-state equilibrium. All sets
of cell lines were differentiated from iPSCs, as described in Wen et al. (2014),
through a neural precursor cell (NPC) intermediary state into neurons across a
time span of between 60 and 90 days in vitro prior to imaging data acquisition.
2.2 Processing Methods
2.2.1 Cell Segmentation
To identify the cells of the image, we used the red channel and defined ROIs
by various semi-automated thresholding techniques. We considered a thresh-
olding technique with manual intervention to be the true estimates of the
cells (or at least the best estimate of the truth). We then applied various
semi-automated thresholding techniques to assess which cell segmentation
processing techniques most closely identify these true positions of the cells
across images and experimental conditions.
2.2.1.1 Manual Segmentation: Best Estimate
A region growing method was implemented that requests user input in se-
lecting interior pixels of each cell. The process continues by computing the
mean intensity of the region and then includes the neighbor of the region
with the most similar intensity, which continues until some threshold of the
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difference of most similar neighbor is exceeded. The application allows for the
user to select a cell, delete the previous selection, and adjust the threshold. A
subject matter expert used this method to manually segment the red channel
images in the data set. The results of this segmentation were treated as the
best estimate of the truth in evaluating subsequent methods.
In our application of this method, we took the log10 transformation of the
red channel image, and displayed this image for the user. This transformation
enhances cell presentation as the data are highly right-skewed. Another
transformation of the resulting image was stored as one minus min/max
normalized version of the log10 image. In this method, the user viewed and
clicked the log10 transformed image, however the region growing algorithm
was performed on the inverted min/max normalized image. The user selected
a seed for the region growing of the cell near the interior of the cell, which
should be among the local minima of the region of interest in the inverted
min/max normalized image. The region-growing process then began by
computing the mean value of the region (the value of the seed pixel on the
first step). The process then collected the neighboring pixels to the region
that are not already in the region and selected the pixel with the value nearest
to the mean region value. If the distance of the value of the new pixel to
the region mean was less than a specified threshold, the pixel was added to
the region. This process iterated until all remaining neighboring pixels of
the region had a value with distance from the region mean greater than a
user-selected threshold between 0 and 1. If the user was dissatisfied with the
cell specification, the user removed the previously-defined ROI by simply
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clicking on it. The user could then manipulate the threshold until the program
produced a subjectively-accurate segmentation of the cell. This process was
repeated by the user until all cells in each image were satisfactorily identified
as ROIs. This procedure resulted in a binary mask with pixels valued 1 where
an ROI was identified and 0 elsewhere. After this step the individual ROIs
were uniquely labeled using the MATLAB function bwlabel (Haralick and
Shapiro, 1992) and the user saved each labeled mask for future processing.
There are several important considerations for interpreting results from
manual segmentation of collected calcium imaging data. First, manual cell
segmentation allows for subject matter experts (trained neuroscientists) to
identify plausible ROIs from its size and shape properties, as well as its
fluorescence signal. This further reflects the intrinsic biases in collecting
calcium imaging data, which usually does not involve sampling random
fields of view, but instead focusing on, and recording from, fields containing
numerous and putatively active cells. Therefore, data collection and manual
segmentation from the same researcher represents a form of "gold standard"
data with two forms of validation (collecting the data and calling ROIs) for
evaluating ROI detection. For example, subject matter experts can identify
cells that do not fluoresce brightly, as well as ignore regions that fluoresce
brightly, but are likely imaging artifacts or other non-cellular bodies.
While there are numerous strengths of this approach, the most significant
disadvantage to manual segmentation is that, in large data sets, this method
requires significant time from the subject matter expert, which can quickly
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become infeasible. Intra- and inter-reader variability also may cause differ-
ences in results, as results of manual segmentation may vary within a single
reader on different days and may vary even moreso across different readers.
Furthermore, these manual segmentations are often not collected in ways that
permit combined analysis for differential activity across multiple or many
images in an experiment. These weaknesses can be readily overcome with
automated data processing approaches, but the absolute accuracy of such
approaches has been largely understudied.
2.2.1.2 Semi-automated Cell Segmentation
Figure 2.1 displays a visualization of the steps of automated cell segmentation.
In the figure, the method used is the median-eccentricity method.
Given the large numbers of cells and subsequent data generated in calcium
imaging, the goal of this study was to develop and assess the accuracy of
semi-automated pipelines for processing calcium imaging data. We therefore
present semi-automated cell segmentation methods in two phases: an initial
thresholding step, and a cell refinement step. Here we employed two proce-
dures for the thresholding step and two procedures for the cell refinement
step, resulting in four total cell segmentation methods. Both thresholding
steps required a threshold parameter that takes as a multiplier of the standard
deviation of the red channel image intensities as the input. We therefore
examined the results from each method using a variety of thresholds to assess
robustness to this important parameter by testing thresholds from 0.5 to 10,
incrementing by 0.5. We then assessed each method and threshold by its
14
(a) Red channel image (b) Initial thresholding and removal of
small regions
(c) After watershed and removal of non-
cellular regions
(d) Labeled mask
Figure 2.1: Visualization of automated cell segmentation. In panel (a) we see the
log10 transformed red channel image. In actual processing, we use the raw image,
however for visualization purposes, the log10 transform allows clearer visualization
of the cells. In panel (b), we see a binary mask produced with small regions removed.
In this example, the initial thresholding is done with the median-eccentricity method.
In panel (c), we see the binary mask after a watershed algorithm is performed and
regions that we do not believe are cellular bodies are removed. In this example, the
eccentricity-based method is used to remove thes regions. In panel (d) we see the
mask with each unique region of interest labeled and displayed by a unique color.
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similarity to corresponding "gold standard" results from manual cell segmen-
tation, and after this assessment, selected a single method and parameter
for use throughout the remainder of the pipeline in this data set. Code for
semi-automated cell segmentation is found in segmentRed.m in the .
2.2.1.2.1 Thresholding The first thresholding method involves first sub-
tracting the red image median from the image and dividing by the image
standard deviation; thus, pixel values represent standard deviations from the
median. An initial binary mask was created by tresholding this image using
a user-inputted threshold, S. Therefore, the initial mask was thresholded by
S image standard deviations above the image median to produce potential
ROIs. This step resulted in binary images valued 1 where putative cell bodies
were potentially present, and valued 0 elsewhere.
The second thresholding method used the same region growing function
as implemented in the manual segmentation method, but growing regions
corresponding to background signal rather than cells. Here the user inputted
a threshold, S, which was multiplied by the image standard deviation (σ) to
produce the threshold inputted into the region growing method. Here, the
background (pixels in the image where we do not believe there is a cell) was
grown from a seed selected automatically (which is the inverse of the manual
segmentation method above, where each cell region was grown from a seed
selected by the user). In this method, the seed was selected among the pixels
with minimum intensity values in the image. The region growing proceeded
until all remaining neighboring pixels of the region had a value with distance
from the region-mean greater than Sσ. The result of this step is a binary image
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valued 0 where putative cell bodies were potentially present and valued 1
elsewhere. This binary image is then inverted to mask ROIs (rather than the
background).
2.2.1.2.2 Cell Refinement The above thresholding strategies provided two
methods for generating ROI masks/locations which were based on a series
of thresholds. We then combined these two thresholding methods with two
additional refinement methods. One method was based on finding circles
using the circular Hough transform (imfindcircles in MATLAB) (Atherton
and Kerbyson, 1999; Yuen et al., 1990; Davies, 2005), as real cells are more
likely to be circular objects in the binary masks. The other method was
an eccentricity-based method, which estimates the conical shape of an area.
The MATLAB function regionprops allows caculation of eccentricity of the
bounding ellipse of each potential region of interest. The eccentricity of an




where E is the eccentricity of the ellipse, c is the distance from a focus point
of the ellipse to the center of the ellipse, and a is the distance from that focus
point to a vertex of the ellipse. A larger eccentricity implies that an ellipse is
more oblong. The eccentricity of a perfect circle is 0, and the eccentricity of a
straight line is 1.
Both cell refinement methods employed the MATLAB function bwareaopen
to remove all clusters containing pixels below a pre-specified threshold, P. In
this study, P was obtained using metadata extracted from the CZI file, which
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included fields "ScaleX" and "ScaleY", or the length in µm of each dimension
for a pixel in the image. We calculated P by the following equation:
P = ceiling(20/(SX × SY)) (2.1)
where SX is the length in µm of the x-dimension of a pixel and SY is the
length in µm of the y-dimension of a pixel. This equation implies that in order
to be considered a cell, the region of interest in the image must correspond to
at least 20 µm2 in area.
The cell refinement methods are described below.
1. Remove clusters with fewer than P pixels (2.1) using bwareaopen
2. If circle-finding method is employed, find circles in the resulting mask us-





1)] where P is defined in 2.1. The lower bound of this value was cal-
culated to be the radius of a circle with area in pixels equal to P. The
upper bound of this value was selected by manual inspection of the red
channel images to determine a reasonable upper bound for the radius of
a cell in this study. After this range is estimated, it can be used for all
images in the study. If the eccentricity-based method is employed, skip
this step.
3. Perform watershed transformation (watershed in MATLAB) to separate
overlapping cells as unique ROIs in the mask (Meyer, 1994).
4. If the eccentricity-based method is employed, use regionprops to cal-
culate the eccentricity of the bounding ellipse of each potential ROI.
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Exclude regions with eccentricity greater than 0.99. If the circle-finding
method is employed, skip this step.
5. Use bwareaopen with threshold P once more to remove small clusters of
pixels.
6. Use MATLAB function imclearborder with pixel connectivity 8 to re-
move potential ROIs near the border of the image (Soille, 2013).
7. Label the resulting binary mask using bwlabel to uniquely identify each
ROI.
Throughout the rest of the paper, we refer to the method using the im-
age transformed around the median and the eccentricity-based option as
the "median-eccentricity method", the method using region growing and the
eccentricity-based option as the "region growing-eccentricity method", the
method using the image transformed around the median and the circle-finding
option as the "median-circles method", and the method using region growing
and the circle-finding option as the "region growing-circles method". Regard-
less of the method employed, this segmentation step results in ROIs that
correspond to neuronal cells within each image, which were carried forward
for downstream neuronal signal quantification.
In summary, we employed four total cell segmentation methods, each
tested with 20 different threshold parameters, resulting in 80 total combina-
tions. These combinations are illustrated in Figure 2.2.
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Figure 2.2: Visualization of all cell segmentation methods and parameterizations
explored in this study.
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2.2.2 Registration
After segmenting each cell/ROI in calcium imaging data, the next goal in-
volved extracting the time series of its activity across the experiment. However,
the fluorescence intensities (that correspond to activity) within each ROI may
be noisy, as there may have been changes in the field of view during the
activity recording, drift in the cells, and/or slight changes in the scope due
to movements from the technician. Therefore, as ROIs can potentially move
across the time series of activity measures, we performed image registra-
tion/alignment within each image to correct fluorescence tracings for these
potential artifacts.
Within a time series experiment, multiple timepoints can serve as the
reference for alignment. For these data, the first green channel (fluorescence
activity) image has the least difference from the red channel (used to define
ROIs), so we aligned all fluorescence/activity data to this first image for each
ROI. All registrations included only a translation (and no rotations). We found
that registering each image (time t) to the image at the time point before it (time
t − 1) was stable, as most changes are subtle or slow-moving. Let’s assume the
transformation from time t to t − 1 is denoted as Rt, where t = 2, . . . T, where
T is the number of timepoints and no transformation is estimated for the first
time point. As the transformation is a linear transformation, we can combine
the transformations to provide a composed transformation to the first frame
(t = 1). For example, for a time t, the combined transformation R1t is
R1t = Rt × Rt−1 × · · · × R2
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where × is the matrix product. Using these composed matrices, each activ-
ity data set was registered to the first activity frame in that corresponding
condition. In this step of the registration MATLAB’s default monomodal regis-
tration configuration is used with the function imregtform. This configuration
uses mean square error as a metric to estimate the registration matrix. After
the green channel images are aligned, then the pixel-wise median over all time
was calculated to generate a median frame.
Additionally, shifts in the scope field may occur between the acquisition of
the red channel (for ROI detection) and the green channel (for fluorescence
activity video). Moreover, multiple conditions may be recorded, increasing
the probability the data are not perfectly aligned. Therefore, registering the
activity images to the red channel is necessary when available. We estimated
the registration matrix of the pixel-wise median image of the aligned green
channel series to the corresponding red channel image using translation trans-
formations. For the estimation of this registration matrix, we used MATLAB’s
default multimodal registration configuration in imregtform. This configu-
ration uses Mattes mutual information (Mattes et al., 2003) as a metric to
estimate the registration matrix. After the registration matrix was estimated,
it was used to register each frame of the aligned green channel series to the
red channel image. These registration procedures therefore produce normal-
ized fluorescence intensity videos around each ROI. Code for time series
registration is found in registerGreen.m in the CIRMIT github repository.
We evaluated the performance of the registration by visual inspection,
and, for a fully-automated pipeline, estimated translation parameters can be
22
flagged. For example, if the estimated translation exceeds the approximate
diameter of a cell, a potential error could be flagged. Additionally, the transla-
tion estimation can be used to determine if a given cell remained in the frame
of the recording. In this study, for each identified cell, we recorded the length
of time that the cell was visible (as defined by 1 pixel) in the frame of the
recording. For example, if a cell went outside the field of view at time point
110, then the only time analyzed were points up to that time.
2.2.3 Trace Extraction
2.2.3.1 Summary Statistic
Once the activity data is registered and in the same space as the segmented
red channel, we can simply use the masked ROIs to extract the time series
for each ROI. To make a trace plot and identify activity events, we used a
summary measure within each ROI at each time point. We note that the
cell segmentations are not perfect, nor is the registration of the green to red
channel, and thus there may be areas in the ROIs that are not cells, and
are static (non-active) for the complete time series. We therefore explored
different summary measures to identify activity, including the mean and
quantiles of the ROI at each time point, including the 50th (median), 75th, and
95th percentiles. Most commonly, the summary measure is the mean, but this
measure is not resistant to outliers or small values induced by segmentation
or registration errors. Code for calcium imaging trace extraction is found in
traceExtraction.m in the CIRMIT github repository.
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2.2.4 Smoothing: DFF
As protein expression and fluorescence vary across cells, we also employed
a technique called "DFF", described in Jia et al. (2011) as ∆FF . This technique
works on a fluoresence trace F and provides smoothing to the curves and can
help with peak normalization. In this experiment, the DFF process began by
computing a rolling five frame (1.25 second) average over each trace referred
to as F̄. The ith component of F̄ was computed as follows
F̄i = mean({Fk : k ∈ N[i−2,i+2]∩[1,T]})
where Fk was the kth component of the raw trace and T was the total
number of frames in the series. Next, a rolling minimum over a 251 frame
(62.75 second) window of F̄ was computed and referred to as F0. The ith
component of F0 is computed as follows
F0,i = min({F̄k : k ∈ N[i−250,i]∩[1,T]})
where F̄k was the kth component of F̄. The ith component of the DFF trace




Code for DFF is found in dff.m in the CIRMIT github repository.
The windows sized used in this step were selected specifically for data
recorded using the microscope in this study, however selecting window sizes
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that correspond approximately to the real length of time of each (in seconds)
for future data sets is recommended.
This DFF procedure therefore produced smoothed estimates of fluores-
cence activity within each ROI and video for subsequent activity characteriza-
tion.
2.2.5 Event Detection
2.2.5.1 Manual Event Detection: Best Estimate
One of the most important steps of calcium imaging data processing is identi-
fying discrete action potentials/"events" within each ROI. The frequency of
these events are typically the units of analysis for downstream biological infer-
ence of calcium imaging data, for example, comparing neuronal cell lines from
different treatment or genotype groups. We therefore developed a program
with an interactive dashboard in MATLAB to produce images that display
traces of the average intensity of each ROI across the full video of the green
channel. The dashboard allows the user to visualize the fluorescence signal
over time and explore these traces within specific timepoints imposed against
the frame of the corresponding ROI.
We used this tool to generate "gold standard" events for assessing the
accuracy of semi-automated event detection algorithms. We used the traces
obtained from the manual cell segmentations with this interactive dashboard
to select the beginning of each ROI activity event in each green channel
video. For events that were ambiguous or unclear, a subject matter expert was
referenced for independent assessment of the events. These event selections
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were exported and considered the "gold standard" (or truth) for the frames
containing cell activity events for each cell. In this study, the manual event
detection was only performed on mean traces that had been smoothed using
the DFF method.
2.2.5.2 Motif Correlation
Motif correlation utilizes a set of portions of trace plots from calcium imaging
data sets that were manually identified as events. This strategy is similar to
methods used to predict human movement using movelets (Bai et al., 2012;
He et al., 2014) as well as many other time series tasks (Lin and Shim, 1995;
Chan and Fu, 1999; Ge and Smyth, 2000). These portions are referred to as
"motifs". The motif correlation method used modified source code from the
FluoroSNNAP software package developed by Patel et al. (2015).
This method takes two parameters selected by the user. The first is a
correlation threshold, Ct, which is a threshold of similarity measured by the
Pearson correlation coefficient between motifs and portions of the trace being
analyzed. The second is a height threshold, Ht, which is a threshold of the
minimum range of a portion of a trace that can be considered an event. The
method also employed a library of motifs that represent activity. For the library
of motifs, 23 motifs were generated for this study. Sixteen of these motifs came
directly from the FluoroSNNAP software package and 7 additional motifs
were generated using traces extracted from other sets of calcium imaging data.
The motifs generated for this method were generated as portions of traces
sampled at 10 Hz. Since the calcium imaging data in this set of experiments
26
was sampled at 4 Hz, we used the MATLAB function interp1 to linearly
interpolate each trace to estimate the trace at 10 Hz (Akima, 1970; Akima,
1974). For each motif, we began with the first timepoint of the interpolated
trace being analyzed and extracted the following portion of the trace that
spanned the length of the motif. If the range (maximum value minus minimum
value) of the extracted portion was larger than Ht, we calculated the Pearson
correlation coefficient between the motif and that portion of the trace. If the
range of the extracted portion was not larger than Ht, we saved the a zero
value in place of a correlation coefficient for that timepoint. This process
was repeated for each trace and motif, beginning with every timepoint in
the trace. When this method reached a point in the trace where there were
fewer timepoints remaining than the length of the motif being considered,
the motif was truncated from the end to match the size of the remaining
trace. For each trace, we saved the matrix of correlation coefficients with a
row for each motif and a column for each timepoint. Then for each trace, we
identified the timepoints where the maximum correlation coefficient (across
the motifs) was greater than Ct to define timepoints where a cell was active.
Then we considered each of these timepoints that was at least ten timepoints
(or one second in the interpolated trace) away from the previously identified
timepoint as the beginning of an activity event. This step was performed to
prevent multiple events being assigned to a single peak. One second was
chosen from manual inspection by subject matter experts as a reasonable
length of time between peaks in this dataset.
Code for the motif correlation method is found in findPeaks.m in the
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CIRMIT github repository.
In this study, we applied various values of Ct and Ht to assess performance
against manual event detection. For Ht, we considered both static global
thresholds and dynamic thresholds that were calculated as a function of each
trace’s standard deviation.
2.2.5.3 ADEPT
We also considered a second peak-calling algorithm, called adaptive empirical
pattern transformation, or ADEPT, which is a statistical method implemented
in an accompanying R package Karas et al. (2019). ADEPT was designed to
segment walking stride patterns from accelerometry data, but can be imple-
mented to segment any patterns from any time series signal. We therefore
hypothesized this may be an effective method to identify activity in fluores-
cence traces extracted from calcium imaging data. The method also utilizes
motifs and computes a similarity statistic chosen by the user across the du-
ration of the series. However, unlike the motif correlation method described
above, ADEPT accounts for variability in motif duration and shape. Therefore,
it is not necessary to interpolate the calcium imaging trace prior to event
detection. In order to account for variability in the motif duration, ADEPT
requires a input of a sequence of possible durations of an event and uses this
input to scale the motifs, so that for each motif a similarity measurement is
calculated for each possible duration of the event.
For each motif, ADEPT calculates a similarity measure for each time point
in the trace input. First, ADEPT selects the portion of the trace with the
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maximum similarity measure across all of the motifs and motif durations and
identifies this portion of the trace as an event. Then ADEPT iteratively selects
the portion of the trace with the next largest similarity measure that does
not intersect with any of the previously identified events. ADEPT continues
this process until the entire trace is segmented. For each segmented portion
of the trace, ADEPT saves metrics, such as the index of the motif used to
segment that portion of the trace, the duration of the motif, and the value of
the similarity measure. In this study, we also saved the range of the portion
of the trace segmented and the standard deviation of the full trace to use in
downstream analyses.
We used correlation as a similarity measure and assumed all motifs should
be between 5 and 30 seconds in length. These values were chosen with input
of subject matter experts and from manually inspecting calcium imaging trace
plots from this study. We generated input motifs using the same 23 motifs
from above, and we also removed up to 40% of the height of each motif
from the preceding and following time points. This was done to account for
potential events at the beginning or end of a time series experiment, which
are hard to measure using correlation-based approaches. We also applied
correlation (Ct) and height (Ht) thresholds in the ADEPT method to assess the
role the threshold played in the performance of the approach (as compared
to manual event detection). However, unlike the previous motif correlation
method, these thresholds do not affect the processing steps in ADEPT and
were therefore applied after data processing. For Ht, we considered both static
global thresholds and dynamic thresholds that were calculated as a function
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of each trace’s standard deviation.
Code for the ADEPT method, as implemented in this study, is found in
ca_adept.R in the CIRMIT github repository.
2.2.5.4 Trace Statistics and Threshold Parameters for Each Method
In this study, we applied various combinations of trace statistics (mean vs.
quantiles) and threshold parameters (peak amplitude and motif correlation
threshold). We applied event detection methods to each of these raw traces,
as well as each of these traces smoothed using DFF. We considered motif
correlation thresholds from 0.7 to 0.95 incremented by 0.05. In addition, we
considered larger motif correlation thresholds from 0.96 to 0.99 by 0.01. For
height thresholds, we considered both static global thresholds and dynamic
thresholds calculated as a multiple of each individual trace’s standard devi-
ation. For the static height thresholds, we considered values from 0.1 to 1
incremented by 0.1. For dynamic thresholds, we considered values from 0.1 to
2 incremented by 0.1. We considered all combinations of these trace statistics
and thresholds for each event detection method, and compared the perfor-
mance of each parameter set to the gold standard of manual segmentation
and event detection.
In summary, we employed two event detection methods to identify time-
points of events in each ROI in this study. For each method, we examined
several combinations of trace statistics, smoothing procedures, and thresh-
old parameters. In total, we tested 2,400 combinations of trace statistics and
parameters for each method, resulting in 4,800 total combinations of event
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detection methods and parameterizations. These combinations are illustrated
in Figure 2.3.
Figure 2.4 provides an illustration of the entire calcium imaging processing
pipeline.
2.3 Statistical Model
For each processing pipeline, we performed regression to jointly estimate the
effects pharmacological conditions on the activity rate within each neuron,
controlling for cell type or diagnosis (ESC-generated, PTHS or healthy control).
We specifically implemented a log-linear mixed effects model with a random
intercept corresponding to each experiment.
Let Yi,j be the number of events observed in the jth ROI of the ith experiment.
We define ti as the length of the ith time series video in seconds.
As time may vary across experiments, our outcome of interest is the num-
ber of events per time. Thus, we will use log(ti,j) as an offset, with no coeffi-
cient being estimated for this variable. For a given experiment ti,j, all neurons
will likely have the same ti = ti,j. In cases where the cells moves out of the
field of view, ti,j will be the number of seconds where any pixel of the cell was
in the field of view. Formally, the model we fit was:














where b0,i is a random intercept for ith experiment, conditioni,1 = Gabazine,
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Figure 2.3: Visualization of all event detection methods and parameterizations ex-
plored in this study. 32
Figure 2.4: Caption on following page.
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Figure 2.4: An illustration of the full calcium imaging processing pipeline. We start
with the raw calcium imaging time series data. The first step is to register each frame
in this series to the space of the first frame. We do this by estimating translation
matrices for each frame to the previous frame using a mean square error cost function,
then composing these translation matrices to estimate the translation of each frame
to the first frame. Next, we take the pixel-wise median of this registered time series
and estimate its translation matrix to the red channel image using Matte’s mutual
information as a cost function. We apply this translation matrix to each frame in the
registered series to result in a time series where each frame is registered to the space of
the red channel image. After this step, we apply the labeled mask acquired from cell
segmentation (Figure 2.1) to extract the trace of a summary statistic for each region of
interest in the time series. After this step we smooth the trace of the summary statistic
using DFF. Finally, using one of the event detection methods, we identify points in
the time series where we estimate the beginning of activity events, denoted in this
figure by red tick marks below the trace plot. While in processing, we use the raw
intensity images, the log10-transformed images are preferable for visualization.
conditioni,2 = DNQXAP5, and conditioni,3 = TTX, each compared to the
baseline condition conditioni,0, and groupi,1 = PTHS and groupi,2 = ESC,
each compared to ROIs from neurotypical subjects. To fit this model we used
the R function glmer from the lme4 package (Bates et al., 2015). We specified
the model under the poisson family for a log link function. Although there
may be multiple experiments per donor, we are ignoring this information
and treating each experiment as independent, since each experiment is nested
within the donors, and we cared about differences in processing strategies at
the level of individual ROIs and images. However, we could easily incorporate
a random intercept for donor to account for this repeated measure if desired,
which may have a larger impact on the effects of diagnosis compared to the
effects of drugs. Due to the relatively small sample size from each donor, and
our primary interest of estimating the effect of pharmacological intervention,
we chose to treat each experiment as an independent observation, rather than
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further clustering by donor.
In this study, the coefficients of interest in the model were βk, for k =
1, . . . , 3. The interpretation of the exponential of each of these coefficients
(eβk) is the relative rate of activity of neurons in this study under conditioni,k
compared to the baseline condition, controlling for cell group.
In the model, each ROI in a given condition was treated as an observation,
with the number of events recorded in a particular condition as the outcome
of interest. The model allowed for each group of neurons (controls, PTHS, and
ESC) to have their own estimate of average baseline activity rate. The model
also allowed for randomness in this baseline activity rate across all unique
local fields of view. That is, ROIs from the same recording were estimated to
have the same average baseline activity rate, however the model allowed for
variation in this estimate between different recordings.
2.3.1 Limiting Models to Active Cells
A portion of the in vitro cells in this experiment may have died or otherwise
become inactive before calcium imaging was performed. Because of this, we
also fit the model above when limiting the population of cells to only those
that are determined to be "active", where activity was defined as having at
least one event identified by a given method in any condition.
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2.4 Processing Evaluation
2.4.1 Evaluating Cell Segmentation Methods
In order to assess the automated cell segmentation methods, we assessed
similarities in the resulting ROI/cell mask from each method to the mask
created by manual segmentation. We used the Dice similarity coefficient
(DSC) (Dice, 1945) as the primary performance metric of interest to assess
the mask from the parameter choices for each semi-automated method. The
formula for the Dice similarity coefficient is as follows:
DSC =
2 |Mmanual ∩ Mauto|
|Mmanual|+ |Mauto|
where Mmanual is the manually segmented mask, Mauto is the automatically
segmented mask results from a given set of parameters and |M| is the number
of pixels in a given mask. This measure is used as it does not use true negatives
(manual and auto both say no cell) in the calulation. A DSC of 1 corresponds
to perfect overlap, 0 means no overlap. In this study, there were 17 red
channel images. We selected the best automated segmentation method by the
highest median Dice similarity coefficient from the data set for downstream
performance evaluations.
In addition to the Dice similarity coefficient, we also collected metrics
related to false positives, false negatives, and processing time for each auto-
matically segmented procedure. We defined a false positive as an identified
cell in the automatic procedure that did not overlap any cells in the manually
segmented mask, and a false negative as an identified cell in the manually
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segmented mask that did not overlap any cells in the automatic procedure.
For each image and method, we considered the proportion of automatically-
identified cells/ROIs that were false positives and the proportion of manually
identified cells that were false negatives.
All semi-automated methods for cell segmentation used a threshold de-
rived from the standard deviation of the image intensity. In this study, we
attempted all methods with a grid of thresholds from 0.5 to 10 image intensity
standard deviations, separated by 0.5 standard deviations. All together, we
considered the masks resulting from 80 method and parameter combinations
in each of 17 red channel images.
2.4.2 Evaluating Event Detection Methods
We evaluated automatic event detection methods against the results of manual
event detection for the same corresponding cell and time series. This was
accomplished by estimating events in cells identified from the manual cell
segmentation using the motif correlation and ADEPT methods described
above. For each of the event detection methods, we used a variety of trace
statistics and height and correlation threshold parameters. For each method,
trace statistic, and set of threshold parameters, we calculated the number of
events identified in each cell and time series experiment. Then we compared
this result to the number of events in each cell and time series experiment
identified by manual event detection. We assessed this comparison using the
Pearson and Spearman correlation coefficients, as well as root mean squared
error (RMSE).
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Additionally, we assessed the frequency of a) inactive cells being falsely
identified as active and b) active cells being falsely identified as inactive by
each semi-automated method. Therefore, we also calculated and evaluated




where NFA was the number of cells where no events were identified in
manual event detection and at least one event was identified in automatic
event detection and NNA was the total number of cells where no events were
identified in manual event detection.




where NFN was the number of cells where at least one event was identified
in manual event detection and no events were identified in automatic event
detection and NA was the total number of cells where at least one event was
identified in manual event detection.
We performed all event detection methods on each extracted trace from
the manually segmented cells with grids of correlation and height threshold
parameters to identify optimal event detection methods and corresponding
parameters. We then imposed a tolerance on the FAR and FNR and only
considered methods that produce ratios less than or equal to those tolerances.
After consultation with subject matter experts, we determined that it was more
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important to limit the rate of false active cells in event detection. Therefore,
for this study we imposed a tolerance of 0.1 for FAR and 0.25 for FNR. After
selecting the subset of trace statistics and parameter thresholds that fall within
these tolerances, we selected the top-performing combinations by Pearson
correlation coefficient with manually identified events, Spearman correlation
coefficient with manually identified events and root mean squared error versus
manually identified events.
To select the top performing methods, we treated the calcium imaging data
with no pharmacological treatment (i.e. the baseline condition) as a training
set and validated the results using the calcium imaging data with pharmaco-
logical treatment. We therefore executed the procedure described above on
the baseline data, then further assessed method and parameter performance
on pharmacologically-treated data. These conditions were thought to either
increase or decrease activity.
We will also assess event detection methods by comparing the results of
the statistical models described above across processing pipelines. We will
consider the manual event detection method to be the best estimate of the truth,
and compare the results of the statistical models run on all other processing
pipelines to the results from the manual event detection. We assessed each
processing pipeline using similarity of summary statistics of metrics of interest
to those produced by manual event detection, as well as how similar results
and inference from the statistical models were to those produced by manual
event detection. This allowed us to assess the biologically-relevant statistical
inference that we drew from an automated pipeline and compare it to the
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inference that we drew from the manual pipeline.
2.5 CIRMIT
We created an interactive data visualization tool using MATLAB to improve
visualizing calcium imaging data and performing manual event detection.
The tool is named the Calcium Imaging Real-time MATLAB Interactive Tool-
box, or CIRMIT. This tool is a GUI-based software product that allows data
processing steps described above to implemented on one red channel image
and corresponding green channel time series at a time. CIRMIT has been
compiled using MATLAB Runtime and is available as a standalone applica-
tion. The user select pairs of red channel and green channel CZI image files,
and ROI and fluorescence data is automatically processed and saved. The
software then displays an interactive dashboard allowing the user to visualize
the processed calcium imaging data. The dashboard can "play" the time series
and closely visualize up to four cells at a time. The dashboard also displays
the ROI mask, the full time series image, a trace plot, and zoomed-in footage
of the selected cells. As the dashboard plays, the full time series, zoomed-in
footage, and a uniquely colored marker for each cell on the trace plot updates
with each frame. This allows the user to monitor the time series and assess the
quality of automatically identified events. The user can also add and remove
events for each trace and save the event data. In addition, this interactive
dashboard can be launched with previously processed and saved data.
Source code for CIRMIT is found in the CIRMIT github repository. An
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installer for a standalone application compiled for windows (.exe) is also avail-
able in the repository in the ./compiled/Windows/CIRMIT/for_redistribution
folder.
CIRMIT was the interface used to create the manual cell segmentation
and manual event detection data as described above. We used the option for
manual cell segmentation that displayed the log10 transformed red channel
image and allowed the user to point and click to identify events as describe in
section 2.2.1.1 above. An image of the dashbard for manual cell segmentation
in CIRMIT is displayed in Figure 2.5. The manual event detection was per-
formed as described in section 2.5.1.1 above using the interactive dashboard.
An image of the dashboard for manual detection in CIRMIT is displayed in
Figure 2.6.
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(a) Window displaying log10-transformed red
channel image
(b) User identifies regions of interest by point-
and-click
(c) Labeled mask saved
Figure 2.5: Visualization of manual cell segmentation using CIRMIT. In panel (a),
we see the user is presented with the log10-transformed red channel image. In panel
(b), we see the ROIs superimposed on the image in red. These regions of interest
are displayed when the user identifies a cell by pointing-and-clicking. A threshold
value can be toggled in the bottom right and previous regions can be deleted by
pointing-and-clicking. A "Save" button in the bottom right corner allows for the user
to save a labeled mask. In panel (c), we see the result of saving the binary mask, with



































































































































































































































































































































































































































































































We evaluated the effects of automated processing methods and parameter
choices on calcium imaging data. This study was conducted on calcium
imaging data collected from human iPSC- and ESC-derived neurons across
seven cell lines in multiple pharmacological conditions (Table 2.1). In total,
we considered 80 cell/ROI segmentation and 4,800 peak detection methods
and parameter choices, and compared the fidelity of each approach against a
"gold standard" dataset of manual segmentation and peak detection by trained
neuroscientists.
3.1 Cell segmentation performance was variable across
methods and parameters
We evaluated each cell segmentation method and parameter choice against
the manual cell segmentation data using the DSC. We specifically compared
the automatically-segmented binary region of interest (ROI) mask to the
corresponding binary ROI mask generated from manual cell segmentation at
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the resolution of individual pixels for four different methods across a range of
standard deviation thresholds (Figure 3.1). We found a wide range of DSC
values across all four methods and 20 thresholding parameters.
In general, the two median-based methods ("Median-Circles" and "Median-
Eccentricity") were more highly dependent on the parameter choice than the
region growing-based methods, with low DSC values for low thresholds. The
region-growing methods showed relatively consistent performance across the
range of thresholding values, with region growing-circles performing best
as low thresholds and region growing-eccentricity at high thresholds. The
two eccentricity-based methods tended to show better performance at high
thresholds (> 4) than the circle-based methods. Misspecifying the parameter
choice (without the available manual segmentation) therefore has the largest
impact on the median based methods. Lastly, we note that none of the methods
showed median DSC > 0.5 in this study, which corresponds to only moderate
accuracy.
We further considered the error rates across the top-performing (by median
DSC) threshold for each of the four methods (Table 3.1). While the median-
eccentricity method with threshold 7 had the largest median DSC of all the
methods, optimized parameters for each methods showed largely comparable
accuracies (although the optimal threshold for each method was variable).
We further assessed the distribution of DSC across images to assess the
variation of accuracies using the median best-performing threshold for each
method (Figure 3.2). Here, while each method produced similar median DSC
value, the variance across the entire dataset was less in the median-eccentricity
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Figure 3.1: Median DSC vs. Threshold for each Method Compared to the Manual
Segmentation. Here we present different thresholds of the red channel image, based
on a multiplier of the standard deviation of that image (e.g. "7" means 7 × σ) and
the Dice similarity coefficient (DSC) comparing the manual segmentation to the
segmentation based on each method. The points in this figure display the median
DSC compared to manual cell segmentation for each method at each threshold. The
ribbons surrounding the points display the interquartile range (IQR) of each method
at each threshold. We see that all methods perform relatively equivalently around a
threshold of 4σ. Improvements can be made with higher thresholds for those methods
without circle-finding.
Method Threshold Median DSC
Median-Eccentricity 7.0 0.493
Region Growing-Eccentricity 8.0 0.490
Region Growing-Circles 2.5 0.480
Median-Circles 3.5 0.468
Table 3.1: Top-performing standard deviation-based threshold for each cell segmen-
tation method. In this figure we assess the top-performing threshold as that with the
minimum median DSC compared to manual cell segmentation.
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Figure 3.2: Boxplots of image DSC vs. manually segmented mask for each method’s
top-performing threshold. x-axis: the four cell segmentation methods, colored by
their standard deviation-based threshold. y-axis: boxplot with DSC scores for each
of the red channel images in the dataset for that method compared to manual cell
segmentation. In this figure, we specifically examined the top-performing threshold
by median DSC score for each method.
method with threshold 7. This method also provided the largest minimum
DSC in the dataset of these selected methods, suggesting the approach was
fairly consistent across all images.
We were also interested in how well each method correctly identified ROIs
as cells. In order to evaluate this, we calculated ratios of false positives and
false negatives for each automated method and parameter choice. In Table 3.2,
we defined FP as the ratio of automatically identified cells that did not overlap
with any manually identified cells and defined FN as the ratio of manually
identified cells that did not overlap with any automatically identified cells.
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Method Threshold Median FP Median FN
Median-Eccentricity 7.0 0.286 0.455
Region Growing-Eccentricity 8.0 0.250 0.500
Region Growing-Circles 2.5 0.143 0.429
Median-Circles 3.5 0.231 0.455
Table 3.2: Median false positive (FP) and false negative (FN) ratios for each method’s
top-performing threshold. In this study, FP is the ratio of automatically identified cells
that do not intersect with a manually identified cell and FN is the ratio of manually
identified cells that do not intersect with an automatically identified cell.
All methods generated a median FP < 0.3 and a median FN ≤ 0.5. It was not
surprising that the automated cell segmentation resulted in a larger ratio of
false negative cells, as manual cell segmentation allowed for a expert user to
identify cells that did not fluoresce very brightly, and thus did not provide ad-
equate signal to be identified in an automated method. However, moderately
high ratios of false positive cells was somewhat concerning, suggesting that
improvements in the cell refinement stage of automated cell segmentation
may be of interest for future work.
We next examined computational considerations in implementing these
methods, particularly to large datasets of many recordings. Table 3.3 displays
the median processing time for each of the top-performing methods, which
shows that the methods using the median thresholding were much faster to
execute - by two orders of magnitude - than the region growing methods.
We were interested in further examining the difference in distributions of
DSC scores between the four methods when the same standard deviation-
based threshold was applied. As seen in Figure 3.1, all four cell segmentation
methods produced very similar median DSC scores with threshold 4. We
selected this threshold in order to further examine the distribution of DSC
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Method Threshold Median Proc Time (s)
Median-Eccentricity 7.0 0.388
Region Growing-Eccentricity 8.0 334.365
Region Growing-Circles 2.5 358.808
Median-Circles 3.5 0.596
Table 3.3: Median processing times for each top-performing cell segmentation
method. We see that the median thresholding methods perform much faster than the
region growing based methods.
scores compared to manual cell segmentations with a comparable threshold
value where all methods performed moderately well. Figure 3.3 displays the
boxplots for DSC for all 17 red channel images in the dataset for each method
with threshold 4. While each of the methods produced a similar median DSC,
the variance of the DSC scores across the entire dataset differed by method.
Furthermore, while the median DSC scores were extremely similar across the
methods at this threshold, the distribution and outliers of DSC scores can
differ across the methods.
Figure 3.1 shows that the region growing and median-eccentricity methods
produced very similar median DSC scores at the larger standard deviation-
based thresholds. The top-performing overall method by this metric was
the median-eccentricity method with threshold 7. While the top-performing
region growing-eccentricity method was that with threshold 8, the region
growing-eccentricity method with the second largest median DSC (and third
largest overall) was that with threshold 7 (median DSC ≈ 0.490). We are
interested in assessing how similar the binary masks produced with the top
median-eccentricity method are to the region growing-eccentricity method
with the same threshold. Figure 3.4 shows the boxplot of each of the 17 red
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Figure 3.3: Boxplots of image DSC vs. manually segmented mask for each method
with threshold equal to 4. x-axis: each of the four cell segmentation methods, colored
by their standard deviation-based threshold. y-axis: DSC scores for each of the red
channel images in the dataset for that method compared to manual cell segmentation.
In this figure, we examine the same threshold for each method. We chose to examine
a threshold equal to 4, because at this threshold, all methods perform similarly by
median DSC score, as illustrated in figure 3.1
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channel images’ DSC comparing the median-eccentricity mask against the
region growing-eccentricity mask with threshold 7. The masks produced
with these two methods at threshold 7 were extremely similar for all 17 red
channel images, with a minimum DSC greater than 0.93 (compared to each
other, not the manual segmentation). This supports that, at near-optimal
threshold values, the median-eccentricity and region growing-eccentricity
methods produced extremely similar cell segmentations in this dataset.
The median-eccentricity method and region growing-eccentricity method
were both relatively stable at large standard deviation-based thresholds, and
tended to produce very similar cell segmentations with like threshold values.
Since the top-performing median-eccentricity method produced cell segmenta-
tions with less variance in DSC, and was much faster in processing time than
the region growing-eccentricity method, we selected the median-eccentricity
method with threshold 7 for the automated pipelines in this experiment. Fig-
ure 3.5 displays a visualization of the median-eccentricity mask with threshold
7 compared to the manually segmented mask. In the panel (a), the log10 trans-
formed red channel image with the median DSC score from this method is
displayed. In panel (b), a visualization of the automatically segmented mask
overlapping the manually segmented mask. In the panel (c), the pixel-wise
99th quantile of the registered calcium imaging time series for this experiment
is displayed, which demonstrates which cells provided the most detectable
activity (the brightest intensities). The automatically segmented mask identi-
fied 3 of the 7 cells identified by manual segmentation and also identified 2
other ROIs as cells that were not selected in manual segmentation. The bottom
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Figure 3.4: Boxplot of DSC scores for median-eccentricity vs. region growing-
eccentricity with threshold 7. We saw in figure 3.1 that at larger threshold values,
the median-eccentricity and region growing-eccentricity methods performed very
similarly by median DSC. While, region growing-eccentricity with a threshold of
8 resulted in the largest median DSC for the region growing-eccentricity method,
and second largest median DSC overall, the region growing-eccentricity method
with threshold 7 resulted in the third largest median DSC overall. In this figure,
we examine the the similarity between cell segmentations generated by the median-
eccentricity and region growing-eccentricity methods with a like threshold of 7. We
see that across all red channel images in the set, both methods create very similar
masks.
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figure shows that the 3 cells that both methods selected did appear to have
the brightest intensities in the calcium imaging time series.
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(a) Red channel image (b) Dice visualization
(c) Pixel-wise 99th quantile of calcium imaging
time series
Figure 3.5: Visualization of DSC for the median case of the overall top-performing
method. The overall top-performing method was the median-eccentricity method
with standard deviation-based threshold 7. In panel (a), we see the red channel image.
In panel (b), we see the manually segmented mask and automatically segmented mask
superimposed on each other. Black pixels indicate where neither method identified a
cell. Magenta pixels indicate where only the manual segmentation identified a cell.
Green pixels indicated where only the median-eccentricity automatically segmented
mask identified a cell. White pixels indicate where both methods identified a cell. In
panel (c), we see the pixel-wise 99th quantile of the registered calcium imaging time
series. That is, each pixel in the image displays the 99th quantile intensity for that
pixel across the entire length of the time series. Panels (a) and (c) display the log10
transform the described. This is for visualization purposes.
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3.2 Registration methods can remove drift in cal-
cium imaging data
Figure 3.6 displays a visualization of of the registration method used in this
study. All images in this figure show the log10 transformed intensities. In
panel (a), the pixel-wise median of the unregistered time series across the time
axis is displayed. This image shows a blurry image as there is significant drift
in this time series spatially. In panel (b) the pixel-wise median of the time
series registered to the first frame of the time series is displayed, which shows
that this novel registration can result in an aligned image. In the panel (c), the
red channel image is displayed. In panel (d), the pixel-wise median of the time
series registered to the red channel image is displayed. This figure displays
that even in cases with significant drift, the image registration technique
employed in this study produced stable estimates of image translation, and
was successful in approximately registering frames from a time series to the
space of the red channel image.
3.3 Event detection: optimized parameterizations
produced results comparable to manual event
detection
3.3.1 DFF and static height threshold produced viable meth-
ods for optimized parameterizations
To select viable peak detection methods, we applied each method, trace statis-
tic and threshold parameters to each manually segmented cell in the dataset.
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(a) Raw series pixel-wise median (b) Series registered to frame 1 pixel-wise me-
dian
(c) Red channel (d) Pixel-wise median of series registered to
red channel
Figure 3.6: Visualization of time series registration. In panel (a), we see the pixel-wise
median of the unregistered calcium imaging time series. At each pixel, we see the
median intensity across the entire length of the time series. In panel (b), we see the
pixel-wise median of the calcium imaging time series registered to the first frame
of the series. In panel (c), we see the red channel image. In panel (d), we see the
pixel-wise median of the calcium imaging time series registered to the space of the red
channel image. All images in this figure display the log base 10 transformed versions
of the described images. While in processing, we use the raw intensity images, the
log10 transformed images are preferable for visualization.
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Then, for each time series, we calculated the total number of events identified
by the method in each ROI and compared this to the number of events man-
ually identified in that ROI. Using only the ROIs in their baseline condition
(no pharmacological treatment), we retained all trace statistic and threshold
parameter combinations with a FAR ≤ 0.1 and a FNR ≤ 0.25. In this dataset,
at baseline conditions, there were 119 unique ROIs, of which 34 had no events
(and 85 had at least one event) identified in manual peak detection. Therefore,
we only consider automatic peak detection methods where less than or equal
to 3 ROIs were falsely identified as having at least one event and less than or
equal to 21 ROIs were falsely identified as having no events.
In this study, we applied 2400 combinations of trace statistics and threshold
parameters for each method. Under the motif correlation method, 63 (2.625%)
of these combinations produced results below the pre-specified FAR and FNR
tolerances. Under the ADEPT method, 80 (3.333%) of these combinations
produced results below the pre-specified FAR and FNR tolerances. The
relatively few number of parameterizations that fell within these tolerances
suggests that selecting proper threshold parameters was very important to
avoid significant in falsely identifying ROIs as active or inactive. Table 3.4
displays how many of these viable parameterizations used DFF traces.
All viable parameterizations in the ADEPT model used a DFF trace, while
54 of the 63 viable motif correlation parameterizations used a DFF trace (Table
3.4). Here, all viable parameterizations for both methods that used a DFF trace
also used a global static height threshold. The 9 motif correlation parame-
terizations that did not use a DFF trace all used a dynamic height threshold
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Method Viable Parameterizations (N=2400) Used DFF (%)
Motif Correlation 63 54 (85.7%)
ADEPT 80 80 (100%)
Table 3.4: Table of viable parameterizations that used DFF traces. For each method,
we display the total number of viable parameterizations. A viable parameterization
was considered to be one that resulted in a FAR ≤ 0.1 and FNR ≤ 0.25. In addition,
we display the number and percentage of viable parameterizations that used a DFF
smoothed trace. It should be noted, that in all of the viable parameterizations that used
a DFF trace, a global static height threshold was also used. We see that every viable
ADEPT parameterization and all but 9 viable motif correlation parameterizations
used a DFF trace.
based off the trace standard deviation. From this result, we recommend using
a DFF-smoothed trace with a static height threshold for processing future
calcium imaging datasets using our automated pipeline.
In this study, we examined the Pearson (ρP) and Spearman (ρS) correlation
coefficients, as well as root mean squared error (RMSE) to assess each method’s
agreement with manual peak detection. For each of these metrics, we chose the
top performing trace statistic and threshold parameterizations for each method
(and all of the top performing combinations used a DFF trace and static height
threshold as above). In this results section, we refer to the correlation threshold
as Ct and the height threshold as Ht.
There was generally agreement between all three metrics for the motif
correlation method (Table 3.5). The top-performing parameterization involved
the DFF-smoothed mean trace with correlation threshold 0.9 and global static
height threshold 0.2. The top-performing parameterizations for the ADEPT
method involved the DFF-smoothed 75th quantile trace with global static
height threshold 0.2, with correlation thresholds that varied by metric. Pearson
correlation coefficient and root mean square error agreed with a correlation
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Method Trace Ct Ht ρP ρS RMSE FAR FNR
Best performing by Pearson correlation coefficient
Motif Correlation Mean 0.90 0.2 0.725 0.816 11.9 0.088 0.047
ADEPT Q75 0.85 0.2 0.763 0.818 10.9 0.088 0.071
Best performing by Spearman correlation coefficient
Motif Correlation Mean 0.90 0.2 0.725 0.816 11.9 0.088 0.047
ADEPT Q75 0.98 0.2 0.760 0.821 11.4 0.088 0.071
Best performing by root mean squared error
Motif Correlation Mean 0.90 0.2 0.725 0.816 11.9 0.088 0.047
ADEPT Q75 0.85 0.2 0.763 0.818 10.9 0.088 0.071
Table 3.5: Table of top-performing methods and parameterizations by Pearson cor-
relation (ρP), Spearman correlation(ρS), and root mean squared error (RMSE). We
display the trace statistic, correlation threshold (Ct) and height threshold (Ht) for the
top-performing parameterization by each metric. We see that, for the motif correlation
method all three metrics are optimized by the same parameterization. For the ADEPT
method, we see all top-performing parameterizations utilizing the 75th quantile trace
and Ht = 0.2. For the ADEPT method, ρP and RMSE are optimized by the same
parameterization with Ct = 0.85, while ρS is optimized by a parameterization with
Ct = 0.98.
threshold of 0.85, while Spearman correlation coefficient favored a higher
correlation thresholds with 0.98.
Among the viable parameterizations, the most common global static height
thresholds for both methods were 0.2 and 0.3. Figure 3.7 displays the Pearson
correlation coefficient between automatically identified events and manually
identified events plotted versus motif correlation threshold, faceted by height
threshold and method. The Pearson correlation coefficient of automatically
identified events compared to manually identified was less sensitive to the
correlation threshold in the ADEPT method than it was in the motif correla-
tion method. In the ADEPT method, identifying events from the 75th quantile
trace with Ht = 0.2 consistently outperformed other trace statistic and height
threshold combinations. The motif correlation method showed that, although
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the mean trace with Ht = 0.2 and Ct = 0.9 had the largest Pearson correlation
coefficient, the median trace with the same thresholds performed very sim-
ilarly. Additionally, the 75th quantile trace with Ht = 0.3 and Ct = 0.7 also
produces a Pearson correlation coefficient above 0.7.
After inspection of the results of the viable parameterizations of each
method, we decided to select three parameterizations of each method for
further analysis. In addition to the parameterizations in Table 3.5, we selected
additional parameterizations based on inspection of Figure 3.7. Each of the
methods used a DFF-smoothed trace and global static height threshold. The
parameterizations, with relevant performance metrics, are displayed in Table
3.6. For future referencing, we assign each model and parameterization with a
identification label letter (A through F), shown in the "ID" column of Table 3.6.
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Figure 3.7: Caption on following page.
61
Figure 3.7: Pearson correlation vs. Ct faceted by Ht and method. Upon investigating
the viable parameterizations, we discovered the most common global static height
thresholds (Ht) for both methods were 0.2 and 0.3. For each of these values of Ht, we
display the Pearson correlation coefficient between viable parameterizations for each
automated peak detection method and manual peak detection versus the correlation
threshold (Ct). The left column displays these plots for Ht = 0.2 and the right column
displays these plots for Ht = 0.3. The top row displays the Pearson correlation
coefficients for the viable ADEPT parameterizations and the bottom row displays the
Pearson correlation coefficients for the viable motif correlation parameterizations. In
the figure, the trace statistic used in the parameterization is represented by color. We
see that the ADEPT method is less sensitive to different values of Ct. That is, within
each combination of trace statistic and Ht, we observe a similar Pearson correlation
coefficient across all values of Ct. We also observe that for the ADEPT method, the
75th quantile trace with Ht = 0.2 consistently outperforms other parameterizations. In
the motif correlation method, we see that the value of Ct does have a more noticeable
affect on the Pearson correlation coefficient. As this figure only displays viable
parameterizations, the data displayed is only from parameterizations that resulted in
FAR and FNR under the thresholds stated earlier. That is why some combinations of
trace statistic, Ht, and Ct are not displayed.
We also evaluated the performance of these methods and parameteri-
zations for calcium imaging data from ROIs in pharmacologically treated
conditions (Table 3.7). As we are ultimately interested in applying a gen-
eralized linear model to these data, we were particularly interested in ρP
as a metric to evaluate performance. Note that for the pharmacologically
manipulated set of data, ID B provides the largest ρP among the motif correla-
tion parameterizations and ID E provides the largest ρP among the ADEPT
parameterizations.
Figure 3.8 displays a scatter plot the number of manual events identified
versus the number of events automatically identified faceted by the 6 methods
and parameterizations described in Tables 3.6 and 3.7 for ROIs in the baseline
condition. All methods and parameterizations tended to underestimate events
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ID Method Trace Ct Ht ρP ρS RMSE FAR FNR
A Motif Correlation Mean 0.90 0.2 0.725 0.816 11.9 0.088 0.047
B Motif Correlation Median 0.90 0.2 0.721 0.805 12.1 0.088 0.047
C Motif Correlation Q75 0.70 0.3 0.709 0.793 12.3 0.088 0.082
D ADEPT Q75 0.85 0.2 0.763 0.818 10.9 0.088 0.071
E ADEPT Q75 0.98 0.2 0.760 0.821 11.3 0.088 0.071
F ADEPT Q75 0.70 0.2 0.761 0.818 11.0 0.088 0.071
Table 3.6: Table of top performing methods to examine. After examination of table
3.5 and Figure 3.1, we decided to further examine 3 parameterizations from each peak
detection method, displayed in this table. The bold values in the table represent the
optimal value of the metric displayed in the column among these 6 models. We also
include an "ID" column where we give each method and parameterization a unique
letter ID (A through F) that will be used for future reference.
ID Method Trace Ct Ht ρP ρS RMSE FAR FNR
A Motif Correlation Mean 0.90 0.2 0.613 0.906 6.98 0.007 0.105
B Motif Correlation Median 0.90 0.2 0.617 0.895 6.96 0.007 0.116
C Motif Correlation Q75 0.70 0.3 0.589 0.866 7.06 0.007 0.163
D ADEPT Q75 0.85 0.2 0.575 0.908 7.13 0.007 0.116
E ADEPT Q75 0.98 0.2 0.595 0.907 7.05 0.007 0.116
F ADEPT Q75 0.70 0.2 0.577 0.912 7.12 0.007 0.105
Table 3.7: Table of top performing methods to examine results on calcium imaging
experiments with pharmacological treatments. As recommended by subject mat-
ter experts, we selected the 6 methods from calcium imaging data in the baseline
condition. However, we also wished to assess the performance of each method on
the data calcium imaging data where activity is manipulated by pharmacological
intervention. The bold values in the table represent the optimal value of the metric
displayed in the column among these 6 models. We see that in general, the methods
consistently produced larger Spearman correlation coefficients (ρS), lower root mean
squared error (RMSE), and lower false active rate (FAR) on this data with pharmaco-
logical intervention when compared to manual event detection than on data in the
baseline condition. However, the methods also consistently produced lower Pearson
correlation coefficients (ρP) and larger false non-active rates (FNR) than on data in
the baseline condition.
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in ROIs where a large number of events were manually identified. We also
note that most of these cases occur in ROIs from healthy control donors. This
is potentially problematic, as it could result in bias in the estimate of relative
activity rate for ROIs from the PTHS and ESC groups compared to controls. It
is preferable to select methods and parameterizations that consistently over-
or underestimate events across groups. Visually inspecting this figure, it
appears that IDs A, B, and E tended to underestimate the number of events
for a given ROI regardless of group. Figure 3.9 displays the same results
from event identification in the pharmacologically-induced conditions. We
observed that in this data, the automatic event identification methods also
tended to underestimate events in highly active ROIs. Furthermore, IDs A,
B, and E also tended to underestimate the number of events for a given ROI
regardless of group in the pharmacologically-induced conditions.
We selected one parameterization from each automated peak detection
method for more in-depth analysis. For the motif correlation method, we
selected ID B (DFF-smoothed median trace with Ht = 0.2 and Ct = 0.9).
For the ADEPT method we selected ID E (DFF-smoothed 75th quantile trace
with Ht = 0.2 and Ct = 0.98). We selected these parameterizations due to
their performance in both the baseline and pharmacologically manipulated
conditions (Tables 3.6 and 3.7), as well as from visual inspection of Figures 3.8
and 3.9.
Figures 3.10 and 3.11 display boxplots with points comparing number of
events in ROIs in this study at each condition. Each panel contains one of
these plots, with column facets for each method and row facets conditioning
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Figure 3.8: Manually identified events versus automatically identified events in
the baseline condition faceted by method ID and colored by group. Each point
represents a ROI identified from manual cell segmentation. y-axis: the number of
events identified by manual peak detection. x-axis: the number of events identified
by automated peak detection for the method and parameterization. The method and
parameterization is identified by the letter ID in the top panel of each faceted plot. The
method and parameterization ID correspond to each letter ID is described in Tables
3.6 and 3.7. In this figure, we visualize only the results from ROIs in the baseline
condition. We see that all automated methods tended to underestimate the number
of events of ROIs with a large number of manually identified events. Additionally,
we see that most of these cases occurred in ROIs from healthy control donors. The
black line in each plot is the identity line.
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Figure 3.9: Manually identified events versus automatically identified events in
pharmacologically induced conditions faceted by method ID and colored by group.
Each point represents a ROI identified from manual cell segmentation. y-axis: the
number of events identified by manual peak detection. x-axis: the number of events
identified by automated peak detection for the method and parameterization. The
method and parameterization is identified by the letter ID in the top panel of each
faceted plot. The method and parameterization ID correspond to each letter ID is
described in Tables 3.6 and 3.7. In this figure, we visualize only the results from ROIs
in the pharmacologically-induced conditions. We see that all automated methods
tended to underestimate the number of events of ROIs with a large number of
manually identified events. Additionally, we see that most of these cases occurred in
ROIs from healthy control donors. The black line in each plot is the identity line.
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on activity. In Figure 3.10, we see these plots for ROIs identified in manual
cell segmentation, and in Figure 3.11, we see these plots for ROIs identified
by the median-eccentricity automated cell segmentation. We note that the
far left column facet of both figures represents these boxplots for the manual
event identification, which was only performed on ROIs identified in manual
cell segmentation. The purpose of these plots is to see if automated methods
produce similar distributions of events in each condition as the fully manual
pipeline, and some aspects of the distributions are preserved. For instance,
in each facet of both figures, in the baseline conditions, activity was more
variable across ROIs and that we observed more highly active ROIs in the base-
line condition, with reduced activity in each subsequent pharmacologically
induced condition.
Figures 3.12, 3.13, and 3.14 display the events identified for various ROIs
at the baseline condition. The figures show that with ideal trace plots, both
automated methods perform very well with respect to identifying events and
identifying them at approximately the correct time. However, in highly active
ROIs (Figure 3.14), both methods can severely underestimate the number
of events in a ROI over the time series. This result was concerning to the
overall effectiveness of these methods in identifying activity events in highly
active ROIs. The data in the study, however, were recorded at relatively slow
temporal resolution (4 Hz). Data recorded at higher temporal resolutions may
provide better data for identifying activity in highly-active ROIs.
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Figure 3.10: Boxplots of events per ROI versus condition using manual cell segmen-
tation. Each point represents the number of events from single ROI in the study and
are colored by donor group (neurotypical controls, PTHS, ESC). The plots are faceted
by peak detection method and activity. The left column displays manually identified
events. The middle column displays events identified by motif correlation. The right
column displays events identified by ADEPT. The top row displays only ROIs that
were identified as being "active", or having at least one event identified by the given
method in any condition. The bottom row displays all ROIs. It should be noted that
this means that, in the bottom row, each point in the manually peak detection plot
has a corresponding point in each of the other plots. In the top row, this is only true
of ROIs where at least one event was manually identified and at least one event was
automatically identified for a given method.
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Figure 3.11: Boxplots of events per ROI versus condition using median-eccentricity
automated cell segmentation. Each point represents the number of events from single
ROI in the study and are colored by donor group (neurotypical controls, PTHS, ESC).
The plots are faceted by peak detection method and activity. The left column displays
manually identified events. The middle column displays events identified by motif
correlation. The right column displays events identified by ADEPT. The top row
displays only ROIs that were identified as being "active", or having at least one event
identified by the given method in the baseline condition. The bottom row displays all
ROIs. Since manual event detection was only performed on the manually identified
ROIs, the points in the plots in the left column come from different regions of interest




























































































































































































































































































































































































































































































































































































































































































































































































































































































































3.3.2 Statistical models: effect of pharmacological conditions
estimated reasonably under optimized parameterizations
We assessed model performance by comparing downstream statistical infer-
ences using to automated pipelines to results generated from the manual
pipeline. First, we examined the results of regression model 2.2 when fit
using activity data generated from the manual pipeline (Table 3.8). In the
study, we observed that all pharamacological treatments were estimated to
depress activity, and that within each pharmacological substance, these effects
were estimated to be very similar whether when analyzing all cells/ROIs or
only the subset of active cells. Overall, ROIs in the Gabazine condition were
estimated to be 0.393 (95% CI: [0.356, 0.435]) times as active as ROIs in the
baseline condition. We expected Gabazine to promote activity in this study as
an antagonist of inhibitory GABA-a receptors. However, these results are not
entirely surprising as there have been multiple findings of excitatory GABA-a
receptors, particularly in immature or developing neuronal cells (Taketo and
Yoshioka, 2000; Cherubini, Gaiarsa, and Ben-Ari, 1991). We further note that
these cultured neurons have variable maturity even within the same collection
of cells (Burke et al., 2020) and that globally these neurons resemble those from
prenatal and not postnatal life (Hoffman et al., 2017). ROIs in the DNQXAP5
condition were estimated to be about 0.116 (95% CI: [0.099, 0.135]) times as
active as ROIs in the baseline condition and ROIs in the TTX condition were
estimated to be about 0.054 (95% CI: [0.034, 0.086]) times as active as ROIs in
the baseline condition. Both of these results conformed to our expectations
regarding directionality of effects.
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Estimates (95%CI)
Effect Cells Coefficient (βk) Effect (eβk)
Gabazine All -0.933 ([-1.034, -0.832]) 0.393 ([0.356, 0.435])
Gabazine Active -0.932 ([-1.033, -0.831]) 0.394 ([0.356, 0.435])
DNQXAP5 All -2.158 ([-2.310, -2.005]) 0.116 ([0.099, 0.135])
DNQXAP5 Active -2.156 ([-2.309, -2.004]) 0.116 ([0.099, 0.135])
TTX All -2.910 ([-3.368, -2.452]) 0.054 ([0.034, 0.086])
TTX Active -2.910 ([-3.368, -2.452]) 0.054 ([0.034, 0.086])
Table 3.8: Table of results of model 2.2 fit on activity data generated from the manual
pipeline. We consider these estimates to be our best estimate of the truth. In the table
we see the regression coefficient (βk) for each pharmacological treatment from the
model, as well as the corresponding estimate of the relative rate of activity for ROIs in
each pharmacological treatment (eβk ). We display 95% confidence intervals with each
estimate. We display these estimates from models using all ROIs, as well as models
using only ROIs that were identified as active (having at least one event across all
conditions). In the table, we see that all pharamacological substances in this study
were estimated to depress activity, and that within each pharmacological substance,
these effects were estimated to be very similar whether we subset on active cells or
not.
In this study, we considered these estimates to be the best estimates
of the true effects of these pharmacological substances, and compared re-
sults from the same model fit on activity events identified from automated
pipelines (Figure 3.15). Using the optimized parameterizations for each event
detection method, we obtained reasonable estimates of the effect of each
pharmacologically-induced condition on activity in ROIs when compared to
estimates from manual event detection. The estimates from both automated
event detection methods preserved the inference that all pharmacological
substances employed in this study resulted in decreased activity in ROIs.
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3.3.2.1 Automated event detection revealed differences between some of
the pharmacological agents
Table 3.8 and Figure 3.15 both suggest that TTX had the strongest depress-
ing effect of activity, followed by DNQXAP5 and Gabazine. We tested the
differences in effects between pharmacologicals using the linearHypothesis
function from the car package in R (Fox, 2015; Fox and Weisberg, 2019; Hand
and Taylor, 1987; O’Brien and Kaiser, 1985) under model 2.2 for each method.
Using manual event detection we observed strong evidence that TTX had a
stronger effect of depression of activity than DNQXAP5 (all p-values < 0.01)
and Gabazine (all p-values < 1 × 10−15). We also observed strong evidence
that DNQXAP5 had a stronger effect of depression of activity than Gabazine
(all p-values < 1 × 10−15). Using either automated event detection method,
we observed strong evidence that TTX had a stronger effect of depression
of activity than Gabazine (all p-values < 1 × 10−6), regardless of cell seg-
mentation method. Using either automated event detection method, we also
observed strong evidence that DNQXAP5 had a stronger effect of depression
of activity than Gabazine (all p-values < 1 × 10−15), regardless of cell segmen-
tation method. However, using either automated event detection method,
we did not observe strong evidence of a difference in the effects of TTX and
DNQXAP5 (all p-values > 0.1), regardless of cell segmentation method.
3.3.2.2 Estimates from motif correlation method were slightly closer to
best estimates
We did observe some apparent bias in these estimates, as the automated peak
detection methods appear to consistently estimate a lower relative activity
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rate in ROIs under the DNQXAP5 condition than than results from manual
event detection. In addition, the automated peak detection methods appear to
consistently estimate a higher relative activity rate in ROIs under the Gabazine
condition than than results from manual event detection. The absolute differ-
ence between the estimates from the optimized motif correlation method and
manual event detection was consistently less than that between the ADEPT
method and manual event detection (Table 3.9). We were able to formally test
these differences by fitting model 2.2 using the data from all event detection
methods and allowing an interaction term between event detection method
and the effects of each pharmacological agent (βk, k ∈ {1, 2, 3}). After fitting
this model, we tested the difference between the automated methods’ estimate
of pharmacological effect using the linearHypothesis function. In this test,
we did not observe strong evidence of a difference between results each of




























































































































































































































































































































































































































































































































































































































































































































Estimate of Bias of Coefficient (βk)
Method Gabazine DNQXAP5 TTX
All ROIs with Manual Cell Segmentation
Motif Correlation 0.106 -0.613 0.092
ADEPT 0.146 -0.728 0.254
All ROIs with Automated Cell Segmentation
Motif Correlation 0.111 -0.717 -0.692
ADEPT 0.152 -0.754 -0.901
Active ROIs with Manual Cell Segmentation
Motif Correlation 0.109 -0.611 0.090
ADEPT 0.147 -0.728 0.249
Active ROIs with Automated Cell Segmentation
Motif Correlation 0.111 -0.717 -0.692
ADEPT 0.152 -0.754 -0.901
Table 3.9: Table of estimates of bias of coefficients from model 2.2 for each automated
event detection method. Let βk represent the model’s coefficient estimates from the
results of manual event detection, as we considered these to be the best estimate of
the truth. Let β̂k,m be these results from a given automated event detection method
m. We estimate the bias of the coefficient estimates from method m to be β̂k,m − βk.
In this table we see that for every pharmacological condition, the motif correlation
method consistently produced an estimate of βk that was closer to the estimate from




Determining the number of events from a set of cells in calcium imaging data
is an exciting and challenging problem with several important processing
steps. Quantifying activity in a large group of cells in a single experiment
allows us to draw inference on the difference in activity rate between groups
or pharmacologically-induced conditions.
In this study, we identified cells using a red channel image representing a
measurement of the expression of the mRuby protein. We examined multiple
cell segmentation methods and proposed a method that identifies cells as ROIs
by thresholding by image standard deviations above the median of the red
channel image. We also proposed an eccentricity-based cell refinement method
for eliminating potential ROIs that we do not believe to be cells. We proposed
this method because it performs preferably or similarly to other methods
examined (Table 3.1), with a much faster processing time (Table 3.3). We
recommend using a large standard-deviation based threshold in this method
(between 6 and 10), as performance relative to manual cell segmentation
results appeared to be stable within this range. However, when selecting
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a threshold, we recommend some inspection of fluorescence data from the
reference image used to identify cells. Some calcium imaging experiments
may use fluorescence data from expression of a different protein than the one
used in this study, or different microscope settings (i.e. spatial resolution),
for identifying ROIs. These differences must be considered when selecting a
proper threshold for identifying ROIs.
Additionally, we proposed a method for motion correction or drift. In this
method, we started by estimating the translation matrix of each frame in a
time series to the previous frame, then composed these matrices to register all
frames of the time series to the space of the first frame. Finally, we estimated
the translation matrix of the registered time series to the red channel image
and register the time series to the space of the red channel image. In Figure 3.6,
we see that this method is reasonable, even in time series recordings where
significant drift occurred.
We also examined two primary methods for identifying events from trace
statistics extracted from a time series recording of calcium imaging data. For
each method, we employed a variety of trace statistics and parameterizations.
First, we evaluated these methods based on their agreement with manual
event detection in the number of events identified for a given ROI in a given
cell in a recording. We optimized each method, by choosing the trace statistics
and parameterizations that most agreed with manual event detection. Finally,
estimated the effect on neuronal activity of three pharmacologically-induced
conditions using events identified from both optimized automated event
detection methods using a generalized linear mixed-effects regression model
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(model 2.2). We continued to evaluate each event detection method by the
similarity of these estimates and statistical inference drawn to those from like
models fit on results from a manual pipeline. We saw that, using optimized
parameterizations, both the motif correlation and ADEPT event detection
method provided estimates and inferences of these effects that were reasonable
when compared to the estimates and inferences drawn from a manual pipeline
(Figure 3.15).
We see, however, an influence of parameter selection on downstream
statistical inference. In this study, we employed 2,400 unique combinations of
trace statistics and parameters for each event detection method (Figure 2.3).
We also imposed tolerances on each method and parameterization’s tendency
to falsely identify inactive ROIs as active or falsely identify active ROIs as
inactive. In order to fall within reasonable tolerances, we recommend using
trace statistics that have been smoothed using DFF and employing global static
height threshold (Figure 3.4). Even after focusing on parameterizations that
used DFF and a global static height threshold, we still employed 400 unique
parameterizations to each event detection method. In future work we would
like to explore how stable the estimates and statistical inferences of the effects
of these pharmacological agents were across these 400 parameterizations. We
started this by visualizing the densities of the estimates of the effects (Figure
4.1) and the z-statistics generated from glmer (Figure 4.2) when fitting model
2.2 on event results from each method using parameterizations employed
in this study. Figure 4.1 is meant to display the stability of the estimate
of each pharmacological agent’s effect from results of each method across
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various parameterizations. We see in this figure that both methods tend to
underestimate Gabazine’s effect of depressing ROI activity in this study, and
overestimate DNQXAP5’s effect of depressing ROI activity. The distributions
appear to be similar for each event detection method when employed on ROIs
from manual cell segmentation, indicating that in this case the two methods
had similar stability in their estimates across parameterizations. However,
we do see some differences in the distributions of the estimates between
the methods when employed on ROIs from automated cell segmentation,
suggesting there could be important differences between the methods when
employed in a fully automated pipeline. Figure 4.2 is meant to display the
stability of the inference of each pharmacological agent’s effect from results
of each method across various parameterizations. In this figure, we see that
both methods tend to underestimate the statistical significance of the evidence
of the effect of every pharmacological in this study. We also see that the
optimized parameterizations we chose in this study tended to be on the left
side of the distribution of z-statistics. This suggests that we chose parameters
that more closely aligned with our best estimates of the truth than most of the
parameterizations employed in this study. We do see in both figures that the
effects of all pharmacological agents were estimated to represent decreasing
activity in the vast majority of parameterizations, conforming with our best
estimates of the truth. This supports that these methods are appropriate
for identifying relative ROI activity from calcium imaging data across these
pharmacological conditions. Despite this result, the results still suggest that
selecting proper parameterizations was crucial to generating estimates and
inference that reasonably approximated our best estimates of the truth from
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manual event detection. In future work, we will investigate what parameters
most explain the variance in the estimates and statistical inferences drawn
from results of each method.
One advantage of the ADEPT method is that it allows for parameterization
to be applied after processing. However, for calcium imaging data similar to
the data recorded in this study, we recommend using the motif correlation
method for event detection with the parameters chosen in this study (DFF-
smoothed median trace with correlation threshold Ct = 0.9 and static height
threshold Ht = 0.2), as models using results from this method more often
agreed with the statistical inferences drawn from models fit on results from
a manual pipeline (Table 3.9). However, microscope settings (i.e. spatial
and temporal resolution) may influence the effectiveness of the methods
and parameterizations. We suggest some manual inspection of trace plots
generated from calcium imaging data when selecting trace statistics, Ct and
Ht. Future work includes applying the methods in this study to data sets from
different subjects and species, such as calcium imaging of in vivo mouse cells.
Additionally, we may want to examine the effectiveness of these methods on
calcium imaging data from different microscopes with different spatial and
temporal resolutions.
Overall, we evaluated a series of methods and parameter choices to im-
prove automated calcium imaging data analysis, and established best practices
for implementing these techniques on these data. We recommend using an
automated cell segmentation using median z-scored images with a cell refine-





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































of relevant cells, so it should not be used in cell counting. We recommend
combining this with a motif-based correlation detection methods for peaks
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