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The asymptotic behavior of the abstract nonautonomous, nonlinear functional 
differential equation 
m(f) = f 0. *W) + dt, 4, x2 = g, 
is considered. Estimates on the growth of solutions are given and these estimates 
are shown to be the best possible. 
1. INTRODUCTION 
The objective of this note is to discuss the asymptotic behavior of the non- 
linear nonautonomous functional differential equation 
*(t) = f(t, x(t)> + g(f, x,), f > s > 0, x, = p (FDE) 
Qur notation is the same as in Hale [4], that is, the prescribed function F belongs 
to C = C([-r, 01; X) where Y > 0 and X is a Banach space, x(t): E--r> co) -+ X 
and xt E C is defined for each t > 0 by x,(e) = x(t + @), 8 E [-I-, 01. In (FDE) 
we will require that for every t > 0 -f(t, -) + a(t) is accretive in X for a 
suitable a(t) E R and g(t, y) is Lipschitz continuous in C with Lipschitz constant 
B(t)* 
* This work was done while the first aLlthor was receiving fYinancia1 support from the 
Science Research Council. 
t These results were obtained while the author was supported by a fellowship from 
the Consiglio Nazionale delle Ricerche at the University of O.xford, England. 
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In a previous paper [2] we studied the asymptotic behavior of solutions of 
(FDE) in the case in which a(t) + /3(t) < 0. Here we shall discuss the case in 
which a(t) + p(t) > 0. With al(t) + P(t) < 0 we were able to prove that the 
solutions are stable. If, moreover, P(t)/-&(t) < y < 1 and X* is a uniformly 
convex space, the solutions were proved to be asymptotically stable. When 
al(t) + P(t) > 0, examples show that, in general, we can no longer say whether 
solutions are stable or not. Instead we will give estimates on the growth of 
solutions and these estimates will be seen to be best possible. 
2. PRELIMINARIES AND ASSUMPTIONS 
Let Y be a real Banach space with norm j 1 . j Iy and let D be a closed subset of Y. 
A family of operators V(t, s), 0 < s < t from D into D which satisfies the 
following conditions is said to be an evolution system in D: 
(i) V(S, S)X = x for all x: E D and s > 0, 
(ii) r(t, s) V(s, T)X = V(t, T)X for all x ED and 0 < T < s < t. 
An important and very general example of generating an evolution system is 
given by Crandall and Pazy [ 11. An operator B from ,D(B) C Y to Y is in the 
class 67(w) if for each h > 0 such that Xw < 1 
for all x and y in D(B). If B E G!!(O), B is called accretive. 
THEOREM (Crandall and Pazy). Suppose that the family of opwatops B(t) in 
Y, 0 < t < T, satisfies the conditions: 
(A.l) B(t) E a(u) for t E [0, T]; 
(A.2) D(B(t)) = D is independmzt oft; 
(8.3) R(I + M(t)) 3 D for all t E [0, T] md 0 < X < A, , .where A, > 0 
and is such that h,w < 1; 
(A.4) thme is a continuous fzcnction h: [0, T] + Y which is of bounded variation 
and a nzonotone increasing jknction L: [0, co) + [0, KI) such that 
I[(1 + M(t))-lx - (I+ /W(Wx I/y < X II h(t) - f+IIyL(ll x I/y)(I + I B(+ la) 
for 0 < X < A, , 0 < r, t < T, and x E D. 
Then 
(1) 
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exists far x in II and 0 < s < t < T. T’(t, s) is nn evolution system ad satisfies 
/I V(t, s)x - V(t, s)y sly < e(t-s)w !i x - 3’ I$ , 
that is V(t, s) is an evolution system of type w. 
The definition of 1 B(T)x 16 in (A.4) is as follows: 
(2) 
j B(7)jfi = !Jf; 11 B(T)(~ + hB(Tj)-?v IIy. 
This limit exists for all s E g(7) = UK,O(flo<n~, R(I + ~B(T)) (see [i]). Note 
that if we set B(B(r)) = {*x E 9(~); 1 By \B < + zo> then from (A.4) it follows 
that @B(T)) = fi does not depend on 7 [I]. 
Now consider Eq. (FDE). Let X be a real Banach space with norm j . 1 and 
let C be the Banach space C([-r, 01; X) with the supremum norm denoted by 
/i . Ii. Suppose that S: [O, a) x X-t X and g: [0, 03) X C - X satisfv the 
conditions 
(B.l) for each t E [0, co) there is an a(t) F R such that -f(t, .) L a(t) is 
-__. 
accretive, also R(1 - xf(t, .)) = X for 0 < X < ljmax[O, a(t)] and D(f(t, .)) 19 
independent of t; 
(B.2) g(t, -) is Lipschitz continuous in C with Lipschitz constant s(t). 
Then if, for every t > 0 we define the operator A(t): D(A(t)) C C 4 C h\ 
q4jj = {yJ E c v’ E c, u(0) E W(4 ->>, v’(O) = f(4 p7(Ojj i- g(f, Pjji I 
A(t)g, = -I$, 
it is proved in [2] that A(t) E GZ( max[O, a(t) + /3(t)]) and D(>4(b)) is independent 
oft. If moreover for some T > 0 
s;pr, max[O, a(t) + /3(t)] = w(T) < cc (3) 
then R(I + M(t)) = C for t E [0, T] and 0 < h < l/o(T). 
So, for t t [0, T], -4(t) satisfies the conditions (A.l}, (AJ), and (A.31 of the 
theorem of Crandall and Pazy. We now wish to set conditions an the t dependence 
off and g to ensure that (A.4) holds for a(t). In [2] an abstract requirement is 
made, backed up by examples to show its relevance. Here we give another 
version of this condition and refer the reader to [2] for alternative assumptions. 
Note that in fact the condition (A.4) which me quote here is less restrictive than 
that given in [2]. In Section 5 we shall give an exampIe suggested by Professor 
G. VVebb which shows the usefulness of this generalization. 
If for each 2) E C we set u(t, .) = (I + M(t)>-%I, 
4t, *) = @+(t, 0) + [’ (v(s)/Xj eq-(s - @)/A) & 
-a 
(4) 
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and hence 
]I(1 + Lqt))-lv - (I + Aa(T))-%~ /I = 1 u(t, 0) - U(T, O)l. 
Since u(t, .) E D(A(t)) 
z*(f, 0) = @) + qt, 0) = $0) + hf(t, u(t, 0)) + Xg(t, u(t, *)), 
so for condition (A.4) to holdf and g must satisfy: 
(B.3) Set G,(t, v): [0, a) x C-t X, 
Gdt, 4 = f(t, ((I+ ~4t))-Q-W)) + g(t, (I+ W))-Iv); 
for any T > 0 there exists a continuous function la: [0, T] + C which is of 
bounded variation and a monotone increasing function L: [0, 00) + [0, 00) 
such that, for h small enough 
I G,dt, 4 - G(T> 4 d II W - W IIUI v IIIU + I -A(+ Id. 
Now as in [2] the family A(t) generates an evolution system U(t, s), 0 < s < t, 
in D = D(A(t)) and this system satisfies 
II w, s> q - qt, s)# II < II v - * II d-s)w(t) (5) 
for all v, # in D. 
It can be seen that D = d(zg(t)) is th e set {p’ E D; v is Lipschitz continuous 
and ~(0) E B(-f(t, .))}. In [2] ‘t 1 is also proved that if v E B and we define 
x(s, y)(t) = & - 4, s--u<t<s 
= (W, GP)(0)~ t 3 s, 
(6) 
then x’~(s, p) = U(t, s)~. If in addition the dual space X* is uniformly convex or 
f(t, x) is continuous in x and everywhere defined, ~(s, v)(t) is a solution of (FDE). 
3. A GENERAL RESULT ON EVOLUTION SYSTEMS 
First we prove a general result about evolution systems in which we make the 
estimate given in (5) more precise. 
THEomhr 1. Suppose that for some T > 0 the farm@ of operators B(t) 
satisJies the conditions (A.2), (A.3), and (A.4) of the tlzeorem of Cramlall and Pazy 
and that in addition it satisjies 
(A.l)’ B(t) E fl(y(t)) where r(t) is iztegvable mw [0, T] and there is a 
constant w(T) such that 0 < y(t) < w(T). 
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Then for 0 < s < t < T the evolution system cCgenerated” by B(t) satisfies 
Before proving Theorem 1 we require two lemmas. 
LEMWL4 1 (Tannery’s theorem). suppose that for each Y = 1, 2, 3,,,. 
v,: N -+ R and thatfor$xed r 
and 
lim v,(n) = w, 
Ilv+W 
where Cy=“=, M, is convergent. Then, 
Proof. See [3]. 
LEMIVIA 2. Suppose that for Q- E [s, t] y( 7 is integrable and there is w(t) such ) 
that 0 < Y(T) < w(t). Then 
liifi(l-+- ( 
t-s -1 
Y S+iy 1) = exp (.r’,” Ad dT) - (81 z=l 
Proof. The proof is carried out in two stages. First we show that 
;&Q1++ ( y s+i J-$f-)) = exp (S,” r(7) A-) . (9) 
2-l 
Multiplying out the product 
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where 
f).(n) =( f y (s + ig)’ 
i=l 
- r! i y(s+il~)...y(s+ir+). 
i,, . . . ,i,=l 
iIf’. .#d, 
Note that, for fixed r, lim,,,((t - s)/n>‘j,(n) = 0. For f,.(n) is the sum of 
nr - r!(F) positive terms, so 
0 d (“s-)‘j&) < (J+(t))’ (nv - r! C)) 
= ((t - s) w(t))’ jl - (1 - ;, *** (1 - +)I 
which tends to zero as n -+ 00. 
We shall apply Tannery’s theorem to (10) with 
Given E > 0 TV such that for n > N(E) 
and 
where 
Hence (9) follows. 
Finally we show that 
t-s 
u,=ri(l+y ( 
t---s 
$4 
Y s+ic 
1) 
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and 
have the same limit as n -+ co. Expanding by the binomial theorem, 
where 0 < Ki,n < K, for some K which is independent of i and ~a. Hence 
0 < b,, - a, < (1 + +- w(t) + K (+)“)” - (1 + G w($’ 
<K(+)‘(l ++,(t)+K(t-,)))n-In. 
and our result is proved. 
Proof of Theorem 1. Under the prescribed conditions on y(t), B(t) E @m(T)) 
for t E [0, T]. So the theorem of Crandall and Pazy applies and 
V(t, s)p; = & fi (I + GB (s + iJ+))pp 
z=l 
Hence, since B(t) E @‘(y(t)) 
and the result follows from Lemma 2. 
We apply Theorem 1 to (FDE) to obtain 
THEOREM 2. Suppose that f and g satisfy conditiom (B.l), (B.2) and (B.3) with 
a(t) + P(t) 3 0 and continuous. Thez if either X* is unifomzly convex OY f (t, x) is 
continuous in x azd eveqwhere dejined 
I/ ~6, g))(t) - 4~~ ~&)I1 < II v - $J II exp (Is’ (44 + B(d) dT) (11) 
for all q, C,!J E B, where m(s, q~) and x(s, 4) are the fumtions defirzed in (6) with 
initial conditions CJZ and S/I, respectively. 
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Note that, unless we place some restriction on the delay, no better result is 
possible. This can be seen from the ordinary differential equation 
which has the solution I = x(s) exp& (a(~) + F(T)) (27). 
4. ASYMPTOTIC BEHAVIOR WHEN THE DELAY Is STRICTLY POSITIVE 
Now let X be a Hilbert space. We shall restrict our attention to those g 
satisfying the condition: 
(B.2)’ There is a p, 0 < p < r, such that 
II & p’) - g(4 ?uI < P(t) $-y-*, I de) - WY 
for all ~0, * in C. 
For an example of such a g consider 
where G(t, .): X -+X and is Lipschitz continuous with constant p(t) and 
rl(t, *I: L-r, -PI - wx, X) is of bounded variation in [-r, -p]. 
We require or(t) to have constant sign for large t and our results will depend on 
the sign. If a(t) < 0 for t large enough we have 
THEOREM 3. suppose thatf and g satisfy conditions (B.l), (B.2)’ and (B.3) 
with a(t) and /3(t) continuous, al(t) < 0 and j(t)/-+(t) < y, y > 1. 
Then 
I x(5 v)(t) - a ?w>l G Y II Y - # II exp (+ log Y) 
for all q~ and $ in. B. 
(12) 
Proof. Set x(t) = .z”(s, p)(t) andy(t) = x(s, z))(t). As x(t) and>?(t) are solutions 
of (FDE) 
Yg I e> - YW = (f(4 *w + & 4 - f(t,Y(t>) - & YA x(t) - Y(t)>> 
and from conditions (B.l) and (B.2)’ 
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Under our hypotheses [ x(t) - y(t)] is d ff i erentiable almost everywhere and is the 
indefinite integral of its derivative, so 
-g I x(t) - Y(Ol < 4) I x(t) - y(t>l + P(t) sup j x,(0) - y,(8)/. (13) 
O&-r,--PI 
Hence multiplying by exp(-Jf U(T) do) and integrating over [to , t], we get 
1 x(t) - y(t)/ < / x(fo) - y(t,,)l exp ll cl(,) dT 
Without loss of generality, we can take s = 0. Set I, = [p(~. - I), pn] and 
K, = suptEI,2 I x(t) - y(t)\. We can prove by induction that 
Kk: < yk Ii v - # I!. (15) 
For, from (14) for t E II , 
/ x(t) - y(t)i < / x(O) - y(O)1 exp J‘x ~$7) dT 
<rll~~-~ll~ as Y 3 1, 
and hence 
Kx G Y II F - 4 1;. 
Suppose (15) is true for k < n. Then for t ~1, 
I 49 - HOi G I 4l~(n - 1)) - y(p(n - l>)l exp JD:Rp,, 4~) dT 
s t < K,-, exp dn-1) CL(T) d7- 
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Now let 12 be such that (n - 1)~ < t - s < np. Then 
If al(t) > 0 and is increasing then again the restriction on the delay enables us 
to prove a better estimate. 
THEOREM 4. Let f and g satisfy conditions (B.l), (B.2)‘, and (B.3). Suppose 
that a(t) a?zd /3(t) are continuozu, that o!(t) > 0 afzd is increasing, and that 
sup 
B(t) 
t>z, a(t) - a(t -p) = n/r < co- 
Then 
I .+ p))(t) - 4~~ W>l < K II g, - 4 II exp (jst 44 d7) y for SOme K >i6) 
Proof. As before set x(t) = x(s, v)(t) and y(t) = x(s, #)(tj. From (13), 
integrating over [to , t], we have 
< exp (- j”” 44 dT I 4td - y(td ) 
Again, without loss of generality we can take s = 0. For n > 2 we now let 
-T, = i? + P(n - 11, y+ pnl and nf, = swEr,[l 44 - y(t)1 exp(-j’i 4~) d41, 
and prove that, 
C(T) dT))/ , 
where Kl = exp(JL’” /3(t) dt). From (11) we have 
(18) 
SUP t-kl,r+Dl [I 49 - At>l exp (-[ 44 dT)] G II g, - 9 II exp (i”’ P(t) df) 
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so from (17) 
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and similarly, for n > 2 
Suppose (18) is true for k < 71; then, by induction, 
- exp - 
c s 
TfYi 
r+?A-1) 
a(u) do))/ . (191 
Set bi = -~~~$-r) ~(0) do, then, as 01(o) is positive and increasing, 6, is a 
decreasing and negative sequence. Hence the series Cr=“=, (ebi-l - eb*) converges 
and so the infinite product in (19) converges and the result follovvs. 
In [5] Kate and McLeod consider the asymptotic behavior of solutions of the 
delay equation 
z?(t) = net%(t) + be%(t - T). 
They show that if a + 1 b j > 0 and a < 0 then all solutions are 
and that no solution, apart from the identically zero solution, is 
0 (exp (“,” l%(l b l/l a I))) ’ 
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If a > 0, they prove that all solutions are O(exp(ue+)) and they argue that there 
is at least one solution which is not o(exp(ae”)). This example shows that the 
estimates of Theorems 3 and 4 are the best possible. 
5. AN EXAMPLE 
In Kato and McLeod’s example a(t) + /3(t) > 0 implies that solutions are 
unstable. However, this is not what we can expect in general, as is shown by the 
following example. 
If we setf(t, X) = ax and g(t, p’) = by(--r(t)), a, b E R, where r(t), 0 < r(t) < Y, 
is a continuous function of bounded variation, we obtain the equation 
Lqt) = ax(t) + bx(t - r(t)). (20) 
This trivially satisfies conditions (B.1) and (B.2) and it also satisfies (B.3). For, 
if we set (I+ AA(t))-% = u(t, e), we see from (4) that 
u(t, -) = eeh(t, 0) + s,” (v(s)/h) e-(+@lh ds, 
so 
= h I f(4 u(4 0)) + g(c NC -1) - f(T, 4T,O>> - gb, 47, *)>I 
d x I a I I’+, 0) - 47, 0)l + A I b I I 44 --r(t)) - 47, -+-)>I 
< A I a I I z& 0) - U(T, O)l + A I b I I up, -r(t)) - +-, ++))I 
+ x I b I I 47, -w - U(T, -+))I 
< h 1 a 1 1 u(t, 0) - u(T, 0) + h I b I I u(t, 0) - u(T, o)l 
Hence 
1 +, ‘1 - ‘CT, O)l < hlbl 1 _ A(, u , + , b ,> t +) - r(T)! II A(T) u(T, *>ii 
Xlbl 
G 1 _ A(, u , + I b ,) 1 +> - y(T>I I a(‘->u 16 > 
and (B.3) is satisfied. 
So if a + / b / < 0 the zero solution of (20) is stable and the stability does not 
depend on the delay r(t). Suppose now a + / b 1 > 0 and take r(t) = I’. It is 
shown in Hale [4, p. 551 that for small enough Y the zero solution of (20) is still 
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stable if j b/a j > 1 and b < 0. This shows that we cannot haye general stability 
results depending only on the signs of CL + ,d and CL. If CL + ,6 > 0 stability can 
depend essentially on the delay. 
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