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Abstract: The dynamics of plaster drying and the impact of subflorescence on the 
process are described through Magnetic Resonance Imaging and X-Ray 
Microtomography measurements. It is shown that crystals deposit around the air-liquid 
interface the closest to the sample free surface, which induces a recession of this 
interface within the sample at a rate only depending on the current saturation (water to 
pore volume ratio). Thus the distribution of crystals deposited during evaporation 
essentially depends on the history of saturation. The drying dynamics then results from 
vapor diffusion through the less porous layers of crystal accumulation below the sample 
free surface. This in particular makes it possible to predict the dramatic decrease of the 
drying rate after successive imbibition-drying cycles. 
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1. Introduction 
To obtain plasterboards so useful for modern constructions, there are two important phenomena 
that must take place during the manufacturing process: hydration, through which plaster paste 
passes from a pasty state to a solid state, and drying, through which the excess of the mixing water 
added for workability purposes is removed. The hydration reaction can be described as the 
successive dissolution of hemihydrates (CaSO4, ½ H2O, initial water-to-powder ratio of 0.8) and 
precipitation of dihydrates (CaSO4, 2 H2O) in water [1-4]. Detailed information on these processes 
may be found in [5-6]. After this chemical reaction which lasts about 40 min without accelerators [7], 
a significant excess of water must be removed from the material, an operation which requires a lot of 
energy. Understanding the drying processes in plaster pastes should contribute to develop more 
efficient drying techniques and procedures, and to consume less energy. Here we focus on one of the 
technics used in manufacture to remove the residual water:  by a convective air flow [8]. 
Existing knowledge on drying characteristics of plasters essentially concerns materials already in solid 
state which are imbibed then dried and tends to suggest [9] that as long as pure water is used such 
materials exhibit drying properties close to usual simple homogeneous porous media. A specific 
aspect has been studied in more details in recent years, namely the transport of salts during drying of 
solid plaster samples. It has been shown that salts are transported towards the free surface and then 
can either crystallize inside the plaster or move outside, towards the substrate [9]. It was also 
suggested that this salt crystallization leads to the formation of a structure inside the plaster, whose 
characteristics depend on the drying rate and in turn impact the drying rate [10].  
The drying characteristics of plaster pastes just after their preparation has not been studied in depth 
so far whereas it is a critical step of the process of plasterboard production. Previous studies 
concerning plaster properties during its preparation focused on the structure evolution in time, in 
particular with the help of NMR, showing that the pore distribution evolves as a result of hydration 
[11-12]. A recent work finally showed that the drying rate of plaster pastes is significantly lower than 
that expected for a pure liquid evaporating from a simple homogeneous porous medium [13]. This 
effect was shown to be enhanced by the air flow velocity and the initial solid/water ratio. From 
further tests under various conditions it was suggested that this effect is due to the crystallization of 
gypsum ions below the sample free surface, which creates a dry region and decreases the drying rate 
by increasing the length of the path the vapor has to follow before reaching the free surface. The 
specificity of plaster drying is indeed that at the end of the initial setting process (due to precipitation 
of dihydrates) the interstitial solution is saturated with ions (Ca2+, SO4
2-), which can then precipitate 
as gypsum crystals and accumulate in some regions as soon as some water is extracted by 
evaporation. Further work is needed to understand the physical mechanisms and then to be able to 
predict the drying rate as a function of material characteristics and boundary conditions. 
The understanding of this phenomenon is interesting for other reasons. Salt transport and 
crystallisation in building materials are responsible for major damages of modern structures [14] and 
cultural heritage [15]. Similar effects in rocks can alter CO2 injectivity [16] and are at the origin of 
various geomorpholocial processes [17]. For example ions dissolved during imbibition can then, 
during drying, reach the solubility limit and precipitate as crystals below (subflorescence) or above 
(efflorescence) the sample free surface. These crystals may clog the porous structure [18], lead to 
flaking and crumbling [19] or reduce the compression strength of the material [20]. The mechanisms 
at the origin of damages have been discussed: crystallization pressure, supersaturation, solid volume 
change from thenardite to mirabilite [21-25]; but it was also acknowledged that the remaining liquid 
films can play a significant role on crystallization processes [26]. Extensive studies [17, 27] showed 
the variety of trends observed depending on solution properties (salt type and additives), but it was 
finally pointed out [17, 28-29] from detailed information concerning salt and damage localization, 
that possible damages critically depend on the localization of salt crystals which requires the 
description of the dynamics of salt transport, spatial distribution and crystallization and its coupling 
with drying mechanisms.  
For efflorescence the basic theoretical concepts of salt transport resulting from water flow during 
drying were confirmed by following the salt distribution by MRI [30-31]. It was then shown that 
crystals deposited at the sample free surface behave as a porous medium which pumps the liquid 
and brings ions around the most external liquid-air interface to form new crystals [32-33]. A recent 
study showed in addition that the structure of the efflorescence layer can evolve with successive 
imbibition-drying cycles, which successively modifies the drying rate, increasing or decreasing it 
depending on the crystallization pathways or on the humidity of the crust [34]. Microtomography 
observations of the three phases around the sample top provided a detailed description of the 
process, which makes it possible to establish a model of crust formation dynamics as a function of 
drying rate [35]. Besides it was shown that some unexpected effects (in drying rate variations) can 
result from the interplay between the crust and the evaporation conditions [36-37].  
Although it is a more damaging effect than efflorescence much less is known concerning the local 
mechanisms of subflorescence. It was shown from X-Ray microtomography that subtle local effects 
occur essentially at the scale of the pore [38], and tend to induce pore clogging which reduces the 
drying rate, but these effects depend of the type of salt at work [18]. From original experiments in 2D 
system it was also shown that a specific subflorescence pattern can grow because the crystal 
structure form a porous media which can drain a saturated salty solution up to the evaporating front, 
which eventually causes the drying rate to increase [39]. Recently the work of Derluyn with the help 
of neutron radiography and X-ray microtomography provided new insights on salt transport, 
accumulation, and induced damage in limestone samples [40-41]. However our knowledge of the 
relationship between subflorescence and drying dynamics in porous media is still limited, essentially 
because it is more difficult to get a direct view of the processes at a local scale. Yet it governs the 
spatial distribution of crystals which in turn determines the position of possible damages, and this 
knowledge would open the way to the development of relevant tools for controlling or avoiding such 
effects. Taking advantage of MRI (Magnetic Resonance Imaging) data such an approach was recently 
developed for predicting the accumulation of initially suspended colloidal particles and its impact on 
drying dynamics [42]. 
Here we aim at studying in more detail the process of subflorescence in plaster. From repeated 
imbibition-drying cycles on the same sample we observe that the drying rate is dramatically 
decreased as a result of crystal accumulation inside the sample. Through MRI and X-Ray 
microtomography we show that crystals are deposited around the first (i.e. most external) air-liquid 
interface, which induces its recession in the sample at a rate only depending on the current 
saturation (water to pore volume ratio) and the current total liquid volume in the sample. From this 
information we deduce a simple phenomenological model which predicts the drying dynamics of 
plaster under different conditions.  
 
1. Materials and methods 
We used a commercial α-plaster (Saint-Gobain Recherche, France) with a purity higher than 95% wt, 
a specific surface of 7500 g/m² (measured with the Blaine air permeability test), and a grain size 
between 10 and 20 m. The impurities are mainly clay (colloidal) particles. Our plaster paste samples 
are prepared according to a well-defined mixing protocol [13, 43]. The initial water to powder ratio 
(w/p), i.e. the ratio of the mass of water to the mass of powder, was between 0.5 and 0.8. At the end 
of the hydration reaction (after about 25 min, as found from NMR measurements [13]) which 
consumed about 20% of the initial water mass, the solid structure is filled with a calcium – sulphate 
solution at the gypsum solubility limit ( =2.65 g/l). This porous medium has initially a homogeneous 
porosity of 58% and a bimodal pore size distribution (from Mercury Intrusion Porosimetry) with 
peaks at 0.6 and 5 microns or so. 
The plaster pastes are finally poured into a cylindrical container (35 mm or 54 mm diameter, and 
different heights from 12 to 40 mm) just at the end of the mixing protocol (i.e. initial time). The 
sample set up is then immediately dried by exposing its (open) top free surface to a tangential 
stream of dehydrated air (relative humidity < 1%) at ambient temperature ( 1 C 23  ) through a long 
rectangular conduit of 60 x 3 mm² section. The sample has its free surface appearing from a hole in 
the continuity of the channel wall, and lies on a scale so that its mass is followed in time. The 
saturation   is computed from the ratio of the current water content to the initial water mass. This 
initial water mass is deduced from complete drying at 45°C after the test. Note that we choose this 
temperature of drying to avoid any possibility of decomposition of gypsum as it was indeed shown 
[43] that at such temperature the chemical structure of the hydrates is unchanged. The drying 
dynamics is well described through the drying rate, i.e. tdd , as a function of  . Such data are 
reproducible with an uncertainty of about 20% on the drying rate [13] in particular due to the slight 
variations of the surface shape of the samples and the data processing to compute tdd  from 
experimental data. 
In order to look at the water distribution inside the sample in time during the test we inserted the 
whole drying set-up (without the scale) at the center of the magnet of a vertical proton MRI 
(Magnetic Resonance Imaging) system (Avance 24/80 DBX by Bruker, 0.5T superconducting magnet 
by Oxford, 20 cm inner diameter). The distribution of apparent water along the sample axis was 
measured using a one-dimensional double spin-echo sequence, i.e. two first echoes of the so-called 
Carr-Purcell-Meibom-Gill sequence [44-46] with extrapolation to compensate spin-spin relaxation. 
Each measured value of this distribution corresponds to the total amount of water in a thin cross-
sectional layer 98 microns thick situated at a given position along the sample vertical axis. To get a 
satisfactory signal to noise ratio, the measurement time for each profile was two hours, so that a 
profile represents the average water distribution over that duration. Profile measurements were 
repeated every two hours.  
In order to know how the internal structure evolves as a result of drying we used a RX-Solutions 
EasyTom tomograph equipped with an X-ray polychromatic microfocus source with a spot size of 5 
µm (6,4W and 80 Kev) allowing a 3D imaging of the structure with cubic volume element of 5.8 µm 
edge. 
 
2. Results 
During the first drying after preparation the drying rate progressively decreases at the beginning of 
the desaturation then more rapidly decreases below 15.0  (see Figure 1). As already explained in 
[13] this result contrasts with the well-known effect of constant drying rate down to a saturation of 
the order of 10% (at sufficiently low air flow velocity) for a simple porous medium filled with a pure 
hydrophilic liquid [47-48]. Indeed, during drying simple materials exhibit a first regime, called the CRP 
(Constant Rate Period), during which the drying rate is approximately constant. During this period 
the saturation remains uniform in the material and the evaporation occurs from the upper liquid 
films very close to the free surface of the sample, while the liquid is drained by capillary effects 
through the film network throughout the sample. Then the drying rate starts to decrease 
significantly, this is the Falling Rate Period (FRP). In that regime the liquid flow driven by basic 
capillary effects is unable to provide liquid at a sufficient rate at the sample free surface, so that a 
thin dry region forms in this region which lowers the drying rate (since now the vapor has to diffuse 
through this region before reaching the sample free surface). The size of this dry region slightly 
increases during this regime. Finally a last regime takes place when the dry region now increases 
widely because there is no longer any possibility for the liquid to be drained towards the sample free 
surface.  
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Figure 1: Drying rate (rescaled by the initial one, i.e. 2.8 g/hr) as a function of saturation for the 
plaster for an increasing number (from top to bottom, numbers in brackets) of imbibition-drying 
cycles after the paste preparation (sample height 40 mm, w/p=0.8, air flux velocity: 7.3 m/s): 
(continuous lines) experiments, (dotted lines) model (equation 2) with 
4
1048  and 
-1
g 4000 . A drying process should thus be followed from right to left. 
 
Note that this effect of decrease of the drying rate observed with a plaster paste is not due the 
hydration reaction since after a relatively short time with regards to the total duration of the drying 
test (typically 40 hours) the hydration reaction ends, and the solid structure is fixed [13]. Here the 
main difference between our sample and a simple porous medium as above described is the 
presence of ions (Ca2+, SO4
2-) in the interstitial solution, which can precipitate as gypsum crystals and 
accumulate in some regions, thus reducing the permeability and the drying rate. Since the sample 
thickness remains constant and we do not see significant accumulation of crystals above the free 
surface, this means that we are dealing here with subflorescence. During most of the initial period of 
drying the liquid flows towards the regions of evaporation, which are mainly around the air-liquid 
interfaces the closest to the sample free surface because the air in the regions below is almost 
saturated in vapour [48]. The ions contained in the liquid are thus globally transported towards the 
free surface where the slight concentration increase due to each evaporation increment will readily 
induce crystallisation since the solution is at its solubility limit. This implies that we have a reduction 
of the pore size or the porosity at least in the upper regions of the sample. In porous media however, 
such effects usually only slightly reduce the duration of the initial constant rate period [47-48]; 
indeed in this regime the rate of evaporation is imposed by the external air flow as long as the liquid 
can flow sufficiently rapidly through the medium towards the sample free surface as a result of 
capillary effects. This is so because the thickness of such a layer of small pores is so small that the 
pressure gradient imposed by capillary effects are easily extremely large and can easily move water 
through it. This means that in the present case something different, or more precisely some 
additional effect, happens.  
In order to better appreciate the effect we repeated the test several times with the same sample 
after the initial drying. Our procedure consisted to first immerse the sample in a calcium - sulfate 
saturated solution, then put this system under vacuum. Under such conditions it seems unlikely that 
the initially solid gypsum can decompose, as can be observed under other conditions [49], since it is 
not directly in contact with a gas at low pressure and instead is in contact with a saturated solution. 
Thus the initial system at the beginning of each new drying process was a sample filled with a calcium 
- sulphate saturated water solution. This situation differs from that of Desarnaud et al. [34] in which 
pure water is re-introduced in the porous sample (sandstone) and possible salt dissolution depended 
on the exact impregnation procedure. 
All cycles share the same initial drying rate (see Figure 1) since each sample is saturated at the 
beginning of the test so that at the initial conditions of evaporation under the same flux are similar. 
On the contrary drying rates observed after a short while are significantly lower for an increasing 
number of cycles, so that after five imbibition-drying cycles, for   in the range [0.15-0.8] the drying 
rate reaches values almost two orders of magnitude lower than the initial one (see Figure 1). It is 
remarkable that this dramatic decrease in drying rate is obtained with a total (after the five cycles) 
precipitated gypsum to sample mass ratio of 0.24 %. We also remark that after the first imbibition-
drying cycle the shape of the drying curve tends to a strong initial decrease followed by a plateau and 
finally a new strong decrease (see Figure 1). This suggests that the conditions of evaporation widely 
vary, which should be visible in the liquid distribution.   
We can get further information from MRI experiments providing the evolution of the water 
distribution along the sample axis. At first sight (see Figure 2a) the results for the first cycle do not 
differ from those typically observed in simple porous media [13]. The water distribution apparently 
remains homogeneous in the sample during a long first period (down to saturation of the order of 
30%) (see Figure 2a), then we can see a dry front receding inside the sample while the plateau level 
behind goes on decreasing. Similar results are obtained for the subsequent cycles (see Figure 2b), 
although the time to reach each curve increases with the cycle number and some region of lower 
saturation forms at the beginning of drying below the sample free surface. This region of thickness 
much larger than the zone of accumulation of crystals is likely due to some heterogeneity of the 
sample. It does not evolve further during the subsequent cycles, and does not play any role in the 
evolution of the drying rate discussed in this paper.  
The second stage of evolution of these profiles, i.e. large receding front, corresponds to the 
saturation range for which we have the second fast decrease of the drying. In this regime the liquid 
flow under capillary effects is not sufficiently rapid compared to the evaporation imposed by air flow 
along the sample free surface. The point is that in contrast, in the first stage the homogeneous 
saturation is usually associated with the constant rate period [50], which is not the case here, in 
particular with the dramatic decrease in drying rate for the last cycles. There is thus an effect, which 
is not just a dry front of significant thickness, which remains to be found to explain this drying rate 
decrease. 
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Figure 2: Water distribution profiles in a plaster at successive times (every two hours from top to 
bottom) during the first drying after preparation (a) and after the first cycle (b). The experimental 
conditions are those described in Figure 1. The insets show a zoom on these profiles around the 
sample free surface. 
 
This suggests that some evolution of the porous structure plays a role. The aspect of the structure at 
different depths from the free surface as observed by X-ray microtomography is shown in Figure 3. 
These images are maps of the attenuation coefficient for X-Rays in a thin layer of thickness 5.8 µm 
situated at a given position along the sample axis. In such pictures, since initial solid matrix and 
subsequently deposited crystals are of the same chemical composition and density they exhibit the 
same X-ray attenuation coefficient, so that the grey scale is linearly related to the porosity, i.e. black 
for a void volume of thickness larger than 5.8 µm, white for a pure solid volume. At depths beyond a 
few hundreds of microns the structure keeps the aspect shown in Figure 3c, with a large number of 
relatively dark regions of various size, which indicates a large number of voids. At the approach of the 
free surface the number of dark regions decreases, while the amount of bright regions is higher; this 
indicates that the becomes globally less porous (see Figure 3a,b), the pores apparently become 
smaller and less numerous, an effect which obviously results from the deposition of gypsum crystals.  
In order to quantify this effect we computed the average porosity for each image along the vertical 
direction. The examples of Figure 4 show that after a rapid decrease, which corresponds to the cross-
over of the sample roughness, the porosity reaches a minimum value associated with a high 
concentration of crystals, then it increases rapidly and reaches a plateau. The deposition of crystals 
occurs preferentially where the evaporation occurs, since, there, by water removal, the critical 
dissolution concentration tends to be overcome first, and from MRI we know that most of the 
evaporation occurs close to the free surface so that most crystals are formed around the sample top. 
Some crystallization may occur while the receding front develops over large depths inside the sample 
but in that case the remaining ion content is small and the crystals will be dispersed over a large 
distance. We deduce that the plateau essentially corresponds to the unchanged porous structure.  
The porosity curves vary from one cycle to another essentially by a variation of the peak (minimum) 
size, which increases for increasing cycle number. This result is qualitatively close to that obtained by 
Derluyn et al. [40] with sodium sulfate crystalizing in drying limestone. This means that the pores are 
filled more and more at each step, essentially below the sample free surface. Note that the curve for 
the third cycle does not exhibit a shape quite consistent with the general evolution of the other 
curves. This is likely due to the uncertainty on data (which is hard to quantify). More generally, 
considering the (complex) way these data are obtained we cannot consider that they provide precise 
values of the effective porosity, the most relevant results concern the variations of this apparent 
porosity with the depth in the sample. As a consequence, in the following we will essentially focus of 
these variations (through a probability density function on crystal location, see below). 
 
 
Figure 3: Views from tomography (with the same contrast) of the structure of the plaster sample 
after the 4
th
 cycle at different depths ( x ) from the free surface: (a) 40 m, (b) 190 m, (c) 1.7 
mm. The experimental conditions correspond to those of Figure 1. 
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Figure 4: Average porosity (as deduced from X-Ray tomography) in elementary cross-sectional 
layers along the sample axis as a function of the depth in the sample for the successive drying-
imbibition cycles (same conditions and colors as in Figure 1).  
 
3. Discussion 
3.1 General data analysis 
In order to look consistently at the evolution of the profiles of porosity as obtained in Figure 4 we can 
withdraw the plateau level from each of these curves, and rescale them by their integral. Note that in 
this representation we choose the initial abscissa as the mid position in the sample roughness. The 
resulting curves (see Figure 5) are proportional to the probability density function ( p ) on crystal 
location, formed since the beginning of the series of cycles, along the downward vertical direction ( x
). Thus the probability to have a crystal between x  and dxx   is dxxp )( . Finally, it appears that 
except in the sample roughness, the density function can be very well represented by a decreasing 
exponential function: 
    xp  exp1          (1) 
where x  is the depth in the sample (distance from the bottom of the “roughness” zone at free 
surface) and   a characteristic length. 
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Figure 5: Probability density functions on crystal location estimated from Microtomography as a 
function of the depth in the sample for a plaster sample after different imbibition-cycles 
(continuous lines with same colors as in Fig.1). Mean sample saturation (colored squares) as a 
function of the position of the water front (from MRI profiles, see text). Dashed line: exponential 
model (equation 1) with μm 150 . Note that for the 4th cycle the drying could not be 
observed by MRI due to poor SNR. 
 
This similar distribution of crystals in the sample for the successive imbibition-drying cycles is rather 
surprising since for each cycle the porous structure evolves and tends to clog further as a result of 
the deposition of these crystals. From the ion concentration (leading to total crystal mass of 0.055 g 
per cycle) and the sample porosity we can compute the effective volume occupied by the crystals. 
We find that had all the crystals be compacted in the pores they would fill the sample over a 
thickness of about 40 m after the first drying. This means that for the distribution observed (see 
Figure 5), extending over a much larger distance, the porosity is far from being filled after the first 
drying. However it then progressively fills during the next cycles. Indeed after the last cycle the total 
amount of crystals deposited would saturate the pores over a sample thickness of 200 m. Since a 
large fraction of crystals are in fact distributed in a region with a thickness of this order of magnitude 
close to the free surface of the sample (see Figure 5) this means that at that time the porosity is very 
low in this region, which is qualitatively consistent with the results of Figure 4. 
Since crystals are expected to deposit mainly around the top liquid-air interface along which most of 
the evaporation occurs, and since the saturation in the sample decreases as long as crystals deposit, 
the crystal density decreasing downwards suggests that the liquid interface withdraws (i.e. advances 
downwards) progressively while leaving crystals behind. It is possible to check this assumption by 
coming back to the MRI profiles and zooming on the sample top. We effectively see the first air-liquid 
interface slightly receding in the sample (see insets of Figure 2a and 2b). This effect will induce a 
decrease of the drying rate with some analogy with the impact of a dry crust formed after 
efflorescence [34]. Note that we cannot know the exact extent of the dry region which forms since 
the profiles correspond to time and space averages, but the progression of the front anyway means 
that on average the distance between the top liquid-air interfaces and the sample free surface 
increases approximately as deduced from these profiles. For the following computations we 
arbitrarily consider that the position of the first air-liquid interface is the profile position for an NMR 
signal of 4105  in our arbitrary units (this is approximately twice the value of the noise on the data). 
Also note that this recession of the top air-liquid interface does not correspond to a situation of 
receding front as it occurs in the last stage of drying with hydrophilic material, or immediately after 
the beginning of drying in a hydrophobic material, when the saturation decreases strictly as a result 
of the front advance. Here, even if we locally have a slight receding front effect we still have a major 
effect of homogeneous decrease of the saturation throughout the sample, as shown for example in 
Figure 2. Finally it is remarkable that the saturation decreases with the front position in a way very 
similar to the crystal density distribution (see Figure 5), and this evolution may be well described by a 
similar exponential model: 
)exp(  x           (2)  
The most striking phenomenon is that all these characteristics are similar for each new cycle: after 
rescaling them by their integral over the whole thickness (i.e. the expected total amount of crystals 
at each step) the crystal distribution curves very well superimpose and may be represented by the 
same exponential model (see Figure 5). That means that successive imbibition-drying cycles simply 
lead to add a new distribution of crystals of same concentration at each depth in the sample. This is 
quite surprising since in parallel the apparent drying conditions, namely the drying rate, strongly 
change (drop of the drying rate in the first regime after each cycle). However if we now turn to the 
evolution of the interface motion as seen from MRI and represented in terms of saturation as a 
function of the depth we discover that it is also similar for each cycle although its dynamics obviously 
strongly differs from one cycle to another and finally covers a two decade range of drying rate. This 
demonstrates that the position of the receding front only depends on the saturation, and the above 
law (equation (2)) describing the relationship between the saturation and the front position is 
general for our material, thus the parameter   is constant in our range of experimental conditions. 
This phenomenon is likely explained by a kind of dewetting resulting from crystal formation. It was 
indeed suggested that different types of interactions of the solution and the crystals with the solid 
surface can induce different types of processes, such as a recession of the line of contact leading to 
subflorescence [51]. More precisely it was shown [52] that the drying of NaCl solution droplets 
significantly differs from calcium sulfate solution. For the former the crystals formed around the 
contact line tend to progressively move towards the interior of the droplet as a result of capillary 
effects, whereas for the latter the crystals forms in the bulk [52-53] but for sufficiently large contact 
angles of the solution on the solid surface, the crystals remain stuck to the solid surface which finally 
induces a retraction of the liquid and leads in the end to a “coffee stain effect”. Moreover, it was 
shown, in consistence with our observations, that in drying droplets the crystallization patterns are 
independent of the drying rate [52]. These observations might be the key explanation of the front 
recession associated with crystal formation inside plaster. 
A consequence of these results is that the front position does not govern by itself the drying rate, 
since for the same position of this front we observe widely different drying rates for different cycles. 
It is more likely a change of the diffusion coefficient in the dry region which plays the major role: the 
vapour coming from the top liquid-air interface and going to the free surface has to find a path 
through a more tortuous and with smaller pore sizes porous medium as more crystals are deposited 
in the structure. 
 
3.2 Modelling plaster drying 
From these data a simple description of the process emerges. Note that a sophisticated theoretical 
description allowing to predict salt deposits, water evaporation, stress distribution and damages 
during this kind of experiment was developed in [41]. Here our approach focuses on salt deposit and 
water transport and only relies on basic physical assumptions in consistency with above 
observations. Let us assume that during drying the sample progressively desaturates in the form of a 
“rectangular” liquid distribution with a decreasing amplitude and decreasing extent: a dry region 
forms down to an increasing depth x , while the saturation ( ) in the wet region decreases 
homogeneously. Note that from our data (see insets of Figure 2) we see that this is an approximate 
description of reality: the front of the liquid distribution is not perfectly straight. For a step of 
advance of the front dx  associated with a change of the mean saturation in the wet region from   
to  d  we have a loss of water volume equal to  dxSdSxLd  )( , in which L  is the 
sample height, S   its section and   its porosity. This leads to the formation of a mass of crystals 
 dpdxmdm 0 , with LSm 0  the total mass of crystals that can form in the sample. Since in 
our case Lx  , we can simplify dLSd   and deduce: 
dpdx             (3) 
It is interesting to note that this equation predicts our experimental result concerning the link 
between p  and  , as it appears from equations (1) and (2) fitted to data, i.e. dxdp  . 
In order to find the law of variation of the saturation or the density function of the crystals we now 
have to predict the advance of the top liquid-air interface. The above analysis from our data showed 
that this process mainly depends on the local conditions and not on the drying rate, and it was 
suggested that it is associated with some dewetting effect. Such a phenomenon depends on the 
exact shape of the liquid-solid-air interface, which is a priori very complex and in particular depends 
on the crystal shape which is hardly predictable. We nevertheless assume that this effect can be 
described in a statistical way in a cross-section of the porous medium so that on average some 
characteristic step of dewetting would occur after the deposition of some amount of crystals, which 
may be seen as a number of opportunities of front withdrawal. On the other hand, as the saturation 
decreases the amount of interfaces to recede decreases. Finally we expect to have an effective 
withdrawal dx  proportional to the volume of crystals deposited between x  and dxx  , i.e. 
 pdxmd  0  (with 
-3kg.m 2300  the crystal density), divided by the average cross-section 
area occupied by the liquid in the pores. We thus obtain dxSkd  , where k  is a factor which 
depends on the physical characteristics of the crystals and the porous structure. We then deduce : 
 pLk             (4) 
From (3) and (4) we obtain  Ldkdx   which, taking into account the boundary condition 
1)0( x , can be integrated and give the expression of the type (2) with  
  Lk           (5) 
Our model thus predicts the exponential variation of the saturation and the value for the coefficient 
k  may be found from our data and we obtain 7.3k . It is interesting to note that   is proportional 
to the sample height. This means that, although we did not explore that aspect in the present study, 
the spreading of the crystals in the sample should be larger for longer samples. 
In this context it remains somewhat surprising that we obtain the same law (i.e. equation (2) with the 
same value for  ) for the successive drying-imbibition cycles whereas the porous structure likely 
changes as more and more crystals are deposited in a limited volume (which tends to be filled just 
below the sample free surface). This suggests that k  essentially depends on the crystal 
characteristics rather than on the porous structure. Let us emphasis that k=1 would correspond to 
the formation of a compact crystal layer with the same thickness as that of the current wetting liquid 
film. By comparison, k=3.7 here describes 3.7 times less dense of sparser crystallization.  
We can elaborate a simple model predicting the drying rate. As usual we assume that air is saturated 
with vapor below the first air-liquid interface from the free surface of the sample situated at 0xx  . 
When 00 x  the interface is in contact with the external air flow and the evaporation may be 
described in the form of simple diffusion of vapor with a diffusion coefficient D  through a boundary 
layer of thickness   [42]. When 00 x  we have in addition a diffusion through a porous system 
with a diffusion coefficient DxD )(  in which )(x  is a function of the porous structure which 
reflects the decrease of porosity and the increase of tortuosity when the crystal concentration 
increases. In that case the diffusion equation writes 0)( 









x
n
xD
x
, with n  the relative humidity, 
and the boundary conditions 0)( n  and 00 )( nxn  , where 96.00 n  is the relative humidity in 
equilibrium with the saturated 4CaSO  solution [54]. The solution for the vapor flux (V ), expressed 
in terms of the equivalent volume of liquid water crossing the sample section per unit time, is 
 

0
0
0
d11
1
x
x
D
nV
  
        (6) 
For the factor   which expresses the effect of the new crystals on the tortuosity and porosity, and as 
a first approximation is inversely proportional to the characteristic length of the path vapor has to 
follow before reaching the sample free surface, we make the following simple assumption: each new 
crystal formed (associated to a mass increment dm ) tends to clog a possible path for vapor which 
now has to find another path through the rest of the porous structure. This means that the 
characteristic path length is increased proportionally to the current path length: dmd )1()1(   . 
We deduce  )(exp 0 xpm  , with 0m  the total (additional) crystal mass in the sample. Note 
that this approach can be used only when the volume of additional crystals is smaller than the pore 
volume.  
This model appears capable to well predict the shape of the variations of the drying rate in the first 
regime (i.e. before the strong drying rate decrease) for different initial water to solid ratios by 
adjusting the only parameter   (see Figure 6), and taking   and   as constant.   appears to 
decrease when the water to solid ratio increases but we have no explanation on the physical origin of 
this variation. 
It is remarkable that with the parameters   and    fitted above the model finally reproduces rather 
well the drying curves (see Fig. 1), not only the decrease during the first stage but also the different 
plateau levels after each cycle. Thus this model captures the most important physical characteristics 
of the process. Finally for a low saturation a receding front, of thickness larger than that of the region 
of accumulation of crystals, starts to develop as a result of a balance capillary and hydrodynamic 
effects [48] and the second regime of strong decrease of the drying rate is reached (see Fig.1). It also 
appears possible to predict the shape of the drying curve for a sample submitted to different air 
fluxes (see Figure 7). Note that in that case the initial drying rate taken into account in the model was 
fitted to the first value in the regime of slow decrease observed just after the initial drop. This initial 
drop is usually observed in such drying process and is likely due to the disappearance of the thin film 
of liquid initially covering the sample free surface and the first step of desaturation of the porous 
medium positioning the first air-liquid interfaces at a depth of the order of a particle radius. However 
the comparison of model predictions with data for sample of different heights does not show an 
excellent agreement (see Figure 8). In that case the model parameters are those determined from 
data of Figure 6 for a sample of height 12 mm which are directly used to compute model predictions 
for other heights under similar experimental conditions. Although the shape and decrease of the 
drying rate curves are qualitatively well predicted there remains a significant quantitative 
discrepancy (see Figure 8). A possible explanation is that fitting the model to data obtained with 
small sample heights, and for the first drying process only, might be too sensitive to specific values 
obtained in that case. Indeed in that case the total crystal amount is much lower than that involved 
in successive drying-imbibition cycles for large sample heights, and the model fitting is likely more 
robust.  
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Figure 6: Drying rate (rescaled by the initial one, i.e. 4 g/hr) as a function of saturation and model 
(equation 6) (continuous line) fitted to data for plaster (first drying after preparation) at different 
initial water to powder ratios (sample height 12 mm) (data from [13]): 0.8 (green), 41048  ,  
0.7 (red), 4105.11  , 0.6 (black), 4106.8  , 0.5 (blue), 4107.6  , with 
-1
g 4000  
for all materials. 
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Figure 7: Drying rate as a function of saturation and model (equation 6) (continuous line) fitted to 
data for plaster (first drying after preparation) (with 4106.8   and 
-1
g 4000 ) for an 
initial water to powder ratio of 0.6 (data from [13]) at different velocities of the air flux (sample 
height 12 mm): -1m.s 3.7  (green),  -1m.s .62  (red), -1m.s .21  (black), 0 (blue). 
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Figure 8: Drying rate (rescaled by the initial one, i.e. 3.4 g/hr) as a function of saturation, and 
model (equation 6, with 4106.8   and 
-1
g 4000 ) (continuous line) fitted to data for 
plaster (first drying after preparation) with initial water to powder ratio 0.6 and different sample 
heights: 12 mm (green), 22 mm (red); 40 mm (blue).  
 
4. Conclusion 
This work shows that it is possible to quantify, on average, the effects which occur at a local scale 
inside the sample in terms of water transport and crystal formation, which then allow to understand 
the dynamics of drying coupled with crystallization in porous media. The simple physical mechanics 
observed provides a full frame for describing the drying properties of plaster, and are likely 
applicable to other situations. However the parameters of the model, i.e.  ,  and   depend on the 
characteristics of the ions and the porous structure, and their exact physico-chemical origin would 
need to be studied with the help of experiments at a local scale. Our approach nevertheless provides 
some basic understanding of subflorescence dynamics in building materials, and suggests that it 
should be possible to avoid subflorescence by maintaining a wetting up to the sample free surface 
with appropriate additives in the liquid.  
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