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EXACT THRESHOLDS IN THE DYNAMICS OF COLD PLASMA
WITH ELECTRON-ION COLLISIONS
OLGA S. ROZANOVA, EUGENIY V. CHIZHONKOV, AND MARIA I. DELOVA
Abstract. We consider a quasilinear system of hyperbolic equations that
describes plane one-dimensional non-relativistic oscillations of electrons in a
cold plasma with allowance for electron-ion collisions. Accounting for collisions
leads to the appearance of a term analogous to dry friction in a mechanical
system, leading to a decrease in the total energy. We obtain a criterion for the
existence of a global in time smooth solution to the Cauchy problem. It allows
to accurately separate the initial data into two classes: one corresponds to a
globally in time smooth solutions, and the other leads to a finite-time blowup.
The influence of electron collision frequency ν on the solution is investigated.
It is shown that there is a threshold value, after exceeding which the regime
of damped oscillations is replaced by the regime of monotonic damping. The
set of initial data corresponding to a globally in time smooth solution of the
Cauchy problem expands with increasing ν, however, at an arbitrarily large
value there are smooth initial data for which the solution forms a singularity in
a finite time, and this time tends to zero as ν tends to infinity. The character
of the emerging singularities is illustrated by numerical examples.
1. Introduction
Plasma is a highly nonlinear medium in which even relatively small initial collec-
tive displacements of particles lead to the excitation of oscillations and waves with
a rather large amplitude. Their evolution can lead to the appearance of a singular-
ity of the density of electrons [8]. This effect is called breaking of oscillations. As
shown in [21], if the electron density goes to infinity in the Eulerian description of
the motion, then the electronic trajectories intersect in the Lagrangian description.
As a rule, the study of oscillations begins with a situation where electron-ion
collisions are neglected. A criterion for the breaking of plane one-dimensional os-
cillations in the non-relativistic case was obtained first in [15]. It confirmed the
hypothesis formulated earlier [5], [6]. When using Lagrangian variables, earlier at-
tempts were also made to obtain a similar condition at the physical level of rigor,
however, the reasoning was accompanied by technical errors [8]. The modern phys-
ical formulation of the problem in the Lagrangian framework can be found in [13].
In this paper, the results of [15] are extended to the case of taking into account
electron-ion collisions. It should be noted that the impact of collisions on plasma
oscillations has already been analyzed by other authors (see [12],[20]). However, in
these studies, plasma resistance was taken into account simultaneously with viscos-
ity. For the first time, the effect of electron collisions together with the relativistic
factor on the breaking of plane plasma oscillations was traced in [9]. However,
the analysis was carried out only by asymptotic and numerical methods, without
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exact mathematical formulations. In [4],[16] the effect of electronic collisions was
analyzed in the nonrelativistic case, but only at a qualitative level.
The article has the following structure. First, a detailed statement of the Cauchy
problem is given in Eulerian variables. Then, the results on the formation of singu-
larities at various values of the parameter ν characterizing the frequency of collisions
are presented. It should be noted that the mathematical study covers all cases of
non-negative values of ν, although only small positive values have physical mean-
ing. The following are numerical experiments illustrating the theoretical results.
The initial conditions are selected as reasonable as possible from the point of view
of full-scale physical experiments. For completeness, physical justification of the
magnitude of the frequency of electron-ion collisions is given. In conclusion, the
results of the studies are systematized.
2. Formulation of the problem
The system of hydrodynamics of a ”cold” plasma, including hydrodynamic equa-
tions together with vectorial Maxwell’s equations, has the form (see, e.g. [17], [10],
[18])
∂n
∂t
+ div (nv) = 0 ,
∂p
∂t
+ (v · ∇)p = e
(
E+
1
c
[v ×B]
)
− νep,
γ =
√
1 +
|p|2
m2c2
, v =
p
mγ
,
1
c
∂E
∂t
= −4pi
c
env+ curl B ,
1
c
∂B
∂t
= −curl E , divB = 0 ,
(1)
where e,m is the charge and mass of the electron (here the charge of the electron
has a negative sign, e < 0), c is the speed of light, n,p,v are density, momentum
and speed of electrons, γ is the Lorentz factor, E,B are vectors of electric and
magnetic fields.
The left hand side of the equation for momentum contains the term g = −νep
describing electron-ion collisions. The inclusion of this effect can be interpreted as
the force of friction between particles, see, for example, [1] for the non-relativistic
case. To describe collisions they often use the representation g = −ναβ (vα − vβ) ,
where ναβ is the effective collision frequency of charged particles of sort α with
particles sort β, when α 6= β. For fixed ions (vβ = 0) the formula is simpler.
A detailed description of the formulas for plasma transport coefficients is pre-
sented in [3].
In order to analyze plane one-dimensional non-relativistic plasma oscillations,
the basic equations (1) can be significantly simplified.
We denote the independent variables in the Cartesian coordinate system as
(x, y, z), and assume that the vector functions p,v,E do not depend on y and z. In
addition, we formally set γ ≡ 1, which means neglecting the effects of relativism.
Then from (1) we get
∂n
∂t
+
∂
∂x
(n vx) = 0,
∂Ex
∂t
= −4 pi e n vx ,
∂px
∂t
+ vx
∂px
∂x
= eEx − νepx, vx = px
m
.
(2)
EXACT THRESHOLDS IN THE DYNAMICS OF COLD PLASMA WITH COLLISIONS 3
Then, we introduce dimensionless quantities
ρ = kpx, θ = ωpt, V =
vx
c
, P =
px
mc
, E = − eEx
mcωp
, N =
n
n0
, ν =
νe
ωp
,
where ωp =
(
4pie2n0/m
)1/2
is the plasma frequency, n0 is the value of unperturbed
electron density, kp = ωp/c. In the new variables we have P = V , and (2) takes the
form
∂N
∂θ
+
∂
∂ρ
(N V ) = 0,
∂V
∂θ
+ E + V
∂V
∂ρ
+ νV = 0,
∂E
∂θ
= N V . (3)
From the first and last equations (3) we have
∂
∂θ
[
N +
∂
∂ρ
E
]
= 0.
This relation is valid both in the absence of plasma oscillations (N ≡ 1, E ≡ 0),
and in their presence. Therefore, we have a simpler expression for electron density
N = 1− ∂E
∂ρ
. (4)
Using it, we arrive at the equations describing plane one-dimensional non-relativistic
plasma oscillations taking into account collisions
∂V
∂t
+ V
∂V
∂x
+ E + νV = 0,
∂E
∂t
+ V
∂E
∂x
− V = 0. (5)
Here, to go to the standard notation, we use ρ = x ∈ R, θ = t ∈ R+. The functions
V (x, t), E(x, t) have the meaning of velocity of electrons and electric field strength,
respectively, ν is a fairly small non-negative constant characterizing the frequency
of electron collisions.
For the equations (5) we consider the Cauchy problem
(V (x, 0), E(x, 0)) = (V0(x), E0(x)). (6)
In order to ensure the local-in-time existence of a classical (C1) solution to the
problem (5), (6), it is necessary to require that the initial data belong to C1(R).
However, since our methods require an investigation of an extended system, we will
require a greater smoothness, C2(R). The aim of the research is to find conditions
on the initial data under which the solution loses smoothness over a finite time. This
is important because, by virtue of the Gauss theorem, after breaking of oscillations,
the mathematical model of cold plasma becomes inapplicable [6].
Problem (5), (6) for ν = 0 was studied in [15], where a criterion for the loss of
smoothness was found in terms of the initial data.
In this paper, we solve a similar problem for ν > 0 and investigate the influence
of the coefficient ν on the change in the region of the initial data for which the
solution can be extended to the entire half axis t > 0.
3. A criterion for singularity formation
The system (5) is hyperbolic, therefore the formation of singularities of its solu-
tion means that either the solution itself or its derivatives go to infinity in a finite
time [2]. Below we show that in the case of the system (5) the components of the
solution remain bounded and tend to zero at infinity, but the derivatives can go to
infinity.
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Let us denote q = Vx, s = Ex, q0(x) = q(x, 0), s0(x) = s(x, 0). Since the electron
density has the form n = 1− Ex (see (4)), then only s0 < 1 has a physical sense.
Along the characteristics of (5), the quantities V,E obey
V˙ = −E − νV, E˙ = V, (7)
and q, s obey
q˙ = −s− q2 − νq, s˙ = q − qs. (8)
An analysis of the phase plane made by standard methods shows that, depending
on the value of the parameter ν, the following cases can be distinguished.
• 1. ν = 0: one equilibrium point (0, 0), a center;
• 2. 0 < ν < 2: one equilibrium point (0, 0), a stable focus;
• 3. ν = 2: two equilibria, (0, 0), a degenerate stable node, (1,−1), a saddle-
node;
• 4. ν > 2: three equilibria, (0, 0), a stable node, (1,− 12 (ν −
√
ν2 − 4), a
saddle, (1,− 12 (ν +
√
ν2 − 4), an unstable node.
Case 1 was considered in [15]. From the point of view of physical applications,
the most interesting is the case 2 of small ν.
The quadratic nonlinear system (8) can be directly integrated. One possible way
to do this is to reduce it to the Riccati matrix equation and further linearize [14].
The solution is as follows:
s(t) = −q˙(t)− q2(t)− νq(t), q(t) = G(t)
F (t)
,
where the form of the functions G and F , F (0) 6= 0 depends on the case under
consideration. The value of q (and s with it) goes to infinity in a finite time along
the characteristic, starting from the point x0 ∈ R if and only if there exists t∗ > 0,
such that F (t∗, x0) = 0. The time when the derivatives of solution go to infinity is
Tbr = inf
t∗>0, x0∈R
F (t∗, x0) = 0.
In cases 1 and 2
F (t) = 1− s0 + (A11 sinωt+ s0 cosωt) e− 12νt, (9)
G(t) = (−A12 sinωt+ q0 cosωt) e− 12νt,
A11 =
νs0 + 2q0√
4− ν2 , A12 =
νq0 + 2s0√
4− ν2 , ω =
1
2
√
4− ν2.
In case 3
F (t) = 1− s0 + (s0 + (s0 + q0)t) e−t, G(t) = −(s0 + (s0 + q0)(t− 1)) e−t, (10)
In case 4
F (t) = 1− s0 + (A21 sinhω1t+ s0 coshω1t) e− 12 νt, (11)
G(t) = (−A22 sinhω1t+ q0 coshω1t) e− 12 νt,
A21 =
νs0 + 2q0√
ν2 − 4 , A22 =
νq0 + 2s0√
ν2 − 4 , ω1 =
1
2
√
ν2 − 4.
In all these cases F (0) = 1, G(0) = q0.
In terms of the phase portrait of (8), we are looking for a necessary and sufficient
condition for the boundedness of the phase curve. The phase curve itself can be
found implicitly, however, the analysis of this expression is difficult.
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Below we denote by Φν(s0, q0) = 0 an implicitly defined phase curve in the plane
(s0, q0) lying on the boundary of open region I and closed region II, where region
I corresponds to points such that the phase curve starting from them tends to the
origin in infinite time, and region II corresponds to points such that the phase
curve starting from them tends to infinity during a finite time. Points lying on
Φν(s0, q0) = 0 itself also belong to closed region II.
If the initial data (6) is such that all points (s0(x0), q0(x0)), x0 ∈ R, belong
to region I, then the derivatives of the solution remain bounded and the solu-
tion is globally smooth by time. If there is at least one point x0 ∈ R such that
(s0(x0), q0(x0)) falls into region II, then within a finite time (which can be found)
derivatives become infinite, that is, the solution loses smoothness.
We also give the solution of system (7).
In cases 1 and 2 it is
E(t) = (A¯ sinωt+ E0 cosωt) e
− 1
2
νt, A¯ =
νE0 + 2V0√
4− ν2 ,
V (t) = (B¯ sinωt+ V0 cosωt) e
− 1
2
νt, B¯ = −2E0 + νV0√
4− ν2 ; (12)
in cases 3
E(t) = (E0 + (V0 + E0)t)e
−t, V (t) = (V0 − (V0 + E0)t)e−t; (13)
in cases 4
E(t) = (A¯1 sinhω1t+ E0 coshω1t) e
− 1
2
νt, A¯1 =
νE0 + 2V0√
ν2 − 4 ,
V (t) = (B¯1 sinhω1t+ V0 coshω1t) e
− 1
2
νt, B¯1 = −2E0 + νV0√
ν2 − 4 . (14)
We see that in all cases, provided that the smoothness is maintained, the com-
ponents of the solution tend to zero as t→∞ .
3.1. Case 0 < ν < 2. We find the necessary and sufficient conditions to vanish
for F (t), given as (9). Note that the amplitude of oscillation of F (t) decreases
with increasing t, therefore, if it does not vanish during the first period of the
function A sinωt+ s0 cosωt, starting from t = 0 , it will never vanish. The point
at which F (t) has an extremum can be found in the standard way, on the interval
(− pi√
4−ν2 ,
pi√
4−ν2 ) it is
Text = T1 =
2√
4− ν2 arctan
(
q0
√
4− ν2
ν q0 + 2 s0
)
.
The value of the second derivative of F (t) at this point is
−sign(νq0 + 2s0)
√
q20 + ν q0 s0 + s
2
0 exp
(
−ν
2
T1
)
.
Therefore, T1 is a minimum point only for νq0 +2s0 < 0, and for νq0 +2s0 > 0 the
minimum point is the following extremum point, T2 = T1 +
2pi√
4−ν2 . If T1 < 0, we
consider the next minimum point on the positive semi-axis, T3 = T1 +
2pi√
4−ν2 . We
must find the values of (s0, q0) for which F (t) at the minimum point equals to zero.
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Thus, for νq0 + 2s0 < 0, q0 < 0, the curve separating in the plane (s0, q0) the
initial data for which the derivatives of the solution always remain smooth, and for
which the solution forms a singularity during a finite time, is
F (T1) = 1− s0 −
√
q20 + ν q0 s0 + s
2
0 exp(−
ν
2
T1) = 0. (15)
For νq0 + 2s0 > 0 such a curve is
F (T2) = 1− s0 −
√
q20 + ν q0 s0 + s
2
0 exp(−
ν
2
T2) = 0, (16)
for νq0 + 2s0 < 0, q0 > 0, it is
F (T3) = 1− s0 −
√
q20 + ν q0 s0 + s
2
0 exp(−
ν
2
T3) = 0. (17)
Note that lim
s0→− ν2 q0−0
T1 = lim
s0→− ν2 q0+0
T2 =
pi√
4−ν2 , q0 < 0, and lims0→− ν2 q0−0
T2 =
lim
s0→− ν2 q0+0
T3 =
pi√
4−ν2 , q0 < 0, so the curve on the plane (s0, q0), composed of
F (T1) = 0, F (T2) = 0 and F (T3) = 0, is continuous at the point of intersection
with νq0 + 2s0 = 0. It is easy to see that it is also smooth at this point. Thus, the
curve Φν(s0, q0) = 0 is obtained; it is presented in Figure 1 on the left.
Figure 1. Left: The graph of Φν(s0, q0) = 0 and the line νq0 +
2s0 = 0 at ν = 0.5 in comparison with the graph of Φν(s0, q0) = 0
for ν = 0 (dotted line). Right: Graph of the function Φν(s0, q0) = 0
at ν = 2.1 with respect to the line s0 = 1.
Thus, we obtain the theorem
Theorem 3.1. Let 0 < ν < 2. If initial data (6) is such that for all x0 ∈ R the
point (s0(x0), q0(x0)) lies in that part of the half-plane s0 < 1, separated by the
curve Φν(s0, q0) = 0 (given by (15), (16)), where the coordinate origin falls, then
the classical solution to problem (5), (6) exists for all t > 0. Otherwise, for some
finite time, the derivatives of the solution of problem (5), (6) become infinite.
Remark 1. In the limit ν → 0 we can get the equation of the curve Φν = 0 as
1− s0 −
√
q20 + s
2
0 = 0 or q
2
0 + 2s0 − 1 = 0, which corresponds to the result [15].
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Remark 2. A study of the region on the plane (q0, s0), corresponding to a globally
smooth solution, shows that it expands with increasing ν.
3.2. Case ν = 2.
Theorem 3.2. Let ν = 2. If initial data (6) is such that for all x0 ∈ R the
point (s0(x0), q0(x0)) lies in that part of the half-plane s0 < 1, separated by the
curve Φν(s0, q0) = 0 given by (18), where the coordinate origin is, then the classical
solution to problem (5), (6) exists for all t > 0. Otherwise, for some finite time,
the derivatives of the solution become infinite.
Proof. The extremum of the function F (t) defined as (10) is at the point
Text = ln
(
s0 + q0
s0 − 1
)
,
it is always a minimum. This value is positive for q0 < −1. Therefore, the equation
of the curve Φν(s0, q0) = 0 has the form F (Text) = 0, or
(s0 + q0) ln
(
s0 + q0
s0 − 1
)
− q0 = 0, q0 < −1. (18)
This curve coincides with one of the phase curves of (8), leaving the equilibrium
(1,−1),
(s0 + q0) ln
(
s0 + q0
s0 − 1
)
= −s0 + C(q0 + s0),
for C = 1. If C < 1, then this phase curve comes to the equilibrium (0, 0) and it is
bounded. The theorem is proved.
Remark 3. The case ν = 2 is transitional from the regime of damped oscillations
of a smooth solution at ν < 2, to the non-oscillatory behavior of smooth solutions
at ν > 2.
3.3. Case ν > 2.
Theorem 3.3. Let ν > 2. If initial data (6) is such that for all x0 ∈ R the point
(s0(x0), q0(x0)) lies in that part of the half-plane s0 < 1, separated by the curve
Φν(s0, q0) = 0, given as (19), q0 < 0, q0 < − 2ν+√ν2−4s0, where the origin is, then
the classical solution to problem (5), (6) exists for all t > 0. Otherwise, for some
finite time, the derivatives of the solution become infinite.
Proof. We study the possibility of vanishing of the function F (t) given by (11). It
reaches a minimum at a single extremum point
Text =
1
2ω1
ln
(
s20 + s0q0z + q
2
0(
zν
2 − 1)
s20 + νs0q0 + q
2
0
)
, z = ν +
√
ν2 − 4.
This expression is positive provided q0(s0 +
z
2q0) > 0. Graph of the function
F (Texp) = 0 (19)
lies in the domain q0 < 0, q0 < − 2z s0, the curve is outgoing from the unstable
equilibrium (1,− 12 (ν +
√
ν2 − 4). The region of the phase plane corresponding to
a globally smooth solution lies above it, see Fig.1 on the right. The theorem is
proved.
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3.4. Estimate of the density of a smooth solution. Since the electron density
is expressed as n = 1 − s, it is easy to calculate what minimum value n can
achieve if the solution maintains global smoothness. To do this, let us find the
maximal possible value of s. It is easy to see that for ν ≥ 2 there are no additional
restrictions, i.e. n > 0. For 0 ≤ ν < 2, one must find the maximum possible value
of s on the curve Φν = 0. Since
ds0(q0)
dq0
= − (Φν)q0
(Φν)s0
, then at the point of extremum
(Φν)q0 = 0. It is easy to calculate that this happens when q0 = 0. Since under
this condition s0 =
1
1+exp(− νpi√
4−ν2
) , then for a globally smooth solution the estimate
holds:
n >
exp(− νpi√
4−ν2 )
1 + exp(− νpi√
4−ν2 )
→ 0, ν → 2.
Results of this kind are very rare, and therefore are of particular value for the
construction of approximate methods for solving hyperbolic systems.
4. Numerical experiments
The main working tool during the experiments was the second-order McCormack
scheme [7] on a grid uniform in both independent directions with constant steps τ
and h in time and space, respectively.
To control calculations, we used the algorithm in Lagrangian variables, described
in [9], adapted to the non-relativistic case.
4.1. Data selection. Let the velocity at t = 0 be
V0(x) = 0, (20)
and we assume that the initial an electric field is
E0(x) = k x exp
{
−x
2
σ
}
, k =
(
a∗
ρ∗
)2
, σ =
ρ2∗
2
. (21)
The form of (21) was chosen for reasons that such oscillations can be excited in a
rarefied plasma by a laser pulse with a frequency of ωl (ωl ≫ ωp) when it is focused
in a line, which can be achieved by using a cylindrical lens [19].
The parameters ρ∗ and a∗ characterize the scale of the localization region and
the maximum value Emax = a
2
∗/(ρ∗2
√
e) ≈ 0.3a2∗/ρ∗ of the electric field, respec-
tively. The expression (21) models the displacement of electrons at the initial time
relative to the point x = 0 in different directions, which subsequently leads to their
oscillations, due to Coulomb interactions with stationary ions.
The following are physical arguments for estimating the value of the coefficient
ν of the electron collision frequency.
The following relation is valid [11]:
a2∗ = a
2
0τ∗
√
pi/2 exp
(−τ2∗/8) , (22)
here a0 = eE0L/(mωlc) is the normalized amplitude of the laser field, E0L is the
physical amplitude of the laser field. Under conditions of optimal excitation of
the wake wave (τ∗ = 2), when its amplitude is maximum, (22) takes the form
a2∗ = a
2
0
√
2pi/e ≈ 1.52a20.
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In a fully ionized plasma, the dimensionless frequency of electron-ion collisions
is given by [18]
ν = Z
√
8
3
η3/2 ln Λ, (23)
where Z is the ion charge number, lnΛ is the Coulomb logarithm, and the parameter
η is the ratio of the electron interaction energy e2n
1/3
0 to the electron kinetic energy
Te.
Suppose a laser pulse propagates in a fully ionized underdense plasma with an
ion charge Z = 5, whose electrons have a density n0 = 10
18 sm−3 and temperature
Te = 50 eV. Its wavelength is λl = 1.24 µm ( frequency is ωl = 1.5 × 1015 s−1),
duration is τ = 36 fs and dimensionless electric field amplitude is a0 = 2.5. If the
laser pulse is focused by a cylindrical lens in a line with a transverse dimension
Lx = 24 µm, then mainly plane one-dimensional oscillations are excited in the
wake wave behind the pulse, a∗ = 3.1, ρ∗ = 4.5 (it corresponds k ≈ 0.4746). These
parameters are close to those used in the computations.
For the given plasma parameters, the dimensionless collision frequency can be
found from (23), it is ν = 0.5×10−2. If we consider the propagation of a laser pulse
with the above parameters in a plasma with the same density, but with a tem-
perature Te = 20 eV, then calculations by formula (23) give for the dimensionless
collision frequency the value ν = 1.8× 10−2. Thus, the cold plasma approximation
allows one to study the effect of electron collisions on plasma oscillations, although
for any physically attainable plasma parameters this effect is quite small (ν ≪ 1).
In the numerical simulation of plasma oscillations, the computational domain
must be limited. To this end note that at large distances from the point x = 0,
due to the initial condition (21), the deviations of the initial data from zero are
very small. Indeed, the characteristic trajectory along which the values of E, V
change, modulo exponentially decaying, obeys the equation x˙(t) = V (t), where
V (t) is known (see (12), (13), (14)). Therefore, |x(t) − x(0)| is uniformly bounded
and can be estimated. Therefore, if lim
|x|→∞
E0(x) = lim|x|→∞
V0(x) = 0, so that we can
assume that the initial data outside a certain interval [−d0, d0] is negligible, then
lim
|x|→∞
E(x, t) = lim
|x|→∞
V (x, t) = 0.
Then there exists an interval [−d, d], outside which the solution can be considered
negligibly small to the same extent. We consider this interval as the computational
domain. At the ends of [−d, d], artificial boundary conditions should be specified.
Section 3.6 in [6] is devoted to the discussion of their construction, here we restrict
ourselves to ”cutting off” an infinite region using homogeneous boundary conditions
of the first kind:
V (±d, t) = E(±d, t) = 0.
Of course, the parameter d should be chosen large enough. For (20), (21), we just
put d = 4.5ρ∗. In this case, we have exp(−d2/σ) ≈ 2.5768 · 10−18. This means
that, in double-precision calculations, the value of jump of the initial function E0
at the points x = ±d is commensurate with machine accuracy, i.e. with the usual
error of data rounding. In other words, in the numerical simulation of oscillations,
the effect of cutting off the initial conditions will not be noticeable at all, which
fully corresponds to the concept of an “artificial boundary”.
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This approach is practically very convenient and therefore the most frequently
used, but its main drawback is an excessive increase in the computational domain.
The observed effect of oscillation breaking, as a rule, is realized in the vicinity of the
origin of the coordinate x at a distance of less than 0.1 ρ∗, therefore, more than 90
percent of the calculations are a kind of “payment” for using the “rough” boundary
conditions. In this case, the optimization of computations is not the goal of the
work; therefore, the simplest version of the boundary conditions is quite suitable
for illustrating the properties of the solutions under discussion.
In addition, we take into account the invariance property of the derivatives of the
solution with respect to the change of coordinate (see section 3.2.2 in [6]). Thus,
when the parameter k in the initial condition (21) is changing, it is possible to
confine oneself only to the value ρ∗ = 1 without losing the content of numerical
experiments. For example, the set of values a∗ = 3.1, ρ∗ = 4.5 in the considered
non-relativistic case is quite acceptable to replace with the set a∗ = 0.69, ρ∗ = 1.0.
Fig.2 illustrates the qualitative behavior of the solution for various values of ν.
It depicts a dependency electron density versus time for x = 0 for a fixed value of
k = 0.4761. In accordance with the above theoretical results at any value of ν from
the set of 0.0, 0.2, 2.2, there is no breaking, however at ν = 0.0 we observe a 2pi−
periodic solution, at ν = 0.2 it is a damped oscillatory solution, for ν = 2.2 it is a
monotonically damped (non-oscillating) solution.
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Figure 2. Dependence of electron density on time at x = 0
at various intensities of collisions: ν = 0 (black), ν = 0.2 (red),
ν = 2.2 (blue).
4.2. Computions for 0 < ν < 2. When choosing the initial conditions (20), we
have q0 = 0 for all x0. It should be noted that with an increase in the amplitude
k, the point that first falls on the curve separating the region of preservation of
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smoothness from the region of formation of singularities on the plane (s0, q0) is
(s0(0), 0). Moreover, it is easy to calculate the critical value of k,
kcr =
1
1 + exp(− νpi√
4−ν2 )
and the time of the singularity formation,
Tbr =
2pi√
4− ν2 .
Fig.3 presents the dependence of the breaking time on the amplitude k at various
collision frequencies. It is easy to see that in the absence of collisions (ν = 0), the
critical value of k is equal to kcr = 1/2, the corresponding Tbr = pi. At lower values
of k, the breaking does not occur. On the other hand, if we approach arbitrarily
close to k = 1, it cannot accelerate the breaking process compared to the time
Tbr = pi/2. Recall that the value k = 1 corresponds to s0 = 1, which in turn
generates the minimum density value n = 0, i.e. lack of electrons. The above
means that if the electrons are completely removed from any subdomain, then the
consequence of such a situation will be a breaking over time Tbr = pi/2 (in the
absence of collisions).
If the collisions are taken into account, then for an arbitrary initial amplitude of
oscillations k < 1, the breaking time increases in comparison with the case ν = 0,
which follows from the higher position of the curve for ν > 0. Moreover, the
breaking time Tbr decreases with an increase of kcr (the latter is strictly greater
than 1/2 for any ν). Therefore, in Fig.3, the domain of function Tbr(k) starts from
1/2.
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Figure 3. The dependence of the breaking time on k at different
collision frequencies: ν = 0.0 (black), ν = 0.2 (red).
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Fig.4 shows a typical damped oscillatory process for small values of the parameter
ν. In particular, for ν = 0.2, for the oscillation amplitude k = kcr, we consider
the transformation of a smooth initial function E0(x) into a function Ebr(x), in
which the derivative is singular. In full accordance with the analytical derivations,
this happens at the time t = Tbr. We note that, by virtue of taking into account
electronic collisions, the range of values of the final function is smaller than that of
the initial one, although the oscillatory process is observed quite distinctly.
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Figure 4. Transformation of a smooth initial electric field (black)
into a stepwise function at x = 0 at the time of breaking for ν = 0.2
(red).
4.3. Computations for ν > 2. We show that for large ν there are initial data
that lead to the formation of singularities. However, now this cannot be achieved
by leaving the initial speed unperturbed. We choose the initial data of the following
form:
E0(x) = k1x exp
{
−x
2
σ
}
, V0(x) = −k2x exp
{
−x
2
σ
}
, k1, k2 > 0.
The analytical expression (19) for a phase curve that bounds the region of initial
data corresponding to a smooth solution is very cumbersome. Therefore, for sim-
plicity, we choose k1 = 0. In this case, calculations show that the threshold value
k2 = kcr is given by the formula
kcr =
√
ν2 − 4
exp(z+m)− exp(z−m) ,
z± =
−ν ±√ν2 − 4
2
, m =
1√
ν2 − 4 ln
ν
√
ν2 − 4 + ν2 − 2
2
.
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The quantity kcr tends to infinity with increasing ν. The time of formation of the
infinite derivative is equal to
Tbr = m.
It monotonically decreases with ν and tends to zero as ν tends to infinity.
A clear illustration of the non-oscillatory breaking is shown in Fig. 5. If we choose
a sufficiently large value of the collision frequency (in the fugure ν = 2.5, which
is practically devoid of physical meaning), then a numerical experiment allows us
to observe the formation of singularity in the electric field function from the zero
initial condition E0(x). The moment of breaking is t = Tbr. This effect is achieved
only due to the initial electron velocity at k2 = kcr and it is monotonous (non-
oscillatory) in nature. The figure shows how the derivative of electric field at x = 0
changes from zero (at t0 = 0) to minus-infinity (at t = Tcr) with conservation of
sign, in contrast with the oscillatory process. The graphs are shown at time instants
t1 = Tcr/4, t2 = Tcr/2, t3 = Tcr.
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Figure 5. Non-oscilatory breaking for ν = 2.5. Monotonic de-
crease of the derivative of the electric field E(x, t) at x = 0 for time
instants: t1 = Tbr/4 (black), t2 = Tbr/2 (blue), t3 = Tcr (red).
5. Conclusion
We study the possibility of the existence of a smooth solution of a hyperbolic sys-
tem describing plane oscillations in an electron plasma with allowance for electron
collisions. For the first time, a full analytical study of the model was carried out.
It is shown that with an increase in the frequency of electron collisions, the region
of initial data corresponding to a globally smooth solution expands. However, for
an arbitrarily large value of the collision frequency coefficient ν, it is impossible to
obtain a smooth solution for any smooth initial data. For large values of ν, the
solution either monotonically decays or loses smoothness very quickly. Moreover,
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there is a threshold value ν = 2 at which the attenuation pattern changes: for
0 < ν < 2 oscillations occur, and for ν > 2 the attenuation is monotonous.
The results can be useful in the design and justification of high-precision numeri-
cal algorithms, as well as for modeling oscillatory processes in a cold plasma, taking
into account the effects of relativism, the influence of a magnetic field, viscosity and
other physical factors.
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