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PREFACE 
I was fortunate to have the opportunity to work with Dr. Fraser when I 
arrived in the USA. First, I was asked to use existing software to detect signals which 
I knew nothing about. Through the work, I can1e to understand the concepts and 
methods of signal detection, learned about linear and nonlinear dynan1ic systen1s, 
and later realized the significance of the work we were doing. The whole learning 
process was a mix of fun and frustration. Thanks to the extreme patience of my 
adviser Dr. Fraser, and his guidance, I finally present the work here. 
I used variations of the programs of the first Hidden Filter Hidden Markov 
Model (HFHMMl) 'vritten by Dr. Fraser and Alexis Din1itria.dis for our detection 
experin1ents. In order to avoid the "overfit" problen1, the nun1ber of n1odel param-
eters should be as small as possible, which is the main reason Dr. Fraser suggested 
using a mapping B 1natrix in the AR functions to construct the HFHMM2. In-
stead of simply adopting Singular Value Decomposition (SVD) in linear fitting, the 
Conjugate Gradient Method is used as a. searching a.lgorith1n. In the 1nicldle of 
studying the detection perforn1a.nce li1nit, I happened to find a sin1ple Histogran1 
Model (HM) which also can exploit chaotic properties of nonlinear systen1s. I de-
veloped lD and high dimensional HMs which are described in chapter III in detail. 
Comparisons among different model classes including the AR model were made by 
plots of experimental Receiver Operating Characteristics. 
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CHAPTER I 
INTRODUCTION 
In this thesis the problem of detecting broad-band deterministic chaotic sig-
nals buried in noise having identical spectra has been studied. Well known spectral 
analysis techniques used in linear systen1s, such as the Autoregressive (AR) spectral 
estimator fail to distinguish this kind of noise from chaotic signals. A probabilis-
tic Hidden Markov Model (HMM) approach [1) deals with such detection proble1ns 
more effectively. The application of this 1nethod of detection builds a bridge between 
state space dyna1nics and discrete ti1ne signal processing. 
Through the process of this study, chaotic signals from the Duffing Systems 
were chosen as the signal source. A suitable AR model was used to fit the power 
spectrum of this signal. The noise was then generated by driving this AR 1nodel, 
which resulted in the specific signal and noise having similar power spectrum. By us-
ing the progra1ns written by Fraser and Dimitriadis [2] for the Hidden Filter Hidden 
Markov Model (HFHMM1), a Likelihood Ratio Test (LRT) was adopted as detec-
tor and obtained flawless experimental Receiver Operating Characteristics (ROCs) 
down to -30 db. In order to avoid overfitting, a recently developed HFHl\11\112 was 
introduced which enhanced the perfonnance of the previous HFHMM1 by adding 
a mapping matrix B in AR function. This helped to trace a longer history of the 
signal than the former algorithm. In chapter III, a simple Histogram Model (HM) 
which can achieve perfect experimental ROCs as low as -16 db was introduced, while 
30th order AR models reached only 2 db and the AR models with order less than 
2 
15 totally failed. In later chapters experi1nental ROCs for a variety of noise levels in 
different Inodels were exmnined. Perforn1ance limits for special cases were studied 
and comparisons were made for different model classes. 
1.1 ORGANIZATION OF THE THESIS 
The thesis is organized as follows: 
• Chapter I: INTRODUCTION. 
This chapter includes an abstract and outline of the thesis, along with termi-
nologies, operations, and basic syn1bols used frequently throughout the whole 
thesis. 
• Chapter II: REVIEW OF EXISTING DETECTION l\IIETHODS. 
This chapter defines what the detection problems are, sumtnarizes several 
existing methods for detection problems, and examines the performance limit 
of detectors for different signals. 
• Chapter III: SIMPLE HISTOGRAM MODEL 
This chapter introduces a sitnple Histogram Model for detecting chaotic sig-
nals. The detection performance of experimental ROCs in 1, 2 and 3 diinen-
sional H11s are presented. 
• Chapter IV: HFHMML 
This chapter describes what a. HFHMMl is, and its use for detecting signals 
with similar PSD. Two kinds of n1ethods are adopted in creating the model; 
one is training on the noisy data directly, the other is training on a noise free 
3 
signal, then inflated for noise. N urnerical experiments show that the detection 
perfonnance obtained by using the latter method provides better results. 
• Chapter V: HFHMM2. 
This chapter explains how HFHMl\112 is created based on the HFHl\111\11. Corn-
pared to the HFHMMl, it can trace the same length of previous samples with 
the use of fewer parameters. The two models trained on noisy data with the 
sarne nurnber of pararneters were tested, and the experirnental ROCs are re-
ported. The method of training a HFHMM2 on a noise free signal and then 
inflating for noise is also reported. In all cases HFHMM2 has better detection 
performance than HFHMMl, with the same number of pararneters. 
• Chapter VI: CONCLUSION 
This chapter discusses the detection performance of different rnodel classes 
and the problerns left for further investigation. 
Terminology: 
ACF: Autocorrelation Function. 
AR: Autoregressive. 
1.2 NOTATION 
CGM: The Conjugate Gradient Method. 
EM: Estin1ate Maxirnize algorithrn. 
FBA: Forward Backward algorithm. 
HMM: Hidden Markov Model. 
HFHMM: Hidden Filter Hidden Markov Model. 
LRT: Likelihood Ratio Test. 
MLE: Maximum Likelihood Estimate. 
MSHMM: Mixed States Hidden Markov Model. 
PDF: Probability Density Function. 
PSD: Power Spectrum Density. 
ROC: Receiver Operating Characteristics. 
SNR: Signal to Noise Ratio. 
SVD: Singular Value Decomposition. 
VQ: Vector Quantization. 
WSS: Wide Sense Stationary. 
Operations: 
()p : Expected value with respect to distribution p. 
(·)T : Transpose of tnatrix or vector(·). 
( · )* : Complex-conjugate of matrix or vector ( ·). 
(·)-
1 
: Inverse of matrix(·). 
Basic Symbols: 
H 1 : Hypothesis where signal is present. 
H0 : Hypothesis where only noise is present. 
R n: n dimensional real vector space. 
Z1 : Detection region under H 1 . 
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Z0 : Detection region under H0 • 
PD: Probability of Detection. 
PF: Probability of False Alarm. 
PM: Probability of l\1iss. 
N(m, a 2 ): Gaussian distribution with mean of m and variance of a 2 • 
y(t): The scalar observation at timet. 
yi: The vector observation [y(l),y(2), ... ,y(t)]T. 
x(t): The history of y(t), i.e. y:=b· 
z(t): The vector observation Yi-D· 
T: The nu1nber of tin1e steps considered. 
y: The vector observation (y(l),y(2), ... ,y(T)]T, i.e. y[. 
X: The matrix of histories, i.e. [x(l),x(2), ... ,x(T)]T. 
v(t): Context vector at tin1e t, i.e. [v(t, 1), v(t, 2), ... , v(t, D)]T. 
S: Set of hidden states. 
s: An element of the set of hidden states S. 
Ns: Number of hidden states. 
q: A particular state sequence sf. 
Q: Set of all possible q. 
5 
6 
Sq ( t): The discrete state assigned to time t in the sequence q. 
iJs: The constant part of HFHMM for the observation in state s. 
a: The vector of AR coefficients. 
as: The vector of AR coefficients associated with states. 
B: The mapping matrix D x H D in HFHMM2. 
Ys(t): The predicted value at tin1e t given states and history vector x(t), i.e. Ys(t) = 
Ys +as· x(t) in HFHMMl, Ys(t) = Ys +as· Bx(t) in HFHMM2. 
as: The standard deviation of y for state s. 
B: Model parameters, such as 0"8 , as and B. 
Py(t)ls(t),x(t),e: The conditional PDF of y given the current state and history vector 
at timet, i.e. ]Jy(t)ls(t),x(t),e: R X S X RD ---+ R. The distribution is cletennined 
by the model para1neters B. 
HFHMMl(D, Ns): HFHMMl with order DAR filters and Ns discrete hidden states. 
HFHMM2(H D---+ D, Ns): HFHMM2 with higher order of H D 1napped to lower 
order of D AR filters and Ns discrete hidden states. 
ryy(k): ACF of y(t) with delay k. 
ryy: Vector of ACF of y(t), i.e. [1'yy(l), 1'yy(2), ... 1'yy(D)]T. 
rs(k): ACF of y(t) with delay k associated with states. 
rs: Vector of ACF of y(t) in states, i.e. [rs(l), rs(2), ... r8 (D)]T. 
CHAPTER II 
REVIEW OF EXISTING DETECTION METHODS 
ILl THE DETECTION PROBLEM 
Detection theory has a long history. In detection proble1ns we are required 
to choose among several possibilities for a given observation. In this thesis, only a. 
binary hypothesis is considered. For exa.1nple in well boring, a. sharp drill is needed 
for efficient operation. However, once the drill is under the ground, it is hard to 
tell if it is blunt enough to warrant being changed. Since the installation costs 
money, time and labour, a correct decision needs to be made first. Audio data can 
be obtained while the drill is working and we need to discrin1ina.te the sound of a. 
sharp drill head fro1n that of a. dull one. According to [3], the basic co1nponents of 
the detection problem are shown in Figure 1: 
• Source: 
It generates the output. For example we have two cases, H1 where a. signal is 
present and H0 where there is only noise. Under the two hypotheses, suppose 
we have: 
here 
H1: y(t) = YI(t) + e(t) 
Ho : y(t) = Yo(t) + e(t) 
YI(t): Signal at timet. 
Yo(t): Noise at timet. 
e( t): Noise caused by transition channel or other reason at ti1ne t. 
• Probabilistic Transition Mechanism: 
8 
The transition Inechanism can be viewed as a device which knows which hy-
pothesis is true. In other words it is the model of conditional PDF p(y'[!H): 
RT ---+ R, H denotes the hypothesis, such as H 1 and H0 . For each given ob-
servation there exists a true hypothesis H, like the white Gaussian n1odel we 
will discuss in next section. However in real practice, once you have received 
the signals, you do not know exactly what sources they come fro1n. All you 
can do is to make several assumptions about the hypothesis, i.e., define what 
type of model you should choose in your detection proble1n, then use Max-
imum Likelihood Estimate (MLE) to evaluate the model pa.ra.n1eters. So in 
numerical experi1nents we use p(y'[!H) instead of p(y[IH) in theory. This is 
the crucial part in a detection problem on which we should focus, i.e., building 
a good adaptive model to tell the difference between similar signals. 
• 0 bservation Space: 
For each hypothesis, the probabilistic transition mechanisn1 n1a.ps it to a. point 
y'[ in observation space Z which is the set of all these points. According to 
a decision rule discussed later in this section, the whole observation space Z 
is divided into two parts, Z0 and Z1 . Whenever an observation falls in Zo we 
guess that it represents case H0 , otherwise we say it is H 1 . 
• Threshold Device: 
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Receiver Operating Characteristics (ROCs) are defined in terms of the follow-
ing quantities: 
where 
PF = f PyiHo(Y!Ho) dY lz1 
Pn = { Py1H1 (Y!HI) dY lz1 
PM = f Py1H1 (Y!HI) dY = 1 - Pn lzo 
Pp: Probability of a false alarm, i.e. Y is in Z1 and H0 is true. 
Pn: Probability of detection, i.e. Y is in Z1 and H 1 is true. 
PM: Probability of a miss, i.e. Y is in Zo and H1 is true. 
One can increase the probability of detection by lowering the alarm threshold 
which increases the size of Z1 and decreases the size of Z0 • Lowering the alarm 
threshold also increases the probability of false alarm. A ROC is characterized 
by the plot of Pn vs. PF that is generated by varying the alarm threshold. A 
good detector yields high Pn with small Pp. Typical specification for Pn and 
PF are 0.9 and 0.000001 respectively. See [4]. A diagonal straight line with 45 
degree in plots of ROCs ( Pn vs. PF) means total failure of detection. 
The Neyman-Pearson criterion, which maximizes Pn with given PF by spec-
ifying a fixed threshold, leads us to use a Likelihood Ratio Test (LRT) to 
specify the regions Z1 and Zo 
H1 
> 
A(Y) < 1J 
Ho 
(1) 
where A(Y) is denoted as: 
A(Y) ~ PyiH1 (YIH1 ) 
PyiHo(YIHo) 
10 
and rJ is the threshold of the test. The notation in Equation 1 means that if 
A(Y) > rJ then Y E Z1 , and H 1 is reported. Otherwise Y E Z0 , and H 0 is 
reported. As the natural logarithm is a monotonic function and both sides of 
Equation 1 are positive, an equivalent test is: 
H1 
> log A(Y) log rJ 
< 
Ho 
(2) 
This discussion assumes that we know what the sources are, or what the true 
hypotheses are. If we do not know Py!H1 and Py!Ho, we use some estin1ation 
methods to evaluate model parameters 8110 from observations produced under 
H 1 jo· Therefore we should rewrite: 
A(Y) ~r Pyi01 (Yj81 ) 
PyiBo (Yj80 ) 
To estimate the value of 8110 we usually use MLE trained on a sample sequence 
from H1 jo by maxi1nizing the conditional PDF Py!e(Yj8). Thus a genera/like-
lihood ratio test [5] is conducted and written as: 
HI 
log A(1') = log Py!B1 (Yj81 ) > 
Py!Bo (YIBo) < log 'fJ 
Ho 
Equation 3 is the decision criterion we used in all detection experiments. 
(3) 
11 
Il.2 DETECTING A CONSTANT SIGNAL IN WHITE NOISE 
Detecting a constant signal corrupted by white Gaussian noise is the simplest 
case of a detection problem, and serves as a good example to illustrate how the LRT 
works. An example of this would be a digital communication system transmitting 
information by "ones" and "zeros". The two hypotheses are: 
where 
1n1, 1n0 : Constants. 
H1 : y(t) = m 1 + e1(t) 
Ho : y(t) = mo + ea(t) 
e1(t): i.i.d. white Gaussian noise JV(O,ai). 
e0 (t): i.i.d. white Gaussian noise N(O, o-5). 
Because a Gaussian distribution is characterized only by mean and variance, we can 
easily find: 
p(YIBI) 
p(YIBo) = 
T 1 
IT..ji; exp 
t=1 21ra1 
T 1 
IT..ji; exp 
t=1 21ra0 
(y( t) - 1n!) 2 
2a2 1 
(y(t)- mo) 2 
2a5 
For different a we have two cases: 
1. \¥hen o-1 = ao =a, 
log i\(1/) 
llT 1 log t=l $a exp- (y(t)-m, l' 
nT 
1 
2a' 
t=1 ...;:ha exp _ (y(t)_-~l-o )2 
m1-m T 
0 "" 2 ~~y(t)+ mo-mi 
t=l 2a2 T 
(4) 
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This example can be used to introduce the concept of sufficient statistic. When 
we construct a LRT A(Y) which is a function of Y, in some cases it is possible 
for us to find a direct relationship with another function L(Y) to 1nake our 
calculation of PD and Pp more obvious. Thus A(Y) can be reduced to A(L), 
A(L) = PtiH1 (LIHI) 
PtiHo(LIHo) 
where L(Y) is called sufficient statistic. As for this example, we can define 
1 T 
L(Y) = -/Ta ~y(t) 
Then Equation 2 in this example becomes 
Ht 
L(Y) > I~ alogTJ + mt + moVf 
< -/T(mt - m 0 ) 2a 
Ho 
while L(Y) is N(O, 1 ), and~ correspondingly 
100 1 PD = -- exp (logTJ)/d+d/2 ~ (x- d)2 dx 2 
1
oo 1 x2 
Pp = -- exp-- dx 
(log7J)/d+d/2 ~ 2 
where d ~f v'T(mi-mo). The PF and PD in this case are shown in Figure 2. 
2. When a1 =f a0 , the LRT is 
Ht 
T L (y(t)- m)2 
t=l k 
> def l + ( m1 - mo) 2 T + T 1 a 1 1 = ogT] og-
< 2 ao 
Ho 
where 
2 2 m 0a 1 - m 1a 0 
m = 2 2 
CJ1 - ao 
k 
2a2a2 = 1 0 
2 
CJ1 - a 2 0 
(5) 
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We can define L(Y) = Lt=I (y( t) - m )2 , and the LRT becomes 
HI 
L(Y) > ,/ ~ k1 
< (at> ao) 
Ho 
Ho 
L(Y) > 1' ~ k1 
< 
(a-1 < ao) 
H1 
The perfonnance calculation for T > 2 is tedious. But if T = 2 and y( t) is 
i.i.d Gaussian, it is clear that L(Y) > 1' is the region outside a circle with 
center (m,m) and radius v:f on the condition of k > 0, i.e. a-1 > a-0 . So 
PF = P(L(Y) ~ !'IHo) 
and similarly 
where 
{27r d¢>joo (L + m)~ exp- (L + m ~ mo)2 dL 
lo .;:;; 21ra0 2a0 
Po V2imo P6 
exp( --2 ) + exp( --2 ) 2a0 ao 4a0 
Po == P(l ~ 1'IHI) 
PI .Jf;im1 Pi 
exp( --2 ) + exp( --2 ) 2a1 a-1 4a1 
Po= #+m -mo 
PI==# +m- m1 
(6) 
(7) 
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II.3 USING AR SPECTRAL ESTIMATION FOR DETECTION 
Before we do detection we should choose a model that returns a probability 
density given any sequence of observations. The White Gaussian Model used in the 
previous section is one of the choices, and is characterized by only two parameters, 
mean and variance. In the case that the signal and noise have the same 1nean and 
variance, but differ in other characteristics such as PSD, the white Gaussian Model 
will miss the detection, and other models are needed. The most popular of the 
time series modeling approachs to spectral estimation is the AR spectral estin1ator, 
which is superior to white Gaussian Model in this case. The PSD of an AR process 
depends on the AR parameters. See [6]. 
First we assume that observation y is Wide Sense Stationary (WSS), i.e., it 
has a constant mean (y(t)) and an Autocorrelation Function (ACF) 
T yy ( k) = ( y * ( t) y ( t + k) ) 
which depends only on the lag k between the samples, not on their position t. An 
AR model can be described as: 
y(t) = y(t) + e(t) 
where 
y(t) =a· x(t) 
is the estimated value of y(t), x(t) = y:=b is the history vector, e(t) is the noise 
which is white Gaussian with N(O, a 2 ). AR coefficients a and observation noise 
variance a 2 are evaluated to maximize 
T 
P(Y[Ia) = IT _ 1_ exp (y(t)- a· x(t))2 
t=I ..Ji;a 2a2 
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which is as same as minimizing IY - a· Xl 2 , where 
rJ
2 
= (Jy(t)- Y(tW) ~ ~IY- a· Xl 2 
The AR parameters can be obtained by solving the Yule-Walker Equations 
r = Ra (8) 
where 
T(O) T(1) ··· r(D-1) 
r(1) r(O) · · · r(D- 2) 
R = 
r(D -1) r(D -2) ··· r(O) 
Let r1, r 0 be ACF of pure signal s1(t) and noise s0(t) respectively, and let a 1 and 
ao be the AR coefficients after fitting. So 
r1 = R1a1 
ro = Roao 
To simplify the calculation, we select the case s 1(t) and s0 (t) with the san1e obser-
vation noise power a 2 , i.e. 
D D 
7't(O)- L at(i)Tt(i) = ro(O)- L ao(i)ro(i) = a 2 
i=l i=l 
Suppose s 1 and s0 are uncorrela.tecl. \Ve a.ssun1e 
Ht : y(t) 
Ho : y(t) 
s'(t) = ~s1 (t) + ~so(t) 
so(t) 
with 0 ::::; ..\ ::::; 1. The ACF of the two cases are: 
H1: r r' = -\r1 + (1 - ..\)ro 
Ho: r ro 
The Signal to Noise Ratio (SNR) is: 
..\ 
S N R = 10 log1o 
1 
_ ..\ 
so 
..\ = 1 
1 + 10-SN R/10 
For the mixed signal 
r' = ..\r1 + (1 - ..\)ro 
..\R1a1 + (1 - ..\)Roao 
[..\R1 + (1 - ..\)Ro]a' 
R'a' 
and 
(J/2 = [..\ + (1- ..\)]CJ2 = (J2 
Equation 10 leads to 
a'= R'-1 r' 
Then under the two hypotheses: 
H 1 : y ( t) = a' · x ( t) + e ( t) 
Ho: y(t) = ao · x(t) + e(t) 
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(9) 
(10) 
(11) 
the LRT is 
H1 
(a'- ao)Ttx(t)y(t)- ~(Ia' · x(t)l 2 -lao· x(t)l 2 ) > o-2 log7] 
t=l 2 < 
Ho 
We estimate the ACF of y( t) as follows: 
r yy ( k) = (y ( t) y ( t + k)) 
1 T 
r- yy ( k) = T L y ( t) y ( t + k) 
t=1 
Thus the LRT becomes 
H1 
(a'- ao) · fyy- ~ t t[a'(i)a'(j)- ao(i)a0(j)]i'yy(i- j) > aT
2 
log 17 
...., . 1 . 1 < 
t= J= 
Ho 
Thus the difference of the expected values of the log likelihood is: 
where 
l.6.log L(Y~)I 
.6.a 
I log L(Yt) -log L(Yo)l 
1 D D 
.\l.6.a · .6.r- 2 ?= ?= .6.aij.6.r( i - j) I 
z=1 J=1 
def a'_ a
0 
.6.r def r1- ro 
.6.aij ~ a'(i)a'(j)-ao(i)ao(j) 
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( 12) 
The difference between a' and a0 decreases with .\. So the term l.6.a · .6.r -
~ "Lf::1 L,f=1 .6.aij.6.r(i- j)l is bounded. Therefore l.6.log L(i/)1 decreases with .\, 
which in turn is monotonic in the SNR. As SNR decreases, l.6.log L(Y)I becomes 
narrower, and detection is more difficult. Equations 8 and 12 indicate that the 
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performance of detection is entirely determined by the second order statistics of y. 
Next we will verify that for our detection problem, an AR model fails if the only 
differences are in higher order statistics. 
The following signal and noise sources are used in the numerical experitnents 
throughout the rest of the thesis. We chose u1 ( t) from the Duffing System: 
Ut = u2 
u2 = Ut - ui - 8u2 + 1 cos( t) 
as the source of the chaotic signal. We set 1 = 0.275, 8 = 0.25 and set the satnple 
frequency to 7 times the driving frequency. The noise was generated by driving a 
15th order AR model which has a similar spectrum to the signal. We used 1\!Ia.tlab 
for the linear methods in this work. Figure 3 shows that the PSDs of signal and 
noise are ahnost the satne, but the sources are different. 
A 1Oth order AR model totally misses the detection between pure signal and 
noise which is shown in Figure 4. For order greater than 15, AR models behave 
better because the ACF of the signal with lag larger than 15 is a small number 
other than zero while that of noise is zero. Figure 5 shows the experin1enta.l ROCs 
with SNR ranged fron1 2 to -10 by 30th order AR tnodels. compared to other n1odel 
classes discussed in later chapters, the detection performance is still very poor. 
Il.4 DETECTING KNOWN SIGNALS IN WHITE NOISE 
Consider the dull drill detection problem mentioned before in which the trans-
tnitter sends out one of the two signals y0 (t) when the drill is dull and y 1 (t) when 
drill is still sharp and suppose the waveforms of the two cases are completely known. 
The signal at the receiver is corrupted by additive white Gaussian noise e( t) which 
is N(O, a 2 ). The two hypotheses are: 
It is easy to get 
HI : y(t) = yt(t) + e(t) 
Ho: y(t) = Yo(t) + e(t) 
T _I exp p(1/IBI) =II ~a 
t=I 
T 1 ) II _ exp p(Y!Bo = t=I ~a 
(y(t)- YI(t)) 2 
2a2 
(y(t)- Yo(t)) 2 
2a2 
and the LRT becomes 
HI 
T( ) > 2 1 ( T T ) Y YI -Yo < a log 1J + 2 YI YI -Yo Yo 
Ho 
See [5]. 
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(13) 
In later chapters, we use output from the Duffing System as the signal and 
output from a 15th order AR model as noise. The AR model is selected so that it 
has a similar spectnun to the signal. As described before, if two sources have si1nilar 
PSD and the same power, the AR model is useless in this detection problem. The 
models we discuss later were designed to "see" these differences which AR rnodels 
miss. Though in our detection problem, the waveforms of the signal and noise are 
unknown. Theoretically if we assume that we know them we can derive the detection 
performance. The two hypotheses are shown as follows: 
HI : y(t) = hsi(t) + v'I=1s0 (t) + e(t) 
Ho: y(t) = s0 (t) + e(t) 
s1 ( t): Known signal. 
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so(t): Known noise. 
e(t): Observation noise which is N(O, a 2). 
A : Constant between 0 and 1. 
si and so are uncorrelated, i.e. (si(t)s0 (t)) ~ ~(si · s0 ) = 0, and have san1e PSD. 
By the Parseval theory [7], we can define 
T T E si si = s0 s0 = 
Using the result of Equation 13 we get: 
HI 
yT { v'Xsi - (1 - vi1=1")so} > a 2 log 'f/ 
< 
Ho 
(14) 
y could be any signal between case HI and H0 . Place y under the two hypotheses 
HI and Ho, correspondingly we get the lower and upper bound of the threshold: 
/o ~f -(1 - vi1=1")E ~ a 2 log 1] ~ (1 - vi1=1")E ~/I 
and 
61 ~/I - /o = 2(1 - ~)E 
From Equation 9 we can see that as the SNR decreases, the A beco1nes 
smaller, therefore the 61 gets narrower which makes detection more difficult to 
do. Since the observation y could be any distribution, it is hard to find a sufficient 
statistic. And a theoretical calculation of Pn and PF is difficult. However you always 
can do experiments to plot them. 
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say H 1 
say Ho 
~ p(YIH1) source I p(YIHo) 0 I I z1 
Probabilistic 0 bservation 
transition space 
mechanism 
> log ry? Threshold 
decision! <log ry? device 
logA(Y) 
Figure 1. Components of a decision theory problem. 
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Figure 2_. Error probabilities: (a) Pp calculation, (b) Pv calculation. 
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Figure 3. (a) Signals: the Duffing System (thick), a 15th order AR noise (thin), 
(b) PSD of the signal and noise (seen from the plot that they are very si1nilar). 
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Figure 4. Experimental ROC for detecting the pure Duffing signal fron1 the 
15th order AR noise using lOth order AR models. 
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Figure 5. Experin1ental ROCs for detecting the noisy Duffing signal in l.Sth 
order AR noise by using 30th order AR models. 
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CHAPTER III 
SIMPLE HISTOGRAM MODEL 
III.l INTRODUCTION 
One is typically required to make a decision between low SNR signal and 
noise. So the model we design must be very sensitive to a signal. The AR model, 
as well as other linear models has failed to distinguish the difference between the 
signal and noise having similar second-order statistics. In order to deal with this 
intrinsically nonlinear problem, we introduce a simple Histogram Model (HM) which 
can outperform AR models in this type of detection. 
The idea of using a Histogram Model in detection was inspired by Shaw 
[8], who used histograms to describe system dynamics. We use Markov chains for 
calculating p(y[IB) and high dimensional HMs to estimate the transition proba-
bilities. One dimensional HM was considered as i.i.d. (independently identically 
distributed). From the plots of y(t) vs. y(t + 1) shown in Figure 6 we can see 
a completely different dynamics between signal and noise. Numerical simulations 
showed flawless experi1nental ROCs at SNRs as small as -16db. 
The advantage of this model is its simplicity, generality and ease of training. 
However, this intuitive model requires a large number of parameters which grow 
exponentially with the dimension. Compared to HFHMMs, the detection perfor-
mance using this model is poorer and harder to improve upon. However, it is still a 
model worth studying in the sense of its superiority to linear models in dealing with 
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chaotic aspects. 
III.2 lD HISTOGRAM MODEL 
We begin with a lD (one dimensional) model. The noise corrupted signal is 
defined as before: 
y(t) = vfXs1 (t) + ~so(t) 
1-A 
SNR = 10log10 -A-, 
so that it has the similar PSD with the 15th order AR noise. Figure 7 shows the 
histograms of the pure signal and noise, and Figure 8 plots a series of histogra1ns of 
noisy signals with different SNRs. We can see from the figures that as SNR decreases, 
noise gradually dominates the corrupted signal whose distribution becomes closer 
to that of noise. At some values (SNR at -30db) it is hard to distinguish them by 
visual inspection. 
For y = ~s1 + ~so, if Pso (so) and Ps1 (st) are known, so and s1 are 
uncorrelated, and we can calculate py (y) in theory as 
Py (y) = - p ( Y - v 1 - A so 1 /_00 ~-/X _00 s1 1\ )Pso (so) dso. 
And we can draw the same conclusion as indicated in the figures, i.e., as A decreases, 
the distribution of y is closer to that of the AR noise. An obvious example in this 
case is when s1 and so are two Gaussian distributions of N( m1, ai) and N( m0, aJ) 
respectively. Then y is N( my, a;). where 
my = vfXm1 + ~mo 
a~ = Aai + (1 - A)a6 
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To return to our detection problen1, first we used one sa.rnple sequence of 
observation y to train and obtained paran1eters fro111 a histogran1. Then different 
sample sequences in y were used to do the detection test. Suppose y(t) is i.i.cl., using 
lD HM to ca1cula.te p(yjO) is just searching in the histogran1 table for the closest 
element to y(t), then choosing its PDF to be p(y(t)IB). So 
the LRT is 
p(y'[ IBl) 
p(y'[!Bo) 
T 
IT p(y(t)!Ot) 
t=l 
T 
IT p(y(t)IOo) 
t=l 
T Hl 
L log p(y(t)IBt) > 
t=I p(y(t)!Bo) < log7]. 
Ho 
Because of the loga.rithn1 in the calculation, we use 1 x 10-15 instead of zero in the 
conditional PDF. The perforn1a.nce of detection in 1D H.lVI is shown in Figure 9. vVe 
tried to use 111ore bins to in1prove the performance, but the results are not as good 
as expected. 
III.3 2D HISTOGRAM MODEL 
The 2D (two clin1ensiona.l) HM is a little bit n1ore con1plica.tecl. First the 
histogram should represent a. joint PDF, i.e. p(y(t),y(t + 1)). The joint PDF of 
pure signal and noise are plotted in Figure 10. We can see they are quite different. 
As SNR decreases, it is n1ore and more difficult to see the difference between the 
noisy signal and noise only. See Figure 11. 
Second, we can no longer treat y(t) as i.i.d. V/e use a first order Niarkov 
chain and conditional statistics [9] to determine: 
where 
The LRT is 
T 
p(y[IB) = p(y(1)IB) II p(y(t)jy(t- 1), B) 
t=2 
p(y(t)jy(t -1),B) = p(y(t -1),y(t)!B) 
p(y(t- 1)IB) 
Ht 
1 p(y(1)jBt) +~l p(y(t)jy(t-1),Bt) > 1 og ~ og og ry 
p(y(1)1Bo) t=2 p(y(t)jy(t- 1), Bo) < 
Ho 
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The detection performance using a 2D HM is shown in Figure 12, and is better than 
that using a 1 D HM. If we use a longer sequence to train, performance should be 
improved even more. 
III.4 HIGH DIMENSIONAL HISTOGRAM MODEL 
The joint PDF of higher dimensions is hard to plot because it involves a figure 
with at least four dimensions. To simplify the display, we make a cross section, as 
shown in Figure 13 which is p(y(t), y(t + 1), y(t + 2)) of signal and noise cut at 
y(t) = 0.1. 
Similarly we can derive higher dimensional HMs by using higher order Markov 
chains instead of the first order, i.e., 
where 
T 
p(y[IB) = p(yfiB) IT p(y(t)IY:=b, B) 
t=D+l 
p(y( t) IYi=b, B) = P(Yi-n I B) 
P(Yi=biB) 
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and the LRT is: 
Ht 
1 p(yfiOt) + ~ 1 p(y(t)IY:=b, 81) > 1 og ( D I ) L...t og t 1 og TJ 
P Y1 Oo t=D+1 p(y(t)!Yt=D, Bo) < 
Ho 
Experimental ROCs from a 3D (three dimensional) HM are shown in Figure 
14. The performance is only a little better than that from a lD HM. The reason 
for the poor performance is that, due to computational limitations we did not use 
sufficient data to train compared to the huge numbers of parameters in the model. 
i.e. if we use 20, 000 x 4 7 long data sequence, detection will be better than that by 
using 2D HM. 
The experiments indicate that to some degree (actually 4 7 bins in one dimen-
sion is enough) increasing bins does not help improve detection performance. It is a 
severe limitation of HM; however HFHMMs can improve the detection perfonnance 
by increasing the number of parameters, as we discuss in later chapters. 
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Figure 6. Plots of y(t+l) vs. y(t), (a) the Duffing signal, (b) the 15th order 
AR time series. 
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Figure 7. lD histogram with 4 7 bins and 4,000 length of training sequence, (a) 
the Dulling signal, (b) the 15th order AR noise. 
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Figure 8. lD histogram of mixed signal with 4 7 bins and 4,000 length of train-
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Figure 9. Experimental ROCs for detecting the noisy Duffing signal in 15th 
order AR noise using a lD HM with 47 bins. The lengths of training and 
testing sequence are all 4,000. 
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Figure 10. 2D histogram with 472 bins and training sequence of length 20,000. 
(a) the Duffing signal, (b) the 15th order AR noise. 
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Figure 11. 2D histogram of the noisy Duffing signal with 4 72 bins and training 
sequence of length 20,000. (a) SNR = 6, (b) SNR = 0. 
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Figure 12. Experin1ental ROCs for detecting the noisy Dufnng signal in 1.5th 
order AR noise using 2D HM, where 4 72 bins are used, the length of training 
and testing sequence is 20,000 and 4,000 respectively. 
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Figure 13. 3D histogram with 4 73 bins and training sequence of length 20,000. 
Cut at y(t) = 0.1, (a) the Duffing signal, (b) the 15th order AR noise. 
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Figure 14. Experi1nental ROCs for detecting the noisy Duffing signal in 15th 
order AR noise using 3D HM, where 4 73 bins are used, the length of training 
and testing sequence is 20,000 and 4,000 respectively. 
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CHAPTER IV 
HIDDEN FILTER HIDDEN MARKOV MODEL 1 
IV.1 INTRODUCTION 
Hidden Markov Modeling (HMM) is a probabilistic technique for the study 
of discrete time series. Recently HMM has been increasingly attractive in language, 
speech and signal processing. Detection [10] by using HMMs is just one of its 
applications. 
In Poritz [1] the two components of the model structure are summarized as 
a hidden Markov chain and a finite set of output probability distributions. The 
main tool in HMM is the Baum-Welch (forward-backward) algorithm for maximum 
likelihood estimation of the model parameters. To work on HFHMMs, we used 
variations of the programs written by Fraser and Dimitriadis [2]. The models are 
based on several hidden states, such that in a particular state there is a scalar output 
which has a Gaussian Distribution whose mean is a linear AR function of previous 
samples. 
This chapter attempts to bridge the gap between dynamic systems and signal 
processing by applying the HFHMM to the chaotic signal detection problem. Our 
approach is to develop methods to build self-adaptive models that can exploit the 
chaotic aspects of signals. Such models are very important in detection and other 
applications. 
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IV.2 MODELING 
This section draws mainly from Fraser and Dimitriadis [2]. 
IV.2.1 Model Structure 
As described above, the key to building a HMM is designing the unobserved 
Markov chain and deciding what the output probability distributions should be. The 
two components are shown in Figure 15 where s0 and Si represent hidden states, 
and y(t) stands for the scalar output which depends on the states. The model 
parameters in HFHMMs are: 
• Ps(t+I)Is(t)(si, so) denotes the unobserved first order Markov chain. 
• Py(t)ls(t),x(t)(Y, Si, x) = ~O"s· exp- (y~:~d
2 
is the Gaussian output distribution 
I I 
with mean of AR function 
Ysi = Ysi + aSi . X. 
In the state space view, observations are functions of internal states. It can 
be described as the equations 
x(t + 1) F(x(t)) + ry1 (t + 1) 
y(t) = G(x(t)) + TJ2(t) (15) 
where xis a point in an unobserved vector state space, in HFHMl'vf it consists of the 
history vector x(t) and the hidden state s(t). F describes the state space dynamics, 
y is an observation (in this thesis the observations are scalars) derived from the state 
by the function G, and ry1 and ry2 describe the dynamical noise and observation noise 
respectively. In a detection application, the state space variables are integrated out 
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to give the required maps from sequences of observation to likelihood. For the noise 
free measure1nents of a chaotic (low dimensional deterministic aperiodic) process, 
111 and 112 are zeros, and x(t) = Yi-D· Of course, the inevitable noise makes things 
complicated. Specifically, noise will make the choice of coordinates for the state 
space important [11] [12] [13]. 
The simplest HMMs are discretized versions of the state space view of ti1ne 
series (Eqn. 15) having discrete states and discrete outputs. In principle, given 
enough hidden states and output levels, such a discrete model could describe Equa-
tion 15 arbitrarily well. 
IV.2.2 The El\1 algorithm 
The EM algorithm [14] adjusts model parameters B to maximize the likeli-
hood of observations y. It operates on a class of models which includes an unob-
served sequence of discrete states q, Py,q,B· The steps in the algorithm are: 
1. Guess a initial value of B 
2. Choose fJ to maximize (log Py,q,o(Y, q))qly,B 
3. Set e =B. 
4. If not converged, go to 2. 
From [15] we can show that the above procedure is as same as maximizing Pe(y): 
P ·(y) = Pq,y,o(q,y) 
y,e Pqly,o(q, Y) 
logPy,o(Y) = logPq,y,o(q,y) -logPq
1
y,o(q,y) 
Note (log Py,o(Y))qly,e =log Py,o(Y) because q does not appear inside the {)qly,B· So 
log Py,o(Y) = (log Pq,y,o( q, y))q 1y,e- (log Pqly,o( q, y ))q 1y,o (16) 
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Using Gibbs inequality for two distributions P and Q which says 
L P(x) log Q(x) < 0 
x P(x) - (17) 
we get 
(log Pqly,o( q, y))qly,o ::; (log Pqly,o( q, y))q!y,B 
Thus if () is chosen so that 
(log Pq,y,o( q, y))qly,o ~ (log Pq,y,o( q, y ))qly,o (18) 
Equation 16 yields 
Py,o(Y) ~ Py,o(Y) 
and the algorithm goes uphill. 
IV.2.3 HFHMMs 
As described before, HFHMMs consist of two parts, the hidden Markov chain 
Ps(t+I)Is(t)(si, Sj) and the output distribution Py(t)ls(t),x(t)(Y, Si, x), where Si E S, 
S = {si,s2, ... ,sNs}· The entire model parameters() include all the para1neters 
for all states. For each state s the parameters are: the transition probabilities 
Ps(2)1s(I)(si,Sj), constant part Ys, AR coefficients as and standard deviation (]"8 • As-
sume x( 1) is available, the likelihood is 
P(y{) = L P(y{, q) 
qEQ 
where Q denotes the set of all possible state sequences. The following n1anipulations 
show how the EM algorithm works in maximizing Po(y[). 
P(y[,q) = P(y[!q)P(q) (19) 
T 
P(y{lq) = P(y(I)Iq) IT P(y(t)lq, Yi-1) 
t=2 
In HFHMI\1s a two step Markov hypotheses is made: 
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1. The hidden process is first order Markov. 
P(sq(t)!sq(1), ... , sq(t -c 1)) = P(sq(t)!sq(t- 1)) 
so 
T 
P(q) = P(sq(1)) IT P(sq(t)lsq(t- 1)) 
t=2 
2. The output process depends only on the current state and D previous outputs. 
P(y(t)lsi,yi- 1 ) = P(y(t)ls(t),x(t)) 
so 
T 
P(yflq) =II P(y(t)!sq(t), x(t)) 
t=1 
Therefore Equation 19 becomes 
T 
P(y[,q) = P(y(1)lsq(1),x(l))P(sq(l)) II P(y(t)!sq(t),x(t))P(sq(t)!sq(t -1)) (20) 
t=2 
Thus given x( t) and s( t - 1 ), earlier values of s and x are irrelevant to current 
output, i.e., 
P(y(t), s(t)!Yi-1 , si-1 ) P(y(t), s(t)lx(t), s(t- 1) 
- P(y(t)ls(t),x(t))P(s(t)ls(t- 1)) (21) 
Equation 21 implies 
P(s(t)!s(t -l),x(t)) = P(s(t)!s(t -1)) 
In the EM algorithm the expectation is with respect to the distribution Po( qly{) = 
Po(y'{, q)f Po(y'{). If we let w(q) = Po(y'{, q) and W = Lq'EQ w(q'), so Po(q!y'{) = 
w(q)fW, the number of elements in Q depends exponentially on T. The sum will 
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be evaluated by FBA in the next subsection. Equation 20 and the ElVI algorithm 
lead to the expression for the required 1naximization: 
H1 (log Pyf,q,e(y'{, q))qly[,B = L w(q)Ps(1 )(s(1)) 
q 
T-1 
+ L w(q) log P0(sq(t + 1)!sq(t)) 
q,t=1 
T 
+ L w(q)logP(y(t)!sq(t),x(t)) (22) 
q,t=1 
and maximization of Equation 22 is equivalent to maxin1izing 
T-1 
F1(e) ~ L w(q)Ps(1)(s(1)) + L w(q) log P0(sq(t + 1)!sq(t)) (23) 
q q,t=1 
and minimizing 
F2({J) ~f t w(q) {log as t + (y(t)- Ysq(t)- asq(t) · x(t)) 2 } 
t-1 q( ) ') 2 q,- ...,a Sq(t) 
clef "'"' ~ 
L,; w(q)f2(0sq(t)' y(t), x(t)) 
q,t 
~ {MO •• wy(t),x(t)) ~w(q)8 •. •.c•l} 
d f A 
e L .f 2 ( (} s q( t) , Y ( t) , X ( i) ) W ( S, i) . (24) 
s,t 
The function tv( s, t) introduced above is the total probability that the syste1n is in 
states at ti1ne t, i.e. w(s, t) c~ Ps(t),y[(s, y'[). 
To minin1ize F2 ( 0) is the same as to find values of Ys and a 5 that n1inin1ize 
X2 = L { y(t)Jw(s, t)- (Y. + x(t). a.)Jw(s, t)} 2 
t 
(25) 
which can be solved by using Singular Value Deco1nposition (SVD) [16), and a 8 can 
be set by 
1 
as = , I lV ( 
8
) ~ w ( s, t) ( y ( t) - y s ( t) ) 2 (26) 
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where W(s) ~ l:t w(s, t). 
IV.2.4 The Forward Backward Algorithm 
The maximization of F1(B) can be solved by the FBA which depends on the 
as and {3s defined as follows: 
a(s,t) ~ Pyf,s(t)(yi,s) 
) def ( T t) {3( s, i = PYT+ 1 1s(t),y~ Yt+l' s, Y1 
Thus 
w(s, t) = a(s, t)f3(s, t). 
If we define w(i,j, t) = Ps(t+l),s(t),yf(i,j, y[), then 
w(i,j, t) = a(j, t)Pyls,x(y(t + 1), i, x(t + 1))Ps(2)ls(l)(i,j){3(i, t + 1). 
Here the transition probabilities are Ps(2)1s(l) ( i, j) ex: l:t w( i, j, t) subject to normal-
ization. The as and (3s can be evaluated by the recursion formulas as follows: 
a(s,t) = 2:a(sj,t -l)Ps(2)ls(I)(s,sj)Py(l)ls(l),x(I)(Y(i),s,x(t)) 
J 
f3(s,t) = Lf3(sj,t + 1)Ps(2)ls(I){sj,s)Py(l)ls(l),x(I)(Y(t + 1),sj,x(t + 1)). 
j 
The initial conditions are set as follows: 
• The initial state probabilities are 
Ps(l),o(s) ex: w(s, 1) = a(s, 1){3(s, 1) 
subject to normalization. 
• a(s,1) = Ps(I)(s)Pyls,x(y(1),s,x(1)). 
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• f3(s, T) = 1. 
At last the likelihood can be evaluated as 
Pe(yf) = L a(s, T). 
s 
IV.3 DETECTION OF CHAOTIC SIGNALS 
IV.3.1 Detection Methods 
We have used the following three model building methods: 
I. Vector Quantization (VQ) followed by the FBA. 
1. Vector quantize. R D+I is partitioned on the basis of observed vectors of the 
form z(t) = y:_D· A variant of Lloyd algorithm [17) is used in which the met-
ric inside each partition element is set proportional to the inverse covariance 
matrix of the observations in that partition elen1ent, and the detern1inants of 
all of the metric matrices are normalized to unity. 
2. Fit transition probabilities. The state transition probabilities Ps(2)1s(I)( i, j) are 
set to the relative frequencies with which sequential vectors z( t + 1), z( t) fall 
in partition elements i,j. 
3. Fit outputs. For each partition element, the density p(y( t) lx( t)) is fit on the 
basis of the z( t )s that fall in the element. 
4. Train the model with FBA for 30 iterations which gave convergence tolerance 
11 0 . 1.6.Po(yT) I 0 0 roug 1 y to 0. 01, I.e., P~t •• ~, ~ • 01. 
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II. Noiseless training with model paran1eters adjusted for noise. 
1. Begin with a model generated by Method I applied to a sample of noise free 
signal. 
2. Change as and as in each state to values determined by the test signal to 
1naxin1ize the likelihood. The procedure is discussed as follows: 
If the noise is from a 15th order AR model, a good HFHNil\11 1neans when 
D 2:: 15 there should be only one discrete state no matter what the state 
transition probabilities could be, i.e., all fls, as and as are the same for all s, 
on the other hand when D < 15 there will be some differences among then1, 
but con1pared to the model trained from the signal, these differences will be 
so s1nall that they can be ignored. In a later subsection we will show that this 
assumption is verified by the model performances. 
As described before, as and as can be set using Equation 25 and 26, which is 
equivalent to solving the Normal (Yule-Walker) Equations with minor modi-
fications 
rs = Rsas (27) 
where 
rs(O) rs(l) .. · rs(D- 1) 
rs(l) rs(O) .. · rs(D- 2) 
I 
Rs 
I 
rs(D- 1) rs(D- 2) .. · r s(O) 
Instead of r(k) = (y*(t)y(t- k)), we use rs(k) = (w(s, t)y*(t)y(t- k)) where 
w(s, t) comes from the FBA on noise free signal. Let r! and r~ denote the 
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ACF of the signal y1 (t) and noise y0 (t) at state s respectively. The mixed 
signal y'(t) = .,fXyi(t) + ~y0(t) (0:::; .\:::; 1) whose ACF at states is 
r's = .\r! + (1- .\)r~ 
and 
R's = .\R! + (1 - ,\)R~. 
From Equation 27 we get 
I R'-1 I 
as = s r s 
and a~ is set as 
D 
a~= ,j r~(O)- L a~(i)r~(i). 
i=l 
The other parameters such as P( s( t + 1) Is( t)) and Ys remain the sa1ne as 
those in the 1nodel for a clean signal. 
III. Noiseless training with higher order AR functions. 
1. Begin with a model generated by J\!Iethod I with lower order LD AR functions. 
2. Fill as(i) with zeros where LD < i ~D. 
3. Use lVIethod II step 2 to adjust as and 0"8 • 
Method I can be applied to a noise free signal, pure noise or a noisy signa.l. In the 
next section, when we refer to Method I, we mean the method applied to a noisy 
signal. 
I\1.3.2 Detection Experiments 
In each of our detection experin1ents we used the following protocol for a 
fixed SNR. 
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1. Use one of the methods described above and a given sample sequence to build 
a model of the combined signal and noise. 
2. Train a HFHMMl with the same number of parameters on the noise data. 
3. Calculate likelihoods of each of the methods for several new sequences (usually 
100 sequences with 4,000 points for each) of both noise alone and noisy signal. 
4. On the basis of these likelihoods plot an experimental ROC. 
Experimental ROCs by using different methods are plotted in 16. 
By using models with more free parameters, the detection perfonnance can be 
improved. Figure 17 presents preliminary results of experiments with 1nore cmnplex 
models. As the number of model parameters is increased, large training data sets 
are required to prevent estimation error from degrading detector perfonnance. The 
combination of a larger training set and a more complex model will achieve much 
better performance. 
IV .3.3 Discussions 
From the detection experiments it is clear that HFHMMs can detect differ-
ences which linear models miss. The reason is that though the PSDs of the signal 
and noise are similar in whole, at certain states different PSDs are estimated by the 
HFHMM. In order to show the different behaviors of signal and noise in HFHMM, 
we use plots as follow to illustrate. 
First we divide the parameters of HFHMM into three classes: 
1. State to state transition probabilities Ps(2)1s(I)(si, Sj). 
2. Output Gaussian distribution at state s with constant part Ys and variance 
2 as. 
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3. AR coefficients as which determine the PSD of the AR model at state s. 
We use the P( s, t) = Lj Ps(t)ls(t-1)( s, Sj )P( S_j, t- 1) to describe the characteristic of 
parameters of class 1 in Figure 18, where 
P(s, 1) = Ps(I),o(s) <X w(s, 1) 
subject to normalization. Gaussian distribution N(fis, a;) at state s are present in 
Figure 19. We use PSDs of the AR models with a 5 to represent the characteristics 
of AR coefficients in different states which are shown in Figure 20. All the plots are 
from models with 5 discrete states and third order AR functions, i.e. HFHMM1(3,5). 
As described before for the noise which was generated from a 15th order AR 
model, model parameters in each state s should be the same. The plots verified 
the expectation. However, for the signal, we can see parameters vary with different 
states. From the point of the parameters, we can say HFHMMs are better than 
linear models in this detection problem. 
I 
I 
I 
y(t) 
4 
I 
Figure 15. Components of a HMM, Si and s 0 denote different hidden states, 
solid arrows denote the transition probabilities between these states, y( t) de-
notes the scalar output which depends on the current states and previous 
samples. 
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Figure 16. Experin1ental ROCs for detecting the noisy Duffing signal in 15th 
order AR noise using different methods. Training data length is 20,000, testing 
data length is 4,000. (a) HFHMM1(2,5) trained by using the VQ followed by 
the FBA, (b) HFHl\1Ml(2,5) obtained by using noiseless training with 1nodel 
parameters adjusted for noise, (c) HFHMM1(15,5) based on HFHMM1(2,5) 
by using noiseless training with higher order AR functions. 
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Figure 17. Different experimental ROCs using Method I at SNR of -24db, 
"length T- > 1\IJ" denotes a model fit on length T sequences and tested on 
length !vi sequences, otherwise experiments are trained and tested on 4,000 
samples. 
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State 
5 
State 
Figure 18. P(s,t) obtained from HFHMM1(3,5), (a) the Duffing signal, (b) 
the 15th order AR noise. 
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Figure 20. PSDs of AR models generated from as, (a) the Duffing signal (state 
1 and 4 are unplatted because of their unstability), (b) the 15th order AR noise. 
57 
CHAPTER V 
HIDDEN FILTER HIDDEN MARKOV MODEL 2 
V.l INTRODUCTION 
After having built HFHMMl, the next natural step in the study was to im-
prove it for better detection performance. An HMM consists of two parts: a hidden 
Markov chain and the output distribution. They will be examined individually to 
find out what can be done with respect to these two aspects. In [2] Fraser and Dim-
itriadis introduced Mixed State Hidden Markov Models (MSHMM) in which the 
sequence (s(t), x(t)) constitutes a Markov chain instead of only s(t) in HFHMMl. 
On the other hand, HFHMM2 deals with Py(t)ls(t),v(t), the conditional distribution of 
the observation y(t) given the discrete states and the context vectorv(t), as a Gaus-
sian with mean linearly depending on the context, Ys(t) = Ys+as·v(t). In HFHMMl 
the context was simply a history vector x(t) = Yi=b, but this representation is not 
always adequate. Sometimes observations over an interval H D characteristic of the 
observation are required [11]. If we use the history vector x( t) = y:=1 D' the num-
ber of free parameters ((H D + l)Ns, one added to include the constant Ys) might 
be very large. One risks encountering the "overfit" problem, i.e., if the number of 
parameters is the same as or more than the length of the training sequence, the 
model will be badly fit. Compared to the number of training data, the fewer the 
parameters, the better the model was fit. So Fraser suggested finding a global map 
'lj;: RHD -+ RD with Bx(t) = 'lj;(y:=1n) that provides a low dimensional context 
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containing information from all important time scales. In the communities doing 
experiments with physical and numerical chaotic systems, such a map is called a 
reconstruction [18]. So in HFHMM2 a context vector Bx( t) takes the place of the 
former history vector x(t). For tracing the same length of H D of previous outputs, 
less free parameters ( H D X D + ( D + 1 )Ns) are required for large Ns in HFHMM2. 
Thus, the Conjugate Gradient Method is used as a searching algorithm instead of 
simply adopting SVD in linear fitting. 
V.2 MODELING 
The model structure of HFHMM2 is similar to that of HFHMM1, except that 
the context vector is changed to Bx(t) instead of the former x(t). In each iteration 
of FBA used to build HFHMM1, we must adjust the parameters to minimize 
F2(B) =I: w(s, t) {log O"s + (y(t)- Ys- as· Bx(t))2 } 
s,t 2a2 ' s 
where w(s, t) is the probability that the system is in states at timet. 
It is the same as minimizing 
F(O) =I: 11Lsll2 (28) 
s 
where Ls is 
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y(1).jw(s, 1) y(1- 1)/w(s, 1) .. y(1- H D)jw(s, 1) .jw(s, 1) 
y(t)-/w(s, t) y(t- 1)-/w(s, t) .. y(t- H D)jw(s, t) Jw(s, t) 
y(T)-/w(s, T) } \ y(T- 1)-/w(s, T) ·· y(T- H D)-/w(s, T) -/w(s, T) 
bl,l ... b1,D ~ ~ ( a:,t 
X 
bHD,l · · · bHD,D 0 ) ~ as,D 
0 · · · 0 1 Ys 
And setting .--
as= .I W~s) ~ w(s, t)(y(t)- Ys(t)) 2 (29) 
with W(s) ~f l:t w(s, t) and Ys(t) = Ys +as· Bx(t). 
The key point is we need to minimize the F( B) over B and all of the ass, 
flss. From the above equation it is obvious that the solution is not unique. For 
example, if B, as and fls is one of the solutions, AB, fas and tfls with any constant 
A =I 0 is another solution. Finally we decided to search by using Conjugate Gradient 
Methods ( CGl\1) [16] followed by linear fitting of SVD. 
The CGM is to minimize the quadratic form 
1 
f(x) ~ c - b · x + -x · A · x 
2 
where c = J(P), bi = fxSIP and Ai,j = a:i2lxi IP· The algorithm can be described 
briefly as follows: 
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1. Start with an initial point Po, and let the starting conjugate direction ho = g0 
be an arbitrary vector. 
2. Move Pi_1 to Pi along the conjugate direction of hi, where hi+1 = 9i+1 + vihi 
d . _ 9i±1"9i±1 S t . _ 't!J( n. ) an v, - . . . e g,+ 1 - - v r ,+ 1 . g,·g, 
3. If lf(Pi)- f(Pi_t)l 2:: FTOL(If(Pi)l + lf(Pi-1)1) (FTOL is converge intoler-
ance), then i = i + 1, go to 2. Otherwise stop. 
In Conjugate Gradient Methods the value of the function and its first derivative are 
needed 
where 
8F2 
8bi',j' 
8F2 
aas'(j') 
8F2 
8fis' 
{
HD D } 
2 ~ a.(j') ~<I>.( i, i') ~ b;,ja.(j) + y.Y, ( i') - <I> .(o, i') 
HD {HD D } 
2 (; bk,j' ~<I> s( i, k) ~ b;,jas•(j) + :ils• Y.• ( k) - <I> s' ( 0, k) 
{
HD D } 
2 ~ Y.•( i) E b;,jas•(j)- :ils• Ws' - Y.•(O) 
ws 
Ys( i) 
<l>s(i,j) 
L w(s, t) 
t 
L w(s, t)y(t- i) 
t 
L w(s, t)y(t- i)y(t- k) 
(30) 
In this method we have encountered the local minimum problem which makes 
the selection of the initial point crucial to the searching. After doing the test, we 
think it is a. problem but not serious enough to force us to discard the method. 
Table I and Table II list the results from different starting points, one is a delay 
coordinate, the other is a randomly selected one. In the tables described above, 
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iterations denotes the iterations the CGM need to find the final position with 1 x 10-4 
of converge intolerance and 5 hidden states. We can see for a small number of 
parameters, they almost fall into similar minimum value, but for a large nu1nber of 
parameters an optimal starting point is more important. 
On the other hand, in order to verify how good the CGM described above 
actually is, we use SVD as a comparison which minimizes the tenn on the right side 
of equation 28, i.e., to omit the B matrix or make it a H D x H D identity matrix, 
and as = [as,l, as,2, ... as,HD]T. Then we use SVD to calculate as here. The w(s, t)s 
are generated from FBA in HFHMM1(2,5) first. The comparison among different 
methods is shown in Table III, where NM denotes the number of parameters in 
Method M (1\;f could be SVD or CGM when D = 2 or D = 3), FM represents the 
final value of F( B) in Method M. Though we know that the SVD method will be 
the best, i.e., Fsvv is less than Fv=2 or Fv=3 under the same dimension H D. It 
turned out that the differences among SVD and CGMs are small. Compared to the 
number of parameters saved, we believe CGM is worth trying. 
V.3 DETECTION OF CHAOTIC SIGNALS 
V.3.1 Detection Methods 
We have used four model building methods: 
I. V Q followed by FB A. 
Step 1, 2 and 3 are similar to that of Method I in Chapter IV. 
4. Train the model with the FBA for 30 iterations. For each iteration use CGM 
to search the optimal parameters. 
II. Noiseless training with model parameters adjusted for noise. 
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1. Begin with a model generated by Method I applied to san1ples of the signal 
alone. 
2. For given B from step 1, adjust as and (]"8 in each state to values cletennined 
by the test signal to n1aximize the likelihood. The procedure is sin1ila.r to what 
we have described in Method II of Chapter IV. The only difference is due to 
the introduction of the B matrix, thus we proceed as follows: 
where 
Rs 
hs = Rs . BT. as = lJ1 sas 
1 8 (0) 
1 8 (1) 
1'8 (1) 
1 8 (0) 
rs(HD-1) 
rs(H D- 2) 
Ts(H D- 1) 1's(H D- 2) · · · 1 8 (0) 
and hs = [rs(1 ), 1 8 (2), ... , Ts(H D)]T. 
lJ1 s = Rs · BT 
with 
Ps(1, 1) 
Ps(2,1) 
Ps(1,2) 
Ps(2, 2) 
Ps(D,1) Ps(D,2) 
HD 
Ps(k, i) = LTs(k- j)bj,i· 
j=l 
Therefore from Equation 31, we get equation 
rs = lJ1 sas 
with rs = [rs(1), 1 8 (2), ... , rs(D)]T. 
Ps(l, JJ) 
Ps(2, D) 
Ps(D, D) 
(31) 
(32) 
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For noisy signal 
I _ q,1-l I 
as - s rs 
D a: = ,I r~(O)- 2:: a~(i)p~(O, i) 
i=l 
with 
HD 
p:( k, i) 2:: r:(k- j)bj,i 
j=l 
HD 
L { Ar;(k- j) + (1- A)r~(k- j)} bj,i 
j=l 
The other parameters such as P(s(t)ls(t- 1)) and ils remain the same. 
Ill. Retraining on noisy data.. 
1. Begin with a model generated by Method II. 
2. Train the n1odel with FBA and CG.l\1 for several iterations. 
IV. Vector quantization on given B followed by FBA on noisy data. 
1. Vector quantize on the basis of the B from Method II step 1. RD+l is parti-
tioned on the basis of the form z(t) = [y(t), v(t, 1), v(t, 2), ... , v(t, D)]T, where 
v(t, i) = ~f=~ y(t- j)bj,i, i = 1, 2, ... ,D. Then a variant of the Lloyd algoritlun 
is used in which the 1netric inside each partition ele1nent is set proportional 
to the inverse covariance matrix of the observations in that partition ele1nent, 
and the determinates of all of the metric matrices are normalized to unity. 
2. The ren1a.ining steps are as same as described in Method I. 
V.3.2 Experin1ent Results 
We use the san1e protocol described in Chapter IV in each of our detection 
experi1nents for a fixed SNR. 
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In Figure 21 to 25, HFHMl\12(H D ---+ D, Ns) denotes Hidden Filter Hidden 
Markov Model 2 with H D as the higher order, D as the lower order of AR functions 
and Ns discrete states. Figure 21 presents experimental ROCs in HFHM~12(10---+3, 
10) compared to HFHMM1(6,10) which has the same number of parameters for the 
same range of SNR. In Figure 2l.b the 1nodels were built by VQ followed by FBA 
on noisy data. Obviously the detection performance of HFHM~12 is better. 
Figure 22 is an experimental ROC obtained by using Method I with SNR 
fro1n -18db to -30db. Experi1nental ROCs from Method II, III and IV are plotted 
in Figure 23, 24 and 25 respectively. 
The results using Method II are not as good as we expected. The reason for 
the poorer performance is that in deriving Equation 32 fro1n Equation 31, i.e., fro1n 
hs = Rs . B T . as 
to 
r s = \]! sas 
the ntunber of equation sets is reduced from H D to D, thus we lose son1e infonnation 
which causes the misadjustinent of model parameters. However, we can see that the 
detection performances in all HFHM~12s are better than that of HFHMNI1 with 
same number of paran1eters. 
TABLE I 
TEST RESULT TRAINING ON 4,000 SAMPLES WITH 5 HIDDEN 
STATES BY STARTING FROM DELAY COORDINATES 
D HD time(mins) iterations original F( 0) final F(O) 
2 3 6 26 409.386017 81.876968 
2 4 8 28 409.390778 75.486465 
2 5 12 35 409.419495 74.998726 
2 6 17 44 409.463104 71.733971 
2 7 21 48 409.588501 69.833961 
2 8 41 77 409.578308 64.528053 
3 3 11 40 3445.578125 82.139679 
3 4 9 27 3444.349121 75.559464 
3 5 13 29 3443.077148 76.730659 
3 6 16 31 3443.099854 75.480049 
3 7 21 34 3443.343506 69.108902 
3 8 27 38 3443.500732 65.854065 
TABLE II 
TEST RESULT TRAINING ON 4,000 SAMPLES WITH 5 HIDDEN 
STATES BY STARTING FROM RANDOM COORDINATES 
lJ2 I H D I time(mins) I iterations I original F( B) I final F( iJ) I 
2 3 7 30 74512.835938 89.071007 
3 3 11 38 226962.796875 85.729912 
3 4 30 82 810022.625000 77.378387 
3 5 23 49 884637.312500 81.546204 
3 6 57 100 683397.750000 226.059021 
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TABLE III 
COMPARISON BETWEEN SVD AND CGM TRAINING ON 4,000 
SAMPLES WITH 5 HIDDEN STATES 
I HD I Nsvv I Nv=2 I Nv=31 Fsvv FD=2 FD=3 
~----------------
3 20 21 29 78.993011 81.876968 82.139679 
4 25 23 32 73.794121 75.486465 75.559464 
5 30 25 35 73.075951 74.998726 76.730659 
6 35 27 38 68.612015 71.733971 75.480049 
7 40 29 41 63.756989 69.833961 69.108902 
8 45 31 44 59.801315 64.528053 65.854065 
9 50 33 47 59.722061 63.880306 65.430412 
10 55 35 50 59.644306 64.980164 65.492989 
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Figure 21. Experimental ROCs for detecting the noisy Duffing signal in 
15th order AR noise using Method I and model: (a) HFHMM1(6,10), (b) 
HFHMM2(10-+3,10). 
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Figure 22. Experi1nental ROCs for detecting the noisy Duffing signal in 15th 
order AR noise using Method I and HFHMM2(10----+3,10). 
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Figure 23. Experin1ental ROCs for detecting the noisy Duffing signal in 15th 
order AR noise using Method II and HFHMM2(10-+3,10). 
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Figure 24. Experi1nental ROCs for detecting the noisy Duffing signal in 1.5th 
order AR noise using Method III and HFHMM2(10~3,10). 
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Figure 25. Experin1ental ROCs for detecting the noisy Duffing signal in 15th 
order AR noise using Method IV and HFHMM2(10~3,10). 
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CHAPTER VI 
CONCLUSION 
It was observed that strange or chaotic attractors are ubiquitous in nature 
as reported in scientific literature and they are theoretically generic in the space 
of differential equations. In this thesis, we have exploited these features of given 
signals and developed several nonlinear models for signal detection. HFHl'v1M2 had 
the best overall detection perfonnance a1nong all the 1nodels studied. HFHl\1Ml 
was superior to the sin1ple HMs. All the nonlinear models can detect the signal 
from the noise ·with si1nilar PSD, while linear models such as the AR Inodel1nissed 
such detection. 
There was no theory of perforn1ance li1nits. All detection theory in the liter-
ature was for solving detection of known signals. What we did is to detect chaotic 
signals with known dyna1nics but unknown waveforms of the signal. The known 
dynamics in our experin1ents were: the driven Duffing Systen1 and a 15 din1ensional 
AR model driven by white noise. We generated the time series, fit the1n with dif-
ferent models, and then used the LRT as a detector in computer simulations. We 
think there is a. relationship between the source and ROC perforn1ance which needs 
to be explained. 
There are still two points left for future investigation: 
• The choice of n1odeling technology (HMMs vs. polynon1ials, splines, etc.) Is 
ad hoc. 
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• There is still no demonstration that real signals from important applications 
have exploitable chaotic characteristics. We would like to find such char-
acteristics in an ongoing application, and then be able to improve system 
performance. 
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