The new approach to non-equilibrium statistical mechanics initiated in Part I of this series is extended to cover non-steady states as well as more general stochastic models. The logarithm of the solution to the stochastic equation for the probability distribution function of gross variables is obtained as a systematic perturbation series starting from the logarithm of the suitably defined Gaussian part of the local equilibrium distribution function, which is best expressed in terms of the characteristic function of the probability distribution function. Again the effects of heat baths which surround the system enter only on the level of fully renormalized macroscopic equations of motion. A self-consistent scheme was derived which determines the macroscopic law of evolution and the probability distribution function of fluctuations. § I. Introduction
§ I. Introduction
In the first of this series 1 l (referred to as I hereafter) a new apprbach · to statistical mechanics far from equilibrium was proposed · by treating a simple stochastic model. One of the merits of this new approach· is the fact that influences of heat reservoirs enter only on the level of fully renormalized (and hence experimentally observable) macroscopic equations of motion, thereby allowing us to suppress irrelevant details about nature of the contacts with heat reservoirs. Of course if the nature of such contacts happens to be important, perhaps one ought to regard a portion of heat reservoirs as a part of the system under consideration. On the other hand, we restricted ourselves to steady states independent of time and also to rather special model systems. However, from the viewpoint of applying such a method we must extend the method to nonsteady states (chemical oscillations, 2 l nonlinear phonon interactions, 3 l electrical oscillations, etc. 4 l) and to more general types of stochastic models 5 l (e.g., time-dependent Ginzburg-Landau type models or more general master equation type models). Here we intend to accomplish both extensions.
In I we made use of the projection operator techniques in order to obtain steady state distribution function out of the local equilibrium one. We have tried to do the same for more general situations under consideration in this work without success.*l However, the fact that in I th.e projection operator could be eventually dropped suggests an approach which does not use a projection operator from the outset as we shall describe in this paper. § 2. Kinetic equations Our starting point IS the following master equation for the distribution function g ({a}, t) of the gross variables {a} that includes the variation due to reversible drift vi ({a}):
-g( {a}, t) =-:E -vi({a})-Wt( {a},{x} )g( {a}, t)dx 8 8
where wt ({a}' {x}) denotes the (in general time-dependent) transition probability Here we have used the Kramers-Moyal expansion in the second step. The stochastic equation (2 • 3) is more general than the one considered in I not only because (2 · 3) has a more general form but also because a part of the effects of heat reservoirs can be included in mnt, for instance one can include in this way the effects of heat reservoirs which spatially overlap with the system under consideration, e.g., chemical reservoirs in chemical reactions or lattices in the case. of spin lattice relaxation. We may call these types of heat reservoirs the spatially ov~rlapping heat reservoirs. On the other hand, there are also heat reservoirs which contact with the system under consideration only at the boundanes of the system and specify the boundary conditions, which we may call surrounding heat reservoirs. This latter type of heat reservoirs cannot be included in the stochastic equation in a simple way (that is, without including irrelevant, ambiguous details). In I we have avoided this difficulty by formulating the problem in such, a way that the influences of the surrounding heat reservoirs enter only on the macroscopic level. Our strategy proposed in I to handle (2·2)' is not to attack it directly but to construct first the local equilibrium distribution function g1 ({a}, t) having the same average values {c} of {a} as for g ({a}, t).
In most situations encountered in physics there are well-defined prescriptior{s to construct a local equilibrium state knowing {c}. For instance, one can imagine applying a field conjugate to every gross variable at time t, and simultaneously cuts ·off contacts with heat reservoirs entirely and leaves the system until an equilibrium is reached in the presence of the conjugate fields. One then repeats this process with different values of the fields until final average values of the gross variables obtained coincide with their initial values {c (t) }. This state is identified with the local equilibrium state at time t. The probability distribution function of the gross variables in this state is denoted as g1 ( {p;}; {c (t)}) or simply as g1 (t). Since local equilibrium states can be dealt with by equilibrium statistical ~echanics, in this work we shall assume knowledge ~f g, (t). Our problem could then be formulated as a problem of obtaining the non-equilibrium distribution function g (t) knowing g1 (s), (s<t).
The first step taken in I to obtain g (t) was to consider a "wave function" ¢ = g£ 1 1 2 g so that in a local equilibrium state ¢1 =gif 2 takes a Gaussian form. Here we have some complications since we no longer assume g1 to be Gaussian. Let us first consider the "wave function" ¢ (t) defined by
where g10 (t) is a Gaussian part of g1 (t) and will be specified more precisely later on. Equation (2 · 2) then takes the form with (2 · 7') where dots denote time derivatives. Now, g1 (t) depends upon time through {c£ (t)} or the corresponding conjugate fields {b£ (t)} which appear through the factor exp[L:;t b£(t)at*] and also through the ,normalization factor in g1 (t).
Hence we obtain
where atai=ai-Ci (t) and X (t) is the susceptibility tensor whose ij-element is Downloaded from https://academic.oup.com/ptp/article-abstract/52/1/84/1856080 by guest on 11 January 2019
Here < · · · )u is the local equilibrium average at time t. Hence x (t) in fact is -some known function of {c(t)}. Now, there is certain arbitrariness in the choice of the Gaussian part g10 (t), and one is free to choose g10 (t) which suits him best. We find it convenient to choose g10 (t) to be the normalized Gaussian probability distribution function having the same averages of at and the same susceptibility tensor as those for g1 (t). Then (2 · 7) takes the following form:
Here the complication due to non-Gaussian g1 (t) surfaces up again by-the fact that the simple operator 8/8at in H 1 is replaced by a complicated operator. If one wants to avoid this complication, one must replace the original problem by another problem of obtaining g (t) knowing g10 (s), O<s<t, where an additional assumption is introduced. See ( 4 · 23) below. Then in the foregoing formulation we may replace g1 (t) everywhere by g10 (t). In particular (2 · 5'), (2 · 7') and (2 ·10) become
One complication which we encounter in generalizing the second quantization representation of 'I here is the fact-that the susceptibility tensor x (t) can change in time. Thus we cannot choose a suitably normalized set of {a} unless we a1low explicit time dependence of {a}. Thus we introduce a normalized set of gross variables {a 1 } such that (a/)u = 0 and (at 1 1Z~*)u = (JtJ> in terms of which {a} are expressed as
. j where the matrix (uu (t)) IS related to X (t) through
x(t)=u(t) ·ut(t).
(3·1) 
(3·5) Note that at and av behave like Bose operators only for particular times t=t'.
Thus it is convenient to obtain relationships between a and a referring to different times. By means of the matrix notation, (3 ·1) is written as
Therefore we find
(3·6) Similarly we obtain , (3·7) Using these results together with the definitions of at and at, we finally obtain
where ai is given by (3 · 3a).
The average of any function X of the gross variables in the non-equilibrium state ¢ (t) can be expressed in the second quantization representation as
where we have used the Dirac bra and ket notation to represent states. The normalization condition is then
The fact that the average value of (Jtai vanishes m I¢ (t)) is expressed as
This implies that ¢ (t) contains no single particle states. § 4. Non-equilibrium distribution function
Our strategy to obtain a non-equilibrium distribution function g ({a}, t) at time t is as follows. First we assume the knowledge of time variation of averages {c(s)} of the gross variables prior to the time t. We also assume that at some distant past, say at t 0 which may be taken to the infinite past, the system is in a local equilibrium state compatible with {c (t0)}. As time goes on the system evolves from its initial local equilibrium state at t 0 towards the true non-equilibrium state by the stochastic equation (2 · 2) or (2 · 6) which are valid at least well inside the system where surrounding heat reservoirs have no direct effects. We construct the solution g (t) of the stochastic equation in such a way that it depends only on the values of {c} at times very close to t. The macroscopic equation of motion becomes
Then we solve ( 4 ·1) with the boundary conditions specified by the surrounding heat reservoirs. If the initially assumed {c (s)} were correct, they must c;:oincide with the {c(s)} obtained by solving (4·1). In this way {c(s)} are determined self-consistently. The distribution function g (t) obtained in this manner is identified as the true non-equilibrium distribution function at the time t. Now, one may doubt the procedure outlined above because effects of the surrounding heat reservoirs do not enter the stochastic equation. Ho~ever, if one notes that the major role of the surrounding heat reservoirs is to specify the boundary. conditions on {c}, any other residual effects of the surrounding heat reservoirs will be confined to the immediate vicinity of the boundary and the non-equilibrium distribution function obtained here should correctly describe · fluctuations of the gross variables occurriqg well inside the system.
Let us now carry out the program-outlined above in the second quantization representation. First note that for a local equilibrium state whose distribution function is approximated to be Gaussian, ¢ (t) reduces to the Gaussian form g}~2 (t) which is denoted as ¢0 (t) implying a free vacuum state of Bose. particles described by {a'} and {a'}. We then expand H', (3 
Since ¢ 0 (t) changes with time only through {c(t)}, we obtain by (2·8) which is valid for g10 (t) as well, and also by (3 · 3a) and (3 · 2), 
We then find, noting ( 4 · 3), that
where Hence only the lowest order term of this expansion contributes to the J{0 term of · ( 4 · 2) . In this manner we find
where m1 1 (j, {c (t)}) is the average of m1 1 (j, {a}) in the state g10 (t). Therefore Since m1t (j, {c (t)}) is the rate of change of ci in a Gaussian local equilibrium state, the equation MZ 1 = 0 1s nothing but the so-called "bare" macroscopic equations of motion,**>
provided, of course, the ~atrix u (t) is non-singular, which we assume to be the case. However; the true macroscopic equation of motion that one observes in macroscopic measurements is not (4 ·17) but the fully renormalized one***> which r can be obtained from ( 4 ·1 ***l For instance, for the model adopted in I, (4·17) contains only the unrenormalized Onsager kinetic coefficients. For the TDGL model, (4·17) coincides with the result of the local equilibrium approximation which gives the wrong critical exponent, and the memory effects contained in the second term of (4·19) is crucial to obtain the correct critical exponent (K. Kawasaki, to be published). In our opinion (4·18) and (4·19) should contain the so-called turbulent viscosity provided that ¢(t) correctly describes the probability distribution of turbulent flow where (4·17) can be taken as the Navier-Stokes equation, although this is yet to be seen.
By means of (3 ·12), (3 ·13), ( 4 · 2), ( 4 ·15) and (3 ·1), this becomes
where the second term represents the renormalization contribution to m/.
We now proceed to the construction of cjJ (t), which can be related to cjJ (t0) ·at some distant past We now make one basic assumption here: We assume that at the distant past t 0 the distribution function g (t) was given by the Gaussian local equilibrium distribution function g zo (t0), hence cjJ Cto) = c/Jo Cto) (assumption).
(4 ·23)
Since g zo (t) has been constructed so that the first and second moments of at for gzo (t) coincide with those for g (t), the difference between gz (t0) and gzo (t0) will quickly disappear, and in this sense our assumption is practically equivalent to assuming the true local equilibrium state at the distant past t 0• Then, noting that from (4·4) we have
( 4 · 20) reduces to
where S (tt0) plays the role of an S-matrix which transforms the Gaussian local equilibrium distribution function at time t to the true non-equilibrium distribution 
J{1 being the submatrix with its ij-element given by Ji1 (ij), and JN its Hermitian conjugate. -The last term of ( 4 · 30) is meant to be a double column vector cons-isting of two identical column vectors also denoted as tu- 1 
(s) · c (s).
We shall follow similar convention hereafter. In order to obtain A• (ts) we go back to (3·8) which becomes in matrix notation,
At= CU (tt') A~'+ tu-1 (t) · [ c (t') -c (t)],
where CU (tt') is a composite matrix defined by
[ HU(tt') + Ut(t't)] CU(tt') = t[U(tt')-Ut(t't)] t[U(tt') -Ut(t't)]J t[U(tt') + Ut(t't)]
(4·32) (4· 33) with U(tt') defined by (3 · 5) . Differentiation with respect to t of the last term of ( 4 · 32) yields -tu-1 (t) : t (t) after setting t' = t. Similarly we have
In this way we obtain from (4·32)
At=JCtAt-tu-I(t) ·t(t) ..

Substituting this into ( 4 · 30) we finally obtain
_J_A'(ts)
In this way a/ (ts) and a/ (ts) contained in S (tt0) can be expressed as linear combinations. of {a/} and {a/}, and we are almost ready to obtain ¢ (t). However, we need certain properties of the propagator G (ts) entering ( 4 · 37) defined by (~·38) T being the transpose. For this purpose we consider the following commutation relation expressed in matrix notation: ' 
[A'•(ts1), A'•(tsg)] =GT(ts 1) ·E·G(ts 2),
Using these, we immediate,ly verify that gy vanishes identically ensuring the independence of (4 · 39) upon t. Thus, choosing t = s1> s2 in ( 4 · 39) and noting that G (tt) is an identity matrix, we obtain
GT(ts1) ·E-G(ts2) =E·G(s1s2). (t>s1>s2)
Decomposing this into submatrices, we finally find
where G~p denotes the transpose of Gap, not~ the a#-submatrix of GT. 
=1Jt1 exp {(t-s) ( -iWt+L/)} and [Gf2 (ts)]t•f*=IJt 1 exp{(t-s) (iWt-Lt 0 ) } .
Therefore, Gf2(ts) can be interpreted as the forward propagation of a mode from the past to the future whereas Gi1 (ts) is the backward propagation of a mode from the future to the past as shown in Fig. 1 where time is ordered from the right to the left. The relations ( 4 · 46) can then be easily understood: for instance, the left-hand side of ( 4 · 46a) describes the propagation of a mode from s2 to t and then from t back to s1, which is clearly equivalent to the propagation from s2 to s1 as shown on the right-hand side (see Fig. 2 ). When x (t) changes in time, G 11 and G22 are no longer independent but are connected through G12 and G 21 • Here we use doubly directed lines to represent Gap as shown in Fig. 3 . Then, similar interpretations as those given for (4 · 46) can be given for each of ( 4 · 45). Figure 4 illustrates such a diagrammatic a! interpretation for ( 4 · 45a). sides of (4·46a). propagator Gap(ts) shown in Fig. 3 with every remaining solid line.
Associate appropriate vertex factors like · MZt and J!n ( {i} {j}) appearing in ( 4 ·12) and ( 4 ·13) with every vertex. (5) Integrate over all s, over the domains which extend from t 0 to t but are restricted by the particular time ordering of the vertices.
The entire contribution to the n-th order term in S (tt0) is now obtained by summing the contributions obtained above over all the ind'ices i, j, etc. specifying modes which are divided by the· symmetry number of the diagram (see I), and then by collecting the contributions of all the topologically distinct unlabelled (i.e., without indices specifying modes and times) diagrams containing n vertic,es of the type described earlier. · As an example, we display below the contributions from the diagrams of the form shown in Fig. 9 where the two diagrams on the right are topologically identical,
The part of S (tt0) -which contributes to ¢ (t), ( 4 · 25) , is immediately obtained by discarding those terms in S (tt0) which contain at least one a. For example, in (5·2) only the last two terms remain, which is equivalent to discarding the first diagram on the left in Fig. 9 .
As in I, it is also possible to extend the Hubbard linked cluster theorem to the present more general situation. *l The result is that the operator S (tt0)
can be written as where SL (tt0) is the part of S (tt0) which arises from connected diagrams only. For example, in Fig. 9 only the two diagrams on the right reJ?ain in SL (tt0).
We now .turn to the renormalized macroscopic equation of motion ( 4 ·19) which we may rewrite using (4 ·16) as well as ( 4 ·12) and ( 4 ·13) as
The diagram for the parts of 3-{'tl ¢ (t)) which contribute to the right-hand side of (5 ·4) has the form shown in Fig. 11 where the dot stands for, 3-{'t. The hatched circle is a collection of connected diagrams of the kind described earlier which represent the renormalized macroscopic equations of motion. As in I the effects of contact with surrounding heat reservoirs only enter here as the boundary conditions in solving this macroscopic equations of motion. This generalizes the result of I that processes represented in R-1 (ts) exp+{ fds' 3{''' (ts')} l¢0 (t)) =exp+{ fds' 3C''' (ss')} l¢o(s)) = l¢(s)).
(5·7) Therefore (5 · 5) becomes exp+ { fds' 3{''' (ts')} R (ts) P,3C''I ¢ (s)). By making use of the relations (5 ·1) and the following:
(¢o(t)l = (¢o(s) IR-1 (ts), I ¢o(t)) =R(ts) I ¢o(s) ),
where we have used the fact that the choice of 3C.fo is immaterial m (5 ·10) as long as ( 4 · 7) is satisfied, we find P,(ts) lx) = (¢o(t) lx)l¢o(t)) + ~ (¢o(t) I a/lx)all¢o(t)) [Gu (ts) · l · G~(ts) ]1z•. 
(5·13)
Here the second term of (5 ·11) becomes E (<Po(t) la/lx)a/I<Po(t)). Therefore, there is no vacuum or single particle intermediate states also in the representation using at and at, which allows us to ignore diagrams of the type Fig. 11 all the time. Note, however, that this simple situation no longer exists when X changes in time.
In this manner we are again led to the following expression for ¢ (t):
I¢ (t)) = exp SL (tto) I <Po (t) ),
where SL (tt0) takes the general form Et ( {~}) = J da eiEJ<iaJg ({a}, t), (5 ·18) and, similarly defining E1o( {~}) for g10 (t), we obtain, by making use of (3·3b) and ¢0 (t) a ;'<Pot (t) = -a /87itt, the final expression for Et ( {~}) as follows: Here we have obtained an expression for the non-equilibrium distribution function of the gross variables where chara'cteristic function is expressed in the general form (5 ·19) where SL is a sort of "extensive" quantity. This suggests that the distribution function itself g ({a}, t) will take a general form exp [-fb ({a}, t)] where W ({a}, t) will again be an "extensive" quantity 6 l and 1s m some sense a non-equilibrium analogue ·of the thermodynamic potential for describing the probability distribution of fluctuations although we do not necessarily suppose that such close parallel should hold in every case.*' Thus in a subsequent publication we shall discuss the explicit form of (/) ({a}, t) and its properties.
