We describe a modification of the stochastic coupled cluster algorithm that allows the use of multiple reference determinants. By considering the secondary references as excitations of the primary reference and using them to change the acceptance criteria for selection and spawning, we obtain a simple form of stochastic multireference coupled cluster which preserves the appealing aspects of the single reference approach. The method is able to successfully describe strongly correlated molecular systems using low cluster truncation levels and therefore with lower memory costs and more favourable scaling than the comparably accurate single reference calculation.
I. INTRODUCTION
The study of strong correlation in electron systems has been an important theme in electronic structure theory in recent years, as it has been linked to a series of interesting properties such as high-temperature superconductivity. [1] Many ab initio studies have focused on molecular systems or simple model systems, such as the Hubbard model, [2] [3] [4] which exhibits strong correlation within a simple Hamiltonian. However, even at this level, typically high-accuracy methods like coupled cluster often fail to correctly capture the correlation. [5] This failure has been attributed to the decrease in quality of the Hartree-Fock wavefunction as an initial representation of the system, as the static correlation present often leads to near-degeneracies which cannot be captured by a single-determinant wavefunction.
Coupled cluster (CC) theory has become the most popular ab initio approach to electronic structure calculations, [6] as it provides good results for mediumsized weakly correlated systems, [7] while maintaining size-consistency and scaling polynomially with system size. [6, 7] However, for strongly correlated systems, it requires consideration of high level excitors in order to correctly estimate the correlation energy. [8] Since its computational and memory costs scale as O(N 2i+2 ), where i is the truncation level and N is the system size, this limits its use to very small systems.
One way to circumvent this issue and accurately treat strongly correlated systems has been to use multiple reference determinants. Today, the field of multireference coupled cluster is very broad, with numerous methods developed over the last forty years. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] While some of these have been successful in capturing the correlation energies of various test systems, [29] [30] [31] [32] [33] [34] they are plagued by various size-consistency and intruder-state issues, [17, [35] [36] [37] [38] [39] [40] as well as often requiring explicit solutions to complicated high-level coupled cluster equations, specific to the particular system considered. [21] In recent years, conventional quantum chemical techniques have been successfully combined with stochastic * ajwt3@cam.ac.uk wavefunction propagation methods to improve computational performance. A prime example of this is the Full Configuration Interaction Quantum Monte Carlo (FCIQMC) method. [41] While, like Full Configuration Interaction (FCI), FCIQMC scales exponentially with system size, it does so with a significantly lower prefactor. This has allowed the method, together with its initiator adaptation, [42] to be used to successfully treat a variety of systems. [43] [44] [45] A stochastic solution to the coupled cluster equations has also been implemented using Projector Monte Carlo. [46] This Coupled Cluster Monte Carlo (CCMC) method reproduces deterministic CC results to within stochastic error bars, but only needs to store a small fraction of the Hilbert space, leading to significantly lowered memory and computational costs. In this letter we describe an implementation of multireference coupled cluster (using a single-reference formalism similar to that of Oliphant and Adamowicz [21] ) within the stochastic paradigm. In the following section we give an overview of the CCMC method and in the third section we describe our implementation for multireference Coupled Cluster Monte Carlo (mr-CCMC). The fourth section then presents a series of results obtained using this method on known strongly correlated molecular systems.
II. STOCHASTIC COUPLED CLUSTER
In deterministic CC, the wavefunction is represented by the exponential ansatz ψ CC = eT |D 0 , where |D 0 is a reference wavefunction (usually the Hartree-Fock wavefunction),T = i t iâi andâ i are excitors -combinations of creation and annihilation operators. This is equivalent to the FCI wavefunction if all possible excitors are included. In truncated CC,T is limited to only excitors of up to a certain excitation level. In order to obtain t i , the Schrödinger equation is projected onto each of the determinants |D i (including the reference), forming a series of coupled cluster equations to be solved:
where E is the energy of ψ CC . The number and complexity of these equations increases with the highest excitaarXiv:1812.01898v1 [physics.chem-ph] 5 Dec 2018 tion level considered.
These equations are equivalent to
, this can be approximately recast in an iterative form as [47] 
It is possible to obtain the solutions to these equations from the population dynamics of a set of 'excips' moving across the Hilbert space. This is done by stochastically sampling the action of the Hamiltonian on an initial population distribution by two processes: spawning of an excip from |D i onto another |D j coupled to it by the action of the Hamiltonian (with probability proportional to D j |Ĥ|D i ) and death of excips on |D i (with probability proportional to D i |Ĥ − S|D i ). The 'shift' S replaces the parameter E in the stochastic coupled cluster equations. Finally, pairs of excips of opposite signs on the same excitor annihilate each other, which helps ensure that the algorithm converges on the correct nodal structure. [41] In order to improve computational performance and stability, a series of modifications to this algorithm have been made, such as the deterministic treatment of the reference and non-composite excitors [48] , the use of a similarity transformed Hamiltonian in the linked CCMC formalism [49] and the development of efficient excitation generators. [50, 51] From a CCMC calculation, we have two estimators for the correlation energy of |ψ CCMC : 1. The instantaneous projected energy
The 'shift' S, which is expected to converge to the correlation energy once the calculation has reached a stable excip population.
III. MULTIREFERENCE STOCHASTIC COUPLED CLUSTER
Multireference methods are justified by the desire to include important highly-excited determinants in the wavefunction expansion (e.g. determinants roughly corresponding to a bond being broken in stretched molecules). These are only included in the single reference CC (sr-CC) algorithm at high truncation levels. Their inclusion causes a significant improvement in the energy estimate (see Figure 2 ), but also requires an increased computational cost. However, by considering such determinants as additional references for our calculation, they can be included without increasing the truncation level.
Let us consider a stochastic coupled cluster calculation with truncation level m. Currently, the single reference algorithm selects clusters if they correspond to an excitation of up to order m + 2 of the reference and allows spawning onto those that correspond to excitations up to order m. We introduce a second reference in this model by allowing spawning and selection to occur in an expanded space, of size determined by this second reference. However, the clusters will still be described exclusively by their effect on the primary reference, so we will not need to consider propagation differently for the two references. For example, in a system where the second reference considered is an excitation of order n of the primary reference, we allow clusters to be selected if they correspond to excitations up to order n + m + 2 of the primary reference. For high separations between references, this requires sampling a significantly larger space than the single reference equivalent, but due to recent improvements to the selection algorithm, [52] this can be done relatively efficiently. Spawning is then only allowed onto excitors within m excitations of either the first or the second reference (see Figure 1 for an example). This is equivalent to an exponential ansatz of the form
T i are i-th order excitors of the first reference,T j are j-th order excitors of the second reference andâ is the excitor that generates the second reference from the first. In using such an ansatz, care needs to be taken if there are states that can be reached from both references, as there will be two excitor coefficients contributing to the same state. In our stochastic approach, we only consider each excited determinant once, regardless of which references it can be reached from, so these complications are trivially avoided.
This algorithm effectively allows consideration of a second reference while maintaining the relative simplicity of the sr-CCMC approach. It is worth noting that, as a multireference calculation explores the set of determinants within m excitations of the two references , there is an approximately twofold increase in the proportion of the Hilbert space that must be stored (ignoring potential overlap of the two sets of determinants) compared to the corresponding single-reference calculation, truncated at excitation level m. However, in large basis sets, this is insignificant relative to the increase in memory costs associated with increasing the truncation level to m + n in order to include the same determinants in a single-reference calculation. The computational cost is currently quite high, but could be lowered proportionally by the implementation of a selection scheme tailored to multireference calculations. Finally, if lower truncation levels can be used to obtain results of the same accuracy, the scaling with system size is also reduced polynomially.
IV. RESULTS
First we look at a simple 4-electron system -H 4 in a square geometry, [5] with the atoms 1Å apart. The symmetry of the system and the fact that each of the H-H distances is larger than an equilibrium H 2 bond length introduces significant electron correlation to the system, so we expect it to have some multireference character. In a minimal STO-3G basis [53] , this system only has 10 Slater determinants in its Hilbert space, so we can easily obtain the FCI energy. In this case, both CCSDTQ and mr-CCSD, where the second reference is chosen to be the highest excited determinant in the system, explore the entire Hilbert space, so we expect very good agreement of both methods with FCI. Therefore this system is a good test that the behaviour of our algorithm is as expected. We can see from Table I that there is indeed a good agreement between the FCI result, CCSDTQ and mr-CCSD projected energies, with differences of less than 0.1 milliHartrees, well within chemical accuracy. The next system of interest is N 2 , which is known to be difficult to accurately describe by single reference methods at stretched geometries, due to correlation effects caused by the dissociation of the triple bond. [8, 54] Going from the equilibrium bond length (2.118a 0 ) to 3.6a 0 , the convergence of the coupled cluster energy with truncation level becomes significantly poorer (Figure 2 ), requiring costly, high-truncation level calculations to converge on the FCI result. We apply our multireference method to this system, using a sixth order excitation of the Hartree-Fock determinant as our second reference. This corresponds to exciting six electrons from bonding σ and π orbitals to anti-bonding ones. We expect that this determinant is crucial in describing the bond breaking that occurs as the nitrogen molecule is stretched and therefore a good candidate for a second reference. 
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FIG. 2:
The difference between the coupled cluster and the FCI energy for different CC truncation levels for N 2 in a minimal basis (top) and in a Dunning cc-pVDZ basis(bottom) with frozen core electrons. For the larger basis set, the shift was used as a correlation energy estimator rather than the projected energy, due to difficulties collecting statistics on the latter. While in the single-reference case high truncation levels are needed to obtain sub-milliHartree accuracy, mr-CCSDT is sufficient to achieve this.
The numerical results of single-and multireference calculations on stretched nitrogen are given in the Supplementary Information. For reference, Hartree-Fock energies are also given. In a STO-3G basis, mr-CCMC provides a significant improvement to our energy estimates, making CCSDT sufficient to get within chemical accuracy (1.6 × 10 −3 Hartree) of the calculated FCI energy (Figure 2) . A similar improvement can also be observed when treating the molecule in a larger Dunning cc-pVDZ basis set [55] with frozen core electrons (Figure 2 ), confirming that the faster convergence is not simply a consequence of the multireference space effectively covering a high proportion of the relatively small STO-3G Hilbert space. Figure 3 shows the proportion of the Hilbert space populated after the plateau has been reached for single and multireference calculations. mr-CCMC produces more accurate results at a reduced memory cost relative to conventional CCMC. Also, if CCSDT can be used to obtain results of similar accuracy to CCSDTQ5, this would reduce the scaling with system size by a factor of N 4 (N 10 000 100 000 1 000 000 10 000 000 Number of occupied states
FIG. 3:
Convergence of CCMC energy versus the proportion of the total Hilbert Space that is populated after the plateau has been reached in Dunning cc-pVDZ stretched N 2 , with frozen core electrons. The points correspond to successive truncation levels, starting at CCSD. It can be seen that mr-CCMC achieves higher accuracy results with only a fraction of the memory requirements of high-level single-reference calculations. [8] are given as the CCMC calculations are unstable, and r = 1.8a 0 where a deterministic CC calculation was performed. FCI results are from [8] , except for at r = 1.8a 0 , where an FCIQMC calculation was performed.
values [8] than CCSD or CCSDT.
Finally, we look at the azide anion in order to assess the effect of using a second reference in systems with larger numbers of electrons. We have found that both in the equilibrium geometry (r NN = 1.16 Å) [56] and when the molecule is symmetrically stretched while maintaining the linear geometry (r NN = 2.0 Å), high truncation levels are required for the CCMC energy to converge to within 1 mHartree. For the multireference calculations, a quadruple excitation was used as the second reference, corresponding to the excitation of electrons in the π bonds. As can be seen in Figure 5 , once again mr-CCMC provides a significant improvement to the energy estimate, even if CCSDT is not sufficient to reach chemical accuracy in the stretched case.
The poorer convergence for mr-CCMC in this example suggests that the choice of secondary reference may have a significant effect on the quality of the results. This is as expected, following from the notion that references should be highly weighted determinants in the expansion of the true ground state wavefunction. In the case of N 2 we were aware of such a determinant, but for N we have at least two reasonable choices of secondary reference, one of which is the fourth order excitation used. However, given that the fourth order excitation is already significant in the equilibrium geometry, it is likely that upon stretching the bonds, more highly excited determinants (perhaps the one corresponding to the simultaneous excitation of both σ and π electrons, as for N 2 ) become highly weighted in the ground state wavefunction and would therefore serve as better secondary references. The improvement from mr-CCSDT to mr-CCSDTQ may be further indication that an 8-fold excitation is important, as it can only be populated at this truncation level.
V. CONCLUSIONS
We have successfully implemented a simple multireference technique within the framework of stochastic coupled cluster. The method shows a systematic improvement over single-reference CCMC, giving high-accuracy energy estimates in known strongly correlated systems. The memory requirements are expected to scale roughly linearly with the number of references used. This scaling is significantly better than the one expected with increasing the truncation level in a large Hilbert space, making the technique likely useful for the treatment of more complicated systems, with multiple highly weighted determinants in the true ground state.
The extent to which the use of multiple references improves the correlation energy is system dependent, which may be at least partly due to the different quality of the secondary references. Therefore, a systematic way of selecting the best secondary reference, especially in systems where chemical intuition is lacking, is of further interest. Also, computation times could be significantly improved by restricting the initial selection space to include only the excitors from which spawning would be viable, as this space is generally significantly smaller than the one currently explored. With these refinements, we expect that this simple implementation of a stochastic multireference coupled cluster method could provide reliably accurate energies for a wide range of strongly correlated systems. UF160398. All are grateful for support under ARCHER Leadership Project grant e507.
Molecular orbital integrals were generated using PySCF [57] , Psi4 [58] and Q-Chem [59] . Stochastic postHartree Fock and some FCI calculations were performed using a development version of HANDE. [60] Deterministic CC calculations for N 2 at 1.8a 0 were performed in MRCC [61] 
