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CHAPTER 1 
 
Introduction 
 
1.1 Interstellar medium 
 
Basically, direct ways of interstellar investigation are limited by our solar system.  Some 
attempts to analyze the surfaces of Mars, Venus, and Moon were undertaken and others are still 
in progress [1]. However, the most powerful methods of investigation are given by spectroscopic 
measurements of space. To understand processes going on in the interstellar medium, one should 
think about a physical model of the evolution of the universe and model possible chemical 
reactions occurring in space. Knowledge of these models allows experiments on specific 
molecules of interest to be designed. A comparison of spectroscopic data from space and 
laboratories give insight into which molecules can exist in the interstellar medium. Obtained data 
are used to make cosmological models more exact [2]. 
According to  modern cosmology theory the observed universe  appeared 13.73 billions 
years ago from the beginning „singular“ state with a temperature about 1032 K (Planck 
temperature) and a density of approximately 1096  ·  (Planck density) and from that time 
the universe  permanently expanded and cooled down [3]. The early universe was uniform and 
isotropic with the unusual energy density, temperature and pressure.  As a result of expansion 
and cooling, the universe passed through several phase transitions. Approximately 380 000 years 
after the Big Bang, the universe consisted mainly of two particles, helium and hydrogen. These 
two elements are still the most abundant elements in the interstellar medium  (Figure 1.1.I) [1]. 
All particles heavier than helium are produced in stars which can be named the factories of 
material. 
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Figure 1.1.I. Relative abundances of elements in ISM.  
 
 
Interstellar gas and stars coexist in a dynamical equilibrium. Stars condense from a 
rotating collapsing cloud of dust and gas with a density of about 104 atoms or molecules per cm3 
and a temperature of 10–50 K. The elements heavier than helium were formed in the stars of 
previous generations. The collapse of a cloud is initiated perhaps by a shock wave emanating 
from a nearby supernova explosion. The original mass of a cloud must be thousands of solar 
masses to exceed the Jeans mass. The condensation of gas into a star is accompanied by a 
considerable temperature increase and continues until the balance between the gravitational 
attraction and the hot gas pressure is reached. All our information about the physical properties 
of stars comes more or less directly from studies of the stellar spectral signatures. Stellar 
classification is based on spectral characteristics and  physically, the classes indicate the 
temperature of the star's atmosphere   [4-5] . In Figure 1.1.II the Harvard classification system is 
depicted with decreasing temperature towards the left.  
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Figure 1.1.II. Illustration to the stellar classification system. 
There are additional notations where Q is for novae, P for planetary nebulae and W for 
Wolf-Rayet stars. The class C consists of the earlier types R and N. The spectral classes C and S 
differ with respect to surface chemical  composition  and  represent  parallel branches to types 
G–M. The recent additions are spectral classes L and T, representing brown dwarfs and 
continuing the sequence beyond M. Spectral classes are divided into subclasses denoted by the 
numbers 0 . . . 9. The characteristics of stars depend on the classes presented: 
 
Class O - Blue stars, with surface temperatures in the range of 20 000–35 000 K. 
Spectrum contains lines from multiply ionized atoms, e.g. HeII, CIII, NIII, OIII, SiV. HeI 
visible, HI lines weak. 
 
Class B - Blue-white stars, surface temperature is about 15 000 K. HeI (403 nm) lines are 
strongest at B2, then get weaker and have disappeared at type B9. The K line of CaII 
becomes visible at type B3. HI lines getting stronger. OII, SiII and MgII lines are visible. 
 
Class A - White stars, surface temperature is about 9000 K. The HI lines are very strong 
at A0 and dominate the whole spectrum, then get weaker. H and K lines of CaII are 
getting stronger. Neutral metal lines begin to appear. 
 
Class F - Yellow-white stars, surface temperature is about 7000 K. HI lines are getting 
weaker, H and K of CaII getting stronger. Spectrum contains many metal lines, e. g. FeI, 
FeII, CrII, TiII. 
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Class G - Yellow stars (Sun), surface temperature is about 5500 K. The HI lines are 
weak, H and K lines are very strong. Metal lines are getting stronger.  
 
Class K - Orange-yellow stars, surface temperature is about 4000 K. Spectrum dominated 
by metal lines. HI lines are insignificant. CaI 422.7 nm is clearly visible.  
 
Class M - Red stars, surface temperature is about 3000 K. TiO bands are getting stronger. 
CaI 422.7 nm band is very strong. There are many neutral metal lines.  
 
Class L - Brown (dark red) stars, surface temperature is about 2000 K. The TiO and VO 
bands disappear for early L class. Spectrum contains very strong and broad lines of NaI 
and KI. 
 
Class T - Brown dwarfs, surface temperature is about 1000 K. Spectrum contains very 
strong molecular absorption bands of CH4 and H2O. 
 
Class C - Carbon stars, previously R and N. Very red stars, surface temperature is about 
3000 K. There are strong molecular bands, e. g. C2, CN and CH.   TiO bands do not exist. 
Line spectrum is similar to the types K and M. 
 
Class S - Surface temperature is about 3000 K. There are very clear ZrO bands. Also 
other molecular bands, e. g. YO, LaO and TiO can be present. 
 
Some stars have spectra which are not the same as their spectral basis differing in 
temperature and luminosity. These stars are called peculiar. 
 
In 1867 Wolf - Rayet stars were discovered by C. Wolf and G. Rayet. The surface of these 
stars is very hot and many of them are members of binary star systems.  
 
There are additional classifications for the O and B stars which have weak emission 
component of the hydrogen absorption lines either at the line centre or in its wings.  These stars 
are called Be and shell stars. The emission lines are formed in a rotationally flattened gas shell 
around the star. The shell and Be stars spectra present irregular variations which is related to 
structural changes in their shell. 
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PCygni star spectra have the strongest emission lines with one or more sharp absorption 
lines on the short wavelength side of the emission line.  
 
The peculiar A stars or Ap stars are usually strongly magnetic stars with lines split into 
several components due to the Zeeman effect.  
 
 Am star (m=metallic) spectra contain anomalous element abundances.  The lines of rare 
earth metals and the heaviest elements are strong in their spectra and lines of calcium and 
scandium are weak. 
Barium stars spectra contain strong lines of barium, strontium, rare earths and some 
carbon compounds.  
 
In 1904 some untypical absorption lines were observed in the spectra of certain binary 
stars which were not Doppler shifted by the motion of the stars by Johannes Hartmann.  It was 
supposed that these absorption lines were formed in gas clouds in the space between the Earth 
and stars. Generally, interstellar medium (ISM) contains gas and dust in the form of both 
individual clouds and of a diffuse medium. Interstellar space typically contains about one gas 
atom per cubic centimetre and 100 dust particles per cubic kilometre. The main properties of 
interstellar gas and dust are shown in Table 1.1.I [1]. 
Property Gas Dust 
Mass fraction 10% 0.1% 
Composition H I, H II, H2 (70%) 
He (28%) 
C, N, O, Ne, Na, 
Mg, Al, Si, S, ... (2%) 
Solid particles 
d ≈ 0.1–1 µm 
H2O (ice), silicates, 
graphite + impurities 
Particle density 1  cm-3 10−13 cm-3 = 100 km-3 
Mass density 10−21 kgm-3 10−23 kg/m-3 
Temperature 100 K (H I), 104 K (H II) 
50 K (H2) 
10–20 K 
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Method of study Absorption lines in stellar 
spectra. 
Optical: 
Ca I, Ca II, Na I 
KI, Ti II, Fe I 
CN, CH, CH+ 
Ultraviolet: 
H2, CO, HD 
Radio lines: 
hydrogen 21 cm 
emission and absorption; 
H II, He II, C II 
recombination lines; 
molecular emission and 
absorption lines 
OH, H2CO, NH3, H2O, 
CO, H2C2HCN, C2H5OH 
Absorption and scattering 
of starlight. 
Interstellar reddening 
Interstellar polarization 
Thermal infrared 
emission 
 
Table 1.1.I. Main properties of interstellar gas and dust. 
 
Almost 30 years had passed when the first interstellar molecules were discovered by their 
molecular absorption lines which were found in the spectra of some stars. Three simple diatomic 
molecules were detected: methylidyne CH, cation CH+ and cyanogen CN. The molecular 
hydrogen H2 and carbon monoxide were discovered in the early 1970s by radio observations. 
Some discovered ISM molecules with the years and methods of discovery are illustrated in Table 
1.1.II. 
Molecule Name Year of discovery 
 
Discovered in the optical and ultraviolet region: 
 
CH methylidyne 1937 
CH+ methylidyne ion 1937 
CN cyanogen 1938 
H2 hydrogen molecule 1970 
CO carbon monoxide 1971 
 
Discovered in the radio region: 
 
OH hydroxyl radical 1963 
CO carbon monoxide 1970 
CS carbon monosulfide 1971 
SiO silicon monoxide 1971 
SO sulfur monoxide 1973 
H2O water 1969 
HCN hydrogen cyanide 1970 
NH3 ammonia 1968 
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H2CO formaldehyde 1969 
HCOOH formic acid 1975 
HCCNC isocyanoacetylene 1991 
C2H4O vinyl alcohol 2001 
H2CCCC cumulene carbene 1991 
(CH3)2O dimethyl ether 1974 
HC11N cyanopentacetylene 1981 
Table 1.1.II. Some molecules observed in the interstellar medium. 
 
1.2  Diffuse interstellar bands 
 
In spite of the fact that significant progress in interstellar chemistry was achieved and 
many interstellar molecules were discovered, a new spectroscopic problem appeared early in the 
20
th 
century which is still not solved [6-7]. Along with the identified atomic and molecular 
electronic absorptions since then, more than 300 of such bands, whose origin remains unclear, 
were discovered which are called the Diffuse Interstellar Bands (DIBs). These bands are broad 
compared to sharp lines arising from atomic and diatomic species in space (Figure 1.2.I)  [8-10]. 
 
Figure 1.2.I. The Diffuse Interstellar Bands [11].   
A large number of the molecular carriers were suggested, such as CO2, O–, C–, H–, CH4+ 
but all of them were disproven after careful laboratory studies. The problem is that DIBs central 
wavelengths do not correspond to any known spectral lines of any ion or molecule, and thus the 
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material, which is responsible for the absorption features, still needs to be found. There are a lot 
of theories which try to explain the DIB problem but the question of determining the nature of 
the absorbing material (the ‘carrier’ or ‘carriers’) is still open. 
Two main features appear from the DIB study thus far. The strengths of most DIBs are 
not correlated with each other. Thus, it is believed that there are many carriers which are 
responsible for all DIBs instead of one. There are many spectroscopic results which show the 
strong correlation of DIBs and the interstellar extinction curve  [8, 12] and it is supposed that 
DIBs can be somehow related to the interstellar dust. Generally, there are four trends in the 
carriers search. One trend  is related to solid particles and interstellar dust as solid oxygen O2 
[13-14], defects in dust grains [15], impurity centres in grains [16], metallic ions in oxide grains 
[17], etc. Since carbon containing molecules are abundant in the ISM , Douglas proposed that 
carbon chains could be potential carriers of DIBs [18] . G. F. Mitchell, et al.[19] , J. Fulara, et 
al.[20] and P. Freivogel, et al. [21] extended this idea to the whole class of linear, unsaturated 
hydrocarbons. Polycyclic aromatic hydrocarbons [22-23] and fullerenes [24-25] are among the 
most promising candidates due to their bands’ structures and positions. In 1971 Herzberg 
proposed a model that pre-dissociative transitions of the certain molecules can satisfy all DIB 
features [26] . Sorokin et al. [27]  developed a non-linear theory, where inter-Rydberg transitions 
in gas-phase molecular hydrogen would cause DIBs. The UV photon to initiate this process is 
absorbed from the surrounding region of the hot stars. This is an elegant theory especially taking 
into account the abundance of molecular hydrogen in interstellar space. Over 187 DIBs are 
claimed to be assigned using this theory [23, 28]. However, their work was criticized by T.Snow 
[29]. 
Spectroscopy of molecular ions can be performed in many ways, either by trapping mass 
selected species in low temperature matrices or in the gas-phase including methods such as laser 
induced fluorescence (LIF) [30], cavity ring-down spectroscopy (CRDS) [31] and resonance 
enhanced multiphoton fragmentation techniques [32]. By coupling some of the gas-phase 
experimental techniques with pulsed supersonic jets, rotationally cold spectra are recorded in 
which fewer numbers of rotational states are populated than at room temperature. Another way 
to make a cold ensemble of ions is to confine them within an ion trap and collisionally cool them 
with cryogenic helium. By using action spectroscopy for means of detection, “cold” spectra are 
obtained. Within the present work, the latter is used with resonance two-color 
photofragmentation (R2CPF) [33-35] or multiphoton dissociation techniques to record the 
electronic transitions of positive species of astrophysical relevance. 
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CHAPTER 2 
 
Theory of Linear RF Traps 
 
The components used in the present experimental setup are: 22-pole ion trap, two 
quadrupoles and hexapole, so called linear radio-frequency (rf) devices.  In 1989 W. Paul [36] 
from the University of Bonn and H. Dehmelt [37] from the University of Washington were 
awarded the Nobel Prize in physics [38]. They were awarded "for the development of the ion 
trap technique.., which has made it possible to study a single electron or single ion with extreme 
precision". A popular introduction of their contributions is given elsewhere [39-41]. The award 
has brought recognition of the ion trap technique  which  started to be widely used since the 
advent of the commercial version of the ion trap as a mass spectrometer in 1983 [42]. The most 
popular schemes were introduced by Paul and Steinwedel in 1953 [36].  Ideally, the surfaces of 
electrodes are hyperboloids. In reality, more simple shapes are often used, resulting in small 
deviations from a pure quadrupole potential. The technique used is related to the Paul trap 
because it uses inhomogeneous rf-fields. However, field structures are more complicated and 
have quite different features [43-44]. These traps have a field free region much wider than 
conventional Paul traps and are thus well-suited for general low-temperature applications [44]. 
The 22-pole ion trap based on the design of Gerlich becomes a standard tool for the 
spectroscopic and reaction characterization of cold ions [33, 45-51]. 
 
2.1  Adiabatic approximation and effective potential 
 
The standard equation of motion of a charge particle q and mass m moving in external 
electromagnetic field  	,  and 
	,  is: 
  	,  
   	,                         (2.1.1) 
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Consider the magnetic field free problem, i.e. 
	,   0. Following the previous work 
of Gerlich [44], the electric field is composed of a static field  and a time dependant part 
	  where 	 is the field amplitude. Motion is then described by the differential 
equation 
                                     		Ω 
 	                 (2.1.2) 
Assume the smooth field variation as a function of the coordinate r, and the frequency is 
high enough to keep the amplitude a(t) small. Thus the solution vector r can be presented in 
superimposed form; a smooth drift term is Ro(t) and rapidly oscillating motion is R1(t). 
         	  	 
 	     (2.1.3) 
with 
                                            	  		Ω     (2.1.4) 
presuming slow spatial variation of 	  and expand the expression    
by argument and keep only the first two terms in the expansion 
	  		Ω   	  	 	 cos	Ω 
..  (2.1.5) 
and the slow time variation of a and Ro which  leads to two inequalities     and    
from which the following equation can be  obtained 
                                                   Ω      (2.1.6) 
Define time-independent part as potential V*  
            	  Ω  
 Φ      (2.1.7) 
With this definition the equation of motion describing the smooth trajectory is 
                    		.               (2.1.8) 
The slowly varying amplitude of the superimposed sinusoidal oscillation is then 
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                                             	   

Ω cos 	Ω.               (2.1.9) 
 
2.1.1 Laplace equation for electrostatics 
 
Both fields Es and Eo are derived from the potentials Φ and Φ, respectively. Because of 
the superposition principle  Φ  Φ  Φ and the problem is therefore reduced to the solution of 
the Laplace equation under the inclusion of an appropriate boundary condition and space charge 
	 is  
                                         ΔΦ	$, %, &  4()	$, %, &    (2.1.1.1) 
In a space-charge-free limit the Laplace equation is 
             ΔΦ	$, %, &  0     (2.1.1.2) 
Boundary conditions are imposed by the geometrical structure of a manifold of 
electrodes, which are assumed to be equipotential surfaces and by the static and rf-voltages 
applied to each.  
Functions which satisfy the Laplace equation may be found by applying the theory of 
complex variables. If the complex variable z=x+iy is raised to an integral power n, then the 
result can be expressed as the sum of two functions, a real  , ! and imaginary " , ! part.  
                   
	$ 
 +%  ,	$, % 
 + 	$, %   (2.1.1.3) 
The integer n defines the order of the multiple fields. From complex variable theory, zn  is 
known to be analytic so the Cauchy-Riemann equations are applicable : 
                                 ,  , ,

 ,


                         (2.1.1.4) 
The sum of the partial derivative of the first of these equations with respect to x and the 
partial derivative of the second of these equations with respect to y gives 
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,
  ,  0                               (2.1.1.5) 
Thus, the function U	x, y satisfies the Laplace equation. 
The equipotential conductor surfaces are constructed so that they fall on the locus of 
points in the (x,y) plan defined by U	x, y  &constant. The separation between opposite 
electrodes is chosen to be 2ro to ensure that, for the case of the quadrupole, the standard 
quadrupole geometry is reproduced.  Geometrically, adjacent conductors are arbitrary chosen to 
have applied potentials of Φ
 


 and Φ
  


, where Φ  is allowed to vary with the time 
[52].  
In spherical coordinates  
    Φ	, -     cos 	nφ.                               (2.1.1.6) 
Electric fields are gradient by definition and the corresponding potentials are 
                    ,      Φ,    Φ and    (2.1.1.7) 
               0   	cos 	0-, sin 	0-.   (2.1.1.8) 
In Cartesian coordinates 
             ,    0   	cos 		0  1-, sin 		0  1-,  (2.1.1.9) 
where                                             ̂  .                                         (2.1.1.10) 
In general, equations of motion of an ion can be written as: 
                           ̂  4	̂ cos	0  1- , sin	0  1-  0     (2.1.1.11) 
where                              4	     cos 	5                             (2.1.1.12) 
and 
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                                                  Φ	  ,   cos 	5.                               (2.1.1.13) 
The module of the electric field has only radial part 
                                                         ||   0̂ .                                                (2.1.1.14) 
Substitute Eq. (2.1.1.14) in Eq. (2.1.1.7)  and the effective potential for multipole is obtained 
                                       	     ̂ 
   ̂	0-.                (2.1.1.15) 
Figure 2.1.1.I depicts an effective potential Eq.  (2.1.1.15) with U0 equal to zero depending on 
different multipole traps  
  
 
 
quadrupole
octupole 22pole
0 1
r/ro
Φ/2
 
Figure 2.1.1.I. An effective potential dependence on multipole traps. The field free region for a 
22 pole is larger than that for a quadrupole. 
 
2.1.2 Safe operating conditions 
 
Except for a quadrupole there is no diagram of stability for multipole fields n>2 [53]. 
Related attempts to characterize the complete family of multipoles with n>2 were unsuccessful 
[52, 54-56]. There is only an adiabatic way of characterization the family of multipoles [44]. 
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The requirement of adiabatic approximation is that over the full distance of the oscillation, that 
is, over 2a, the change of the field should be much smaller than the field itself 
                                                 
|2	| 8 ||.                                (2.1.2.1) 
Using this relation the characteristic parameter 9 is defined as  
                                         	
|
|Ω                                  (2.1.2.2) 
Because the vector Eo has only a radial component for ideal multipoles, see Eq. (2.1.1.14) one 
obtains final equation for the adiabatic parameter 
                                            9  20	0  1 Ω   1/2.                      (2.1.2.3) 
For safe operating conditions according to Gerlich [44],  the adiabatic parameter is required to be    
                                                  9	   0.8 8 0.3.                                         (2.1.2.4) 
 
2.1.3 Space-charge limit in adiabatic approximation 
 
The model of ion trapping in an adiabatic pseudopotential well is somewhat artificial in 
that the potential does not actually exist until an ion is held in a stable trajectory within an ion 
trap. Estimation can be done using the fact that adiabatic potential is balanced by a repulsive 
effective potential.  For simplification, the direct current (dc) potential is assumed to be zero. 
The Gauss law Eq. (2.1.3.1) gives the possibility to estimate the coulombic repulsive field Eq. 
(2.1.3.2) in a trap [41]. 
                                                Φ
 !  = >?  4(@                                   (2.1.3.1) 
                                                       2(0"A                                         (2.1.3.2) 
This coulombic repulsive field is balanced by a repulsive effective potential of a trap (2.2.15) 
[41].  Thus, the density of ions in a trap can be estimated by following formula 
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                                            0"  	0  10  .                               (2.1.3.3) 
The dependence of the trap capacity of a multipole is depicted in Figure 2.1.3.I. As it can 
be seen with the same dimensions the trap capacity of a 22-pole trap is more than 100 times the 
capacity of the linear quadrupole.  
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Figure 2.1.3.I Dependence of the trap capacity on multipoles. 
 
The estimated number of ions which can be trapped in a 22-pole trap when the apparatus is 
operated under usual conditions is ca. 108 ions due to space-charge limit. 
 
2.2 Oscillating quadrupole field 
 
 
The potential for a quadrupole is given [36] 
                                          -	$, %   	$  %   and                                   (2.2.1) 
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the equations of motion in Cartesian representation can be obtained simply substituting Eq. 
(2.2.1) in Eq. (2.1.1.11):  
                                B #

#$ 
  	, 
   cos	5$  0 ##$   	, 
   cos	5%  0
C                          (2.2.2)           
 
 
.  
 
Figure 2.2.I Hyperbolic electrode structures required to generate the quadrupolar field. The 
equipotential field lines for such a configuration are shown in the inset. 
 
 
For the confinement of ions in a beam, the electric field must be an axiperiodic 
quadrupole  which, ideally, is created  by four  long vanes  with  surfaces  conforming to 
      and       for the two sets. The geometry of such a set of vanes is shown 
in Figure 2.2.I.  In practice however, hyperbolic rod surfaces are not easily manufactured and so 
purely cylindrical rods are used instead. The difficulty of machining an ideal vane structure has 
led to most such structures being formed from rods. Studies have shown that the closest 
approximation to a quadrupole field with such a structure is achieved when the rod diameter is 
1.148 times the separation of opposite rods [57]. However, it should be noted that the effective ro 
to calculate the q from a voltage amplitude V between the rods is no longer exactly the actual 
distance of the inner surfaces of the rods from the centre. 
Performing a change of variables by defining two dimensionless quantities 
                                                %                                         (2.2.2)                      %                                          (2.2.3)       
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and expressing time in terms of a dimensionless quantity ζ  

, the equation now takes the form  
                                             
#%
#& 
 %  2%	2DE  0                           (2.2.4)           
where u is either the x or y coordinate. Equation (2.2.4) is known as the Mathieu equation as 
expressed in its canonical form [58]. The stable solutions, i.e. solutions for which the particle 
trajectory remains bounded (trapped), can be expressed in terms of the two, independent 
“Floquet solutions:” 
                                                     E  A'(F	G                                              (2.2.5)           
                                                    E  A'(F	G                                             (2.2.6)           
where 	
 and 	
  	
 are periodic functions of  ξ with the same period as the 
coefficient in the Mathieu equation. This means that the Mathieu equation contains the term 
cos(2ξ) and φi is of period pi. For bound solutions of the Mathieu equation, µ=α+iβ must be 
purely imaginary, i.e. α=0. The  Fourier expansion of φ1 and φ2 gives the most general 
(bounded) solution of the Mathieu equation in the form [59]                                 E  H ∑ JA")*
( 
  ∑ JA")*
(∞+∞∞+∞          (2.2.7)      
where A and B are integration constants which depend on the initial conditions, and C2n are 
Fourier coefficients in the expansion of φi. Using Euler’s Theorem, the expression can be written  
in an alternative way 
                      E  H′ ∑ J	20 
 KG 
 ′∞+∞ ∑ J+0	20 
 KG∞+∞  (2.2.8)          
where A´= A+B and B’ = A-B.  Inspection of Equation (2.2.8) gives the lowest frequency 
motion, that for which n = 0, is given by 
  
, where the next-highest frequency motion is 
at 
  
. To determine the characteristic frequency , Equation (2.2.8) is substituted into the 
Mathieu equation (2.2.4 ) which gives   
        
∑ 	JL  	20 
 KM  J  J)L	20 
 KGM  0∞+∞   (2.2.9)           
By defining    	

  , Eq. (2.2.9) can be rewritten as                                              NJ 
 J 
 J)  0                                  (2.2.10)           
and for  n=0  
                                               NJ  ,* J  J 
 J.                                  (2.2.11)           
From Eq. (2.2.10) can be obtained  
                                                 N  -)--                                             (2.2.12)          
After rewriting, the continued fraction can be concluded: 
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

 
 


…
                                    (2.2.13)           
and similarly,  
                                      


 
 



…
                                (2.2.14)           
By substituting these formulae back into Eq. (2.2.10) and expressing D2n, the solution for  β of 
the desired order can be obtained. The lowest order is 
                                                   K  O 
                                                        (2.2.15)           
If the static potential is zero so that a =0, then     

√
 and lowest-frequency is 
  √


.  The 
next-highest order in q for  is  
                                        
 








                                     (2.2.16)           
Ion motion in the exact treatment has the frequency components at 	2  
/2. The 
lowest frequency motion, which is identified with the secular frequency ω0, occurs at a 
frequency lower than the drive frequency ω. Other motions occur around the drive frequency or 
higher. In an ideal situation there is no component of the ion’s motion at ω. Thus, rf-fields at ω 
of the trap do not couple energy into secular motion of particle. If there are fields at frequency 
ω±ω0 which  are  due to  noise from the rf  producing the  trapping potential, this can  produce 
rf-heating of the secular motion. As the spectral purity of a typical rf-source is very high, this is 
usually not a problem. 
 
The constants C2n and µ, however, depend only on the values of a and q and do not 
depend on the initial conditions. Thus, the nature of ion motion is determined only on the basis 
of its (a, q) values, regardless of initial conditions (Figure 2.2.II). The solutions represented by 
Eq. (2.2.5 and 2.2.6) can further be divided into two subcategories: stable and unstable, 
depending on the behaviour of µ, which can be real, imaginary or complex. Stable solutions arise 
only when µ is purely imaginary such that µ = iβ and β is not an integer. Integer values of β form 
a series of solutions which are periodic but unstable. Called the Mathieu functions of integral 
order they form the boundaries in (a, q) space between the stable and unstable regions. In 
practice, only the first stability region (0 < β < 1) is used for ion beam guides (Figure 2.2.III).  
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Figure 2.2.II. The Mathieu stability diagram for an ion beam guide, showing the regions of 
stability in the x and y directions. Areas of overlapping gray represent simultaneous stability in 
both directions. 
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Figure 2.2.III. First stability region of the Mathieu diagram.  
 
 
As the macromotion is simply harmonic, this motion can be explained in terms of a 
“pseudopotential well”. In this “well”, the macromotion energy is conserved, where it can be 
thought of as an oscillation in a potential well created by the rf-guide. The higher frequency 
oscillations (micro-motion) can be considered as perturbations on top of this large-scale motion 
of an ion.  
 
Figure 2.2.IV demonstrates the simulated trajectories of ions in a linear quadrupole 
performed in MatLab [60]  depending on parameter η.  
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Figure 2.2.IV. Calculated trajectories a) of ions and Fourier transformation of their motions b) 
in a linear quadrupole trap, depending on the stability parameterη, where ωo is a secular motion 
of an ion. The y-scale of the Fourier transformation is in log10. Calculated trajectories are 
observed in the motion of an ion, becoming unstable when the magnitude of macromotion is 
comparable to the micromotion. 
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2.3 Ion temperature and phase space density 
 
Phase-space dynamics technique is widely used for  the description of an ensemble of 
ions  in  ion beam guides and traps [61]. This technique allows to visualize the time evolution of 
an ensemble of particles in which each particle has a different trajectory. The description of  
individual trajectories in terms of  position (x, y, z) and momentum (px, py, pz) coordinates at any 
point in time, i.e. these six coordinates (x, y, z, px, py, pz) is known as the coordinates of  particles 
in six-dimensional phase-space. 
2.3.1 Liouville’s theorem 
Each particle determines the certain point in phase-space and each point represents a 
unique time and space evolution.  All trajectories of particles in principle can be obtained from 
the Hamiltonian of the force field if the initial condition for each particle is known. For an 
ensemble of particles in six dimensional phase-space, it is possible to determine the infinitesimal 
volume surrounding them. At the border of this volume, there are boundary particles which can 
be moving with time.  The number of points inside this volume is constant which means that 
points can never escape the boundary of a volume in phase-space, Figure 2.3.1.I.  Similarly, the 
particle initially outside of the certain volume in phase-space can never enter inside of it. 
 
 
Figure 2.3.1.I. Liouville’s theorem: Boundary points (represented by B) define a volume in 
phase space as it evolves in time (B′). Interior points (I) must always stay within the volume (I′), 
while points exterior to the volume (E) remain outside (E′). 
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Thus, the number of points in an infinitesimal region dN and volume dV are constants, 
and the density D = dN/dV must also be constant. This is a well-known statement of the 
Liouville’s theorem 
 
 
”The particles in phase-space form an incompressible gas. The shape of 
the surface surrounding a group of particles may change, but the density 
of particles remains constant. This property is the origin of the term 
‘water bag’ … the analogy is made with incompressible water contained 
in a hypothetical elastic bag which has zero elasticity so that it exerts no 
force on the fluid.” 
For the central potential all three canonical pairs of coordinates in phase space can be 
uncoupled, and thus, Liouville’s theorem can be applied to each of the associated action areas 
(momentum displacement) separately. 
 
                                                
PQR
QST >$>U  J	T >%>U  JT >&>U.  J.

C
                                          (2.3.1.1)           
 
where V1, V2 and V3 are the regions containing the ensemble of particles in x-px, y-py and  z-pz 
spaces, respectively. 
 
2.3.2 Action diagrams, emittance and acceptance 
 
 In the central potential, phase space dynamics of particles can be decoupled in three pairs 
of coordinates and momentum (px,x),(py,y),(pz,z). In this case the entire system is presented by a 
boundary ellipse whose area contains all the paths of individual particles. In (q, p) coordinates a 
boundary ellipse can be expressed as   2     . 
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V  A W XA AYY+UA(  
                                                  ,  U"$                                      (2.3.2.1)           
                                                              "$  U,  
The angle θ, the major axis of the ellipse, forms  with q  axes  is  given  by 	2  

  
(Figure 2.3.2.I). 
 
 
Figure 2.3.2.I. General action diagram ellipse showing critical values. 
 
This area of the boundary ellipse can be treated in two ways. In a beam transport system, 
three orthogonal action diagrams represent the boundaries of an ensemble of particles which are 
called emittance ellipses of the system. Thus, the area of the ellipse or ε is used to characterize 
the emergent beam or pulse of the transport system. 
 
From the other side, p and q values of the boundary ellipses are treated as limiting values 
for which a transport system transmits incoming particles. If particles do not satisfy the boundary 
values, then particles have either momenta px or coordinates that are too large or small to have 
entered the system. These ellipses then define the total phase-space volume accepted by the 
system and are named acceptance ellipses. 
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Using these two ellipses (the ellipse of acceptance and emmitance), it is possible to 
determine the performance of ion transport system. Knowing the emittance and acceptance 
ellipses between two systems, it is possible to know exactly how many particles are admitted to 
the system undisturbed and with what positions and momenta, Figure 2.3.2.II. 
 
 
 
Figure 2.3.2.II. Emittance and acceptance ellipses. 
 
 
2.3.3 Time evolution of action diagrams 
 
For the field free situation, the evolution of the phase-space for particles is relatively 
simple. If an ensemble of identical particles occupies a rectangular region in phase-space with a 
width ∆q and a height ∆p, the time evolution of each particle can be expressed by the following 
equation 
                                    	  " 
 /  and U	  U"                                     (2.3.3.1)           
where qi and pi are the initial position and momentum coordinates at time t=0. 
As can be seen in Eq (2.3.3.1), the original rectangular area is transformed into a 
parallelogram with time t. The spread of momentum ∆p remains the same, as it should in the 
absence of any force and the spatial spread increases linearly with ∆p (Figure 2.3.3.I). 
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Figure 2.3.3.I. Action diagram of the time evolution of particles travelling in a field free region. 
 
 
 
For the second situation under the influence of a uniform electric field, the ensemble will 
experience a change in momentum and coordinates. Furthemore if the system of identical 
particles occupy a  rectangular area  in phase-space  with width ∆q, and  a height ∆p and a force 
F = eE  acts in the positive q direction, the time evolution can be expressed by the following 
equation  
 
                                                	  " 
 /  
 |
|                                  (2.3.3.2)           
and                                                         U	  U" 
 A||.                                          (2.3.3.3)           
 
Inspection of these equations gives information that the initial rectangular action area is 
transformed into a parallelogram (Figure 2.3.3.II). Also, because a force eE was introduced, the 
centre of the ensemble is shifted by dq = eEt2/ 2m and dp = eEt. 
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Figure 2.3.3.II. Action diagram of the time evolution of particles travelling in a constant field 
region. 
 
 
2.3.4 Ion temperature and ion cloud 
 
Consider an ensemble of particles of the ion cloud consisting from n particles in phase 
space in a pseudopotential well model of the rf n-poles ion beam guide. The Gibb’s distribution 
by definition for these particles of temperature T, the number of particles N that occupy a 
volume S in phase-space can be written as 
                                                       #1#2  JA 
                                            (2.3.4.1)      
      
where  kB is the Boltzmann constant. 
For a simple harmonic oscillator, the motion, mentioned before, can be decoupled and it 
is possible to take into account each canonical pair of coordinates separately. For one dimension, 
the total energy E is 
                                                    / 
  5.                                       (2.3.4.2)     
      Replacing Eq.(2.3.4.2) into Eq.(2.3.4.1) and perform an integration over the two other pairs 
of canonical coordinates, the distribution can then be written as 
                                          
#1
##/  1345 A


6)7 

89
,                             (2.3.4.3)           
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where No is the total number of particles in the ensemble. 
Performing an integration over dq from -∞ to +∞ gives 
                                               
#1
#/  1:345 A 


.                                       (2.3.4.4)       
    
and for dp gives 
                                             
#1
#  ZO 345 A


.                                    (2.3.4.5)           
The Eq (2.3.4.5) gives the particle distributions in both position and momentum are 
Gaussian with standard deviations σp and σq equal to 
                                                   [   O45                                                   (2.3.4.6)                                                                                                  
     [/  \];^                                                 (2.3.4.7)     
       
An estimation of the effective size of an ion ensemble is possible to do through the integration of 
Eq. (2.3.4.5) to particular values of the amplitude A, resulting in the number N'  
                                            Z<  Z	1  A                                               (2.3.4.8)           
 
This is  an ellipse which is corresponding to one sigma encompassing about 40% of the particles, 
an ellipse of two sigma about 87% and an ellipse of three sigma about 99% [61] (Figure 2.3.4.I). 
For an ellipse of  √6σ  macromotion of frequency ωm, the area S, i.e. an action area, is 
  
                                                      ?  6( 45                                                  (2.3.4.9)           
 
 Figure 2.3.4.I Density distribution as a projection in an action diagram for a particular 
direction in phase space. The distribution represents particles in a simple harmonic oscillator at 
 
Thus, phase-space distributions of confined ions are critically dependent on the 
temperature of the system. 
2.3.5 RF heating of macromotion
 
 
An ideal rf-field of an ideal ion trap does not heat the ions 
only in real ion traps by imperfections of the trap or by direct heating of the trap by t
losses of the rf-power. If the rf
thermal equilibrium. 
 
 
 
 
[43]
-amplitude is increasing, the effective potential become
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. The rf-heating happens 
he Ohmic 
s to be 
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steeper and the ions are confined to  a smaller region. Usually, the number of ions in a typical 
22-pole ion trap is about a few thousand ions which are necessary to avoid space charge effect. 
When the number of ions is high enough the space charge effect starts to influence. Coulomb 
repulsion forces push the ions towards the rf-electrodes and cause heating. The performed 
simulation for a linear 22-pole ion  trap [43, 62] shows that linear ion densities in the range of 
about 103 per cm length are acceptable to have cryogenic temperatures, but when the ion number 
exceeds about 105 per cm, the heating becomes critical, and the simulated  temperature for a 
density of 106 per cm approaches about 150 K . The electrostatic field of the end electrodes has 
components in longitudinal as well as in radial direction. The radial direction component pushes 
the ions into the rf-field and leads to a heating effect.  
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2.4 Inelastic collision of two particles 
 
2.4.1 Relative speed between an ion and buffer gas, 
HS1 model 
 
          For simulations the HS1 model of collisions was used [63]. In this model the mean relative 
speed c between an ion and background gas has a form of 
 
                                ` ab"  b=,aW	b=,>b=,                         (2.4.1.1) 
 
where |vion − vgas| is the relative speed between an ion and a gas particle of velocity vgas, and 
f(vgas) represents the probability density of gas particles with that velocity. Here, f is the three-
dimensional Maxwell distribution given by 
 
                                       Wb=,  	H/(>/exp 	Hb=,                           (2.4.1.2) 
where A=mgas/2kT 
This leads to the following equation 
 
                                     f=, g	 
 	2 √3 erf	 
  exp 	j ,         (2.4.1.3) 
where 
 
                                                     	
    	√.                                         (2.4.1.4) 
The mean gas speed is 
                                                  	  	  √.                                (2.4.1.5) 
The median gas speed is 
                                                       AA  √H                                           (2.4.1.6) 
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where 
                                                                |b"| .                                                    (2.4.1.7) 
2.4.2 Probability of a collision  
 
In order to obtain the probability of a collision, the next  model based on [64] was chosen. 
The probability of a collision P(z) is given by following equation 
 
                                              l	&,   1  AB.  1  AC/D
#$,             (2.4.2.1) 
 
where n is the density, σ is the cross section and z is the position of the ion. When an ion with 
velocity vz moves a distance z in a time dt, the displacement of a ion in the buffer gas is z = vzdt . 
The mean free path λ and the cross-section σ are related by σ=λn.  
 
2.4.3 Collision of two bodies 
 
The particles which have a “0” label are related to the system of inertia. The model of  
inelastic collision based on  [65] was chosen: 
 
                                                     b  b  b                                                      (2.4.3.1) 
                                               !                                                     (2.4.3.2) 
                                            	!  
                                                   (2.4.3.3) 
                                             !"   #                                               (2.4.3.4) 
                                           	!"  
  #                                            (2.4.3.5) 
                                     "   $  %%                                (2.4.3.6) 
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	"  
  $  %%  ,                       (2.4.3.7) 
where no is the normal unit vector in the centre-of-mass system (CMS), ,  are the velocities 
of each particle before collision in the laboratory system of coordinates and    ,   are their 
respective masses.  ,   are the velocities of each particle after collision. The relationship 
between laboratory and center-of-mass systems is illustrated in Figure 2.4.3.I. 
 
 
 
 
 
Figure 2.4.3.I. Scheme of collision of two bodies. 
 
 
For hard sphere collisions, the scattering is isotropic in the center-of-mass system; 
therefore, the probability of scattering into the spherical polar element of solid angle !" 
!#$! at angles (, ) is  
                                     ,   &'()'&*+ .                                     (2.4.3.8) 
 
Integrating over  yields the probability of scattering through angle : 
 
                                     "  ()'	 .                                      (2.4.3.9) 
 
For the application of the Monte Carlo method, a standard procedure is followed, where 
 
                                       "  ,-. '	'!                           (2.4.3.10) 
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and &   . & and & are random numbers between 0 and 1. 
   
 Using the equations above it was possible to simulate the heating or cooling processes. 
The simulations were performed in MatLab [60] program with an ensemble of 1000 particles 
(Figure 2.4.3.II).  
 
 
 
 
Figure 2.4.3.II. Illustrations of a) heating and b) cooling processes by collision with buffer gas. 
Each temperature point on a) and b) graphs is the analysis product of the ensemble of 1000 
particles. c) An ensemble of particles has Maxwell-Boltzmann distribution.  
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2.5 Ion mobility 
 
 
Ion mobility derives from the fact that the collision rate of an ion with gas molecules, 
while an applied electric field causes it to drift slowly through a gas, does not depend on its own 
drift velocity. The average collision rate is constant and the average rate of loss of momentum in 
the field direction is proportional to the ion momentum in that direction. In equilibrium this 
average rate of momentum loss is equal to the average rate of gain from the field, where the 
electric force on a particle and the average ion momentum in the field direction is proportional to 
the electric field. The relationship for drift velocity vd of an ion in a gas is proportional to the 
electric field E in the gas [66-67] 
                                                         vd= KE,                                                     (2.5.1) 
where the proportionality constant K is referred to as the "ion mobility".  Representative  values 
for   ions in  gases at   normal  atmospheric  pressure  and room  temperature  are   from  10  to 
20 cm2V-1s-1 for ions in helium and from 1 to 3 cm2V-1s-1 for ions in nitrogen, where higher 
values being for light ions and the lower ones for heavy ions [61]. The ion mobility of any given 
gas is  a particular characteristic of an ion and can sometimes be used to identify its presence in a 
gas by a technique referred to as Ion Mobility Spectrometry (IMS) [68-69]. At these drift 
velocities the ions should remain very nearly in thermal equilibrium with the gas. The effect of a 
background gas on the motion of a low velocity ion is to present a drag force Fd which is 
proportional to the velocity v, the proportionality constant is the ionic charge e divided by the ion 
mobility: 
                                                        &  01                                              (2.5.2) 
The average rate of momentum loss of an ion is directly proportional to the collision rate 
with gas molecules. The ion mobility is therefore inversely proportion to this collision rate. If the 
molecular density N of the gas is decreased then the collision rate will decrease in proportion. As 
a consequence the ion mobility is inversely proportional to the gas density. Ion mobilities for 
specific ion-molecule systems are therefore quoted for standard gas temperature and pressure, 
meaning a density No of 2.69 x1019 cm-3. Such mobilities are referred to as "reduced mobilities" 
and are designated Ko. The mobility at any other gas density N can then be obtained from 
                                                       m  m 11                                                     (2.5.3) 
The average motion under an applied electric field is approximated by integrating the 
equation of motion in presence of a frictional drag force [70] 
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 A .                                          (2.5.4) 
 
The collision rate of ions which have an average velocity v and a cross section relative to 
molecules at a density N is Nv. Because the drag on an ion is proportional to this collision rate, 
the mobility is inversely proportional to the ion-molecule cross-section. Taking into account the 
geometrical and kinematic factors that determine the fraction of the field-direction momentum 
which is lost per collision, the following relationship is obtained (Mason-Schamp equation [71]) 
                                           203  	  ΩG
 ,                                (2.5.5) 
where m and M are the masses of an ion and the molecules, respectively, k is the Boltzmann 
constant and Ω(Teff) represents the cross-section of  ion-molecule collisions at the specific 
effective temperature Teff of  ion-molecular interactions defined by 
                                               
>
 ] ^HH  > ]^ 
  nb#.                                    (2.5.6) 
However, if the interaction potential is assumed to be given by the hard sphere limit, then "  ', 
where σ is the cross-section obtained when the individual atoms of a molecular ion and neutral 
collision partner are treated as hard spheres and is independent of temperature. As the final 
energy of cold ions should be in equilibrium with the gas, the corresponding room temperature 
energy is added to the acceleration term after each step; otherwise, the motion would be cooled 
to zero. This is done using the macromotion frequency ω0 which represents the statistical motion 
of ions. This frequency is calculated from the operating parameters. The final acceleration term 
is therefore [72]: 
                                   %   	$,   %/m 
  C !E ! cos 	5                        (2.5.7) 
where vth is the velocity of mass m corresponding to the chosen temperature (300 K) and Kth the 
mobility corresponding to vth.  
 
The cooling time of  C
  in 22-pole ion trap was obtained using collisional and ion 
mobility models. The initial temperature of ions was assumed ∼1 eV. The temperature of the 
helium buffer gas in system was 8 K. The ion mobility parameter is Ko=4.32⋅10-4  m2/V⋅s   for 
C
  in helium [73]. The estimated cross-section is 9.50 ⋅10-19 m2.  The pressure of the buffer gas 
used in both models is 10-4 mbar and the number of particles is 1000. Collisional and ion 
mobility models lead to a cooling time ∼1.2 · 10 and 5 · 10s, respectively. The simulations 
were performed using MatLab [60]. 
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CHAPTER 3 
 
Electronic Spectroscopy 
 
3.1 Electronic spectroscopy (Born-Openheimer 
approximation) 
 
In the first assumption the energy of the molecule can be presented as sum of three parts; 
an electronic, vibronic and rotational energy [74]. 
E = Ee + Ev + Er 
The probability of a transition induced by the oscillating electric field of a light wave is 
proportional to square of the transition moment integral,  
n   opqq|r̂|pqs 
where the  double prime  denotes an  excited state, single  prime   denotes  ground   state   and   r̂ - dipole moment operator. This equation can be written out more completely as follow 
n  opC<<|pC< sop<<|r̂|p< sop<<|p<s opC<<|pC< s- basis of vibronic selection rules , Frank – Condon factor                                   (3.1.1) op<<|r̂|p< s- basis of orbital selection rules, pure electronic transition                                (3.1.2) op<<|p<s   - basis of spin selection rules                                                                               (3.1.3) 
A transition will be orbitally allowed if the direct product of 
                                            Γ	p<<uΓ	rIuΓ	p<                                       (3.1.4) 
contains the totally symmetric irreducible representation of the point group of a molecule.  The 
similar rule is applied for the .ψ|ψ 1  integral.    The Frank-Condon factor is non-zero, i.e. the 
transition is allowed, if the direct product 
                                                          Γ	pC"J< uΓ	pC"J<<                                             (3.1.5)      
contains the totally symmetric irreducible representation of the point group of a molecule. 
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3.2 Vibration 
 
Polyatomic molecules undergo complex vibrations. All this motions may be resolved into 
a superposition of a limited number of fundamental motion called normal modes of vibrations. In 
general, a molecule with n atoms has 3n-6 modes of vibrations. A linear molecule has 3n-5 
modes of vibration. Each normal mode of vibration forms the basis for an irreducible 
representation of the point group of the molecule. Q is the normal coordinate along which the 
progress of a single normal mode of vibration can be followed. Mathematically, the normal 
coordinate are defined such that the potential energy of the molecule can be expressed as 
V  1 23 ∑ λq  and the kinetic energy as K  1 23 ∑ 8dq dt3 ;

  where  λ is a constant.  The 
symmetry for ψ	0 vibronic wave function on the ground level is always transformed as totally 
symmetric irreducible representation. Generally, if q is nondegenerate irreducible representation 
than all the even wave functions are totally symmetric and odd wave functions have the 
symmetry of the vibrations. The rule to obtain the symmetry of a higher wave function is not so 
simple anymore. A recursion formula for the symmetry species of the υth wave function of a 
doubly degenerate vibration is [75] 
                                         vK	   	v	vL	 
 v	K                          (3.2.1) 
 where 
<	= – is the character under the operation R for the υth energy level 
<	= – is the character under R for the degenerate irreducible representation 
<	= - is the character of the (υ-1)th energy level 
<	= - is the character of the operation = 
<	=  <	= 
 
3.3 Rotation 
 
In general, a molecule can rotate about three geometric axes and can have three different 
moments of inertia relative to these axes. The moment of inertia about an axis is defined as 
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                                                        w  ∑ "" " ,                                             (3.3.1)                    
where ri is a distance from the atom to the axis. The axes are chosen in such a way that the tensor 
of moment of inertia is diagonal. The three moments of inertia, Ix, Iy and Iz determine the layout 
of the rotational levels of molecule. The internal molecular axes are labelled as A, B, C so that 
IA≤IB≤IC.  Conventional classifications of molecules are: 
 
linear molecules IA = 0, IB = IC ,for example HCN; 
spherical tops, IA=IB=IC ,for example CH4; 
prolate symmetric tops, IA<IB=IC,for example CH3Cl; 
oblate symmetric tops, IA=IB<IC,for example BF3; 
asymmetric tops, IA<IB<IC ,for example H2O. 
 
3.3.1 Linear molecules 
 
The rotational energy levels of a rigid linear molecule are given by Erot  = BJ (J +1) 
where  J  is the rotational quantum number and B is the rotational constant defined as 
  MN3O                                                            (3.3.1.1) 
A real molecule is not a rigid rotor because the bond between atoms A and B can stretch 
at the same time as the molecule rotates. As rotation increases, the centrifugal force stretches the 
bond, increasing r and decreasing the effective B value. The bond length also depends, in an 
average sense, on the vibrational state v. The non-rigid rotor energy level equation for vibrational 
state v is 4K	x  Kx	x 
 1  NKLx	x 
 1M 
 y  ,                      (3.3.1.2) 
where Dv and higher order terms are centrifugal distortion constants. The influence of a 
vibrational excitation is given as L    ∑ z"" 	{" 
 1/2                                       (3.3.1.3) 
neglecting higher order terms, where Be is the rotational constant at the equilibrium geometry 
and αi is the constant of rotation-vibration interaction.  
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The selection rules for rovibronic transitions (i.e. transitions that involve electronic 
excitation of molecule) are ∆J = 0, –1, +1, giving rise to the Q-, P- and R-branches of the 
rotational structure, respectively. 
 
3.3.2 Symmetric tops 
 
A symmetric top rotor has the same moment of inertia about two principal axes. The 
three moments of inertia about these three principal axes are labelled Ia, Ib and Ic, with the 
convention that Ic ≥ Ib ≥ Ia. A symmetric top can  have the two larger moments of inertia  equal 
(Ic = Ib > Ia), which is called a prolate rotor, or it can have the two smallest moments of inertia 
equal (Ic > Ib =Ia), which is called an oblate rotor. If a molecule has a symmetry axis of three or 
more fold symmetry, it is always  a  symmetric top. Molecules of lower  symmetry  can  be  
near-symmetric tops, having two rotational constants of close values and with a lack of spectral 
resolution they can behave like symmetric tops. Similar to linear molecules, a symmetric top has 
one  of  the principal  axes along  the molecular symmetry axis. In a prolate symmetric top, the 
a-axis lies along the symmetry and in an oblate symmetric top it is the c-axis. The rotational 
energy levels for the ground vibrational state of a rigid prolate symmetric top are represented as 
Erot  = BJ (J +1)+(A-B)K2                                                             (3.3.2.1) 
where K is the projection of the total angular momentum, on the symmetry axis. For an oblate 
symmetric top, 
Erot  = BJ (J +1)+(C-B)K2,                                                             (3.3.2.2) 
where K must not be greater than J then as it represents the component of J. Because the energy 
does not depend on the sign of K, all states with the exception of K = 0 are doubly degenerate, 
corresponding to opposite directions of rotation around the symmetry axis. Figure 3.3.2.I shows 
the energy level diagram for symmetric top molecules. Every K stack has the structure rotational 
levels same as linear molecule but offset by (A – B)K2 in energy. 
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Figure 3.3.2.I. Energy levels of prolate and oblate symmetric tops. 
 
Spectra of linear and symmetric tops can generally be classified as parallel and 
perpendicular depending upon the direction of the electronic transition dipole moments. Parallel 
transitions occur when a transition moment is aligned along the axis of symmetry of the 
molecule within a given K stack.  
∆K = 0 and ∆J = ±1 for K = 0, 
∆K = 0 and ∆J = 0 ±1 for K ≠ 0. 
In the rigid rotator approximation, transitions in each stack will overlap each other and 
the resulting spectral lines will match those of linear molecule with the rotational constant B. If a 
transition dipole moment is perpendicular to the axis of simmetry, its interaction with the 
electromagnetic wave provides a torque around this axis, leading to 
∆K = ±1 and ∆J = 0, ±1. 
The spacing between two adjacent stacks, K and K + 1, is (A – B)(2K + 1) that gives rise 
to a series of rotational progressions spaced by 2(A – B), so called K-structure. Figure 3.3.2.II 
shows the allowed transitions for a prolate top. 
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Figure 3.3.2.II. Allowed transitions for a prolate rotor and R-, Q- and P-branches marked with 
different colours. 
 
 
3.3.3 Asymmetric tops 
 
The majority of polyatomic molecules fall in the asymmetric-top category. When the 
three principal moments of inertia of a molecule differ, a molecule is classified as an asymmetric 
top. The energy level formulation for a rigid asymmetric top is considerably more complex than 
that for symmetric-tops or linear molecules. With the exception of low rotational levels, the 
rotational energy and transitions cannot be conveniently expressed in simple algebraic terms. 
Nonetheless, it is quite often that the moments of inertia about two axes are close in value and 
can be assumed to be a symmetric top rotor to a first order, with its levels split to remove the 
remaining degeneracy. Each level of the rotational quantum number J of an asymmetric rotor are 
split into 2J + 1 levels which are specified by the quantum numbers Ka and Kc. The value Ka 
represents the projection of the angular momentum on the symmetry axis if the molecule is a 
prolate symmetric top rotor and the value Kc corresponds to the limiting case for an oblate 
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symmetric-top. In this way, the levels of an asymmetric rotor are labelled as J. Ray's 
asymmetry parameter, κ, is often used to characterize the degree of asymmetry: 
 
|  2  H  JH  J  
 
When A ≈ B, κ approaches +1 for the oblate case and when B ≈ C, κ approaches –1 for 
the prolate case. For asymmetric tops the rotational transitions can be classified as a-type, b-type 
and c-type depending upon the orientation of the electronic transition dipole moment to one of 
the rotational axes. For an asymmetric rotor the selection rules for  
 
a-type transitions are: 
∆J = 0, ±1; ∆Ka = 0, ±2, …; ∆Kc = ±1, ±3, …; 
for b-type transitions: 
∆J = 0, ±1; ∆Ka = ±1, ±3, …; ∆Kc = ±1, ±3, …; 
for c-type transitions: 
∆J = 0, ±1; ∆Ka = ±1, ±3, …; ∆Kc = 0, ±2, …; 
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CHAPTER 4 
 
Experimental Setup 
 
In this chapter the experimental setup is described. The 3D model of the machine is depicted in 
Figure 4.I. 
 
 
Figure 4.I. 3D model of the experimental setup. 
 
The 22-pole ion trap experiment is composed of five vacuum chambers, mounted on a 
ball bearing track which consists of two (∅ 2.5 cm) stainless steel rods. This makes it convenient 
to open the chambers, alignment, cleaning and/or replacing components. The cold-head of the 
cryostat is supported on two rails track perpendicular to the main part of the experiment, making 
for simplicity in opening the ion trap chamber.   
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The system is evacuated by five turbo pumps. The source chamber is pumped by one 
turbopump Pfeiffer model TMU 521 (520 ls-1) and by a membrane backing pump. The chamber 
is separated from the rest of the system by a differential wall. This is done to protect the 
quadrupole mass filters from being operated at relatively high pressure (5⋅10-5 mbar) and to 
avoid gas condensation on the cryogenically cold 22-pole ion trap.  
The second, fourth and fifth chamber is equipped with TMU 261 (210 ls-1)  turbopump 
and  the rest third chamber is equipped with TMU 521 (520 ls-1) turbo pump. Exhaust lines of 
four turbopumps are combined using long stainless steel bellows, about 2.5 cm in diameter, 
which are then pumped out by a small turbo and membrane pump. A membrane pump is used to 
avoid oil contamination of the system. When one breaks vacuum, the apparatus is filled with 
argon gas to avoid water attachment to the inner walls and surfaces of the system. This procedure 
significantly shortens the subsequent pumping time. 
The system is sealed by conflate (CF) flanges, with OFC gaskets. Upon evacuation, 
within one week the entire system reaches pressure as low as 10-9 mbar. Pressures inside the 
chambers are measured using Pfeiffer Vacuum Compact Cold Cathode Gauges (IKR261). The 
backing pressure is monitored using a Pirani Gauge. All electrical electrodes, ion sources, etc. 
are made of stainless steel, with the only exception being the 22-pole ion trap, which is made out 
of copper. 
 
4.1 First Chamber (Source chamber) 
 
The  components of the first chamber are the  electron  impact source, magnetic bender 
and hexapole are depicted in Figure 4.1.I .  
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Figure 4.1.I  First vacuum chamber: magnetic bender,  electron impact source and hexapole. 
 
4.1.1  Electron Impact Ion Source 
 
The source consists of an oven to vaporize the solid samples and a gas inlet, which 
introduces flow of vapours of volatile substances to an ionization region of the source. The oven, 
shown in Figure 4.1.1.I , is a stainless steel fixture, about 5.5 cm in length and 2.5 cm in 
diameter, that is threaded on the outside. 
 
 
 
Figure 4.1.1.I. Oven of the source. 
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The oven is wrapped with a heating element that has a twin core heating element. This 
has the major advantage that when current flows through the heating element, it actually flows 
through each section of the element in both directions, thus cancelling out any magnetic field, 
generated by the electrical current. This is critical for creating a reproducible ion flux that is not 
disturbed by the generated magnetic field of a oven heater. A stainless steel sleeve slips over the 
heating element, minimizing heat loss and reaching a maximum temperature of 1000 K. The 
temperature is measured by a thermocouple through a hole drilled into the stainless steel fixture. 
The entire assembly is surrounded with a second stainless steel heat shield. 
 
The ionizer  contains  a  thin  thorium  doped  tungsten  wire (Goodfellow,  99.4 % W, 
0.6 % Th, annealed, ∅ 0.1 mm) mounted on four electrically isolated holders. Heated by 2.2 A 
electrical current, the filament emits electrons to the center of the ionizer. The electrons are 
additionally accelerated by a negative potential (10 – 30 V) applied to the filament with respect 
to the ground.  
The principle electrical schematic of the ionizer is shown in Figure 4.1.1.II.  
 
 
 
Figure 4.1.1.II. Schematic electrical connection of the ionizer. 
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Ions  are  created  in a small  cylindrical piece made of  metal mesh (9 mm in diameter, 
11 mm long). The cylindrical mesh is mounted only a few mm from the orifice of the oven. The 
mesh is held at a positive potential in the range of 0.05-5.0 V. This potential actually defines the 
translational energy of the charge particles. Ions created within the mesh can then escape through 
the mesh if they have more than 5.0 eV of kinetic energy. Otherwise, they will be trapped and 
can only escape through the extraction lenses into the hexapole. Ions created by an electron 
impact in the inner volume of the cylindrical mesh are then extracted by the electrode, which is 
usually at 15 V (Figure 4.1.1.III). 
 
 
 
 
Figure.4.1.1.III. Electron impact source with the grid, filament and electrostatic extraction 
lenses. 
 
The entire ionizer assembly mounts onto the outer heat shield of the oven, and the last 
element of the assembly, extraction lens, are perpendicularly oriented to the magnetic bender, 
Figure 4.1.1.IV.  
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Figure.4.1.1.IV. Electron impact source and the rods of magnetic bender  
 
 
4.1.2 Magnetic Bender 
 
As can be seen in the above Figure 4.1.1.IV, ions generated in the source are then bent by 
a magnetic field. The magnetic bender is followed by a hexapole, which guides the ions into the 
first quadrupole mass spectrometer. With such a configuration most of the neutrals will end up in 
the turbopump of the source chamber, allowing only charged particles to enter the rest of the 
apparatus.  
 
The design of the bender is depicted in Figure 4.1.2.I. It is simply two iron rods which 
are connected on top and one of the rods is surrounded by bear copper wire. The current flowing 
in copper wire causes a magnetic field which is perpendicularlly oriented to the flying ions, 
according to the Lorentz force of the magnetic field acting on the trajectory of ions.  The 
electrical connections of the bender are connected to the power supply where the current can be 
changed and accordingly the force of the magnetic field is changing. Additionally, two 
electrostatic plates help to vary the deflection angle of ions and guide them through the first 
electrostatic lens of the hexapole.  
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Figure 4.1.2.I. Magnetic Bender. 
 
4.1.3 Hexapole 
 
A hexapole, based on design by Gerlich [44], is an ion guide rf-device consisting of six 
rods that are connected to the two outputs of a rf-generator. The diameter of the hexapole rods is 
5 mm with a length of 110.5 mm.  The usual operation frequency is 3.3-3.7 MHz. The amplitude 
of rf- potential usually is about 200 Volts.  Mostly for the ions of interest the adiabatic parameter 
for the masses up to 720 u is less than 0.3.  
By filling the hexapole with room temperature helium buffer gas, ion velocities can be 
equilibrated, resulting in a better mass resolution of the first quadrupole.  Additionally, ions can 
be trapped in the hexapole and probed by laser radiation.  For example, under the influence of 
UV radiation, one can deprotonate ions, thereby combining the source and hexapole and use 
these two as an advanced ion source. From both sides of the hexapole two electrostatic lenses are 
attached for the focussing and defocusing of ions. 
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Figure 4.1.3.I. The hexapole with electrostatic lenses and shielding is depicted. 
 
4.2  Second Chamber (Mass Filter) 
 
The second chamber consists of a differential wall, four electrostatic lenses and a 
quadrupole mass filter.  The principal scheme is depicted in Figure 4.2.I. The differential wall 
preserves the rest of setup from contamination by neutrals.  
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Figure 4.2.I. Second chamber: quadrupole, electrostatic lenses, shielding and differential wall.  
 
The first mass filter in the apparatus is a home built quadrupole. It has 9.5 mm diameter 
rods with a length of 220.2 mm, and a rf-supply that provides 300 W of power at 1.2 MHz and a 
mass range of 2000 Daltons. The DC power supply is a model U-1272 and rf-power supply is 
model 150QC.  Additional electrostatic lenses are attached from both sides of the quadrupole to 
help get a better signal of ions. This first mass quadrupole is used to mass-select ions coming 
from the source chamber. 
 
4.3 Third Chamber (22-pole ion trap) 
 
The third chamber is the central chamber of the machine. Mass-selected ions are guided 
to the ion trap where they can be stored up to minutes being trapped by rf-fields. The trap 
shielding is fastened onto the cold-head of a Leybold Cryostat. The cold head is surrrounded by a 
flexible heater plate. The combination of a cold head and heater provides the possibility to vary 
the temperature in a wide range (7.5-300K). General Valve Series 99 is attached to opposite side 
of the cold-head.  It gives the possibility to have short and intense pulses of neutral gases which 
are directed in to the trap to make complexes or for studying laser induced charge transfer 
processes. Trapped  ions are probed by  laser radiation. Products, which are produced by a laser, 
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are mass analysed by a quadrupole mounted in the fourth chamber.  3D  plan of the trap in detail 
is depicted in Figure 4.3.I.  
 
 
 
Figure 4.3.I. Detailed view of the third chamber with the 22- pole ion trap. 
 
4.3.1 22-pole ion trap 
 
The 22-pole ion trap was built based on the design of Gerlich [76],  consisting of 22 
stainless steel rods (1 mm diameter, 36 mm length) equally spaced  on  an  inscribed radius of  
10 mm. The described geometry derives from the equation: 
  ! 
 1 
where R: rod radius; r0: inner radius of the rod arrangement or the so-called trap radius and 2n: 
the number of rods. The 22-pole trap is made almost entirely out of copper. Two flat pieces of 
copper on each side have arrays of 11 holes drilled into them. Rods were finally press-fitted into 
them. The rods were cooled to low temperature and at the same time the copper was heated up. 
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Soon after the rods were quickly inserted into the copper pieces, so that when the copper cools, 
they are rigidly held in place all the time. In Figure 4.3.1.I, it is clearly seen that the rods are 
only supported on one end. The copper holders are electrically insulated from the copper trap 
housing by thin sapphire (Al2O3) plates, which have no electrical conductance but have a 
relatively high heat transmission. Indium foil was placed between the sapphire and copper edges 
to provide optimal thermal contact.  
 
 
 
Figure 4.3.1.I. Picture of the actual 22-pole ion trap. 
 
The rod assembly is enclosed by a Π-shaped copper cover. The cover is screwed down 
onto the trap housing to enclose the box and prevent gas from escaping quickly. It is electrically 
isolated from the oscillating voltage of the endplates by the long cylindrical ceramic insulators 
that fit into the hemi-cylindrical grooves.  
 
The copper box that contains the 22-pole trap is mounted on the second stage of a helium 
cryostat and is additionally surrounded by a heat shield of highly polished aluminium that is 
bolted to the first stage of the cold-head. This shield is closed on all sides in order to avoid 
radioactive heat transfer from the Black-body radiation of the room-temperature chamber walls.  
 
4.3.2 Cryostat 
 
A Leybold COOLPOWER 5/100 cold-head is used, which can provide 6 W of cooling 
power at 20 K and 100 W at 80 K. The cold-head is powered by a Leybold COOLPAK 6000 
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compressor unit. A thin foil of indium conducts heat between the trap housing and the cold head. 
Electrical  connection wires  are precooled on the first stage of the cryostat to a temperature of 
40 K before attachment to the trap. To measure the temperature of the trap, a calibrated silicon 
diode is mounted at the base of the 22-pole trap housing. The lowest temperature achieved is 
around 7.5 K. The ion trap moves by about 3 mm when cooled down to 8 K due to thermal 
contraction of the cold-head. Thus, the cold-head has to be on a translatable mount so that it can 
be aligned when cold. A Linos telescope with cross hairs is  used for proper alignment. The  
cold-head is surrounded by the flexible heater (HK5367R6.4L12A, Minco). The combination of 
the cryostat and the heater gives the possibility to vary the temperature of ions in the range of 
7.5-300 K. 
 
4.3.3 Pulsed-valve 
 
A Parker General Valve Series is used. The valve performs at ultra-high speed (as fast as 
2 msec) and delivers repeatable pulses and high repetition rates. It can create a high number 
density of buffer gas in the trap for a short time. The high pressure of gas can cause three body 
collisions between ions and buffer gas (e.g. helium) and create ion-helium complexes.  
 
4.4 Fourth Chamber (Mass Filter) 
 
The second (analysis) quadrupole is a Nermag model with 12.5 mm quadrupole diameter, 
rodes operating at 880 kHz with a mass range of 2000 Daltons. The second quadrupole is 
depicted in Figure 4.4.I.  This quadrupole is used to analyze the products created by different 
means (e.g. laser radiation) in 22- pole ion trap. 
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Figure 4.4.I. The fourth chamber: second quadrupole, electrostatic lenses and shielding.  
 
4.5 Fifth Chamber (Daly Detector) 
 
To detect cations a Daly detector is used in fifth chamber. This type of ion detector was 
introduced by N.R. Daly in 1960. A Daly detector (Figure 4.5.I) consists of a conversion 
dynode, scintillator (BC400 plastic scintillator, 0.5 mm thick, from GC Technology GmbH, 
Freidling 12 D-84172 Buch am Erlbach) and photomultiplier tube (R647 Hamamatsu PMT).  
 
A critical feature of the scintillator is that it has been coated with a thin aluminum coating 
(slightly transparent), so that the burst of electrons coming from the dynode must pass through 
an aluminum coating prior to exciting the phosphor. This has two advantages: firstly, the highly 
reflective aluminum coating greatly reduces the intensity of scattered laser light that hits the 
detector, thereby reducing the background signal and secondly, photons emitted from the 
phosphor that are going in the wrong direction are reflected back to the PMT tube and thereby 
detected. The scintillator was custom-coated with aluminum by the Department of Materials 
Science and Metallurgy, New Museums Site, Pembroke Street, Cambridge CB23QZ, UK. The 
scintillator has a short pulse output of roughly 5 ns. 
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Figure 4.5.I. Daly detector chamber. 
 
The dynode is a highly polished metal knob held at a high negative potential in the range 
of 20-30 kV, which emits secondary electrons when ions impinge on the surface. The secondary 
electrons are accelerated onto the scintillator, providing light which is then detected by a PMT. 
The dynode and PMT are surrounded by a cylindrical grounded shield with two holes which 
allow both the ion and laser beams to pass through. This shielding can be seen in Figure 4.5.I. It 
is critical so that the high electrical field of the Daly detector does not penetrate into the second 
quadrupole.  
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CHAPTER 5 
 
Organization of the Experiment 
 
5.1 Automation of experiment 
 
The automation of the experiment is based on several LabView [77] programmes which 
are installed on a personal computer (PC). The typical frequency of the experiment is 10 Hz and 
specified by BNC delay/pulse generator produced by Berkeley Nucleonics Corporation.  In the 
PC three PCI data acquisitions cards are installed. A PCI-6023E by National Instruments and 
two cards; PCI-DAS6014 and PCI-CTR20HD from the Measurement Computing Corporation. 
The DAQ cards are used to provide all required analogue voltages, TTL signals and the sequence 
of pulses of high precision. Detailed description of the  PCI-DAS6014 and PCI-6023E cards is 
written elsewhere [78].  Shortly, PCI-6023E is programmed to be a delay line generator. The 
sequence of pulses starts when the card gets a trigger pulse from the BNC generator. These are 
CH1 and CH2 logical channels shown in Figure 5.1.I. Channel CH1 is connected to the logical 
switcher of the power supply of the first quadrupole electrostatic lens. Channel CH2 is connected 
to the logical switcher of the power supply of trap out.  By varying the time width of  CH1, the 
filling time of the trap is changed. The delay time of channel CH2 determines the release time of 
trapped ions.  The difference between the right edge of CH1 logical signal and left edge of CH2 
logical signal is the storage time of ions. The pulse width of CH3 determines the detection time 
and it is the gate of a counter.  When an experiment is operated on a base of PCI – 6023E card 
then CH2 signal is equal to CH3 as this card has two output channels.   
 
 
 
Figure 5.1.I. Timing of the experiment. 
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The PCI-DAS6014 card has several digital to analogue outputs.  The outputs are used to tune the 
first and second quadrupoles to the mass. For that, Nermag mass spectrometer and Mass 
spectrometer programs were written.  The usual way of doing mass spectrometry experiment is 
as follows. Ions are generated in a source and mass analyzed with second quadrupole when first 
quadrupole is in guide mode. If there are ions of interest then the first quadrupole is tuned to this 
mass. Physically ions are eventually detected by a Daly detector, the output of which is sent to a 
discriminator (Phillips Scientific Model 6904, 300 MHz) and pulse universal counter 
(HP5316A). The counter has a gate input (CH3), and counts pulses received during the gate. The 
number of counts is displayed on a front panel as a digital value and is sent to the computer using 
a GPIB interface. The schematic is depicted in Figure 5.1.II. 
 
 
 
Figure 5.1.II.  Base scheme of mass spectrometry experiment. 
The typical  mass spectrum  when the first  quadrupole  is  in a  guide mode  is  shown  in  
Figure 5.1.III and in mass select mode is shown in Figure 5.1.IV  
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Figure 5.1.III. Typical mass spectrum. First quadrupole is in a guide mode (precursor is 
naphthalene). 
 
Figure 5.1.IV. Typical mass spectrum. First quadrupole is in a mass select mode (precursor is 
naphthalene). 
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5.2 Laser beam alignment 
 
The most convenient way to align any laser beam is with the help of a HeNe laser. This 
has a good beam profile and intense, visible red radiation.  For the alignment at least two optical 
elements mirrors or prisms, need to be used.  The principle scheme of the alignment is depicted 
in Figure 5.2.I. A HeNe laser is fixed on an optical table and the laser radiation with the help of 
two prisms, which are fixed on optical mounts, is passed through the machine. When the light 
passes through an apparatus the position of the laser light is fixed with diaphragms. Two 
diaphragms are put from one side of the machine. These diaphragms are used for the proper 
orientation of any other laser beam going into the machine. The fine alignment of the laser beam 
is controlled by the signal of fragments.  
 
 
 
Figure 5.2.I. Scheme of the laser beam alignment. 
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5.3 Photofragmentation experiments 
 
 
In photofragmentation experiments a scanning laser is connected to a PC via a RS232 
port. If the laser is too far away from PC, the connection is based on optical fibre (Figure 5.3.I), 
reducing interference from parasitic electrical signals present in a laboratory.   
 
Figure 5.3.I. RS232 connection of laser and PC with an optical fibre line. 
For each laser used, a different program is written. Mainly all the lasers have the similar 
communication protocol via RS 232. For synchronising the setup and laser shots, an additional 
channel from the delay line is used for one laser and two channels for two lasers. The delay time 
between laser shots interacting with the ion cloud is monitored by a photodiode connected to an 
oscilloscope. The ions of interest are mass selected with the first quadrupole and the second 
quadrupole is tuned to the fragments. The timing  of a  one-colour experiment  is shown in 
Figure 5.3.II.  
 
Figure 5.3.II. The timing of one-colour experiment.  
 
The scheme of a one-colour experiment is depicted in Figure 5.3.III. 
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Figure 5.3.III. Scheme of  one-colour experiment. 
 
In order to synchronise two colours in time, one should use one more additional channel 
from the delay line generator. The overlap in time of two colours is checked with the photodiode 
and an oscilloscope. The timing of a two-colour experiment is depicted in Figure 5.3.IV.  The 
automation of a two-colour experiment is shown in Figure 5.3.V and 5.3.VI.  The difference 
between the two schemes is that in the first, mixing mirror is used. The mixing mirror has a 
several disadvantages, using a mirror reduces the power going to the machine. The high 
reflection coating of a mirror can be used in about 5-10 nm spectral range, meaning one should 
change the mirror if a scan takes more than 10 nm.  
 
Figure 5.3.IV.  Timing for a two-colour experiment. 
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 Figure 5.3.V. Scheme of a two-colour experiment, mixing mirror is used. 
 
 
Figure 5.3.VI. Scheme of a two-colour experiment, mixing mirror is not used. 
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CHAPTER 6 
 
Results and Discussion 
 
 Within the cold environment of a 10 K 22-pole ion trap, the rotational, vibrational and 
translational temperatures should be equilibrated. Different diagnostics can be performed to 
ensure that this holds true. The rotational profile of a cation of interest can be simulated to show 
that the rotational temperature of the ions is in the range of 15-25 K. The intensity of hot bands 
from low vibrational modes of cations can be probed to make sure that the vibrational 
temperature is in equilibrium with cryogenically cooled buffer gas. Doppler broadening of 
spectral lines can be measured to look at the translational temperature of the system. In the 
following section 6.1 the rotational profile of N2O+ was examined to determine the rotational 
temperature.   
 
 
6.1  band ,    / transition, N2O+  
 
The electronic spectrum of N2O+ cation was chosen to probe the rotational temperature of the 
ions within this trap.  N2O+  has been investigated before by optical emission [79], lifetime [80] 
and photodissociation studies [81-83]. The 1 band of the AΣ
 @ XΠ / transition of  N2O+   
has   molecular  constants   B″ = 0.41157 cm-1,   D″ = 0.2985⋅10-6 cm-1,   q″  = 1.13⋅10-3 cm-1,    
A″ = 132.434 cm-1,  B′ = 0.42893 cm-1,  D′ = 0.2855⋅10-6 cm-1    and    γ″ = 7.0⋅10-4 cm-1   [81-82]. 
Simulations were performed using PGopher [84] and the rotational temperature was varied as 
the only parameter. The best agreement with the experiment could be achieved for a rotational 
temperature Trot=15-25 K, see Figure 6.1.I.  
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Figure 6.1.I. Rotationally resolved electronic spectrum and simulations of 1 band 
of AΣ
 @ XΠ / electronic transition, N2O+ cation.  
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6.2 Electronic Transitions of Polyacetylene Cations 
 
6.2.1 Introduction 
In spite of the fact that significant progress in interstellar chemistry was achieved and 
many interstellar molecules were discovered, a new spectroscopic problem appeared early in the 
20
th 
century which still remains elusive [6-7]. Along with the identified atomic and molecular 
electronic absorptions since then, more than 300 of such bands, whose origin remains unclear, 
were discovered which are called the Diffuse Interstellar Bands (DIBs) for their broadness 
compared to sharp lines arising from atomic and diatomic species in space [8-10].  In this 
chapter, electronic absorption spectra of polyacetylene cations are presented. These are 
considered as molecules of astrophysical relevance, having absorptions within the visible region.  
 
6.2.2 Motivation 
Carbon chains were proposed as carriers of DIBs in 1977 by Douglas [18].  In 1993 this 
idea was extended to the family of polyacetylene chains [20]. Indeed, more than 100 molecules 
which have been detected in the interstellar medium or circumstellar shells contain carbon and 
HCCH neutral molecules were detected in the interstellar medium (ISM) [1, 85]. Laboratory 
studies have  shown that for larger polyacetylene  chains the ionisation potential decreases with 
the number of carbon atoms and for large chains is less than 9 eV [86]. As the degree of 
ionization in interstellar clouds can be large, it is reasonable to assume that ionic polyacetylene 
chains exist in ISM as possible carriers of DIBs.  
Polyacetylene cations have been investigated in terms of astrophysical relevance for some 
time [35, 87].  The origin bands of the first excited electronic state in the series from C"H
 to 
CH
 were studied in the gas-phase [35, 87]; however, rotationally resolved 0 bands were only 
obtained for chains up to C#H
 . In this series of molecules, the rotational constant B decreases 
with the number of carbon atoms and for CH
 the origin band was only partially resolved, 
limited by the bandwidth of the laser [88-92]. In all cases the transitions observed are of the type 
	E E"FΠ$/%-	E"E GΠ%/$. 
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The obtained rotational constants B and spin-orbit coupling constants A for the ground 
XΠ%/$ and excited AΠ$/% states are presented in Table 6.2.2.I; however, no matches between 
observed transitions and DIBs have been accounted for in former gas-phase studies.  
 
HCnH+ 
 4 6 8 10 
T0 19722.610(2) 16654.6873(3) 14143.1815(5) 12260.4(5) 
B″ 0.146888(22) 0.044594(3) 0.019078(9) 0.000988(3) 
B′ 0.140083(22) 0.043792(3) 0.018867(9) 0.000982(3) 
B″/B′ 1.049 1.018 1.011 1.007 
A″ -33.5(1.9) -31.40(28) (-31) (-31) 
A′ -31.1(2.0) -28.41(28) (-28) (-28) 
∆A   3 3 
 
Table 6.2.2.I. Spectroscopic data of polyacetylene cations (HCnH+, n=4-10), where T0 is given in 
cm
-1
, B″ and B′ are the rotational constants in cm-1  and A″ and A′ are the  spin-orbit coupling 
constants in cm-1 for the ground and excited states, respectively. Data are taken from Ref. [87] 
 
Ideal candidates of astrophysical relevance for laboratory investigations must be species 
with strong electronic transitions, having absorptions in the region where DIBs are observed. 
There is little known about higher excited states of polyacetylene cations in the gas-phase, where 
some of them lie in the DIB absorption range. Some of these electronic transitions may have 
strong oscillator strengths as examples of open shell radicals of pi-pi symmetry which have been 
explained theoretically [93]. The molecular orbital (MO) diagram involving π-π excitations 
encountered in the electronic spectra of carbon cation chains is depicted in Figure 6.2.2.I. The 
parity of MOs alternates for the HC2nH+ chains, the HOMO is ungerade when n=2,4,6,8.. and 
gerade when n=1,3,5,7...  The first excited electronic transition is FΠ$/%  XΠ%/$  .  
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Figure 6.2.2.I. Illustration of the frontier orbitals of the polyacetylene cations. Types of π-π 
excitations encountered in the electronic spectra of carbon cation chains with g and u parity 
labels. 
 
 
The higher exited states of HC2nH+ cations (n=2-8) were studied theoretically [94-97]. 
Vertical excitation energies (∆E in eV) and oscillator strengths f using CASPT2 level of theory 
are depicted in Table  6.2.2.II . 
 
Species State Transition ∆Ea f a ∆Eb f b 
HC4H+ GΠ$ ⋅⋅⋅1E&"1E' 2E&2E' 0.00  0.00  
FΠ% 1E& H 1E' 2.62 3.08⋅10-2 2.65 3.14⋅10-2 
IΠ% 1E' H 2E& 3.93 2.48⋅10-2 4.00 2.43⋅10-2 
JΠ% 1E' H 2E& 4.53 8.98⋅10-6 4.60 9.10⋅10-6 
Π% 1E' H 2E& 5.21 2.17⋅10-2 5.29 2.13⋅10-2 
HC6H+ GΠ% ⋅⋅⋅1E'"2E& 2E'3E& 0.00  0.0  
FΠ$ 1E' H 2E& 2.14 6.88⋅10-2 2.17 7.21⋅10-2 
IΠ$ 1E& H 2E' 2.99 4.84⋅10-2 3.05 4.81⋅10-2 
JΠ$ 1E& H 2E' 3.46 2.17⋅10-7 3.52 1.62⋅10-7 
Π$ 1E& H 2E' 3.97 3.55⋅10-2 4.03 3.51⋅10-2 
HC8H+ GΠ$ ⋅⋅⋅2E&"2E' 3E&3E' 0.00  0.00  
FΠ% 2E& H 2E' 1.81 1.41⋅10-1 1.83 1.43⋅10-1 
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IΠ% 2E' H 3E& 2.40 3.18⋅10-2 2.45 3.10⋅10-2 
JΠ% 2E' H 3E& 2.76 2.98⋅10-7 2.81 4.45⋅10-7 
Π% 2E' H 3E& 3.20 2.09⋅10-2 3.25 2.04⋅10-2 
HC10H+ GΠ% ⋅⋅⋅2E'"3E& 3E'4E& 0.00    
FΠ$ 2E' H 3E& 1.52 1.43⋅10-1   
IΠ$ 3E& H 3E' 1.98 2.79⋅10-2   
JΠ$ 3E& H 3E' 2.23 8.31⋅10-6   
Π$ 3E& H 3E' 2.60 2.28⋅10-2   
HC12H+ GΠ$ ⋅⋅⋅3E&"3E' 4E&4E' 0.00    
FΠ% 3E& H 3E' 1.35 1.88⋅ 10-1   
IΠ% 3E' H 4E& 1.75 2.98⋅ 10-2   
JΠ% 3E' H 4E& 1.98 5.87 ⋅10-6   
Π% 3E' H 4E& 2.32 2.21⋅ 10-2   
HC14H+ GΠ% ⋅⋅⋅3E'"4E& 4E'5E& 0.00    
FΠ$ 3E' H 4E& 1.22 2.81⋅ 10-1   
IΠ$ 4E& H 4E' 1.65 4.32⋅ 10-2   
JΠ$ 4E& H 4E' 1.85 1.32⋅ 10-5   
Π$ 4E& H 4E' 2.16 3.37⋅ 10-2   
HC16H+ GΠ$ ⋅⋅⋅4E&"4E' 5E&5E' 0.00    
FΠ% 4E& H 4E' 1.10 3.05 ⋅10-1   
IΠ% 4E' H 5E& 1.41 2.59 ⋅10-2   
JΠ% 4E' H 5E& 1.61 3.91 ⋅10-4   
Π% 4E' H 5E& 1.82 1.63 ⋅10-2   
 
Table 6.2.2.II. Vertical excitation energies (∆E in eV) and oscillator strengths f. 
Theoretical values are taken from Ref. [97] 
aCASPT2/cc-pVTZ//RCCSD(T)/6-31G(d, p). 
bCASPT2/cc-pVTZ//RCCSD(T)/cc-pVTZ. 
 
From Table 6.2.2.II it follows that the oscillator strengths of the IΠ$/%  X Π%/$  and 
Π$/%  X Π%/$  electronic transitions are of the same order of magnitude as oscillator 
strengths of  FΠ$/%  X Π%/$  , and in case of the JΠ$/%  X Π%/$  transitions they are much 
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weaker. Recently, transitions to higher excited  electronic states  of HC2nH+ (n=2-8) were studied 
in neon matrices at 6 K [98]. The origin band maxima of various polyacetylene cations are 
summarized in Figure 6.2.2.II. The 0 bands of the AΠ  XΠ   electronic transition are 
presented from gas-phase measurements and positions of higher excited states are taken from the 
matrix studies. Neon matrix shifts are normally less than 1% of the transition energy [99] and 
were taken into account during spectroscopic studies. In order to ascertain the validity of these 
transitions as potential DIBs, the corresponding spectra have to be obtained in the gas-phase at 
low temperature. In the present work, origin bands of the BΠ$/%  XΠ%/$ electronic transition 
of C#H
, CH
 , of the CΠ$/%  XΠ%/$ electronic transition of C#H
, CH
 and of the 
DΠ$  XΠ% electronic transition of  CH
 were  obtained for the first time in the gas-phase at 
20 K in an ion trap. 
 
  
Figure 6.2.2.II. The origin bands of electronic transitions of polyacetylene cations. The position 
of the origin bands of the first excited electronic state AΠ%/$ are from the studies made in the 
gas-phase. Positions of the higher excited electronic states:BΠ%/$, CΠ%/$, DΠ%/$ and EΠ%/$ 
are taken from neon matrix studies.  The states marked with P a star are the objects of 
investigation in the present work. Data are taken from Refs. [35, 98] 
79 
 
6.2.3 Experimental 
 Polyacetylene cations were produced by electron impact ionisation (15-25 eV) of 
diacetylene  gas. A  typical mass  spectrum  of  ions  produced  in the source is depicted in 
Figure 6.2.3.I. To record this spectrum the first mass filter was in a transmission mode.  The 
mass spectrum shows the abundances of carbon cation chains presented in the experiment. 
Intensities of odd carbon cation chains are weaker than the even ones. The concentration of an 
ion decreases with increasing number of carbon atoms. Quantitatively, the number of  CH
 
ions is 300 times less than the number of C"H
 ions.  Each mass peak has a fine structure 
corresponding to C(H 
, C(H
, C(H
 and  C(
 ions (n=4,6,8,10,12). The most intense mass peak 
is assigned to the C(H
 species (Figure 6.2.3.I(b)). When the cation of interest was mass-
selected and all the potentials on the apparatus were optimized, it was possible to trap 
approximately 3000 cations. Spectra were obtained using a two-colour, two-photon 
photofragmentation technique.  The first colour was tunable radiation from a Nd:YAG pumped 
dye laser (bandwidth 0.15 cm-1 ). Ions excited by the first colour were sequentially probed by 
fixed radiation from an OPO laser (bandwidth 5 cm-1).  The pressure of  the  buffer   gas was 
∼10-3 mbar. The frequency of the second colour was chosen in a way such that the sum of the 
frequencies of the first and the second colour exceeded the photofragmentation threshold. For the 
second colour, photon energies of 5.05, 5.17 eV were chosen for HC2nH+ (n=4, 6), respectively. 
For the FΠ$  XΠ%  and IΠ$  XΠ% transitions of HC10H+, photon energies were 4.35 and 
4.68 eV. The overlap in time of the two photons was controlled by a fast photodiode connected 
to a digital oscilloscope. The overlap in space of the two laser beams was established using 
diaphragms, and the alignment was optimised by maximizing the fragment signal. After resonant 
excitation dissociated products were released from the ion trap by lowering the exit potential. 
The second quadrupole was tuned to a fragment mass and the resolution was decreased to collect 
the signal from all daughter ions corresponding to loss of C3, C3H and C3H2. Spectra were 
obtained by monitoring the yield of fragment cations by a Daly detector while the first colour 
was scanned over the transition. In order to avoid saturation, the laser power was reduced to less 
than 100 µJ.  
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Figure 6.2.3.I. a) Mass spectrum of ions created by electron impact ionization of diacetylene.  
b) Fine structure of the mass peak, in the mass range of 118-126 m/z (corresponding to the J
 , JQ
, JQ
 ! JQ 
 cations). The calibration of the mass spectrum is shifted by 
0.32 m/z.   
 
6.2.4     transition of 	
 
The observed origin band of the FΠ$  XΠ% transition of  CH
 cation is depicted in 
Figure 6.2.4.I. The dashed line represents the simulation of the origin band at 20 K performed 
with PGopher  [84].  In the simulation the Lorentzian contribution was set to 0.45 cm-1.   
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Figure 6.2.4.I.  Experimental spectrum and simulation (dashed line) of the origin band of the 
FR'  GR& transition of  JQ
 at 20 K, where the Lorentzian contribution to the linewidth is  
0.45 cm-1. 
 
The observed origin band could not be rotationally resolved with the present laser 
bandwidth. Two spin-orbit components Π/  Π/   and Π /  Π /  are expected, 
where the intensity ratio depends on the initial population in the ground state. The separation 
between two Ω′=Ω″=3/2 and  Ω′=Ω″=1/2  is the difference between two spin-orbit constants in 
the ground and excited states (∆A=-3 cm-1). Since the LUMO is more than half-full in the 
GΠ	E"E  and FΠ	E E" states, the spin-orbit component with Ω=3/2 is lower in energy. 
Based on thermal population at 20 K, the expected relative intensity of the transitions originating 
from Ω′=1/2 are about 18% as compared to Ω′=3/2. As a consequence, the Π/  Π/  
transition is hidden under the unresolved P branch of the more intense Π /  Π /  transition 
but is partially responsible for the shoulder observed near 12259.4 cm-1, which lies ∼ 3 cm-1 to 
the red. Simulations at different temperatures are presented in Figure 6.2.4.II using the rotational 
constants reported in Ref. [87].  
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Figure 6.2.4.II. Experimental spectrum and simulation (dashed line) of the origin band at 
different temperatures, with Lorentzian contribution to the linewidth is 0.15 cm-1. The 
simulations in a), b), c) and d) were performed using the temperatures of 10, 15, 20 and 25 K, 
respectively. 
 
Figure 6.2.4.III. Experimental spectrum and simulation (dashed line) of the origin band with 
different Lorentzian contribution. In all spectra the Gaussian contribution is 0.15 cm-1 
(bandwidth of laser) and Lorentzian contribution is a) 0.0, b) 0.15, c) 0.45 and d) 0.55 cm-1. The 
temperature is 20 K. 
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By using PGopher it is possible to simulate the rotational structure of the transition with 
both Lorentzian and Gaussian contributions. In the experiment the resolution of laser used was 
0.15 cm-1. From simulations it was concluded that the different temperatures effect the full width 
at half maximum (FWHM) of the origin band. At the same time the dip between observed P and 
R  branches is  almost determined  by the  Lorentzian  contribution  to the origin band, see 
Figure 6.2.4.III. At the Lorentzian contribution 0.45 cm-1 the simulated dip is matched with 
experimental one and Gaussian contribution does not effect the simulated origin band, i.e. when 
the Lorentzian contribution is 0.45 cm-1 it does not matter if the Gaussian contribution is 0 cm-1 
or the laser bandwith used (0.15 cm-1). The last fact leads to the conclusion that experimentally 
observed spectrum  is  not power  broadened  and the rotational temperature is in the range  of 
15-25 K.  Indeed, at 10 K the FWHM of the simulated origin band is less than in the experiment. 
The relative intensity of the Ω″=1/2, ∆Ω=0 band is about 0.1% of the Ω″=3/2 component.  
However, the experimental spectrum exhibits a small absorption feature at this position. At ca. 
20 K the fitted origin band matches the experimental one; but S/N ratio in the experimental 
spectrum  does  not  allow  a clear  determination of  the temperature more accurately than  
within 5 K and the FWHM of the origin band is about 2.2 cm-1. 
 
The laser power used to observe FΠ$  XΠ% electronic transition was less than 100 µJ. 
The same power of the lasers was used for all measurements. Therefore, it is believed that all the 
other origin bands are free of power saturation and FWHMs present the natural bandwidths. 
Thus, the bands can be comparable with absorption features of astrophysical relevance directly. 
 
6.2.5    transition of 	
 
The spectrum obtained for the  SΠ$  XΠ%  transition of CH
 in an ion trap is 
presented in Figure 6.2.5.I. The broad spectrum presented in Figure 6.2.5.I(c) is a spectrum 
obtained in a neon matrix at 6 K [98]. The most intense band is located at 275 nm.  The shift 
between the most intense band obtained in the ion trap and in a neon matrix is about 650 cm-1 
(matrix  shift). Taking   into  account  this  shift, the  two  spectra were  superimposed  in   
Figure 6.2.5.I(b). The weak transition of the matrix spectrum is matched with the 255 nm 
transition and the shoulder of the intense broad peak is matched with the transition at 275 nm.  
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Figure 6.2.5.I. a) The SR'  GR&  transition of JQ
  with the assigned origin 
band at 20 K. b) spectrum in a) superimposed by the spectrum obtained in a neon 
matrix and c) spectrum observed in a neon matrix (taken from Ref. [98]). 
The spectrum obtained in the ion trap shows vibrational structure in the SΠ$ state where 
the most intense peak was detected at 270 nm. This peak cannot be assigned to the origin band of 
SΠ$  XΠ% electronic transition as there are bands located towards  the red, separated  by 
∼650 cm-1. Trapped ions have a temperature of approximately 20 K, hence these transitions 
cannot be hot bands from vibrational levels in the ground electronic state populated at this 
temperature. In addition, these absorption features cannot be assigned to highly excited 
vibrations of the Π$  electronic state of  CH
 cation due to the energy separation between 
the Π$ and SΠ$ states.  Although the position of the Π$  XΠ%  transition is not known, 
it is possible to estimate the energy of Π$ state. Indeed, for linear carbon cation chains the 
positions of the origin bands are approximately linearly dependent on the number of carbon  
atoms in  a  molecule [97].  Using the  positions  of  the origin  bands  of   the Π$/%  XΠ%/$  
electronic transition of CH
 and C"H
  known from studies in neon matrices at 6 K [98], the 
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position of  the origin band of the Π$  state of CH
 cation can be estimated to be ∼450 nm 
corresponding  to  22222 cm-1. Thus,  two  electronic  states  Π$ and SΠ$ are  separated  by 
∼ 14000 cm-1. 
Vibrational frequencies of higher excited electronic states do not differ much from 
calculated ones for the ground state, i.e. the geometry of the species do not change much for 
Π. . FΠ states [98]. Therefore, the calculated 14000 cm-1 separation is believed to be too big 
to have a good Franck-Condon overlap of the totally symmetrical wave function in a ground 
state with highly excited vibrations of Π$ state. Thus, it is assumed that the observed weak 
transition at 285 nm is the origin band and the weakness of this band can be explained by a small 
Franck-Condon factor with a significant geometry change of the molecule in the SΠ$ excited 
state. Therefore, the vibrational assignment of the SΠ$  XΠ%  transition of CH
 was not 
possible based on the ground state frequencies. 
 
6.2.6     transition of 	
 
The searches of the origin bands were based on matrix data. The band position is known 
with uncertainty of the matrix shift, which is typically about 1% of the observed transition 
energy. For the BΠ$  XΠ% transition of CH
 located at 15403 cm-1 matrix shift is about 
150 cm-1. Thus, one has to scan within 150 cm-1 around the 15403 cm-1 position. If the transition 
is found, it is necessary to check that this is not a vibrational/vibronic one, i.e. scan towards the 
red within 150 cm-1. When no other transitions are observed, one can assign the absorption 
feature to the origin band.  
The origin band of the BΠ$  XΠ% electronic transition of CH
 is presented in 
Figure 6.2.6.I. The band is split into three components which are separated from the most intense 
one by 12 cm-1 and 22 cm-1, respectively. DFT and CASSF level of theory calculations have been 
performed using different basis sets (6-311++G(d,p) and TZV) for the ground state. The 
frequency of the lowest piu bending  mode  of the CH
 cation was calculated to be ∼ 40 cm-1 
(41 cm-1 (DFT) and 38 cm-1 (CASSF)). Thus, these two features are not likely to be one and 
double quantum excitation of the lowest vibrational mode. However, the pi&  bending mode 
coupled with Πu/g electronic states can be split due to the Renner-Teller effect and transitions 
arising from these components may appear. Namely, it has been assumed that the most intense 
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transition can be assigned to the origin band and two absorption features are likely to be 
Σ$,/
 @ Σ%,/
  and Δ$,/ @ Δ%,/   dipole-allowed vibronic transitions. 
 
Figure 6.2.6.I. Origin band of the BΠ$  XΠ% transition with two absorption features. 
 
6.2.7  Origin bands of electronic transitions:      
	  
  (	
),      (		
) and         

  
  (	
). 
The origin bands of:  CΠ$  XΠ% (CH
), BΠ%  XΠ$ (C#H
) and DΠ%  XΠ$ 
(CH
) electronic transitions are presented in Figure 6.2.7.I.  The obtained FWHM of the origin 
band of the BΠ%  XΠ$ transition of C#H
  is 4±0.5 cm-1. For the DΠ%  XΠ$  transition of 
CH
 and CΠ$  XΠ%  transition of CH
 the FWHMs are 28±2.5 cm-1 and 30±2.5 cm-1, 
respectively. The origin band of  BΠ%  XΠ$ electronic transition of C#H
 is split in two 
components, which are attributed to rotational P and R branches. The separation is ∼ 1.6 cm-1. 
Although, this separation is barely visible in the spectrum because of the noise in the experiment, 
it is possible to estimate the rotational temperature by the formula U  ∆*+
#,-
  for linear 
molecules [100]. This estimate is based on assumption that in the BΠ% state the geometry of the 
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molecule does not change significantly.  Indeed, the ratio of the rotational constant B′ in the 
excited   AΠ%  state  to   the   rotational   constant B″ in  the   ground   state XΠ$ is 1.011 
(Table 6.2.2.I). For the  separation of about 1.6 cm-1 and rotational  constant B of 0.02 cm-1 the 
calculated rotational temperature is ∼ 23 K (3⋅1010⋅6.6⋅10-27/1.38⋅10-16/0.02⋅1.62/8), which lies in 
the range of temperatures expected for the experiments performed in our ion trap.  The origin 
bands of CΠ$  XΠ% and   DΠ%  XΠ$ transitions are broad and do not exhibit any fine 
structure. The bands are not rotationally resolved because of small rotational constants. In 
addition, lifetime broadening might occur as result of intramolecular processes. 
 
 
Figure 6.2.7.I. a) Origin band of the a) BΠ%  XΠ$ transition,C#H
, b) CΠ$  XΠ% 
transition,C./H
 and c)  DΠ%  XΠ$ transition,CH
. 
 
 
6.2.8   	    transition, 		
 
The origin band of the  CΠ%  XΠ$ transition of C#H
  is depicted in Figure 6.2.8.I. 
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Figure 6.2.8.I. Origin band of the CΠ%  XΠ$ transition,C#H
. 
 
The origin band of the CΠ%  XΠ$ electronic transition of  C#H
 is split into two 
components. The separation is ∼ 12 cm-1. Although they appear to P and R branches for a linear 
molecule, this  cannot be the explanation; a simple  estimate using ∼ 12 cm-1 separation and a 
rotational constant B ∼0.02 cm-1 leads to the temperature  ∼ 1200 K which is not possible. As 
shown for CH
 the temperature of ions in the trap is in the range of 15-25 K.  Very likely the 
absorption feature lying close to the origin is a highly excited vibration of the BΠ% electronic 
state. Indeed, the energies separation of the two electronic states BΠ% and CΠ% of C#H
 is 
only ∼ 2550 cm-1[97-98]. A DFT (6-311++G basis set) normal mode analysis performed for the 
C#H
  cation for ground state gives 2500 cm-1 vibration of σg symmetry. For the excited state 
this frequency is likely to be different and may lie closer to the 0 band. Thus, the less intense 
peak is assigned to a vibrational excitation of the  BΠ% state. 
 
6.2.9 Cooling dynamics 
 
The population of the excited state was probed by delaying the length of time between the 
excitation and fragmentation laser. The obtained decay curves are depicted in Figure 6.2.9.I.  
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The maximum of the signal was detected with 26.31 µs time delay between the VIS and UV 
lasers for  AΠ$ state (Figure 6.2.9.I(a)). The decay constant is ∼ 64 µs.  In contrast, the decay 
curve obtained for the BΠ$ state appears at a delay of 0 µs with a ∼ 9.1 µs decay constant 
(Figure 6.2.9.I(b)). Uncertainty of the time measurements was about 5 ns.   
 
Figure 6.2.9.I. The observed decay curves for a) the origin band of the FR'  GR&  
electronic transition and b) the 0 band of the IR'  GR& electronic transition of 
JQ
. 
The large polyacetylene cations do not fluorescence. The lifetimes of the first excited 
state for C"H
, CH
 and  C#H
 have been measured  to  be 71, 17 and < 6 ns,  respectively 
[101-102]. As the observed FWHM for all origin bands are greater than 2.2 cm-1, the lifetime of 
the excited states is expected to lie in the 100 picosecond range. The decay curves of the excited 
states exhibit different behaviour. The observed decay constants for the AΠ$  and BΠ$  states 
are ∼ 64 and 9 µs. Estimate of the collisional rate based on Langevin theory  in  the  presence of 
∼ 10-3 mbar buffer gas leads to ∼ 10 collision/µs. Thus, the long decay curves are likely related to 
the deactivation process by the collisions of trapped ions with buffer gas. The same deactivation 
process for the first exited state of CH
  was studied previously [35]. However, the maximum 
shift was not observed [103]. The energy of the second probe photon was the only difference in 
the experiments (in the present work 4.5 eV as compared to 5 eV). It is assumed that this 0.5 eV 
additional energy distributed among the 31 vibrational oscillators of CH
 cation leads to 
different photofragmentation rate and is likely responsible for the observed 26.3 µs shift.  
The first colour  excites the cation after which fast intra relaxation process can either 
leave the molecule in a highly excited vibrational level of the ground state or in a close lying 
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quartet state [35]. These Π%" , Π$"   quartet states were theoretically investigated for the C"H
 
and CH
 cations. It was shown that the quartet states lie above F Π state [96]. However, the 
quartet states drop closer to the double states as the ion is bent. Therefore, they may play role in 
the observed decay curves. 
 
6.2.10 Conclusion 
 
The summary of the results are presented in Table 6.2.10.I.  
 
 λ ,nm a λ, nm b VW, cm-1 b FWHM, cm-1 b Transition 
C8H2+  568.5  566.22± 0.02  17661 ± 0.5 4 ± 0.5 BΠ%  XΠ$ 
495.2  494.56 ± 0.03 20220 ± 1 8 ± 1 CΠ%  XΠ$ 
C10H2+   815.4* 12264* 2.2±0.2 AΠ$  XΠ% 
649.2  646.66 ± 0.02 15464 ± 0.5 4 ± 0.5 BΠ$  XΠ%  
567.3  566.1 ± 0.1  17664 ± 2.5 30 ± 2.5 CΠ$  XΠ%  
C12H2+  538.5  536.1 ± 0.1  18646 ± 2.5 28 ± 2.5 DΠ%  XΠ$ 
 
Table 6.2.10.I.  Observed wavelengths of the five new origin bands. 
 
a
 Studies in neon matrices at 6 K.   b This work. * Previous study in an ion trap [35]. 
 
Five origin bands of higher excited states of polyacetylene cations have been observed by 
two-colour, two-photon resonance-enhanced photodissociation spectroscopy for the first time in 
the gas-phase. The observed ions have a rotational temperature in the range between 15-25 K 
which allows a direct comparison between experiment and astrophysical data. Although no 
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matches were found between the experimentally determined origin bands and any known diffuse 
interstellar bands [10, 104-105], some conclusions can be made.  
 
The first is that the FWHMs of the origin bands of higher excited states increase with 
increasing electronic excitation. This was illustrated with the AΠ$, BΠ$ and CΠ$ excited 
states of C10H2+ cation. For C8H2+ only two BΠ% and CΠ% excited states were measured and 
compared. The same behaviour was observed: the FWHM of the origin band of CΠ% excited 
state is greater than the FWHM of the origin band of BΠ% state (4 as compared to 8 cm-1). 
Another conclusion is derived when the FWHMs of the origin bands of the same electronic state 
are considered for different cations (HC2nH+ n=4,5,..). In case of C8H2+ and C10H2+ the FWHMs 
of the origin band of the BΠ$/% excited state are ∼ 4 cm-1, whereas for the CΠ% excited state of 
C10H2+ the FWHM is greater than in C8H2+, 30 and 8 cm-1. Thus, the bandwidth of the transition 
of the CΠ%/$ state increases with increasing number of carbon atoms in the molecule. In 
contrast, the observed bandwidths for BΠ$/%  state are the same and do not change or change 
slightly with increasing number of carbon atoms.  
 
The study of the FWHMs of the bands is important for molecules of astrophysical 
relevance. A pseudo energy diagram showing location of interstellar absorption bands versus 
their FWHM in the DIB range 400-900 nm  is presented in Figure 6.2.10.I [106]. Roughly, the 
FWHM distribution  can  be  divided  into  three  classes: very  broad  (15-200 cm-1), broad  (3-
15 cm-1) and narrow DIBs (1-3 cm-1).  Most DIBs are concentrated between 1.56 and 2.25 eV 
(550-795 nm); very narrow DIBs above 2.25 eV; and few very broad DIBs above 3.0 eV. For the 
spectral range in the present work DIBs have FWHMs  of 1-5 cm-1.  Accordingly, only the origin 
bands of the BΠ$/%  XΠ%/$ transition of C8H2+ and C10H2+ cations fall in a class relevant for 
DIBs. The origin bands of the CΠ$/%  XΠ%/$ and the DΠ%  XΠ$ transitions are too broad. 
Although no direct matches were found between the experimentally determined origin bands and 
any known diffuse interstellar bands, based on experimental FWHMs of BΠ$/%  states we 
assume that these of C12H2+ and C14H2+ cations are of DIB relevance. 
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Figure 6.2.10.I.  Histograms of energy and FWHM distribution of DIBs. The FWHM distribution 
has two or perhaps three peaks, while the energy distribution has a broad maximum between 
1.56 and 2.25 eV. (Histogram is taken from Ref. [106] ) 
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6.3  	

	 cation 
 
The original aim was to record the electronic spectrum of C0H
 in the gas phase, which 
was previously measured in a 6 K neon matrix [21]. The origin band of the AΠ$  XΠ% 
transition of C0H
 is located around 599.5 nm. In order to produce the odd carbon cation chains, 
diacetylene precursor was used. The mass 86 m/z corresponding to  C0H
 was selected with a 
first   quadrupole  mass filter following  the  standard  procedure  described  in  Chapter 5  
(Figure 6.3.I).  
 
Figure 6.3.I. Mass spectrum of diacetylene with a mass peak centered around 86 m/z. 
Both quadrupoles were calibrated using Kr+ (electron ionization) and compared with the 
mass spectrum from NIST Mass Spectrum Data Center [107]. Figure 6.3.II(a) presents the 
spectrum of Kr+ taken from the database and Figure 6.3.II(b) was the one obtained during 
calibration. The positions and intensities of the mass peaks are matched. R2C2PD spectroscopy 
was applied to record the origin band. The photofragmentation loss channel of C3H (37 ± 2 u) 
was monitored. However, no transition was observed around 599.5 nm but an unexpected 
transition with the origin band located near 521 nm was obtained (Figure 6.3.III). As neon 
matrix shifts are normally less than 1% of the transition energy [99] which in case of  a band 
around  599.5 nm is about 166 cm-1. Therefore, it was concluded that the obtained spectrum was 
not the spectrum of linear C0H
. 
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Figure 6.3.II.  Mass calibration a) spectrum of Kr+ from NIST database (Ref.[107] ) and b) 
experimental mass spectrum obtained in an ion trap. 
 
Figure 6.3.III Observed electronic spectrum with the origin band located near 521 nm. 
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The electronic spectrum recorded in the experiment shows rich vibrational structure. 
After the peak around 521 nm no transitions were observed to the red up to 600 nm. Therefore, 
the peak was assigned to the origin band and the spectrum could be obtained by using one visible 
colour with the power of 0.5 mJ. The dye laser with 0.05 cm-1 resolution was used to rotationally 
resolve the 0 band (Figure 6.3.IV). 
 
Figure 6.3.IV. Rotationally resolved origin band located at 19186 cm-1. 
 
6.3.1 Rotational analysis 
The origin band has a well-resolved K-structure which is not a feature for a linear 
molecule as expected for the linear C0H
 cation. It was assumed that diacetylene was 
contaminated in the chemical preparation because a chlorinated precursor was used. 
Accordingly, the presence of C"H Cl
 at the same mass of 86 m/z in an ion trap was suggested. 
In order to explain the experimentally obtained data, DFT calculations were made (basis set for 
open-shell molecules was b3lyp/(6-311++G(d,p))) for the ground state. The results of different 
isomers of C"H Cl
 with A,B,C rotational constants  are  presented in Table 6.3.1.I. Altogether, 
five isomers were obtained. From the calculations it follows that the isomer A has the lowest 
energy.  
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Isomer  Energy / eV A / GHz B/ GHz  C/ GHz  
     D 0.345  7.106  3.047  2.132  
 C 0.186  43.245  1.399  1.355  
        B 0.045  9.472  2.486  1.969  
Lin 0.043  26.621  1.547  1.464  
 A 0  45.747  1.545  1.499  
 
Table 6.3.1.I. Relative energies and rotational constants of  C"H Cl
 Cs symmetry isomers  of 
the ground state. 
 
Although it is supposed that in an ion trap at low temperatures of about 20 K, isomer A 
has to be observed as it is the lowest energy; additional information can be obtained from the 
resolved  structure of  the origin band. Starting  with  the rotational  constants  presented  in 
Table 6.3.1.I, it was possible to simulate the band profiles of the different isomers using 
PGopher [84]. The three principal moments of inertia of the isomers differ; the isomers were 
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classified as asymmetric tops. In the simulations the model of the rigid rotor was used and 
centrifugal distortion was not taken into account.  
 
Figure 6.3.1.I. Rotationally resolved origin band and simulations of different isomers  at 20 K 
(a-type rotational transition). 2A′−2A′ and 2A″−2A″ electronic excitations. 
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With PGopfer it was possible to set the symmetry of the molecule (Cs), rotational 
constant of ground and excited state and type of transition (a,b,c).  In the fit only the rotational 
constants of the excited state were varied. The fitting procedure included about 800 rotational 
lines was considered converged when residual errors were ∼ 0.1 for all isomers. Relative 
intensity of the lines and separations/positions of the bandheads were controlled and the 
temperature of simulations was set to 20 K as a typical rotational temperature of ions.  
 
 
Figure 6.3.1.II. MO diagram with 2A′−2A″ and 2A″−2A″ electronic excitations. 
 
Results are presented in Figure 6.3.1.I. Firstly, it was not possible to fit the 0 band with 
the constants of isomer B, C and D; only the simulation for isomer B is depicted (Figure 6.3.1.I). 
As a result the band of isomer B has different relative intensities and the bandhead separations. 
At the same time, for isomer A and the linear isomer, the fitted spectra exhibit a much better 
agreement with the experimental spectrum. The simulations were performed for an a-type 
2A′−2A′ and 2A″−2A″ electronic transitions. With other types of rotational transitions and 
electronic excitations the fit procedure did not converge. The MO diagram based on DFT 
calculations for the ground state is depicted in Figure 6.3.1.II.  As singly occupied molecular 
orbital (SOMO) has A″ symmetry, hence the ground electronic state is 2A″ and therefore, it has 
been assumed that the possible observed electronic transition in the experiment is 2A″−2A″.   
The obtained rotational constants of the excited state for the linear and isomer A are 
presented in Table 6.3.1.II.  
 
99 
 
 A/GHz B/GHz C/GHz  
A 45.75 1.54 1.50 ground 
state (DFT 
values) 
48.95 1.46 1.44 excited 
state  (fitted) 
1.07 0.95  0.96 excited/ground 
Lin 26.62 1.55 1.46 ground 
state (DFT 
values) 
29.98 
 
1.42 
 
1.40 
 
excited 
state (fitted) 
1.12 0.92 0.96 excited/ground 
 
Table 6.3.1.II. Obtained rotational constants of isomers. 
 
From Table 6.3.1.II, it follows that the isomer A has the closest rotational constants in the 
excited state to the rotational constants in the ground state. For example, the ratio of A constants 
for the isomer A in excited state to the ground state is 1.07. At the same time for the linear 
isomer this ratio is 1.12. Thus, it has been assumed that isomer A and the linear isomer are likely 
responsible for the observed  origin band in the experiment and the 0 band was  assigned to an 
a-type  2A″−2A″ electronic transition of the C"H Cl
 cation. 
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6.4  Anthracene and naphthalene radical cations 
Naphthalene (Np+) and anthracene (An+) radical cations were chosen as representatives 
of the polycyclic aromatic hydrocarbons (PAH), having potential for astrophysical interest 
(Chapter 1). Accordingly, R2C2PD spectroscopy, which was applied to linear carbon chains, 
was chosen to probe the electronic transitions of PAH+ cations. 
 
Figure 6.4.I. The 	 F&  @ ( I' )  transition of An+ at 708 nm. The power of the 
scanning laser was a) 2.4  b) 1.1 and c) less than  0.2 mJ. 
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The  	 F&  @ ( I' )  transition  of  An+   was  observed  at  708.5±0.5 nm 
(Figure 6.4.I). The second colour was 5.4 eV (230 nm) with a power of 0.5 mJ per pulse and the 
FWHM of the transition has a strong, non-linear power dependence upon the first colour. The 
FWHM for different laser power was ∼ 16 nm at 2.4 mJ, ∼ 8 nm at 1.1 mJ and ∼ 5 nm when it 
was less than 0.2 mJ. An+ cations were thermalized with cryogenically cooled buffer gas, 
therefore ions have a temperature ∼ 20 K. 
R2C2PD spectroscopy was not possible to realize for Np+. Although, the second colour 
was varied in a wide range of energies 5.9-4.1 eV (210-300 nm) and the two laser pulses were 
overlapped in time and spatially. However, using multi-photon, one-colour photofragmentation 
spectroscopy was possible to obtain the 	 I '  @ 	G F&  transition of Np+ at 672 ±1.5 
nm when 5 mJ of laser power was used (Figure 6.4.II). Already with a power of 3.5 mJ the S/N 
ratio was below the detection limit. The measured FWHM of the transition was broad and ∼ 6.5 
nm. The measurement of Np+ was performed at room temperature, and in both experiments the 
photofragmentation loss channel of C2H2 was monitored.  
 
 
Figure 6.4.II. The 	 I '  @ 	G F&   transition  of Np+ at 672 nm. 
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Species Conditions λ/nm FWHM/nm 
Np+ Gas phase a  670.73±0.06 1.63 
Np+ 22 ion trap c 672±1.5 6.5±1.5 
An+ Gas phase a 708.76±0.13 4.75 
An+ 22 ion trap c 708.5±0.5 5±0.5 
An+ REMD in an RF 
ion trap b 
∼712 70 
 
Table 6.4.I Absorption band maxima for Np+ and An+ cation observed in supersonic jets 
[108] a, REMD [32] b and 22 pole ion trap c.  
Table 6.4.I presents a summary of the results obtained in this work for Np+ and An+ 
cation compared to results observed by CRDS [108] and by resonance enhanced multiphoton 
dissociation (REMD) technique [32].  The latter technique is related to the multiphoton 
dissociation of An+ by intense laser radiation.  
 
Rotational and vibrational temperatures in the CRDS experiments are believed to be 
larger than 50 K [108]. This assumption was argued because a larger FWHM than expected was 
observed for the transition of An+. However, based on the previous results obtained in an ion 
trap, it was assumed that the An+ cation was thermalized to 20 K [34, 49]. Thus, the 
experimentally observed band with FWHM ∼5 nm can be directly compared with diffuse 
interstellar bands. The FWHM of a close-lying DIB at 708.7 nm is only 0.2 nm, whereas the 
present work has a band at 708.5±0.5 nm. Although at the proper position, it is 5 nm broad and 
almost a factor of 25 wider [104]; therefore, the An+ cation is not of DIB  relevance. 
 
There are many reasons why only a few PAHs have been measured in a 22-pole ion trap 
by means of two-colour and/or one-colour multi-photon techniques (i.e An+ and Np+ cations) and 
they can be understood. The resilience of PAHs toward decomposition is due to their high bond 
energies and many degrees of freedom. Photodissociation experiments on pure PAH cations have 
shown that decomposition process goes through intramolecular vibrational redistribution (IVR). 
The absorbed energy is subsequently distributed among all vibrational degrees of freedom of a 
molecule, where the phase space of microscopic states is defined with equal energy. A molecule 
explores these states randomly through IVR. If the energy stored in one particular degree of 
freedom is higher than the dissociation energy of this bond (e.g., about 3.8 eV for a CH bond in a 
PAH cation), then it undergoes photodissociation by cleavage of a specific bond. Characteristic 
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rates of infrared emission from excited vibrational levels of aromatic neutral or ionic species 
have been determined experimentally to be in the range 1-103 s-1. A critical energy is entered as a 
parameter where the dissociation rates are less than or equal to 102 s-1, i.e. below which infrared 
radioactive relaxation will dominate over fragmentation [109]. The dissociation rate depends 
strongly on internal energy stored in vibrational modes [110]. For example, to dissociate 
coronene cation with a dissociation rate of 102 s-1, more than 10 eV of energy is needed. Another 
feature of PAH photofragmentation is the different loss channels. Experimentally, C2H2 loss has 
only been observed for small catacondensed PAHs with an open skeleton (e.g. naphthalene, 
anthracene and phenanthrene), whereas for the  pericondenced PAHs (e.g. coronene, pyrene and 
coronene) the dominant loss channel is atomic hydrogen [111-112]. Attempts to obtain the 
electronic spectrum of the coronene cation were unsuccessful in a 22-pole ion trap, although the 
H channel loss was monitored. The two-colour, two-photon technique is limited by the laser 
radiation of an OPO. Namely, the sum energy of two photons leads a total energy of ∼ 8 eV. This 
energy is enough to dissociate benzene, naphthalene, anthracene radical cations but already with 
pyrene cation this becomes more difficult.  In order to initiate fragmentation, at least two UV 
photons have to be absorbed in addition to the first one within the visible region. Another 
difficulty derives from intrinsic transition bandwidth for the electronic transitions of several 10s 
cm-1 [108, 113]. This fact leads to the conclusion that fast non-radioactive processes (of the order 
of ∼ 50 fs) occur in the excited PAH cations. Thus, with nanosecond lasers is not possible to 
probe the excited states. Some other states have to be used to drive the molecule above 
photofragmentation threshold but these states are not known because of lack of experimental and 
theoretical investigations. 
 
 From the spectra obtained using the REMD technique, it has been observed that there is a 
disadvantage of resonance multi-photon photofragmentation spectroscopy. The efficiency of this 
technique is strongly dependent on the laser power and several photons are needed to produce 
photodissociation channels. The photofragmentation rate for the naphthalene cation is calculated 
to be 103 s-1 at 7 eV internal energy and 105 s-1 at 8 eV for the C2H2 loss channel, whereas  the 
critical energy to dissociate the cation is ca. 6.3 eV [110]. In the case of the Np+ cation, this leads 
to the absorption of more than 4 photons. The absorption of many-photons and high power leads 
to saturation of the recorded band. As a result the FWHM is very broad, and for An+ cation , it 
has been measured by REMD to be approximately 70 nm at room temperature [32].  In a 22-pole 
ion trap, REMD spectroscopy for the Np+ gives a FWHM of about 6.5 nm at room temperature, 
whereas CRDS gives 1.5 nm [108]. Thus, the resonance multi-photon photodissociation 
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spectroscopy does not give a natural bandwidth of the transition and the obtained FWHM cannot 
be comparable with astrophysical observations. 
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6.5      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   electronic spectrum of NCCN+ in 
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Conclusions 
 
Five origin bands of higher excited states of polyacetylene cations have been observed by 
resonance  two-colour, two-photon photodissociation  spectroscopy  for the first  time  in  the 
gas-phase (Chapter 6.2). The  observed  cations  have  a  rotational  temperature  in  the range 
15-25 K which allows for a direct comparison between experiment and astrophysical data. 
Although, no direct matches were found between the experimentally determined origin bands 
and any known DIBs, some conclusions were made. First, the FWHMs of the origin bands of 
higher excited states increase. This was illustrated for C10H2+ cation, where the AΠ$, BΠ$ and 
CΠ$ states were considered. For C8H2+ only two BΠ% and CΠ% excited states were measured 
and compared. The same behaviour was observed: the FWHM of the origin band of CΠ% 
excited  state  is  greater  than  the  FWHM  of the origin band  of BΠ% state (4 as  compared to 
8 cm-1). Another conclusion is derived when the FWHMs of the origin bands of the same 
electronic state are considered for different cations (HC2nH+ n=4,5). In case of C8H2+ and C10H2+ 
the FWHMs of the origin band of the BΠ$/% excited state are ∼ 4 cm-1, whereas for the CΠ% 
excited state of C10H2+ the FWHM is greater than in C8H2+, 30 and 8 cm-1. Thus, the bandwidth 
of the transition of the CΠ%/$ state increases with increasing number of carbon atoms in the 
molecule. In contrast, the observed bandwidths for BΠ$/%  state are the same and do not change 
or change slightly with increasing number of carbon atoms. Based on experimental FWHMs of 
BΠ$/% states, argumentation that only these are DIB relevant was given. 
 
During spectroscopic studies of C0H
 cation in the gas-phase, an unexpected transition 
was observed at 521 nm (Chapter 6.3). The parent ion mass in the experiment was 86 m/z. The 
origin band was rotationally resolved. Based on the K-structure of the band, it was concluded 
that a non-linear molecule was responsible for the observed origin band. It was assumed that the 
diacetylene precursor was contaminated because of the chemical preparation procedure, coming 
from  the  precursor of  the synthesis. Accordingly,  the presence of C"H Cl
 at the same mass 
86 m/z was suggested. In order to explain the experimentally obtained data, ground state 
calculations at b3lyp/(6-311++G(d,p)) level of theory were performed, giving five isomers of Cs 
symmetry. Using the rotational constants for the ground state, it was possible to fit simulated 
bands with the experimental one for isomer A and linear isomer. The 2A′−2A′ and 2A″−2A″ 
electronic excitations of a-type rotational transition have matched with the observed 0 band. 
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Based on a MO diagram using DFT calculations, the argumentation that only 2A″−2A″ electronic 
transition could be observed in the experiment was made.   
R2C2PD spectroscopy, which was applied to linear carbon chains, was chosen to probe 
the electronic transitions of PAH+ cations (Chapter 6.4). The 	 F&  @ ( I' ) electronic 
transition was observed at 708 nm with a FWHM of 5 nm. The conclusion that An+ cation is not 
DIB relevant, was given. The same spectroscopic method was not possible to realize for the Np+. 
Although, the second colour was varied in the wide range of energies 5.9-4.1 eV (210-300 nm) 
and the two laser pulses were overlapped in time and spatially. However, using multi-photon, 
one-colour    photofragmentation   spectroscopy   it   was   possible    to  obtain  the  
	 I '  @ 	G F&  transition of Np+ at 672 ±1.5 nm. The obtained FWHM of the 
transition was broad ∼ 6.5 nm. From the spectra obtained using the REMD technique, it has been 
observed that there is a disadvantage of resonance multi-photon photofragmentation 
spectroscopy. The efficiency of this technique is strongly dependent on the laser power and 
several photons are needed to produce photodissociation channels. The photofragmentation rate 
for the naphthalene cation is calculated to be 103 s-1 at 7 eV internal energy and 105 s-1 at 8 eV 
for the C2H2 loss channel, whereas  the critical energy to dissociate the cation is ca. 6.3 eV. In 
the case of the Np+ cation, this leads to the absorption of more than four photons. The absorption 
of multi-photons and high power leads to saturation of the recorded band. As a result the FWHM 
is broad and ∼ 6.5 nm. Thus, it was concluded that multi-photon resonance photodissociation 
spectroscopy does not give a natural linewidth of the transition and the obtained data cannot be 
comparable with astrophysical observations. 
 
Electronic spectra of three dipole-allowed transitions of NCCN+ cation are presented with 
vibrational assignments (Chapter 6.5, 6.6). The centrosymmetric cyanogen and its cation occur 
in the interstellar medium or terrestrial environments; however, they cannot be probed by 
rotational spectroscopy. The measured gas-phase electronic transitions provide the means of 
identifying the  cation  spectroscopically in such inaccessible media. The IΣ%
  XΠ$, 
JΠ%  XΠ$ and Π%  XΠ$ absorption spectra of NCCN+ in the gas phase have been 
observed with 0 bands at 888.6 , 575.9 and 299.3 nm, respectively. Because of the short 
lifetimes in the JΠ% and Π% excited states, the 0 bands could not be rotationally resolved, 
implying lifetimes of a hundred femtoseconds, whereas the IΣ%
 excited state lifetime is on the 
order of 10 picoseconds.  
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Appendix 
 Time delay generator based on PCI-CTR20HD Card 
 
The PCI-CTR20HD [114] is a high-performance counter/timer board for PCI bus-
compatible computers. This board can be used in such applications as data acquisition, system 
timing, and industrial process control and laser systems.  The PCI-CTR20HD board has four 
9513-based counter/timer devices. Each 9513 [115] device has five 16-bit independent up-down 
counters (65,536 counts). An input source, dual count register, load register, hold register, alarm 
register, output, and gate are associated with each counter. All are selectable via software.  The 
9513 counter/timer device can be configured with software to perform event counting, pulse and 
frequency measurements, watchdog timing, alarm comparisons and other input functions. The 
9513 counter/timer can generate frequencies with either complex duty cycles or with one-shot 
and continuous-output modes.  Up to five counters can be chained together using software to 
enable a 32-, 48-, 64-, or 80-bit counter. The internal/external counter source, gate source, and 
gating functions are software-programmable. The functional block diagram and specification is 
shown in Figure A.I. 
 
 
Figure A.I PCI-CTR20HD functional block diagram 
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The counter specificaion is shown in Table A.I 
Parameter Conditions 
Counter type 9513 
Configuration Four 9513 devises. Five up/down counters per 9513, 16-
bits each 
Compatibility 5V/TTL 
Each 9513 device is programmable for: 
 
Clock source Software selectable: 
External: 
Counter 1-5 clock inputs 
Counters 1-5 gate inputs 
Internal: 
Terminal count of previous counter 
X2 clock frequency scyler 
Gate Software slectable source: 
External: 
Active high or low level or edge, counter 1-5 gates input 
Active high level previous gate or next gate 
All externall gate signals (CTRxGATEn) individually 
pulled up through 10 K resistors to +5V. 
Internal: 
Active high previous counter terminal count 
No gating 
Output Software selectable: 
Always low 
High puls on terminal count 
Low pulse on terminal count 
Toggle on terminal count 
Inactive, high impedance at user connector # output 
OscOut Software selectible source: 
Counter #1-5 input 
Gate #1-5 input  
Prescaled clock source (X2 clock frequency scaler)  
Software selectible divider: 
Division by 1-16 
Software selectable enable: 
On or low impedance to ground 
Clock input frequency 6.8 MHz max (145 nS min period) 
X2 clock input 
sources 
Software selectable: (each counter individually) 
External (max = 7.0 MHz) EXT SRCA_IN, 
EXT_SRCB_IN, EXT SRCC_IN, EXT SRCD_IN  
1.0   MHz (10 MHz Xtal divided by 10 ) 
5.0   MHz (10 MHz Xtal divided by 2 ) 
3.33 MHz (33 MHz PCI clock divided by 10 ) 
1.67 MHz (33 MHz PCI clock divided by 20 ) 
X2 clock frequency 
scaler 
BCD scaling (X2 devided by 10,100,1000 or 1000) or 
Binary scaling (X2 divided by 16, 256,4096 or 65536) 
High pulse width 70 ns min 
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(clock input) 
Low pulse width 
(clock input) 
70 ns min 
Gate with high 145 ns min 
Gate width low 145 ns min 
Input low voltage -0.5 V min, 0.8 V max 
Input high voltage 2.2 V min, Vcc max 
 
Output low voltage @ 
IIL = 3.2 mA 
0.4 V max 
 
Output high voltage 
@ IIH =-200 µA 
2.4 V min 
Cristall oscillator 
frequency 
10 MHz 
 
Frequency accurancy 50 pm 
Table A.I. Counter specification 
           For the programmable delay line generator based on a PCI-CTR 20HD card the physical 
connections of some pins had to be done as shown in Figure A.II. Channels CH1- CH10  are  
output channels of the delay line.  The acronym EXT means an input for a trigger signal.  
 
Figure A.II. The physical connection for the PCI-CTR 20HD card 
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The program was written in LabView. The front panel consists from three tabs. The first 
tab is used for the configuration purposes. The card can be triggered externally or internally 
(Figure A.III). When the card is triggered externally, one can choose the frequency. For each 
channel it is possible to choose delay time and pulse width (Figure A.IV). 
 
Figure A.III. Front panel of the  program. 
 
Figure A.IV. Configuration panel of  the program. 
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