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To produce a word, speakers need to retrieve the lexico-syntactic representation of the
word and encode the phonological form for articulation. It is not precisely known yet if a
word's syntactic features (e.g., number, gender, etc.) are automatically activated and
selected in bare noun production. Cubelli, Lotto, Paolieri, Girelli, and Job (2005) proposed
that only in languages that have a complex morphological structure (e.g., Italian), the se-
lection of grammatical gender is required. In languages with a relatively simpler
morphological structure, the selection of grammatical gender is by-passed. Here, we
investigated this issue further by employing a language with an extremely simple
morphological structure, i.e., Mandarin Chinese. Using the picture-word interference
paradigm, we manipulated the congruency of the lexico-syntactic classifier feature (com-
parable to grammatical gender) between the target picture and the superimposed dis-
tractor word. We measured participants' naming latencies and their electroencephalogram
(EEG). As a result, relative to the classifier-congruent condition, classifier incongruency
elicited a stronger N400 effect in the ERP analyses, suggesting the automatic activation of
lexico-syntactic features in bare noun production. However, classifier congruency did not
affect naming latencies, suggesting that the lexico-syntactic feature is not selected in bare
noun naming when it is irrelevant for production.
© 2018 Elsevier Ltd. All rights reserved.nguages and Literature, Shandong University, 250100, Jinan, China.
ang).
rved.
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Words, together with their semantic, syntactic and phonolog-
ical properties, are stored in our mental lexicon. When we
speak, we access our mental lexicon at an amazingly high
speed to select the to-be-produced words to express the
meaning in their appropriate phonological forms within the
syntactic constraints (Van Turennout, Hagoort,& Brown, 1998).
Cognitive language production models predict when certain
components of a to-be-produced word are activated, selected
and encoded, where the activation is located in the brain, and
how the activation flows. In terms of the temporal loci, most of
these models agree on the main stages involved in word pro-
duction: (a) conceptualization of the intended message, (b)
retrieval of the semantic and grammatical representations of
the to-be-producedwords (hereafter lemma retrieval), (c) word-
form encoding, and (d) articulation (e.g., 'Independent-Network
model', Caramazza, 1997; 'interactive' spreading-activation
model, Dell, 1986, 1988, 1990; Dell & O'Seaghdha, 1991, 1992;
the WEAVERþþ model, Levelt, 1992; Levelt, Roelofs, & Meyer,
1999a, 1999b; Roelofs, 1992, 1993; Roelofs & Meyer, 1998).
During lemma retrieval, a lemma is activated by the
concept and selected for the next stage of phonological form
encoding. The word's syntactic features (e.g., number, gram-
matical gender, etc.) receive activation from the lemma. Some
syntactic features (e.g., number) may also receive activation
from the concepts (e.g., MULTIPLE; Levelt et al., 1999a; see
Nickels, Biedermann, Fieder,& Schiller, 2015 for an alternative
account). For instance, in English, the -s affix needs to be
selected for regular plural nouns (e.g., ‘cats’). In Dutch, the
determiner needs to be selected and to agreewith the noun on
its grammatical gender in noun phrase production (‘de arm’,
the arm, common gender and ‘het been’, the leg, neuter
gender). Empirical evidence has been reported to support the
selection of syntactic features during word and phrase pro-
duction (e.g., La Heij, Mak, Sander, & Willeboordse, 1998;
Schriefers & Teruel, 2000; Schriefers, 1993; Van Berkum,
1997). Nevertheless, it is debated whether a word's syntactic
features (e.g., grammatical gender) are always activated and
whether consequently, they are also automatically selected,
even when they are irrelevant for specific speech production
tasks (e.g., ‘cat’ in English and ‘been’, leg, in Dutch).
Experimental studies havemostly made use of the picture-
word interference paradigm (e.g., Glaser, 1992; see MacLeod,
1991 for a review) to examine the selection of syntactic fea-
tures in speech production. For example, the selection of
grammatical gender in noun phrase production in Dutch and
Germanhasbeen reported (e.g., LaHeij et al., 1998; Schriefers&
Teruel, 2000; Schriefers, 1993). Specifically, shorter naming
latencies were observed when the grammatical gender of the
distractor word (e.g., ‘dak’, roof, neuter gender) was congruent
with that of the target picture name (e.g., ‘boek’, book, neuter
gender) than in an incongruent condition (e.g., ‘tafel’, table,
common gender). This has been observed in both article-
adjective-noun (e.g., ‘het groene boek’, the green book) and
plain adjective-noun (e.g., ‘groen boek’, green book) pro-
ductions.Theeffect innaming latencieswas called the “gender
congruency effect” (La Heij et al., 1998; Schriefers & Teruel,
2000; Schriefers, 1993; Van Berkum, 1997). However, thegender congruency effect disappeared when the determiners
are the same for common and neuter nouns, for instance, in
the Dutch plural (‘de boeken’, the books e ‘de tafels’, the tables).
Thus, the “gender congruency effect” was re-interpreted as
determiner congruency effect related to the retrieval of de-
terminers at the word-form level (e.g., Alario & Caramazza,
2002; Miozzo & Caramazza, 1999; Miozzo, Costa, &
Caramazza, 2002; Schiller & Caramazza, 2003, 2006; see
Caramazza,Miozzo,Costa, Schiller,&Alario, 2001 fora review).
However, no gender or determiner congruency effect was
observed in bare noun production in Dutch (e.g., boek, book) by
La Heij and colleagues (La Heij et al., 1998; see also; Starreveld
& La Heij, 2004). By contrast, Cubelli and colleagues conducted
a series of experiments using the picture-word interference
paradigm and reported consistent effects of grammatical
gender in bare noun naming in Italian (Cubelli et al., 2005). In
their study, the grammatical gender congruency showed an
inhibitory effect, compared to the incongruent condition,
contradicting the facilitative effect observed in West-
Germanic languages (such as in Dutch and German) when
the determiner was included in the naming task. The inhibi-
tory effect was interpreted as reflecting competition at the
lemma level and the selection of grammatical gender is
mandatory before accessing themorpho-phonological form of
a given noun in word production (Cubelli et al., 2005).
So far, no agreement has been reached upon whether
lexico-syntactic features such as grammatical gender are
indeed automatically activated and selected in bare noun
production. If they are, as suggested by Cubelli et al. (2005), it
suggests that speakers select extra information such as task-
irrelevant syntactic features in word production. If the
lexico-syntactic features are not selected (e.g., La Heij et al.,
1998; Starreveld & La Heij, 2004), there are still two possibil-
ities for the theoretical account of the null effect in naming
latencies. The null effect could be accounted for by speech
production models (e.g., Caramazza, 1997; Levelt et al., 1999a)
in various ways. One possibility is that the lexico-syntactic
features are not activated in bare noun production. The
other possibility is that they are always activated but not
selected and consequently, do not affect the retrieval and
production of the target word (La Heij et al., 1998).
As discussed in La Heij et al. (1998), even if the lexico-
syntactic features are activated, there are still two possible ex-
planations in alternative speech production models. It could be
the case that the lexico-syntactic features receive spreading
activation from the activated lemma (Levelt et al., 1999a). Since
the lexico-syntactic features are activated after the retrieval of
the lemma, they will not affect the production speed when
irrelevant for production (La Heij et al., 1998). Alternatively,
based on the assumptions derived from the model by
Caramazza (1997), the syntactic layer is omitted. The lexico-
syntactic information receives activation directly from the se-
mantic representation or the phonological representation.
Specifically, the lexico-syntactic features such as word class
receive activation from the semantic representation and other
featuressuchasgender receiveactivation fromthephonological
representation (Caramazza, 1997; cf.; La Heij et al., 1998, p. 217).
Alternatively, Cubelli et al. (2005) proposed a two-layer
architecture for language production: the lexico-semantic
and lexico-syntactic representations. Both layers have to be
1 As an example, “jian” indicates the phonetic notation of the
lexical item, i.e., Pinyin of the word and the number 4 indicates
the lexical tone.
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of the target word. To explain the discrepancy between their
finding and the null gender effect in Dutch, Cubelli et al. (2005)
pointed out that only in languages that have a complex
morphological structure (e.g., Italian), the selection of gram-
matical gender is required.
No study, to our knowledge, has direct evidence to tease
apart thesepossibilities. Therefore, the followingquestionsare
empirically open: Are lexico-syntactic features always acti-
vated, even in singular bare noun production? If so, where do
the lexico-syntactic features receive the activation from, i.e.,
via spreading activation from the activated lemma (as pre-
dicted in Levelt'smodel; Levelt et al., 1999a) or direct activation
from the semantic or phonological representation (as pre-
dicted in Caramazza's IN model; Caramazza, 1997)? Further-
more, are they consequently selected in singular bare noun
production? Are the cross-linguistic discrepancies attributed
to the simplicity/complexity of the morphological structure?
Notably, most studies discussed above have drawn evi-
dence from behavioral studies with reaction time data. It has
been noted that reaction times only reflect the outcome of a
number of cognitive processes involved in overt naming
while electrophysiological data can provide a fine-grained
measurement of the various ongoing cognitive processes
stimulated by the experimental manipulation (Luck, 2005).
Event-related potential (ERP) experiments have been carried
out extensively in psycholinguistic research. However, the
majority of the experiments investigate language perception
processes and covert language production. This is mainly due
to theconcernsaboutmusclemovements involved in language
production that can distort the ERP signals and consequently
make the acquired data unreliable. However, an increasing
number of recent studies have investigated the functional
characteristics of speech production with electrophysiological
measurements and demonstrated that artifact-free ERP sig-
nals can be measured up to 400 msec post-stimulus presenta-
tion (Ganushchak, Christoffels, & Schiller, 2011). For instance,
it has been proposed that the brain engages in lexical retrieval
starting 200msec after stimulus onset (Costa, Strijkers,Martin,
& Thierry, 2009; Strijkers & Costa, 2011) and engages in syn-
tactic processing 40 msec before phonological processing
during speaking (Van Turennout et al., 1998). Semantic acti-
vation has been found to precede phonological encoding dur-
ing picture naming (Schmitt, Münte, & Kutas, 2000; Van
Turennout, Hagoort, & Brown, 1997) as reflected in both the
lateralized readiness potentials (LRPs), an ERP component, and
a response inhibition index, namely the N200. Morphological
encoding has been observed around 400 msec after stimulus
onset (Koester & Schiller, 2008), in line with the predictions of
meta-analytic studies (Indefrey& Levelt, 2004; Indefrey, 2011).
The reliability of electrophysiologicalmeasurementwith overt
speech production calls for more research to provide fine-
grained data with high temporal resolution to reveal the un-
derlying mechanisms of speech production.
These findings motivated us to seek electrophysiological ev-
idence to tap into the issue of lexico-syntactic feature activation
and selection in bare noun production. Our empirical base for
this investigation is bare noun production inMandarin Chinese,
a language with a relatively simple morphological structure. As
we will explain below, the nominal classifiers (hereafterclassifiers) inMandarinChineseprovidean interestingaswell as
important, but hitherto much ignored, test case for the debate.
In Mandarin Chinese, although gender or case is not overtly
marked, it is compulsory to use a classifier between an article, a
quantifier or another modifier and its associated noun. For
instance, the common classifier for a piece of upper-body
clothing (e.g., coat, shirt, etc.) is “jian4”1, and to refer to the
noun “da4yi1” (coat) in a noun phrase using a numeral or an
article, the classifier must occur between the modifier and the
noun, i.e., “yi1 jian4 da4yi1” (one classifier-jian4 coat) or “zhe4 jian4
da4yi1” (this classifier-jian4 coat).Classifier choice isdeterminedby
the semantic-syntactic features (e.g., semantic category, num-
ber; see Wang, 1973). In some cases, an object's classifier is
determined by its semantic category, e.g., the contrast between
animal names that tend to be used with “zhi1” and clothes
nameswith “jian4”. Insomeothercases,one lionisusedwiththe
classifier “tou2”while a group of lions with the classifier “qun2”.
Sometimes, classifiers function as the grammatical marker,
comparable to the number morphology in other languages
(Cheng & Sybesma, 1999, 2005; Doetjes, 1997; Peyraube, 1998).
So far, we have only found two behavioral studies that
manipulated classifier congruency (between the classifier and
the noun) as well as semantic relatedness using the picture-
word interference paradigm to investigate the role of classi-
fiers in Mandarin Chinese speech production. Conflicting
results, however, were reported regarding classifier effects in
bare noun naming. Zhang and Liu (2009) found that a
classifier-congruent distractor facilitated picture naming even
in the bare noun production task where no classifier infor-
mation was required. However, Wang, Guo, Bui, and Shu
(2006) found contradictory results, and argued that only in
noun phrase naming is classifier encoding required, but not in
bare noun naming (Wang et al., 2006).
In psycholinguistic research, classifier information is
considered comparable to grammatical gender information in
some respects, as it is directly associated with the lexical item
and regarded as a lexical property of nouns. It bears a trans-
parent semantic relationship to the lexical item in some cases,
but is arbitrary in others (Tzeng, Chen, & Hung, 1991). Given
this similarity, the study of the effect of classifier in noun
production is not only necessary but also provides an inter-
esting line of comparison with regard to lexico-syntactic
feature encoding between spoken word production in West-
Germanic languages (where gender is a prominent feature)
and that in East Asian languages (where classification is a
prominent feature). In the current study, we used the picture-
word interference paradigm and manipulated both semantic
category and classifier congruency between target picture
name and distractor word. This manipulation provides in-
sights into the classifier choice as a function of semantic
classes (e.g., Wu & Bodomo, 2009; but see; Cheng & Sybesma,
2005), which is necessary to tease apart.
We measure both naming latencies and electrophysiolog-
ical activities. If classifiers are not automatically activated, we
expect to see comparable naming latencies and electrophys-
iological activities between classifier congruent and
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vated but not selected, we expect to see comparable naming
latencies between classifier congruent and incongruent con-
ditions but significant differences between the two conditions
in electrophysiological activities. Specifically, as gender
disagreement has been reported to elicit an “N400-type effect”
(Barber & Carreiras, 2005), we expect to observe a reduced
N400 effect for the classifier congruent trials, relative to
incongruent trials. A cautionary note is that the experimental
tasks in Barber and Carreiras (2005) were noun phrase and
sentence (silent) reading, results of which therefore may not
be optimal for us to base our predictions directly upon. Un-
fortunately, as far as we know, there has not been an ERP
study to determine the ERP effect elicited by grammatical
gender (dis)agreement. We will therefore build upon results
reported in Barber and Carreiras (2005) while being aware of
the different setups for our data interpretation.
Alternatively, if classifiers are activated as well as selected
in bare noun naming, we expect to observe shorter naming
latencies on the classifier congruent trials than on the
incongruent ones (Zhang & Liu, 2009) as well as a stronger
N400 effect elicited by the incongruent classifiers compared to
the congruent ones. Moreover, we expect to see a general se-
mantic interference effect as reflected in naming latencies,
based on previous research using the picture-word interfer-
ence paradigm (e.g., Glaser & Düngelhoff, 1984; La Heij, 1988;
Zhu, Damian, & Zhang, 2015; see Spalek, Damian, & B€olte,
2013 for a review), as well as a negative effect around
400 msec as shown in previous electrophysiological studies
using the picture-word interference paradigm or (in combi-
nation with) another paradigm (e.g., the cumulative semantic
interference paradigm or the semantic blocking paradigm)
(Aristei & Abdel Rahman, 2011; Zhu et al., 2015; but see Costa
et al., 2009 for ERP effects obtained in the P2, N2, P3 and the
N400 ranges). The dissociation of the N400-like effect and the
semantic interference effect has also been discussed in
Blackford, Holcomb, Grainger, and Kuperberg (2012).2. Method
2.1. Participants
Thirty-threenativeMandarinChinesespeakers (meanage¼26
years, SD ¼ 3.05; 19 females) studying in the Netherlands
(n ¼ 28) or Beijing, China (n ¼ 5) with comparable second lan-
guage experience2 gave informed consent for participation in2 A Bartlett test for homogeneity of variance was performed on
the behavioral data from the whole dataset, p > .05, indicating the
homogeneity of the dataset, i.e., the variance does not differ
across participant groups recruited in the two locations. We
collected additional data from a second location to obtain suffi-
cient statistical power, as the number of eligible participants was
limited in the Netherlands. The participants we recruited in the
Netherlands had lived in the Netherlands for less than half a year
and those we recruited in Beijing had comparable language
experience and proficiency. Nevertheless, we did re-run the an-
alyses without the 5 participants and obtained the same patterns
of results but with higher p-values (close to .1). Taken together,
we decided to keep the additional 5 participants' data.the experiment. All participants were right-handed, had
normal or corrected-to-normal vision, and no history of
neurological impairments or language disorders. They were
paid for their participation.
2.2. Materials
Thirty black-and-white line drawings from Severens' picture
database (Severens, Van Lommel, Ratinckx, & Hartsuiker,
2005) or similarly drawn, corresponding to monosyllabic
(20%), disyllabic (70%) or tri-syllabic (10%) names in Mandarin
Chinese served as target pictures. Each picture was presented
with four types of distractor words. The distractors were
selected based on their congruency with the target picture
names regarding two factors e classifier and semantic cate-
gory (see Table 1). The distractors in the four conditions were
matched in terms of word frequency, F(3, 116) ¼ .594, p ¼ .620,
number of syllables, F(3, 116) ¼ 1.790, p ¼ .153, and visual
complexity (number of strokes), F(3, 116) ¼ 1.437, p ¼ .236.
Distractors were phonologically and orthographically unre-
lated to the target pictures.
2.3. Design and procedure
The experiment adopted a 2 by 2 factorial within-subject
design, with classifier (C) and semantic category (S) as the
two factors. Each factor had two levels: congruent (þ) versus
incongruent (), resulting in four conditions: CþSþ, CþS,
CSþ and CS. On each trial, pictures were presentedwith a
distractor (from one of the four conditions) superimposed on
the center of the picture.
All participants saw each of the 30 pictures four times
(once for each condition), resulting in 120 trials per partici-
pant, which were presented in a pseudo-random order such
that the same picture did not occur within ten consecutive
trials and no two consecutive trials were from the same
condition or with the same corresponding classifier. The
pseudo-randomized experimental lists were generated
using the Windows program Mix (Van Casteren & Davis,
2006).
The experiment consisted of three sessions: a familiariza-
tion session, apractice sessionandanexperimental session. In
the familiarization session, each picture was presented once
with its name underneath for 2 sec. Participants were reques-
ted to simply view the images and names. In the practice ses-
sion, eachpicturewaspresentedoncewith “XX” superimposed
on it andparticipantswereasked toname thepictureswith the
correct names while ignoring the “XX” on the pictures. Re-
sponses that deviated from the names given in the familiar-
ization session were corrected by the experimenter.
In the experimental session, the 120 trials were divided
equally into two blocks with a short break in between (length
of the break was determined by the participant). On each trial,
a fixation point (“þ”) was presented for 300 msec, followed by
a blank screen (200 msec), the target picture with distractor
(displayed until the participant initiated a vocal response,
with a 2000 msec time-out), followed by another blank screen
(500 msec) before the next trial began.
Participants sat in front of a computer in a dimly lit room
and were asked to name the pictures using bare nouns as fast
Table 1 e An example of a target picture presented with distractor in each condition. Distractors either match or mismatch
the classifier (C) or semantic category (S) of target picture name.
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measured by a voice-key and their electroencephalogram
(EEG) was recorded simultaneously.
2.4. Electrophysiological recording and data processing
The EEG was recorded using 32 Ag/AgCI electrodes on the
standard scalp sites of the extended international 10/20 sys-
tem. Six flat electrodeswere attached above and below the left
eye to measure the eye blinks (2), at the external canthus of
each eye to record horizontal eye movements (2) and at the
mastoids for off-line re-referencing (2).
We used the Matlab toolbox FieldTrip (Oostenveld, Fries,
Maris, & Schoffelen, 2011) for the offline processing of the
EEG data. The EEG signals were re-referenced to the average
of both mastoids and band-pass filtered from .1 to 30 Hz.
ERPs were time-locked to the onset of the target pictures.
Epochs from 200 to 700 msec were computed, with base-
line correction performed on the 200 to 0 msec pre-
stimulus interval. Mean and linear trend were removed
from the EEG data using a General Linear Modeling approach
prior to resampling the EEG data acquired in two locations
(sampled at 512 Hz in the Netherlands and 500 Hz in Beijing)
to 256 Hz. We implemented the independent component
analysis (ICA) function in FieldTrip (the codes are based on
the function of EEGLAB; Delorme & Makeig, 2004) to remove
the eye movement artifacts. At most two components per
participant were identified as vertical or horizontal eye
movements and removed from the EEG signal for further
analysis.
Trials with amplitudes exceeding ±100 mV, or a 100 mV
difference within a single trial, or exceeding 4 standard de-
viations of a participant's mean amplitude of all trials were
considered as outliers and removed from the analysis. Data
from six out of thirty-three participants were excluded from
further analysis due to too many artifacts with available
epochs below 50% after artifact rejection. The behavioral data
from these six participants were excluded from analysis aswell, leaving 27 effective datasets (mean age ¼ 25 years,
SD ¼ 3.04; 18 females).3. Results
3.1. Behavioral data
5.03% of all data points (3,240) were further removed from the
behavioral data analysis, comprising: (a) incorrect responses;
(b) voice-key failures (the first two types were counted as er-
rors; the error rate was 3.58% and considered not informative
enough for further analysis); (c) outliers (i.e., naming latencies
exceeding 3 SDs above or below the participant's mean;
1.45%).
Repeated measures ANOVAs were performed on the
participant means (F1) and item means (F2) with two within-
subjects factors: classifier congruency (same classifier vs.
different classifiers) and semantic relatedness (same semantic
category vs. different semantic categories).
No significant effect of classifier congruency was obtained
either in the by-participant analysis, F1(1, 26) ¼ .000, p ¼ .994,
h2P ¼ .000, or in the by-item analysis, F2(1, 29) ¼ .028, p ¼ .867,
h2P ¼ .001, indicating that classifiers are not selected in bare
noun naming inMandarin Chinese. Therewas amain effect of
semantic relatedness in the by-participant analysis, F1(1,
26) ¼ 14.268, p ¼ .001, h2P ¼ .354 and in the by-item analysis,
F2(1, 29) ¼ 5.041, p ¼ .033. h2P ¼ .148, with longer naming la-
tencies on semantically related trials than semantically un-
related trials (Fig. 1). The interaction between the two factors
was not significant either in the by-participant analysis, F1(1,
26) ¼ .008, p ¼ .928, h2P ¼ .000, or in the by-item analysis, F2(1,
29) ¼ .000, p ¼ .989, h2P ¼ .000.
3.2. ERP data
21.02% of the experimental trials were removed from the
ERP data analysis including error trials (3.83%) and epochs
Fig. 1 e There was no significant difference between the classifier congruent and incongruent conditions. Naming latencies
for the semantically related condition were significantly longer than the unrelated condition. There was no interaction
between semantic relatedness and classifier congruency.
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tion, on average, there were 24 remaining epochs (1.9 < SD
per condition < 2.3). The following analyses were performed
on four ROIs (left fronto-central: F3, FC1, FC5, C3; left centro-
parietal: CP1, CP5, P3, PO3; right fronto-central: F4, FC2, FC6,
C4; right centro-parietal: CP2, CP6, P4, PO4). Three consecu-
tive time windows (0e275 msec, 275e575 msec,
575e650 msec) were chosen based on visual inspection of
the data without taking the putative effects into account to
avoid circularity (Luck & Gaspelin, 2017, Figs. 2 and 3; see
Zhu et al., 2015 for a similar approach). The mean ampli-
tudes in the above-mentioned time windows across all
remaining channels were submitted to repeated measures
ANOVA analysis in R (Team, 2014) using the car package (Fox
& Weisberg, 2011), with classifier congruency (2 levels), se-
mantic relatedness (2 levels) and ROI (4 levels) as three
factors.
In the time window of 275e575 msec, there was a main
effect of classifier congruency, F(1, 26) ¼ 6.11, p ¼ .020,
h2P ¼ .190, a main effect of semantic relatedness, F(1,
26) ¼ 4.67, p ¼ .040, h2P ¼ .152, and a main effect of ROI, F(3,
78) ¼ 40.78, p < .001, h2P ¼ .611. No significant two-way in-
teractions between any two of the three factors found, p-
values > .05. No significant main effect or interaction was
found in the other two time windows.
Next, to confirm the results of ANOVA analyses and to
further explore the topographic distributions of classifier
and semantic effects, two cluster-based permutation tests
were performed considering data at all time points (about
every 4 msec; see Zhu et al., 2015 for a similar approach).
The permutation tests (Maris & Oostenveld, 2007) based on
t-statistics were performed in FieldTrip (Oostenveld et al.,
2011) on the participants' mean amplitudes within the
time window 275e575 msec where significant semantic andclassifier effects were statistically confirmed by the ANOVA
analysis. This nonparametric randomization test was
selected to control for the false alarm rate due to the
multiple comparison problem with EEG data. This test first
collects the trials into one single set regardless of experi-
mental conditions. A random partition procedure is then
performed on the data set 1,000 times and a histogram is
constructed of the Monte Carlo approximation of the per-
mutation distribution. The resulting p-value reflects the
proportion of randomizations that result in a larger test
statistic than the observed one. If this p-value is smaller
than the critical alpha level of .05, then it is concluded that
the data between the two experimental conditions are
significantly different (see Maris & Oostenveld, 2007 for a
detailed description of the method and see e.g., Wang,
Bastiaansen, & Yang, 2015 for similar applications of the
permutation tests).
Two pairs of comparisons were performed on the ampli-
tudes in the time windows 275e575 msec. We then used the
cluster-based permutation test based on t-statistics. First
the classifier-congruent condition (Cþ) was compared with
the classifier incongruent condition (Ce) (both semantically
unrelated), and then the semantically-related condition (Sþ)
was comparedwith the semantically-unrelated condition (Se)
(both classifier unrelated). The classifier-congruent and
semantically-related condition was omitted (for a similar
approach see Zhu et al., 2015).
A significant cluster (p-value smaller than .05) associated
with the comparison between the classifier congruent and
incongruent conditions was found from around 370 to
430 msec. The ERP amplitudes were more negative for the
incongruent condition than for the congruent condition
(Fig. 4). Similarly, a significant cluster (p-value smaller than
.05) associated with the comparison between the semantically
Fig. 2 e Grand averages of ERPs from six representative electrodes (FC1, FC2, CP1, CP2, PO3, PO4) for classifier congruent (Cþ)
and incongruent (Ce) conditions.
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Fig. 3 e Grand averages of ERPs from six representative electrodes (FC1, FC2, CP1, CP2, PO3, PO4) for semantically related
(Sþ) and unrelated (Se) conditions.
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c o r t e x 1 1 6 ( 2 0 1 9 ) 2 9 4e3 0 7302related and unrelated conditions was found within the win-
dow of around 370e430 msec. The amplitudes were more
negative for the unrelated condition than for the related
condition (Fig. 5).4. Discussion
Using the picture-word interference paradigm, we manipu-
lated the classifier congruency and semantic category con-
gruency between the distractor word and the target picture.
By measuring the participants' naming latencies and EEG ac-
tivities, we investigated if lexico-syntactic features are acti-
vated and selected in bare noun production. We will first
discuss the semantic effect and then the classifier effect.
The results obtained from manipulating the semantic
category were in line with our predictions. The semantic
interference effect (e.g., Glaser, 1992; MacLeod, 1991) was
revealed by longer naming latencies when pictures were
presented with a distractor word from the same semantic
category relative to different semantic categories. This is
consistent with previous studies (e.g., Glaser & Düngelhoff,
1984; La Heij, 1988; Zhu et al., 2015). The semantic interfer-
ence effect can be interpreted as reflecting competition during
lexical selection (see, e.g., Levelt et al., 1999a; but see, e.g.,
Mahon, Costa, Peterson, Vargas, & Caramazza, 2007; see
Spalek et al., 2013 for a review).
In the ERP analyses, a larger negative ERP wave was
observed for the semantically-unrelated condition compared
to the related condition in the time window of 275e575 msec
(Fig. 3). The effect was most robust in the parietal and central
regions from about 370 to 430 msec according to a more con-
servative statistical analysis (Fig. 5). The ERP modulation by
semantic category congruency is consistent with previous
studies in Indo-European languages (e.g., Dell’Acqua et al.,
2010; Janssen, Carreiras, & Barber, 2011; Jescheniak, Hahne,
& Schriefers, 2003; Jescheniak, Schriefers, Garrett, &
Friederici, 2002; but see Costa et al., 2009 who did not find
significant correlations between naming latencies and ordinal
positions in the N400 range) and Mandarin Chinese (e.g., Zhu
et al., 2015), which also reported greater ERP negativities for
the semantically-unrelated condition compared to the related
condition. This negative effect at the parietal and central re-
gions and peaking around 400 msec after stimulus presenta-
tion resembles a classic N400 effect. It is worth noting
that Blackford and colleagues (Blackford et al., 2012) dissoci-
ated the behavioral semantic interference effect and theFig. 4 e A significant positive cluster (Cþminus Ce) was found fo
Electrodes with significant effects were highlighted with channe
plotted with longer intervals instead of every 4 msec.electrophysiological N400-like effect. While the N400-like ef-
fect is also possibly elicited by semantic priming (e.g.,
Blackford et al., 2012; Kreher, Holcomb, & Kuperberg, 2006), a
cautionary note is that further research is needed to under-
stand the electrophysiological effect that correlates with the
semantic interference effect as shown in RTs.
No significant classifier effect, however, was observed in
the naming latencies of the bare-noun naming task, which
is in line with the classifier null effect in bare noun naming
reported by Wang et al. (2006) but contradicts the finding of
Zhang and Liu (2009). This null effect is at odds with the
grammatical gender effect observed in Italian (Cubelli et al.,
2005) but compatible with the result that no gender/deter-
miner effect is observed in Dutch bare noun naming (e.g., La
Heij et al., 1998; Starreveld & La Heij, 2004). Cubelli et al.
(2005) have proposed that only in languages with a com-
plex morphological structure, the selection of grammatical
gender is required. The null effect of classifier in Mandarin
Chinese, a language with a rather simple morphological
structure, can be taken as another case for the by-passing of
the selection of the lexico-syntactic features in bare noun
production, in line with the predictions by Cubelli et al.
(2005). As discussed in the Introduction, the null effect in
naming latencies has left open the question of whether the
lexico-syntactic features are always activated, even when
they are irrelevant for production.
A statistically significant effect of classifier incongruency,
however, was found between 370 and 430 msec after the
target picture onset (Fig. 4), albeit in the absence of any sig-
nificant effect of classifier incongruency in naming latencies.
Classifier encoding is not required in bare noun naming, but
by manipulating the congruency of classifiers between target
pictures and distractors, we observed a stronger N400 effect
with the classifier incongruent trials compared to congruent
ones. This resembles the effect elicited by morphological
priming in speech production (Koester & Schiller, 2008) and
gender disagreement (Barber & Carreiras, 2005). The existence
of the electrophysiological effect of classifier congruency
lends support for the automatic activation of classifier fea-
tures even in bare noun naming.
However, different from the condition where explicit
morphological primes are used to elicit a morphological
priming effect (Koester & Schiller, 2008), the present task does
not require classifier feature (form) encoding. Therefore, the
automatic activation of classifiers is at odds to take place at
the form-encoding level when themorphological priming was
obtained (Koester & Schiller, 2008).r the classifier effect, ranging from around 370 to 430msec.
l labels and asterisks. Due to limited space, the graphs were
Fig. 5 e A significant positive cluster (Sþminus Se) was found for the semantic effect, ranging from around 370 to 430 msec.
Electrodes with significant effects were highlighted with channel labels and asterisks. Due to limited space, the graphs were
plotted with longer intervals instead of every 4 msec.
c o r t e x 1 1 6 ( 2 0 1 9 ) 2 9 4e3 0 7 303The remaining question then is how the classifier feature is
activated in bare nounnaming. There are twopossible accounts.
Basedupon theLevelt et al. (1999a)'smodel,onepossibility is that
classifier receives activation from the activated lemma, as a
lexico-syntactic feature. Since this process happens after the
lemma retrieval, we then would not expect the activation to
affect the naming latency. Alternatively, based upon
Caramazza's (1997) model, the other possibility is that the clas-
sifier, as a lexico-syntactic feature, receives activation directly
from semantic representations or phonological representations.
We know that classifiers in Mandarin Chinese can be indepen-
dent from both the semantic representation and the phonolog-
ical representation. For instance, native speakers of Mandarin
Chinese acquire the classifierenoun combinations around four
andfiveyears old (e.g., Erbaugh, 1986; Fang, 1985) and ‘there is noFig. 6 e The automatic activation of the lexico-syntactic
representation of classifiers in word production of
Mandarin, adapted from Levelt et al. (1999a). The
phonological form encoding of classifiers is not necessary
in bare noun naming so Link B is only present when the
production of classifier is required. Other lexico-syntactic
features such as number and case that require more on-
line processing rather than retrieval from long-term
memory are not included in this model.transparent or unequivocal mapping between conceptual prop-
erties and classifiers’ (cf. Bi, Yu, Geng,&Alario, 2010, p. 103). As a
consequence, the correct classifierenoun combinations have to
be memorized. In other words, the connection between the
classifier and its corresponding lemma is relatively fixed and
reliable, while the connection between the classifier and the se-
mantic representation is rather opaque and unreliable. There-
fore, it is more likely that it is the activated lemma that spreads
activation to the classifier feature, rather than that the classifier
feature receives activation directly from semantic representa-
tion. Another possibility is that the classifier feature receives
activation from the activated phonological representation.
However, if thiswere the case, the ERP effect elicited by classifier
incongruency would have been localized at a later point in time,
following the activation of the phonological representation.
In Fig. 6, extending the speechproductionmodel fromLevelt
et al.’s (1999a), we show that for the lexical concept COW, the
consequently activated target lemma (e.g., 牛 cow) automati-
cally spreads the activation to the classifier feature (e.g., classi-
fier头) of this target lemmavia linkA.Whenwehaveadistractor
word (e.g., 门票 ticket), which also activates its lemma and
automatically its classifier (e.g., classifier 张) that differs from
that of the target (头), it elicits a stronger N400 effect, relative to
the condition where a distractor (e.g., 大蒜 garlic) has the same
classifier as that of the target (e.g., classifier头). However, in bare
noun naming where the classifier information is not required
for production, the incongruency between different classifier
features does not affect the naming latencies.
To conclude, our behavioral and electrophysiological re-
sults jointly suggest that the Mandarin classifier feature is
automatically activated by its associated target lemma but it is
not selected in bare noun naming. Future research can be
beneficial to further investigate to what extent automatic
activation of lexico-syntactic features is language universal.
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