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Area-covering postprocessing of ensemble precipitation forecasts using
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Lea Friedli · David Ginsbourger · Jonas Bhend
Abstract Probabilistic weather forecasts from ensemble sys-
tems require statistical postprocessing to yield calibrated and
sharp predictive distributions. This paper presents an area-
covering postprocessing method for ensemble precipitation
predictions. We rely on the ensemble model output statistics
(EMOS) approach, which generates probabilistic forecasts
with a parametric distribution whose parameters depend on
(statistics of) the ensemble prediction. A case study with
daily precipitation predictions across Switzerland highlights
that postprocessing at observation locations indeed improves
high-resolution ensemble forecasts, with 4.5% CRPS reduc-
tion on average in the case of a lead time of 1 day. Our main
aim is to achieve such an improvement without binding the
model to stations, by leveraging topographical covariates.
Specifically, regression coefficients are estimated by weight-
ing the training data in relation to the topographical similarity
between their station of origin and the prediction location.
In our case study, this approach is found to reproduce the
performance of the local model without using local historical
data for calibration. We further identify that one key difficulty
is that postprocessing often degrades the performance of the
ensemble forecast during summer and early autumn. To mit-
igate, we additionally estimate on the training set whether
postprocessing at a specific location is expected to improve
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the prediction. If not, the direct model output is used. This
extension reduces the CRPS of the topographical model by
up to another 1.7% on average at the price of a slight degra-
dation in calibration. In this case, the highest improvement is
achieved for a lead time of 4 days.
Keywords Ensemble postprocessing, Ensemble model
output statistics, Precipitation accumulation, Censored
Logistic regression, Weighted Scoring Rule estimator,
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1 Introduction
Today, medium-range weather forecasts are generated by
Numerical Weather Prediction (NWP) systems which use
mathematical (or physics-based, numerical) models of the
atmosphere to predict the weather. NWP forecasts are af-
fected by considerable systematic errors due to the imperfect
representation of physical processes, limited spatio-temporal
resolution, and uncertainties in the initial state of the climate
system. This initial condition uncertainty and the fact that
the atmosphere is a chaotic system, where small initial errors
can grow into large prediction errors, make weather fore-
casting challenging (Wilks and Vannitsem 2018). Therefore,
attention has turned to probabilistic weather forecasting to
quantify weather-dependent predictability from day to day.
Such probabilistic forecasts are generated using different fore-
casting scenarios (referred to as ensemble members) based
on slightly perturbed initial conditions and perturbed phys-
ical parameterizations in the NWP system. Unfortunately,
such ensemble forecasts are not able to capture the full fore-
casting uncertainty as it is difficult to represent all sources of
error reliably and accurately (Buizza 2018). Hence ensemble
forecasts are often biased and over-confident (Wilks 2018).
Statistical postprocessing can be used to calibrate ensemble
forecasts. A proper postprocessing method providing accu-
rate weather forecasts is fundamental for risk quantification
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and decision making in industry, agriculture and finance.
One example is flood forecasting, where predicting future
streamflow bases on reliable precipitation forecasts, a prob-
lem tackled for instance in Aminyavari and Saghafian (2019).
The objective of statistical postprocessing is to find structure
in past forecast-observation pairs to correct systematic errors
in future predictions. Various approaches to postprocess en-
semble predictions have been developed over the last years,
a selection of them is listed for example in Wilks (2018).
His overview covers parametric approaches that assume a
predictive distribution belonging to a class of probability
distributions and nonparametric approaches that avoid such
distributional assumptions. For the class of parametric meth-
ods, the two main approaches he lists are Bayesian model
averaging (BMA; Raftery et al. 2005) and ensemble model
output statistics (EMOS; Gneiting et al. 2005). The BMA
approach generates a predictive probability density function
(PDF) using a weighted average of PDFs centred on the single
ensemble member forecasts. There are numerous applications
of this method, for example in the studies about ensemble
precipitation postprocessing of Sloughter et al. (2007) and
Schmeits and Kok (2010). The EMOS approach provides
a predictive PDF using a parametric distribution whose pa-
rameters depend on the ensemble forecast. One of the most
frequently used EMOS models is the Nonhomogeneous Gaus-
sian regression (NGR) approach introduced by Gneiting et
al. (2005). While in a homogeneous regression model the
variance of the predictive distribution is assumed to be con-
stant, in the inhomogeneous approach it is expressed as a
function of the ensemble variance. The NGR model that as-
sumes a Gaussian predictive distribution has been extensively
applied to postprocess ensemble temperature forecasts, see
for instance Baran, Hornyi and Nemoda (2013) or Hemri et
al. (2014).
The aim of this paper is to provide calibrated and sharp
precipitation predictions for the entire area of Switzerland
by postprocessing ensemble forecasts. The postprocessing
model should account for seasonal specificities and while it
is developed at observation locations, it should also be appli-
cable at unobserved locations and thereby allow to produce
area-covering forecasts.
As a starting point, we apply the censored Logistic EMOS
model of Messner et al. (2014) to a dataset of daily precip-
itation predictions for Switzerland. Precipitation is a non-
continuous variable, which is why we need to adapt the as-
sumptions on the predictive distribution of the NGR model.
To account for the characteristics of precipitation, we ap-
ply a left-censoring of the distribution at zero such that all
non-positive values are assigned to zero. Furthermore we test
alternative distributions besides the Gaussian. Other applica-
tions of censored EMOS models for ensemble precipitation
postprocessing can be found in Scheuerer (2014) using a
Generalized Extreme Value distribution and in Baran and
Nemoda (2016) using a shifted Gamma distribution. For our
case study, a censored Logistic distribution delivered the
most promising results. To estimate the parameters of the pre-
dictive distribution, the model is fitted on a training dataset.
There are two basic approaches to select the training data:
A local model fits the coefficients only with past data from
the same location while a global model uses all the available
forecast observation pairs. We show that the local model
outperforms the global model in our case study with daily
precipitation forecasts. Thorarinsdottir and Gneiting (2010)
came up with similar conclusions in a study about wind speed
over the North American Pacific Northwest. The difficulty is
that the past observations used in the postprocessing are only
available at weather stations. The local model can therefore
be applied solely at stations. To provide spatially compre-
hensive but locally specific forecasts, the global model is
enhanced with topographical information.
To enable local effects without binding the model to the sta-
tions, the data used to estimate the parameters of the predic-
tive distribution is selected with respect to the topographical
similarity between the location it originated and the predic-
tion location. Such approaches (referred to as semi-local) use
a specific weighting of the training data for each point of
prediction, thus one has to fit the model repeatedly. An en-
semble postprocessing algorithm allowing for training data to
be weighted individually has first been introduced by Hamill,
Hagedorn and Whitaker (2008). In their study, they calibrate
ensemble precipitation forecasts using logistic regression (for
a given threshold) whereby in the fitting procedure, the train-
ing data pairs are weighted with respect to the relationship of
their ensemble mean and the threshold in question. Another
ensemble postprocessing study where the training data is as-
signed with individual weights has been presented by Lerch
and Baran (2018). Using an EMOS approach to postprocess
ensemble wind speed predictions, they weight the training
data pairs depending on the similarity of their location of
origin and the prediction location. Thereby, they measure
the similarity of two locations with distances based on the
geographical location, the station climatology and the station
ensemble characteristics. As an alternative to the distance
based weighting approach, Lerch and Baran (2018) suggest
to cluster the observational sites based on the same similarity
measures and to perform the postprocessing for each clus-
ter individually. The motivation behind the two semi-local
approaches of Lerch and Baran (2018) is to solve numeri-
cal stability issues of the local model, which requires long
training periods since only the data of one station is used for
training, they do not aim for an area-covering postprocessing
method as this study does. Beside the different motivation,
we use other similarity measures and focus on topographical
variables that are relevant for postprocessing in an area with
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complex topography such as Switzerland.
Over the last years, other approaches enabling postprocess-
ing at unobserved sites have been developed. For the inter-
polation technique, the postprocessing parameters of a local
model are spatially interpolated using geostatistical methods.
The introduction of geostatistical interpolation for a BMA
postprocessing framework has been provided by Kleiber et
al. (2011) as Geostatistical Model Averaging. Their methodol-
ogy developed for normally distributed temperature forecasts
has been modified by Kleiber, Raftery and Gneiting (2011)
to allow its application to precipitation forecasts. For EMOS
models, a geostatistical interpolation procedure has been pre-
sented in Scheuerer and Bermann (2013) and extended in
Scheuerer and Knig (2014). Both studies base on locally
adaptive postprocessing methods avoiding location-specific
parameters in the predictive distribution. Instead, they use
local forecast and observation anomalies (with respect to
the climatological means) as response and covariates for the
regression to get a site-specific postprocessing method. Con-
sequently, they do not have to interpolate the parameters but
the anomalies. This method has been modified by Dabernig
et al. (2017) using a standardized version of the anomalies
and accounting additionally for season-specific characteris-
tics. In contrast, in the study of Khedhaouiria, Mailhot and
Favre (2019), the regression coefficients are fitted locally and
then interpolated geostatistically. In their study, this two-step
procedure of interpolating the coefficients is compared with
an integrated area-covering postprocessing method relying
on Vector Generative Additive Models (VGAM) with spatial
covariates.
In addition to the area-covering applicability, our PP model
should also address seasonal specificities that affect post-
processing performance. The already mentioned studies of
Scheuerer and Bermann (2013) and Scheuerer and Knig
(2014) have been using a rolling training period of several
tenths of days. This means that the model has to be refit-
ted every day and that only part of the training data can be
used for the fitting. In the study of Dabernig et al. (2017)
which is also based on anomalies, a full seasonal climatol-
ogy is fitted and subtracted such that the daily fitting can be
avoided and the whole training data set can be used during
the regression. In the work of Khedhaouiria, Mailhot and
Favre (2019), the post-processing parameters are also fitted
for every day individually. They account for seasonality by
adding sine and cosine functions of seasonal covariates. We
have tested similar approaches for our case study and used
different choices of training periods, additional regression
covariables and a weighting of the training data to account for
the seasonality. Our case study highlights that a key difficulty
of postprocessing ensemble precipitation forecasts lies in
summer and early autumn, when in many places postprocess-
ing leads to a degradation of the forecast quality, be it using a
local or global approach. The presented seasonal approaches
account for seasonal variations in the postprocessing but do
not enable its renouncement. For this reason, we introduce a
novel approach referred to as Pretest. The later first evaluates
whether a postprocessing at a given station in a given month
is expected to improve forecast performance. A comparison
of the performances shows that for our case study the Pretest
approach performs best (see supplementary material for de-
tails).
The remainder of this paper is organized as follows: Sec-
tion 2 introduces the data, the notation and the verification
techniques. The elaboration of the postprocessing model is
presented in Section 3. Finally, the external model validation
is presented in Section 4 and discussed in Section 5.
2 Data, Notation and Verification
2.1 Data
This study focusses on postprocessing of ensemble precipi-
tation predictions from the NWP system COSMO-E (COn-
sortium of Small-scale MOdelling). At the time of writing,
this is the operational probabilistic high-resolution NWP
system of MeteoSwiss, the Swiss national weather service.
COSMO-E is run at 2x2km resolution for an area centered on
the Alps extending from northwest of Paris to the middle of
the Adriatic. An ensemble of 21 members is integrated twice
daily at 00 : 00 and 12 : 00 UTC for five days (120 hours) into
the future. Boundary conditions for the COSMO-E forecasts
are derived from the operational global ensemble prediction
system of the European Centre for Medium-range Weather
forecasting (ECMWF).
We focus on daily precipitation amounts in Switzerland. As
suggested by Messner (2018), the ensemble predictions and
the observations of the daily precipitation amount are square-
root transformed before the postprocessing. We use observed
daily precipitation at MeteoSwiss weather stations to cali-
brate the ensemble forecasts. This paper relies on two ob-
servation datasets, one for the elaboration of the methodol-
ogy and one for the subsequent assessment of the models of
choice. The datasets are presented in Table 1. The first dataset
(subsequently referred to as Dataset 1) consists of ensemble
forecasts and verifying observations for the daily precipita-
tion amount between January 2016 and July 2018 whereby
a day starts and ends at 00 : 00 UTC. The data is available
for 140 automatic weather stations in Switzerland recording
sub-daily precipitation. The second dataset provides the ob-
served daily precipitation amounts of 327 additional stations
(on top of the 140 ones of Dataset 1) that record only daily
sums. For historical reasons, these daily sums are aggregated
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Table 1: The properties of Dataset 1 and Dataset 2
Dataset 1 Dataset 2
Aggregation period
(beginning and end) 00 : 00 UTC 06 : 00 UTC
Available months Jan 2016 - Jul 2018 Jun 2016 - Jul 2019
Available stations 140 467
Purpose Elaborationmethodology Assessment
from 06 : 00 UTC to 06 : 00 UTC of the following day. For
the purpose of uniformity, these daily limits are adopted for
all stations in Dataset 2. The larger number of stations from
Dataset 2 is only available from June 2016 to July 2019. All
stations from Dataset 1 are also part of Dataset 2. The stations
of both datasets are depicted in Figure 1.
Since COSMO-E makes forecasts for five days into the future,
the different intervals between the forecast initialization time
and the time for which the forecast is valid have to be taken
into account. This is referred to as forecast lead time. The
possible lead times for a prediction initialized at 00 : 00 UTC
are 1, 2, 3, 4, 5 days and 1.5, 2.5, 3.5 and 4.5 days for one
initialized at 12 : 00 UTC respectively. Figure 2 illustrates
the possible lead times for both datasets. For Dataset 2 the
forecast lead times increase from 24 hours to 30 hours for
the first day due to the different time bounds of aggrega-
tion. Also, only four complete forecasts can be derived from
each COSMO-E forecast with Dataset 2. We use Dataset 1
reduced to forecast-observation pairs with lead time equals 3
for the elaboration of the methodology. This selection pro-
cedure depends strongly on the dataset bearing the danger
Fig. 1: The 140 stations of Dataset 1 (points) and the addi-
tional 327 stations of Dataset 2 (triangles)
of overfitting. To assess this risk, the models of choice will
be evaluated with Dataset 2. This is done for all lead times
between 1 and 4.
(a) Dataset 1
(b) Dataset 2
Fig. 2: The lead times of Dataset 1 and Dataset 2, which
classify the forecasts with respect to the time interval between
the prediction time (circle) and the predicted day
In addition to the forecast-observation pairs and the station
location (latitude, longitude, and altitude), topographical in-
dices derived from a digital elevation model with 25m hor-
izontal resolution are used. The topographical indices are
available on 7 grids with decreasing horizontal resolution
from 25m to 31km describing the topography from the im-
mediate neighbourhood (at 25m resolution) to large-scale
conditions (at 31km). The topographical indices include the
height above sea level (DEM), a variable denoting if the
site is rather in a sink or on a hill (TPI), variables describ-
ing aspect and slope of the site and variables describing the
derivative of the site in different directions.
2.2 Notation
In this paper, the observed precipitation amount (at any spec-
ified location and time) is denoted as y. y is seen as a re-
alization of a non-negative valued random variable Y . The
K ensemble members are summarized as x = (x1, ...,xK).
Predictive distributions for Y are denoted by F and stand
either for cumulative distribution functions (CDFs) or prob-
ability density functions (PDFs). In literature, a capital F
is used to refer indistinguishably to the probability measure
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or its associated CDF, a loose convention that we follow
for simplicity within this paper. A forecast-observation pair
written as (xi,yi) refers to a raw ensemble forecast and the
corresponding observation. A pair written as (Fi,yi) gener-
ally indicates here, on the other hand, that the forecast is a
postprocessed ensemble prediction.
2.3 Verification
To assess a postprocessing model, the conformity of its fore-
casts and the associated observations is rated. In the case
of probabilistic forecasts, a predictive distribution has to be
compared with single observation points. We follow Gneit-
ing, Balabdoui and Raftery (2007) by aiming for a predictive
distribution maximizing the sharpness subject to calibration.
Calibration refers to the statistical consistency between fore-
casts and observations (Gneiting, Balabdoui and Raftery
2007, Thorarinsdottir and Schuhen 2018) and while sev-
eral notions of calibration do exist (see Gneiting, Balabdoui
and Raftery 2007 for a detailed discussion with examples
highlighting their differences), the notion of probabilistic
calibration can probably be considered as the most common
one. As recalled in Gneiting, Balabdoui and Raftery (2007),
”probabilistic calibration is essentially equivalent to the uni-
formity of the PIT values” (Probability Integral Transform;
Dawid 1984). In practice, the n available forecast-observation
pairs (Fi,yi) with i = 1,2, ...,n out of the test dataset are ex-
amined by having a look at the histogram of the PIT values
F1(y1), ...,Fn(yn). (1)
While a flat histogram with equally populated bins is nec-
essary for a forecasting method to be ideal, ”checks for the
uniformity of the PIT values have been supplemented by
tests for independence” (Gneiting, Balabdoui and Raftery
2007, referring to Fru¨hwirth-Schnatter 1996 and Diebold et
al. 1998). To investigate the calibration of the raw ensemble,
the discrete equivalent of the PIT histogram called verifica-
tion rank histogram is used (Hamill and Colucci 1997). It is
generated by ranking the values
{x1,x2, ...,xK ,y} (2)
of every ensemble-observation pair. A histogram of the ranks
of the observations shows how they are distributed within
the ensemble. Again, a flat histogram indicates a calibrated
forecasting method.
Hamill (2001) pointed out that the flatness of the PIT his-
togram is necessary but not sufficient for a forecast to be
ideal. Gneiting, Balabdoui and Raftery (2007) took these re-
sults as a motivation to aim for a predictor which maximizes
the sharpness while being calibrated. Sharpness is a char-
acteristic of the forecast only and does not compare it with
the actual observations. Therefore, we evaluate the sharpness
only in combination with calibration and not individually.
Accuracy The accuracy of a forecast is assessed with sum-
mary measures addressing both calibration and sharpness
simultaneously. These functions called Scoring Rules map
each forecast-observation pair (F,y) to a numerical penalty,
where a smaller penalty indicates a better forecast and vice
versa (Thorarinsdottir and Schuhen 2018). Let
S :F ×Y → R∪{∞} (3)
be a Scoring Rule, where Y is a set with possible values
of the quantity to be predicted and F a convex class of
probability distributions on Y . The Scoring Rule is said to
be proper relative to the classF if
EY∼GS(G,Y )≤ EY∼GS(F,Y ), (4)
where F,G ∈F are probability distributions and G in par-
ticular is the true distribution of the random observation Y .
The subscript Y ∼ G at the expected value denotes that the
expected value is computed under the assumption that Y has
distribution G (Gneiting, Balabdoui and Raftery 2007).
We will focus on two popular Scoring Rules: The
Continuous Ranked Probability Score (CRPS; Matheson and
Winkler 1976) and the Brier Score (Brier 1950). The CRPS
is a generalization of the absolute error for probabilistic fore-
casts. It can be applied to predictive distributions with finite
mean and is defined as follows (Thorarinsdottir and Schuhen
2018):
CRPS(F,y) =
∫ ∞
−∞
(
F(x)− I[y,∞)(x)
)2 dx, (5)
where IA(x) denotes the indicator function for a set A ⊆ R
which takes the value 1 if x ∈ A and 0 otherwise. To compare
the performance of the postprocessing models with the one
of the raw ensemble, we need a version of the CRPS for a pre-
dictive distribution Fens given by a finite ensemble x1, ...,xK .
We use the following definition by Grimit et al. (2006):
CRPS(Fens,y) =
1
K
K
∑
k=1
|xk− y|− 12K2
K
∑
k=1
K
∑
l=1
|xk− xl |. (6)
In practice, competing forecasting models are compared by
calculating the mean CRPS values of their predictions over a
test dataset. The preferred method is the one with the smallest
mean score. We use a Skill Score as in Wilks (2011) to mea-
sure the improvement (or deterioration) in accuracy achieved
through the postprocessing of the raw ensemble:
Skill(F,Fens,y) = 1− CRPS(F,y)CRPS(Fens,y) , (7)
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where the Skill(F,Fens,y) characterizes the improvement in
forecast quality by postprocessing (CRPS(F,y)) relative to
the forecast quality of the raw ensemble (CRPS(Fens,y)).
The definition of the CRPS given in Equation (5) corresponds
to the integral over another Scoring Rule: The Brier Score
assesses the ability of the forecaster to predict the probability
that a given threshold u is exceeded. The following definition
of the Brier Score is taken from Gneiting, Balabdoui and
Raftery (2007):
BS(F,y|u) = (F(u)− I[y,∞)(u))2 (8)
If the predictive distribution Fens is provided by a finite en-
semble x1, ...,xK , we use the following expression for the
Brier Score:
BS(Fens,y|u) =
{( 1
K
K
∑
k=1
I[xk,∞)(u)
)
− I[y,∞)(u)
}2
. (9)
3 Postprocessing model
The aim of this chapter is to find a suitable postprocess-
ing model by comparing the forecast quality of different
approaches on the basis of Dataset 1.
3.1 Censored Logistic regression
In this section, we present a conventional ensemble postpro-
cessing approach as a starting point for later extensions. We
compared several EMOS models and Bayesian Model Av-
eraging in a case study with Dataset 1 whereby a censored
inhomogeneous Logistic regression (cNLR; Messner et al.
2014) model turned out to be the most promising approach.
The performance of the models has been assessed by cross-
validation over the months of Dataset 1. Of the 31 months
available, the months are removed one at a time from the
training data set and the model is trained with the remaining
30 months. Predictive performance is then assessed based on
comparison between the observations at each left-out month
from the models trained on the remaining months. The basic
models are tested in two versions: For the global version, the
model is trained with the data of all stations allowing the later
application of the model to all stations simultaneously. The
local version requires that models are trained individually
for each station with the past data pairs of this station. More
details on the alternative approaches to the cNLR model and
the results from the comparison of approaches can be found
in the supplementary material.
The cNLR approach is a distributional regression model: We
assume that the random variable Y describing the observed
precipitation amount follows a probability distribution whose
moments depend on the ensemble forecast. To choose a suit-
able distribution for Y , we take into account that the amount
of precipitation is a non-negative quantity that takes any posi-
tive real value (if it rains) or the value zero (if it does not rain).
These properties are accounted for by appealing to a zero
censored distribution. We assume that there is a latent ran-
dom variable Y ∗ satisfying the following condition (Messner,
Mayr and Zeileis 2016):
Y =
{
Y ∗ for Y ∗ > 0,
0 for Y ∗ ≤ 0. (10)
In this way, the probability of the unobservable random vari-
able Y ∗ being smaller or equal than zero is equal to the
probability of Y being exactly zero.
For the choice of the distribution of Y ∗, we have compared
different parametric distributions: a Logistic, Gaussian, Stu-
dent, Generalized Extreme Value and a Shifted Gamma dis-
tribution. For the Logistic distribution, which has achieved
the best results, Y ∗ ∼L (m,s) with location m and scale s
has probability density function
f (y;m,s) =
exp
(
− y−ms
)
s
(
1+ exp
(
− y−ms
))2 . (11)
The expected value and the variance of Y ∗ are given by:
E(Y ∗) = m, Var(Y ∗) =
s2pi2
3
. (12)
The location m and the scale s of the distribution have to be
estimated with the ensemble members. We note that in the
COSMO-E ensemble, the first member x1 is obtained with
the best estimate of the initial conditions whereas the other
members are initialized with randomly perturbed initial con-
ditions. The first member is thus not exchangeable with the
other members and it is therefore reasonable to consider this
member separately. Members x2,x3, ...,x21 are exchangeable,
meaning that they have no distinct statistical characteristics.
Within the location estimation, they can therefore be sum-
marized by the ensemble mean without losing information
(Wilks 2018). Taking this into account, we model the loca-
tion m and the scale s of the censored Logistic distribution as
follows:
m = β0+β1x1+β2x, (13)
log(s) = γ0+ γ1SD(x), (14)
where x is the ensemble mean and SD(x) is the ensemble
standard deviation. The five regression coefficients are sum-
marized as ψ = (β0,β1,β2,γ0, γ1).
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Optimization and implementation Let (Fi,yi) be n forecast-
observation pairs from our training dataset (i = 1,2, ...,n).
The predictive distributions Fi are censored Logistic with
location and scale depending on the ensemble forecasts xi’s
and the coefficient vector ψ . We use Scoring Rule estimation
(Gneiting et al. 2005) for the fitting of ψ . Therefore we select
a suitable Scoring Rule and express the mean score of the
training data pairs as a function of ψ . Then, ψ is chosen such
that the training score is minimal. In this study, the Scoring
Rule of choice is the CRPS. For the implementation of the
cNLR model we use the R-package crch by Messner, Mayr
and Zeileis (2016).
3.2 Topographical extension
A case study with Dataset 1 showed that the performance
of the local cNLR model is better than the one of the global
cNLR model (see supplementary material). Similar results
have been presented for example by Thorarinsdottir and
Gneiting (2010) in a study about wind speed predictions.
The local model, however, cannot be used for area-covering
postprocessing. To improve the performance of the global
model, it is enhanced with topographical covariates. The idea
is to fit the regression coefficients only with training data
from weather stations which are topographically similar to
the prediction site.
We assume that the training dataset consists of n forecast-
observation pairs (Fi,yi) with i= 1,2, ...,n. The global cNLR
model estimatesψ by minimizing the mean CRPS value of all
these training data pairs. To select only or favour the training
pairs from similar locations, we use a weighted version of the
mean CRPS value1 as the cost function c, which is minimized
for the fitting of the coefficient vector ψ:
c(ψ;s) =
n
∑
i=1
wi(s)CRPS(F
ψ
i ,yi). (16)
CRPS(Fψi ,yi) refers to the CRPS value of data pair (F
ψ
i ,yi)
where the predictive distribution Fψi depends on the coef-
ficient vector ψ . We use (Fi,yi) as shorthand for (F
ψ
i ,yi).
The weight wi(s) of training data pair (Fi,yi) depends on the
similarity between the location it originated and the location
s where we want to predict. We set wi(s) = 1 if training data
1 Literature knows another kind of weighted CRPS value: Threshold
and quantile weighted versions of the CRPS are used when wishing
to emphasize certain parts of the range of the predicted variable. The
threshold weighted version of the CRPS is given by
CRPSu(F,y) =
∫ ∞
−∞
(
F(x)− I[y,∞](x)
)2 u(x) dx, (15)
where u is a non-negative weight function on the real line (Gneiting
and Ranjan 2011, consult their paper for the analogous definition of the
quantile weighted version of the CRPS).
pair i originated in one of the L closest (be it with respect
to the euclidean distance or to some other dissimilarity mea-
sure) stations to the prediction site s. For the training pairs
from the remaining stations, we set wi(s) = 0. This ensures
that the training dataset is restricted to the data from the
L stations which are most similar to the prediction site s.
Consequently, the coefficient vector ψ∗(s) which minimizes
c(ψ;s) depends on the location s.
Following Lerch and Baran (2018), the similarity between
locations is quantified with a distance function, which, in our
case, is intended to reflect the topography of the respective
locations. From the topographical dataset we have about 30
variables in 8 resolutions at our disposal. To get an insight
regarding which ones to use, we examine the topographical
structure of the raw ensemble’s prediction error. We compare
the observed daily precipitation amounts with the ensemble
means and take the station-wise averages of these differences.
These preliminary analyses were made with the first year
(2016) of Dataset 1. The mean prediction errors per station
are depicted in Figure 3a. The topographical structure of the
ensemble prediction error seems to be linked to the moun-
tainous relief of Switzerland.
In a first approach, we define the similarity of two locations
via the similarity in their distances to the Alps. It turns out
that such an approach depends on numerous parameters (we
refer the reader to the supplementary material for more de-
tails). The proposed alternative is to focus on the variable
DEM describing the height above sea level and use the values
provided by a grid with low resolution (here 31km horizontal
grid spacing). This ensures, that the small-scale fluctuations
in the height are ignored such that the large-scale relief is
represented. Figure 3b shows the same station-wise means as
Figure 3a, but this time the values of each station are plotted
versus their height above the sea level (DEM) in resolution
31km. The best fit with a polynomial is achieved by mod-
elling the ensemble mean bias as a linear function of the
DEM variable; the solid line is depicting this linear function.
The linear dependency appearing in Figure 3b motivates
the following choice of a distance function to measure the
similarity between two locations. Let us define a function
DEM which maps a location s to its height above the sea
level in the resolution 31km:
DEM :D → R, s 7→ DEM(s), (17)
where D ⊆ R2 is a set with all the coordinate pairs lying
in Switzerland. The similarity of locations s1 and s2 is then
measured by the following distance:
dDEM(s1,s2) = |DEM(s1)−DEM(s2)|. (18)
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Based on this distance, we determine the L stations of the
training data set which are most similar to the prediction
location, i.e. the stations which have the smallest distances
dDEM . Let
D1dDEM (s)≤ D2dDEM (s)≤ ...≤ DmdDEM (s) (19)
be the ordered distances dDEM(s,s j) between the m stations
from the training data and the prediction location s. Let si
be the location of the station where forecast-observation
pair (Fi,yi) originated. Then, the weights with respect to the
distance dDEM are defined as:
wLi (s) =
{
1 for dDEM(s,si)≤ DLdDEM (s),
0 otherwise.
(20)
These weights ensure that the data pairs, which originated
at one of the L most similar stations, get weight 1 and the
remaining get weight 0.
(a) The station-wise means of the observations minus the ensemble
means dependent on the coordinates of the station
(b) The same means as in (a) dependent on the height above the sea
level (DEM) in resolution 31km, the solid line depicts the best linear
function through the points
Fig. 3: The station-wise means of the observations minus the
ensemble means for the data from 2016 of Dataset 1
Besides this approach, several other topographical extensions
of the cNLR model have been tested (with Dataset 1): For
their spatial modelling, Khedhaouiria, Mailhot and Favre
(2019) propose to vary the postprocessing parameters by ex-
pressing them as a function of spatial covariates. We have
applied a similar approach and integrated the topographical
covariates in the location estimation of the cNLR model. To
reduce the number of predictor variables, the topographical
variables have been summarized by Principal Components.
Additionally, we used the glinternet algorithm of Lim and
Hastie (2013) to uncover important additive factors and in-
teractions in the set of topographical variables. A more basic
weighted approach has been based on Euclidean distances
in the ambient (two and three dimensional) space. All exten-
sions of the cNLR model have been compared with the local
and the global fit of this very model.
As the target of this work is to develop an area-covering
postprocessing method, the extended and the global models
are trained with data where the predicted month and the
predicted station are left out. This simulates the situation
where postprocessing must be done outside a weather station,
i.e. without past local measurements. The training period is
set to the last year (12 months) before the prediction month.
Consequently, forecasting performance can only be assessed
with (test) data from 2017 and 2018. The case study with
Dataset 1 showed that all other topographical approaches are
less successful than the DEM approach, more details and the
results can be found in the supplementary material (in the
section about extension approaches).
3.3 Seasonal extension
In addition to our efforts to quantify similarities between lo-
cations, we also aim to investigate ways of further improving
postprocessing outside of measurement networks by account-
ing for seasonal specificities. To examine the seasonal behav-
ior of the local and the global cNLR model, we focus on their
monthly mean CRPS values and compare them with the ones
of the raw ensemble. Figure 4 shows the monthly skill of the
global and the local cNLR model. We use the mean over all
the stations from Dataset 1 and depict the months between
January 2017 and July 2018 such that we have 12 months
of training data in each case. A positive skill of 10% means
for example that the mean CRPS value of the raw ensemble
is reduced by 10% through postprocessing, a negative skill
indicates analogously that the mean CRPS value is higher
after the postprocessing. The global model has negative skill
in February and March 2017 and between June and Octo-
ber 2017. The values are especially low in July and August
2017. The local model has a positive skill in most months,
the postprocessing with this model decreases the forecasting
performance only between June and September 2017. We use
these results as a first indication that the postprocessing of
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Fig. 4: The monthly skill of the local and the global cNLR
model which compares the monthly mean CRPS value of the
model with the one of the raw ensemble, the values describe
the reduction or increase of the mean CRPS value in percent
ensemble precipitation forecasts is particularly challenging
in summer and early autumn.
Next, we are interested in whether there are regional differ-
ences in the model performance within a month. The global
cLNR model is used as we will extend this model afterwards.
We plot the maps with the station-wise means of the skill
exemplary for the month with the best skill (February 2018)
and the one with the worst (July 2017). The maps depicted
in Figure 5 show that the skill of the global cNLR model
varies between different weather stations. Again, the struc-
ture seems to be related to the mountainous relief of Switzer-
land. We note that for both months the skill in the Alpine
region is distinctly higher than in the flat regions.
We use this knowledge to develop an approach which tries
firstly to clarify whether the postprocessing in a given month
at a given prediction location is worthwhile. The idea is to
“pretest” the model with data of similar stations and from sim-
ilar months by comparing its performance with that of the raw
ensemble. For this purpose, the year of training data is first re-
duced to the data pairs from topographically similar stations,
whereby the similarity is measured with the distance dDEM
defined in Equation (18). Afterwards, this training dataset is
split into two parts: Traintrain and Traintest. The model is
adapted a first time with the dataset Traintrain. Afterwards,
the performance of this model is assessed with the second
part (Traintest) by comparing the mean CRPS of the model
with the mean CRPS of the raw ensemble.
The months of the Traintest dataset are selected such that
they are seasonally similar to the prediction month. To split
the training dataset, three approaches are compared:
Fig. 5: The station-wise skill of the global cNLR model
for July 2017 and February 2018 which compares the mean
CRPS value of the model with the one of the raw ensemble,
the values describe the change in percent
– Pretest 1: Pretest with the same month as the prediction
month from the year before (Example: January 2017 for
January 2018)
– Pretest 2: Pretest with the month before the prediction
month (Example: December 2017 for January 2018)
– Pretest 3: Pretest with both of these months (Example:
January 2017 and December 2017 for January 2018).
Let us define the set of indices of training data pairs out of
Traintest:
h(i) = {i ∈ {1,2, ...,n} : (xi,yi) is in Traintest}, (21)
with cardinality H. Let further (xi,yi) be a forecast-
observation pair where the forecast is the raw ensemble.
(Fi,yi) is a pair with a postprocessed forecast. If
1
H ∑i∈h(i)
CRPS(xi,yi)≤ 1H ∑i∈h(i)
CRPS(Fi,yi), (22)
then the pretesting algorithm decides that the raw ensemble
is not postprocessed in the given month at the given location.
On the contrary if
1
H ∑i∈h(i)
CRPS(xi,yi)>
1
H ∑i∈h(i)
CRPS(Fi,yi), (23)
then the pretesting algorithm decides that the raw ensemble
is postprocessed in the given month at the given location, the
fit is done a second time with the whole year of training data.
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The Pretest approach has been compared with several other
seasonal approaches: In a basic approach, we reduce the
training period to months from the same season as the pre-
diction month. Another approach uses the sine-transformed
prediction month as an additional predictor variable to model
the yearly periodicity, an approach comparable to the one
of Khedhaouiria, Mailhot and Favre (2019). The third ap-
proach reduces the training data to pairs which have a similar
prediction situation (quantified with the ensemble mean and
the ensemble standard deviation). The methodology for the
comparison has been the same as for the topographical exten-
sions introduced in Section 3.2. The Pretest approach turns
out to be the most promising method for our case study with
Dataset 1, more details and the comparison results can be
found in the supplementary material.
3.4 Model adjustment
For the subsequent evaluation of postprocessing models with
Dataset 2, we select a few postprocessing approaches to
document the impact of increasing complexity on forecast
quality. We will use the raw ensemble and the local such
as the global version of the cNLR model as baselines. Fur-
ther on, we will evaluate the cNLR model extended by the
DEM similarity (cNLR DEM). Finally, we will test this same
model extended a second time with the pretest approach
(cNLR DEM+PT). For the last two models, we have to fix the
amount L of similar stations we use for the topographical
extension. For the last model we need to fix additionally the
pretesting split. To determine the amount of similar stations
in use, the numbers which are multiples of ten between 10
and 80 have been tested (compare Figure 6). We use the data
from August 2017 to July 2018 (seasonally balanced) from
Dataset 1 and choose the number resulting in the lowest mean
CRPS. For the cNLR DEM model (no Pretest) we determine
L = 40. For the cNLR DEM+PT model, we combine the
different pretesting splits with the same numbers for L. The
cNLR DEM+PT model with the lowest mean CRPS value
uses Pretest 3 and L = 40.
Fig. 6: The mean CRPS values for the cNLR DEM (+ Pretest)
models comparing different numbers for L and the different
pretesting splits
4 External validation
This chapter presents the evaluation of the different post-
processing models. As already announced, the independent
Dataset 2 is used to take into account the risk of overfitting
during the elaboration of the methodology.
4.1 Methodology
We are interested in the area-covering performance of the
models. Therefore, we are particularly interested in the per-
formance at locations which cannot be used in model training
(as no past data is available). This is the reason why we as-
sess the models only with the 327 additional stations of the
second dataset. None of these stations have been used during
the model elaboration in Section 3. When determining L in
chapter 3.4 we used a training dataset with 139 stations (139
instead of 140 as we trained without the past data from the
prediction station). For this reason we carry on with using
only the 140 stations of the first dataset to train the models.
This rather conservative approach could be opposed by a
Cross Validation over all 467 stations, for which, however,
another choice of L would probably be ideal.
The local version of the cNLR model is not able to perform
area-covering postprocessing and needs the additional sta-
tions in the training from Dataset 2. Despite this, it is fitted
and assessed as a benchmark here. We train the models for
each of the 327 stations and each month between June 2017
and May 2019. This ensures that we have one year of training
data for each month and that we have seasonally balanced
results. An individual fitting per station is necessary as the
selection of the most similar stations used in the DEM ap-
proaches depends on the station topography. The model must
also be adapted monthly, as the pretesting procedure (and the
training period) depend on the prediction month.
During the postprocessing, we used consistently the square
root of the precipitation amount. The CRPS value, which is in
the same unit as the observation, refers to this transformation
as well. To get an idea of the actual order of magnitude,
the values are converted into the original size, in which the
precipitation amount is measured in mm. As a first step, 21
forecasts are drawn from the fitted censored Logistic model.
Afterwards, these values and the corresponding observations
are squared and the mean CRPS is calculated as for the raw
ensemble. The Brier Score, which assesses the ability of the
forecaster to predict if a given precipitation accumulation
amount is exceeded, is also evaluated for the squared sample
of the predictive distribution. The thresholds used within the
Brier Score focus on three precipitation accumulations: No
rain (< 0.1 mm/d) , moderate rain (> 5 mm/d) and heavy
rain (> 20 mm/d).
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4.2 Results
First of all, let us give an overview of the different models.
Figure 7 depicts the mean CRPS values for the different
postprocessing approaches and lead times. We refer to Chap-
ter 3.4 for a recap of the model adjustments concerning the
DEM and DEM + Pretest model. For lead time 1, the global
cNLR model is able to reduce the mean CRPS value by 2.3%.
A further improvement is achieved by the local and the DEM
model, which show equivalent performances and reduce the
mean CRPS value by 4.5% compared to the raw ensem-
ble. Even slightly better results are delivered by the DEM +
Pretest model which reduces the mean CRPS value by 4.8%.
The skill of the global model decreases with increasing lead
time. While the skill is still positive for lead times 1, 1.5 and
2, the model performs roughly equally as the raw ensemble
for lead time 2.5. From lead time 3, the mean CRPS value
of the global model is even higher than the one of the raw
ensemble. The local and the DEM model perform about the
same for lead times between 1 and 2.5, for lead times above 3
the DEM model performs slightly better. The DEM + Pretest
model performs best for all lead times. It reduces the mean
CRPS value between 4.8% for lead time 1 and 2.0% for lead
time 4. It is noticeable that the DEM+Pretest model achieves
a near constant improvement in the mean CRPS of approx.
0.07 for all lead times. Relatively - i.e. as a Skill Score - this
corresponds to less and less of the total forecast error. We
note additionally, that the improvement which is achieved
through the extension of the DEM model with the Pretest
depends on the lead time. While the Pretest reduces the mean
CRPS of the DEM model only by 0.4% for lead time 1, the
obtained reduction corresponds to a proportion of 1.7% for
lead time 4.
Figure 7 summarizes the average performance of the models
over all months. To assess the seasonal performance of the
different approaches, the monthly means of the Skill Score
are plotted in Figure 8. We use the raw ensemble forecast as
reference and depict the results for lead time 1 and lead time
4. For lead time 1, we note that the DEM + Pretest model
is the only one with non-negative skill in almost all months,
implying that this model only rarely degrades the quality of
the ensemble prediction. While the model delivers in summer
and early autumn equivalent results as the raw ensemble, the
monthly mean CRPS value can be reduced by up to 20%
in winter months. The same improvement is achieved with
the models without Pretest, but they have a slightly worse
overall performance as they degrade forecast performance
during summer and autumn. For longer lead times (illustrated
exemplarily for lead time 4, right panel of Figure 8), post-
processing is less successful in improving forecast quality
with forecasts in summer often deteriorating for all but the
DEM + Pretest method. With pretesting the seasonal cycle
Fig. 7: Mean CRPS values for the raw ensemble and the
different postprocessing models dependent on the lead time,
the assessment is based on the data from June 2017 to May
2019 of Dataset 2
in quality improvements is much less apparent for lead time
4 than for lead time 1. This is likely due to the combination
of calibration + pretesting which is performed at individual
stations, which guarantees (in expectation) that the quality
of postprocessed forecasts is at least as good as that of the
direct model output. If, on the other hand, there is consider-
able miscalibration of forecasts even if only at a few stations,
this can be exploited. We also detect noticeable differences
in the improvements which are achieved by extending the
DEM model with the Pretest between lead times 1 and 4:
The improvement for lead time 4 is higher in most months,
especially for June to August 2017 and August to October
2018.
We have also examined the spatial skill of the models. There-
fore, we have compared the station-wise mean CRPS of the
models with the one of the raw ensemble. The skill, which is
very similar at neighbouring stations, increases in the Alps
and is marginal or non-existent in the Swiss plateau. The
resulting spatial distribution of the skill looks similar as the
mean bias depicted on Figure 3a, the maps are therefore not
shown here.
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Fig. 8: Reduction and increase (in %) of the monthly mean CRPS value of the raw ensemble by the different postprocessing
approaches, the assessment is done with the data from June 2017 to May 2019 of Dataset 2
As proposed by Thorarinsdottir and Schuhen (2018), we use
more than one Scoring Rule for the assessment of our post-
processing methods and apply the Brier Score to evaluate
forecast quality of specific events. For precipitation forecasts,
the ability to predict whether it will rain or not is of particular
interest, this is captured by the Brier score for daily rain-
fall < 0.1 mm (precision of observation measurements). We
extend the assessment by also considering forecasts of mod-
erate and heavy precipitation characterized by daily rainfall
above 5 mm/d and 20 mm/d. Figure 9 illustrates the skill of
the different postprocessing models by comparing the mean
Brier Scores of the different models, thresholds and lead
times with the ones of the raw ensemble forecasts. The as-
sessment with the Brier Score confirms that the improvement
achieved with the DEM + Pretest model is higher than the
one with the other models. Only for lead times 1 and 1.5 and
moderate or heavy rainfall, the local model outperforms the
DEM + Pretest approach. Overall, the skill decreases with
increasing threshold and increasing lead time. This is to be
expected given that the postprocessing focuses on improv-
ing forecasts on average and exceedances of high thresholds
are relatively rare (4% of the observed daily rainfall falls
in the heavy rainfall category). Also, we use square-root
transformed precipitation in the optimization which further
reduces the importance of heavy precipitation events in the
training set. The plot confirms further that the global model
performs worst, for moderate or heavy rainfall and a lead
time above 1.5 respectively 2.5 even worse than the raw en-
semble. As in measures of the CRPS, the local and the DEM
model score comparable for all thresholds and lead times
between 2.5 and 4. For smaller lead times, the local model
performs better for all thresholds.
Raw ensemble forecasts are often underdispersed and have a
wet bias (Gneiting et al. 2005). This holds for the ensemble
precipitation forecasts used in this study as well. Figure 10
(right) shows the verification rank histograms for the raw
ensemble. Again, we use the data from June 2017 to May
2019 of Dataset 2 for this assessment and depict the results
for lead time 1. We note that the histogram for the raw en-
semble has higher bins at the left and right marginal ranks
and higher bins for the ranks which lie in the first half of
1,2, ...21. Therefore, it indicates that the ensemble forecasts
are underdispersed and tend to have a wet bias. This raises
the question whether the results of the DEM + Pretest model
are still calibrated.
To be able to evaluate the calibration of the full predictive
distribution of the postprocessing models, we do not use the
reverse transformation of the square root for this assessment.
Additionally, we have to use a randomized version of the
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PIT as our predictive distribution has a discrete component
(Thorarinsdottir and Schuhen 2018):
lim
y↑Y
F(y)+V
(
F(Y )− lim
y↑Y
F(y)
)
, (24)
where V ∼ U ([0,1]) and y ↑ Y means that y approaches Y
from below.
Figure 10 shows the PIT histograms for the DEM and the
DEM+Pretest model. As expected, the PIT histogram of the
Pretest model lies between the one of the raw ensemble and
the one of the DEM model without Pretest. The first and the
last bins, which are higher than the other bins, indicate that
the Pretest model is underdispersed. However, it seems much
less gravely than for the raw ensemble. Since the remaining
tested seasonal approaches produce worse results, this slight
miscalibration of the DEM + Pretest model is a disadvantage
we have to accept for the moment.
Finally, we want to get an idea of the acceptance behaviour
of the DEM + Pretest model. Figure 11 shows when and
where the DEM + Pretest model does (light point) and does
not (dark point) postprocess the raw ensemble. Again, we
focus on the results of lead time 1. The plots show that the
months where the model uses the raw ensemble lie mostly
in summer and autumn. The postprocessing during these
months is accepted at stations which lie in bands of different
widths parallel to the Alps. The model postprocesses the raw
ensemble at all stations during almost all months in between
Fig. 9: Skill of the different postprocessing approaches and
lead times, depicted through the reduction and increase (in %)
of the mean Brier Score of the raw ensemble for the thresh-
olds of 0.1mm/d, 5mm/d and 20mm/d. The data from
June 2017 to May 2019 in use is taken from Dataset 2
December and May, the only exception are March and April
2019. Therefore, it appears that the Pretest approach can
address the seasonal difficulties of postprocessing ensemble
precipitation forecasts.
Fig. 10: The PIT histograms for the DEM and DEM + Pretest
models and the verification rank histogram for the raw en-
semble forecasts (the lead time in use is 1)
5 Conclusion and perspectives
The aim of the presented work was to enable improved prob-
abilistic precipitation forecasts at any place in Switzerland by
postprocessing COSMO-E ensemble forecasts enhanced with
topographical and seasonal information. During the elab-
oration of the methodology, a censored nonhomogeneous
Logistic regression model has been extended step by step.
The final model combines two approaches: Firstly, the train-
ing data used to fit the regression coefficients is weighted
with respect to the similarity between its location of origin
and the prediction location. This similarity is measured with
a distance based on the topographical variable DEM in a res-
olution of 31km. Secondly, a seasonal Pretest ensures that the
model only postprocesses the raw ensemble forecast when a
gain is expected from it - as assessed in the training sample.
This final area-covering model is able to outperform a local
version of the cNLR model and reduces the mean CRPS of
the raw ensemble (depending on the lead time) by up to 4.8%.
The evaluation with the Brier Score displays that for the case
of no rain, all postprocessing models perform better than the
raw ensemble. For the case of moderate rain, the global model
is superseded by far by the models integrating a local aspect
(local, DEM and DEM + Pretest model). The differences
between the local and global models are more moderate for
the case of heavy rain, but while all local approaches exceed
the raw ensemble, this is not the case with the global model.
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Fig. 11: Maps depicting the acceptance behaviour of the DEM+Pretest model. The model evaluates for each of the 327 stations
and 24 months of the test dataset if a postprocessing the raw ensemble seems worthwhile, the maps show when and where the
model does (light point) and does not (dark point) postprocess the raw ensemble (the lead time in use is 1)
Investigating further the behaviour of different approaches
on the range / threshold of interest and eventually developing
a postprocessing method with a focus on rare events would
open exciting avenues of research. The work of Friederichs,
Wahl and Buschow (2018) offers an introduction to ensemble
postprocessing of extreme weather events, an exemplary ap-
plication for extreme rainfall intensity can be found in Shin
et al. (2019). To avoid local fluctuations and reflect the spa-
tial dependencies between neighbouring locations, Shin et
al. (2019) use a spatial extreme model, namely a max-stable
process. The indicated potential to link postprocessing of
extreme weather events to area-covering approaches is left
for future research.
The Pretest, which decides whether a postprocessing is worth-
while in a given setting has the disadvantage that the calibra-
tion of the resulting forecast is not guaranteed. Yet, although
numerous alternative seasonal approaches have been tested,
the CRPS of the Pretest model could not be levelled. There-
fore, the issue with the slight miscalibration of the final model
could not be solved conclusively in this paper. In addition,
making a Pretest means that the model must be adjusted
twice, which is computationally expensive. But the strength
of this approach is that it is fairly universally applicable also
to problems outside meteorology - given that one is willing
to sacrifice model calibration for accuracy.
There are various directions in which the model could be
further expanded: The determination of the number of most
similar stations with which the weighted models are trained
depends strongly on the dataset. The models use a weighted
CRPS-estimator to fit the regression coefficients. The clar-
ification of the asymptotic behaviour of such an estimator
would help to determine the ideal number of stations to train
with and would make the elaboration of the methodology less
sensitive to the data in use. More meteorological information
could be added such as covariates describing the large-scale
flow. Further meteorological knowledge could also be incor-
porated by supplementing the DEM-distance with a further
distinction between north and south of the Alps, for instance.
The scale estimation of the final model is based only on the
standard deviation of the ensemble. This estimation could be
further extended with additional predictors to ensure that the
ensemble dispersion is adjusted with respect to the prediction
setting as well (as done for the location estimation in the
alternative extension approaches).
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A Basic Postprocessing models
This section presents some theory and application results for several conventional ensemble postprocessing approaches. The aim is to select a
suitable model as a starting point for later extensions. We compared several EMOS models and Bayesian Model Averaging in a case study with
Dataset 1. The EMOS models are presented in Section A.1, the BMA model in Section A.2 and the results in Section A.3.
A.1 EMOS models
The censored nonhomogeneous regression model is applied using different distributions. In addition to the Logistic distribution presented in the
main paper, a Gaussian, a Student, a Generalized Extreme Value (GEV) and a Shifted Gamma (SG) distribution have been tested out.
Censored Gaussian and censored Student distribution
When a censored Gaussian distribution (cNGR model) is used instead of a censored Logistic, the model fitting is done analogously. For a censored
Student distribution (cNSR), which is a parametric distributions with three parameters, location and variance are estimated analogously. The
additional parameter of this distribution, the number of degrees of freedom ν , is estimated independently of variables from the ensemble as an
intercept. The cNGR and the cNSR model are also implemented with the R-package crch by Messner, Mayr and Zeileis (2016) and the coefficient fit
is achieved through a minimization of the average CRPS over the training dataset.
Censored GEV and censored SG distribution
The censored GEV and censored SG models are implemented with the R package ensembleMOS by Yuen et al. (2018), whose functions calculate
several pieces of the moment estimation internally. For this reason, most parts of the parametrization are given by the structure of the ensembleMOS
function, which is used to fit the regression models. For the GEV distribution, we need to estimate the location, the mean and the shape. To link the
parameters of the predictive distribution to suitable predictor variables, Scheuerer (2014) (and the ensembleMOS function) add the fraction of zero
members in the location, and the ensemble mean difference in the scale, respectively. They are defined as follows:
I{x=0} =
1
K
K
∑
k=1
I{xk=0}, MD(x) =
1
K2
K
∑
k,k′=1
|xk− xk′ |. (25)
The ensembleMOS function calculates these two quantities internally. To get reasonable results, it is therefore necessary to pass the whole ensemble
to the function. To reduce the number of coefficients, the ensemble members x2,x3, ...,x21 are specified as exchangeable and summarized by their
mean. This leads to the following models for the location and scale:
µ = β0 +β1x1 +β2
( 1
20
21
∑
i=2
xk
)
+β3I{x=0}, (26)
σ = γ0 + γ1MD(x). (27)
The shape parameter ξ is estimated independently of the ensemble as an intercept. Again, to fit the coefficients the mean CRPS is minimized over
the training dataset.
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For the censored SG distribution, we need to estimate the shape, the scale and the shift parameter. The shape κ and the scale θ of the distribution are
related to the location and the variance in the following way:
κ =
µ2
σ2
, θ =
σ2
µ
. (28)
The value range of the Gamma distribution is non-negative. For this reason, the parameter δ is introduced to shift the distribution to the left and
to make the censoring feasible. While this shift parameter is fitted as an intercept, the location and the scale of the distribution are linked to the
ensemble in the following way (Scheuerer and Hamill 2015):
µ = β0 +β1x1 +β2
( 1
20
21
∑
i=2
xk
)
, σ = γ0 + γ1x. (29)
The ensembleMOS function used to implement the model calculates the ensemble mean x internally. In this case, a reduction of the ensemble to the
control member and the ensemble mean would not lead to a nonsense estimator of the ensemble mean. Despite this, the whole ensemble is passed to
the function to get comparable conditions as for the censored GEV model. Again, the coefficients are fitted by minimizing the mean CRPS over the
training dataset.
Extended Logistic regression
Conventional Logistic regression is dealing with binary data and can therefore not be applied in the postprocessing setting of this paper. Only if an
event rather than a measured quantity is predicted, Logistic regression could be applied to postprocess an ensemble forecast. This would be the case
if the event ”it rains at most q” needs to be described. The probability of this event given that the ensemble forecast, say X , equals x can be modelled
as
P(Y ≤ q|X = x) = exp( f (x))
1+ exp( f (x))
, (30)
where f (x) is a function of chosen ensemble quantities (Wilks 2009). In what follows, this conditional probability with be denoted P(Y ≤ q|x) for
simplicity, by a slight (but common) abuse of notation. Using an appropriate optimization based on the training data, the coefficients of this function
f (x) can be determined as for the regression models presented before. The coefficients have to be fitted separately for every q of interest - a large
number of parameters emerges.
Wilks (2009) suggested to unify the regression functions by using one regression simultaneously for all quantiles. He adds a nondecreasing function
g(q) of the quantile to the function f (x) and gets a single equation for every quantile:
P(Y ≤ q|x) = exp( f (x)+g(q))
1+ exp( f (x)+g(q))
. (31)
The coefficients in the functions f (x) and g(q) have to be fitted for a selected set of observed quantiles first, but afterwards, the formula can be
applied to any value of q. Wilks (2009) uses g(q) = α√q, a choice based on empirical tests of different functions. Messner et al. (2014) reformulate
Equation (31) in the following way:
P(Y ≤ q|x) = P(
√
Y ≤√q|x) =
exp
(
f ′(x)+√q)
1/α
)
1+ exp
(
f ′(x)+√q)
1/α
) , (32)
where f ′(x) = f (x)/α . It follows that the predictive distribution of
√
Y is Logistic with location − f ′(x) and scale 1/α . To add information from the
ensemble spread, Wilks (2009) replace 1/α by exp(h(x)) such that the variance of the Logistic distribution can be modelled through a function h(x)
of the ensemble as well.
The Extended Logistic Regression (HXLR) model can be implemented with the function hxlr out of the R-package crch by Messner, Mayr and
Zeileis (2016). Again, the location of the Logistic distribution of Y is assumed to depend linearly on x1 and x, the variance on SD(x). The square
root transformation of the model presented above is omitted as the whole data has been transformed in this way at the beginning. This leads to the
following formula for the probability of Y being smaller or equal than a quantile q:
P(Y ≤ q|x) =
exp
(
q− (β0 +β1x1 +β2x)
exp(γ0 + γ1SD(x))
)
1+ exp
(
q− (β0 +β1x1 +β2x)
exp(γ0 + γ1SD(x))
). (33)
In this paper, the coefficients β0, β1, β2, γ0 and γ1 are fitted by minimizing the mean CRPS of the quantiles q0.1,q0.2, ...,q0.9 from the training data.
As precipitation is the quantity of interest, we have to make the model feasible by censoring the Logistic distribution after the fitting.
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A.2 Bayesian Model Averaging
Bayesian Model Averaging (BMA; Raftery et al. 2005) generates a predictive PDF which is a weighted average of PDFs centred on the single
ensemble member forecasts, which have already been bias-corrected (Sloughter et al. 2007). For the estimation of the predictive PDF, every ensemble
member is associated with a conditional PDF fk(y|xk) which can be imagined as the PDF of Y given xk under the assumption that xk is the best
prediction of the ensemble. The weighted average is defined as:
fBMA(y|x) =
m
∑
k=1
wk fk(y|xk). (34)
Sloughter et al. (2007) specify the non-negative weight wk as the posterior probability of member k being the best forecast (based on the performance
of this ensemble member in the training period). The sum of the weights over all k ∈ K is one, where K is the number of ensemble members.
When modelling fk(y|xk), the properties of the precipitation amount have to be considered. For this reason, Sloughter et al. (2007) apply a function
consisting of two parts: One describes the probability of precipitation as a function of xk, the second specifies the PDF of the amount of precipitation
given that it is non-zero.
The implementation of the BMA model is done in the following way: Firstly, the ensemble members have to be bias-corrected with a linear
regression:
xcork = ak +bkxk, (35)
where ak and bk are fitted by minimizing the average square difference between the observations and the corrected members in the training period.
In the following aligns, xk is treated as the corrected version xcork .
The conditional PDF fk(y|xk) is modelled as:
fk(y|xk) = pkI(y = 0)+(1− pk)gk(y)I(y > 0). (36)
Sloughter et al. (2007) estimate the probability of no precipitation with Logistic regression:
pk = P(Y = 0|xk) = exp(a0,k +a1,kxk +a2,kI(xk = 0))1+ exp(a0,k +a1,kxk +a2,kI(xk = 0)) , (37)
where an indicator term for the case that the ensemble member xk is equal to zero is added. To specify the PDF gk(y) of the precipitation amount
given that it is non-zero, Sloughter et al. (2007) use a Gamma distribution. The BMA model used in this paper fits the location and the scale of the
Gamma distribution as follows:
µk = b0,k +b1,kxk, σk = c0 + c1xk. (38)
Sloughter et al. (2007) figured out that the variance parameters did not vary much between the ensemble members of their dataset (precipitation) and
assumed therefore that they are constant over all members. This is adopted in this paper.
Bayesian Model Averaging is implemented with the R-package ensembleBMA by Fraley et al. (2007). The eponymous function first estimates the
coefficients of pk with a Logistic regression over the training data. Then, the coefficients in µk are estimated by Linear Regression. At last, the
coefficients in σk are fitted by maximum likelihood estimation (Sloughter et al. 2007). To get a model which has a comparable number of coefficients
as the other basic models of this paper, the ensemble is reduced to the control member x1 and the ensemble mean x before applying the BMA model.
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A.3 Results
The performance of the basic models is assessed with Dataset 1. A Cross-Validation over the months is applied. Of the 31 months available, one
month is removed from the training dataset and the model is trained with the remaining 30 months. After that, the performance is evaluated with
the month previously removed. At this point, it is still accepted that the model is trained with future data. The performance of the basic models is
evaluated with the CRPS and the PIT histogram. In addition, Skill Scores are used to compare the average CRPS of the models with the one of the
raw ensemble. The Skill Scores are averaged per month and per station to get a spatio-temporal impression of the model performance. In this paper,
we use the square root of the predictions and the observations for the postprocessing. The assessment here is done with this transformed values such
that the magnitude is not the same as in the result section of the main paper, where we reversed the transformation.
The basic models are tested in two versions: A global fit where all stations get the same coefficients and a local fit with separate coefficients
per station. For the global version, the model is trained with the data of all stations allowing the later application of the model to all stations
simultaneously. The local version requires that each station is trained individually with the past data pairs of this station.
First, the overall performances of the local and global versions of the basic models are compared. As proposed by Thorarinsdottir and Schuhen
(2018), a bootstrapped mean of the CRPS values is calculated per model. That means that repeatedly a sample of the same size as the test dataset is
drawn (with replacement) from the CRPS values of the test dataset. In this paper, such a sample is drawn 250 times, such that 250 values for the
mean CRPS emerge. These values are represented in the Boxplot of Figure 12. The green boxes represent local model fits, the orange global ones
and the blue box represents the bootstrapped mean CRPS values of the raw ensemble. It clearly appears that the local versions of the basic models
perform better in terms of the mean CRPS value. The censored nonhomogeneous regression models perform best in both fits. Especially for the
local version, the cNLR, cNGR and cNSR models perform better than the models using a GEV and a Shifted Gamma distribution. The BMA model
has the highest mean CRPS value, which could possibly be due to the fact that the model only provides two ensemble quantities with densities. The
HXLR model has the second highest mean CRPS value, it seems that it performs worse than the full version of cNLR.
Fig. 12: Boxplot of the bootstrapped mean CRPS values for the basic models.
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To get an idea of the seasonal performance, we calculate the Skill Scores of the postprocessing models for every month m. In our dataset, the months
from January 2016 to July 2018 are available. The CRPS serves as measure of accuracy and the raw ensemble is used as reference forecast. We
define I(m) = {i ∈ {1,2, ...,n} : data pair i originated in month m} with cardinality M. Let (xi,yi) be a forecast-observation pair from month m. xi
is denoting a raw ensemble forecast. (Fi,yi) is a same data pair but with a postprocessed forecast. The Skill Score of the postprocessing model for
month m is calculated as:
1−
1
M ∑
i∈I(m)
CRPS(Fi,yi)
1
M ∑
i∈I(m)
CRPS(xi,yi)
. (39)
In Figure 13, the monthly skills for four of the basic models are depicted, the ones of the remaining three look similarly. We notice that all the
postprocessing models have a lack of skill during summer and early autumn: The skill is negative what indicates that the raw ensemble performs
better. This will be one of the difficulties to deal with in the extension of the models.
Fig. 13: Monthly Skill Score. Compares the monthly mean CRPS values of the basic postprocessing models with the ones of the
raw ensemble.
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The spatial performance of the models can be assessed by having a look at the maps of the station-wise Skill Scores. This time, the mean CRPS
values of the postprocessing models respectively the raw ensemble are calculated per station. In Figure 14, the plots of the cNLR, the BMA and the
HXLR model are printed. The maps of the other censored nonhomogeneous regression models look similarly. It is evident that the postprocessing
performs better in the Alps than in the lowland. For the local version of the cNLR model, the average skill in the lowland is around zero, while the
other two local models and all the global models have negative skill there. We will make use of this spatial structure in the later extensions.
Fig. 14: Station-wise Skill Score. Compares the station-wise mean CRPS values of the basic postprocessing models with the ones
of the raw ensemble.
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The PIT histograms of the models are shown in Figure 15. Note that a randomized version of the PIT values has to be used for the censored
nonhomogeneous regression models. This is due to the fact that the CDF of a censored distribution has a discrete component. The regression models
fitted with the R-package crch provide the flattest histograms (cNLR, cNGR, cNSR and HXLR). The censored Logistic, Gaussian and Student
distribution seem to fit distinctly better than the censored GEV (wet bias) and slightly better than the censored Shifted Gamma distribution. The PIT
histogram of the BMA model indicates a dry bias in both versions.
Fig. 15: PIT histograms of the basic postprocessing models.
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B Extension approaches
This appendix section introduces the alternative extensions for the cNLR model and gives more detail on the approaches presented in the paper. We
first present the two basic procedures which have been used to extend the model. Section B.1 deals with analyses of the topographical and seasonal
structure of the ensemble prediction error and the models that result from it. In Section B.2, some more basic extension approaches are presented
and in Section B.3, all the approaches are compared.
The aim here is to extend the cNLR model by including topographical, seasonal and prediction situation specific information. The term prediction
situation describes the by the ensemble given forecasting prerequisites (as for example a classification into wet and dry forecasts based on the
ensemble mean and the ensemble standard deviation). In contrast, we use the term prediction setting when referring to all three conditions
(topography, season and prediction situation) under which a forecast was created. Two extension procedures are pursued:
Location estimation The first approach integrates additional predictor variables in the moment estimation of the Logistic distribution. The
location does not longer depend only on the control member x1 and the ensemble mean x, but also on additional variables describing the topography,
the season and the prediction situation of the prediction setting. A location estimator of the following form emerges:
µ = β0 +β1x1 +β2x+
d
∑
j=1
ζ j p j, (40)
where p j are interactions and main effects of the additional variables. The ζ j’s are coefficients and d is the number of additional predictors in use.
Weights In the second approach, the regression coefficients are fitted by minimizing a weighted version of the mean CRPS which has the following
form:
c(ψ;q) =
n
∑
i=1
wi(q)CRPS(Fi,yi;ψ), (41)
where CRPS(Fi,yi;ψ) refers to the CRPS value of data pair (Fi,yi) where the predictive distribution Fi depends on the coefficient vector ψ . The
weight wi(q) of training data pair (Fi,yi) depends on the similarity between the conditions in which this forecast-observation pair originated and the
prediction setting q. Similarities in topography, season and prediction situation have been considered. Lerch and Baran (2018) use such an approach
as well, but they have limited themselves to the selection of similar prediction locations calling it a semi-local model. In this study, a time weighting
of the training data is added. This is done by attaching weight to data from training days which are similar in seasonality and prediction situation.
The idea behind the weights called NN-weights is the following: The model is trained with a certain number W of the data pairs which originated
under conditions most similar to the prediction setting (the nearest neighbours, NN). These data pairs are weighted equally among each other. The
similarity of the conditions of origin is measured with a distance d, which depends on the topography, the season or the prediction situation. Let
D1d(q) ≤ D2d(q) ≤ ... ≤ Dnd(q) be the ordered distances d(q,qi) between the actual prediction setting q and the n conditions qi, under which the
training data pairs originated. Then, the NN-weights with respect to the distance d are defined as:
wNN;d;Wi (q) =
{
1 for d(q,qi)≤ DWd (q),
0 otherwise.
(42)
These weights are a function of the prediction setting q and the conditions of origin of the whole training data set, as the remaining conditions
determine, if a setting qi is under the W nearest neighbours. If several training data pairs originated under conditions with the same distances d(q,qi),
then all the corresponding data pairs are used.
The extensions of the cNLR model are compared with the local and the global fit of this very model, the assessment is based on Dataset 1. The target
of this study is to develop an area-covering postprocessing method. Therefore, the extended models are trained with data where the predicted month
and the predicted station are left out. This simulates the situation where postprocessing must be done outside a weather station, i.e. without past
local measurements. The training period is the last year (12 months) before the prediction month. Consequently, the model performance can only be
assessed with the data from 2017 and 2018.
B.1 Structure ensemble prediction error
This section presents dependencies of the ensemble prediction error on the topography, season and prediction situation. For this purpose, the
precipitation amount (Ys,t)s∈D,t∈T at location s on day t is expressed as a function f (xs,t ,s, t) of the location, the day and the corresponding ensemble
forecast xs,t . D ⊆ R2 is a set with the coordinates of Switzerland and T is a set of dates. To find a suitable function f (xs,t ,s, t), the ensemble
prediction error is described by approximating the bias of the ensemble mean as a function τ(xs,t ,s, t) : R×D×T → R, such that
f (xs,t ,s, t) = xs,t + τ(xs,t ,s, t). (43)
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B.1.1 Topographical structure
To get an idea of the topographical structure of the ensemble mean bias, the station-wise means of ys,t − xs,t are illustrated on a map (Figure 3 in the
main paper, we use the data from 2016 out of Dataset 1). It seems reasonable to assume that the bias of the ensemble mean depends on the distance
between the prediction location and the Alps. For this reason, an ”Alp-line” is defined such that it is possible to quantify the distance between a
prediction site and the Alps. To define a line, the latitude of the 20 highest stations of Dataset 1 is modelled as a linear function of the longitude.
A linear regression illustrated in Figure 16 (left) provides the coefficients such that the following estimator of the ”Alp-line” a emerges (l is the
longitude):
aˆ : R→ R, l 7→ 45.78010+0.08678 · l. (44)
The signed distance to the Alps of location s is then expressed through:
dA(s) =
{
||s− pA(s)|| for s north of aˆ,
−||s− pA(s)|| for s south of aˆ,
(45)
with pA(s) the orthogonal projection of s onto the ”Alp-line” aˆ. Figure 16 (right) depicts a scatter-plot of the station-wise means of ys,t − xs,t versus
the distance to the Alps of these same stations. To find a function which describes the dependency between those two, the performances of different
polynomial fits are compared with F-Tests. There is a significant improvement until the fifth degree, such that the topographical dependency of τ is
expressed as
τ(s) =
5
∑
i=0
βidA(s)i. (46)
The fitted τ(s) is illustrated with the red line in Figure 16 (right).
Fig. 16: Left: Estimator aˆ of the ”Alp-line”, Right: Scatter-plot of the station-wise means of ys,t − xs,t versus the distance to
the Alps of these same stations.
An approach using the distance to the Alpline in the location estimation depends on a lot of coefficients: The number of highest stations used in
the fitting of the ”Alp-line” has to be determined and the ”Alp-line” itself depends on two coefficients. The final location estimation needs seven
coefficients more. For this reason, the alternative approach based on the DEM variable has been introduced, the motivating steps are shown in the
main paper.
On the one hand, the variable DEM in the resolutions 31km and 15km were added as predictors p j in the location estimation of the censored Logistic
distribution, resulting in the following four models:
DEMm15: µ =β0 +β1x1 +β2x+ζ1DEM15km, (47)
DEMm31: µ =β0 +β1x1 +β2x+ζ1DEM31km, (48)
DEMmlin: µ =β0 +β1x1 +β2x+ζ1DEM31km +ζ2DEM15km, (49)
DEMmint: µ =β0 +β1x1 +β2x+ζ1DEM31km +ζ2DEM15km (50)
+ζ3DEM15km : DEM31km. (51)
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Furthermore, the two variables were used to generate weighted versions of the cNLR model. For this purpose, different distances with respect to the
DEM variables(s) are defined. They rate the similarity between the location s j of station j out of the training data set and the prediction location s:
dDEM15(s,s j) = |DEM15km(s)−DEM15km(s j)|,
dDEM31(s,s j) = |DEM31km(s)−DEM31km(s j)|.
The distance dDEM31 is the distance introduced in the main paper. A third distance is based on both variables. To ensure that they are weighted
equally, ranks are used. The station with the r-smallest distance dDEM15(s,s j) = D
(r)
dDEM15
(s) gets rank RdDEM15 (s,s j) = r. For congruent distances,
middle ranks are used. The same ranking is done for dDEM31(s,s j). The resulting two ranks are summed and used to define the following distance:
dDEM(s,s j) = RdDEM15 (s,s j)+RdDEM31 (s,s j).
The three distances are used to generate weighted extensions of the cNLR model: dDEM15 is used in the model DEMw15, dDEM31 in the model
DEMw31 and dDEM in the model DEMw(both). We fit the model with the training data originating from the L most similar stations and use dDEM
to show exemplary how the weights in (41) are defined within this approach. Let D(1)dDEM (s)≤ D
(2)
dDEM
(s)≤ ...≤ D(m)dDEM (s) be the ordered distances
dDEM(s,s j) between the m stations from the training data and the prediction location s. Let si be the location of the station where forecast-observation
pair (Fi,yi) originated. Then, the NN-weights with respect to the distance dDEM are defined as:
wNN;dDEM ;Li (s) =
{
1 for dDEM(s,si)≤ D(L)dDEM (s),
0 otherwise.
(52)
The NN-weights for the other two distances are defined analogously.
Area-covering postprocessing of ensemble precipitation forecasts using topographical and seasonal conditions 27
B.1.2 Seasonal and prediction situation dependent structure
To subsequently implement suitable models, some difficulties regarding seasonality and prediction situation are pointed out here. Figure 17 shows
the same plot as Figure 16 (right), but the station-wise means of ys,t − xs,t are calculated monthly instead of over the whole year. The months of
November and December 2016 are shown as examples, the red line is the same fifth order polynomial as in Figure 16, fitted with the whole year of
data.
Fig. 17: Station-wise means of ys,t − xs,t versus the distance to the Alps of these same stations for November 2016 (left) and
December 2016 (right).
Although November and December 2016 are neighbouring months, there is a big difference between the scatter-plots. This can be explained by
examining how ”wet” the two months were: We have 4110 observations for November 2016, in December there are 4275. In November, it did
not rain in 54% of the observations, in December in almost twice as many, in 91%. To account for the differences between wet and dry periods,
ensemble prediction situations are divided into two groups - wet and dry forecasts. The following distinction based on the ensemble mean x and the
ensemble standard deviation SD(x) is used:
Dry forecast: x−SD(x)≤ 0.1, (53)
Wet forecast: x−SD(x)> 0.1. (54)
0.1 is used instead of 0.0, such that ensemble predictions with a slightly positive mean and a small standard deviation are defined as dry forecasts as
well.
For Figure 18, the station-wise means of ys,t −xs,t are calculated after dividing the data into summer (May-October) versus winter (November-April)
months and dry versus wet forecasts. The red line is still the same fifth order polynomial as in Figure 16, fitted with the whole year of data. The
four graphs illustrate that the dependency of the ensemble mean bias on the distance to the Alps differs for the four scenarios. In dry forecasting
situations during winter, the bias is constantly slightly negative and does not seem to depend on the distance to the Alps. Also in dry summer, the
mean bias per station is small, but there seems to be some polynomial structure. In wet forecasting situations during summer, the ensemble mean
seems to overpredict the precipitation amount in the Alps and to underpredict it in the lowland. For wet forecasting situations during winter, the
ensemble mean appears to overpredict the precipitation amount all over the place.
To use these findings but avoid sharp distinctions between wet and dry forecasts such as summer and winter months, the following approach to
model τ(xs,t ,s, t) is proposed:
τ(xs,t ,s, t) =
5
∑
i=0
βidA(s)i + xs,t ∗ sin(m), (55)
where m = month(t)·pi12 . The expression month(t) denotes the number of the month day t lies in with 1 = January, 2 = February,..., 12 = Decem-
ber. This function enables the dependency of the ensemble mean bias on the interaction and the main effects of the prediction situation and the season.
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Fig. 18: Station-wise means of ys,t − xs,t versus the distance to the Alps of these same stations after splitting the data into summer
and winter months such as dry and wet forecasts.
In the definition of the τ function in (55), a first approach to deal with the seasonal difficulties has been introduced. The seasonal extension approach
called Sine is based on this, the location of the censored Logistic distribution is fitted by
µ = β0 +β1x1 +β2x+ζ1sin(m)+ζ2x : sin(m), (56)
where m is the by pi12 multiplied number of the predicted month and x : sin(m) is the interaction between sin(m) and x. While the Sine model extends
the location estimation of the cNLR model, weighted extensions based on the season and the prediction situation have been tested as well. The first
weighted approach (called Sit) is another attempt to integrate the observations from Section B.1.2 into the model. For this, the data is split into four
parts. The allocation Sit of a prediction setting q with ensemble forecast xq to one of these four parts depends on the season and prediction situation
of q:
Sit(q) =

Dry summer for q in May-October and xq−SD(xq)≤ 0.1,
Wet summer for q in May-October and xq−SD(xq)> 0.1,
Dry winter for q in November-April and xq−SD(xq)≤ 0.1,
Wet summer for q in November-April and xq−SD(xq)> 0.1.
(57)
The Sit model puts weight only on training data originating from the same Sit as the prediction setting. Let Sit(qi) be the allocation of training data
pair (Fi,yi) and Sit(q) the one of the predicted setting. The following weights are used in (41):
wi(q) =
{
1 for Sit(qi) = Sit(q),
0 otherwise.
(58)
This weighting does not use NN-weights as defined in (42), but the next does. The approach named Ensemble characteristics is inspired by the
paper of Lerch and Baran (2018). Here, the model training is done with data from days which had a similar ensemble prediction situation. This is
quantified using the ensemble mean and the ensemble standard deviation. These two ensemble quantities vary temporally and spatially, which is
why the training data cannot be combined into groups. The ensemble similarity between the prediction setting q and the conditions qi, under which
training data pair i emerged, is measured with the following distance:
denschar(q,qi) =
√
(xq− xqi )2 +(SD(xq)−SD(xqi ))2.
The weights used in the Ensemble characteristics approach are defined as in (42) with d(q,qi) = denschar(q,qi).
Finally, the Pretest approach of the main paper is combined with the Sit approach, resulting in Pretest and wet/dry situation. This approach
combines the Pretest with the wet/dry part of the Sit approach. It works like the Pretest approach, but first splits the whole data into wet and dry
prediction situations.
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B.2 Basic extensions
The extension approaches from Chapter B.1 are compared with some more basic or general models presented in the following. The first two
approaches extend cNLR by adding topographical predictors to the location estimation, the third is a weighted approach based on the euclidean
distance. The fourth approach is a more basic way to introduce some seasonality into the models.
Location estimation: Principle Component Regression (PCA)
When extending the location estimation of the cNLR model by topographical variables, two issues have to be faced: The number of available
variables is large and the variables are not independent of each other. One possible solution approach is Principle Component Regression (see Maitra
and Yan 2008). The idea is to reduce the matrix of possible predictor variables by summarizing the variables to p Principle Components (PC), which
are linearly independent of each other. The components correspond to the eigenvectors with the p largest eigenvalues from the spectral expansion of
the variance-covariance matrix of the predictor variables, each is a linear combination of the predictors. In this paper, four Principle Component
Regressions are applied to the data, they differ in the number of principle components in use:
– PCA95: Use principle components explaining 95% of the variance between the topographical variables. This needs p = 34 components.
– PCA90: Use principle components explaining 90% of the variance (p = 23).
– PCA75: Use principle components explaining 75% of the variance (p = 10).
– PCA50: Use principle components explaining 50% of the variance (p = 4).
Scores associated with the p components are added to the covariables for location estimation:
µ = β0 +β1x1 +β2x+ζ1 pcs1 +ζ2 pcs2 + ...+ζp pcsp,
with pcsi denoting the score associated with the i-th principle component.
Location estimation: Add interactions with the glinternet algorithm (GLI)
Another approach to extend the cNLR model is by adding topographical variables both as additive factors and combined as interactions. To decide
which of the variables should be used, the glinternet algorithm is applied - a method for learning linear pairwise interactions satisfying strong
hierarchy introduced by Lim and Hastie (2013).
The workhorse of glinternet is a group-lasso regularization, which is a more general version of the lasso. The lasso regularization was introduced by
Tibshirani (1996) for a regression set up with the data pairs (xi,yi), where xi = (x1i ,x
2
i , ...,x
d
i ) are the regressor variables and yi the response for
observation i with i = 1,2, ...,n. The ordinary least square (OLS) estimates, which are obtained by minimizing the residual squared errors, often lead
to estimates with a low bias but large variance. By reducing the number of predictors, the variance can be decreased and a model which is easier to
interpret arises. In a group-lasso regularization, groups of regressor variables are allowed to be selected into or out of a model together. We assume
that there are g groups of predictor variables and denote the feature matrix for group k as xk. y denotes the vector of observations. The definition of
the group-lasso estimates (αˆ, βˆ ) with βˆ = (βˆ1, βˆ2, ..., βˆg)T by Lim and Hastie (2013) is:
argmin
α,β
1
2
∣∣∣∣∣
∣∣∣∣∣y−α1− g∑k=1 xkβk
∣∣∣∣∣
∣∣∣∣∣
2
2
+λ
g
∑
k=1
γ j||β j||2,
where ||x||2 of the vector x = (x1,x2, ...,xn) is the n-dimensional euclidean norm
√
n
∑
i=1
x2i . The parameter λ controls the amount of regularization.
Decreasing λ reduces the regularization and increases the amount of predictor variables in use. The γ’s allow to penalize the groups of variables to
different extents.
The glinternet algorithm of Lim and Hastie (2013) fits a group-lasso on a candidate set of interactions and their associated main effects. For the
regularization parameter λ , a grid of values is used. The algorithm starts with the regularization parameter λ = λmax for which all estimates are zero.
Then, λ is decreased with the result that more variables and their interactions are added to the model. The model is obeying strong hierarchy such
that an interaction can only be present if both of its main effects are present as well.
Implementation: The first argument of the R-function glinternet is a matrix with possible predictor variables, here specified as the topographical
variables. The algorithm examines the influence of these variables on a response, which is specified as a second argument of the function. Since we
want to investigate the influence of the topography on the prediction error, we select the observed precipitation amount minus the ensemble mean
(ys,t − xs,t ) as response variable. The number of variables to find is specified as 20. Again, only the data from 2016 out of Dataset 1 is used to find
the predictors. The implemented model tries first to use all main effects and interactions proposed by glinternet as p j . If it runs into numerical
optimization problems, λ is increased such that some variables fall out. This procedure is repeated until a model fit is achieved. The 9 first sets of
the output of glinternet are used, they are presented in Figure 19. It stands out, that glinternet also attaches the most importance to DEM31km and
DEM15km, which supports the DEM-variable approach introduced in the main paper.
Weights: Euclidean distance (3DIM and SPA)
This weighted approaches select the training data depending on the euclidean distance between its station of origin and the prediction location. The
models are fitted with the training data from the L closest stations (as in the weighted DEM models). The spatial euclidean distance between the
prediction location s and the location s j of station j is defined as:
dspatial(s,s j) =
√
(lat(s)− lat(s j))2 +(long(s)− long(s j))2,
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Set Main effects Interactions
GLI1 DEM31km
GLI2 DEM31km,DEM15km
GLI3 DEM31km,DEM15km,T PI3km
GLI4 DEM31km,DEM15km,T PI3km,
DEM7km
GLI5 DEM31km,DEM15km,T PI3km,
DEM7km,Sx113km
GLI6 DEM31km,DEM15km,T PI3km,
DEM7km,Sx113km
Sx7250m ∗Sx113km
GLI7 DEM31km,DEM15km,T PI3km,
DEM7km,Sx113km,Sx1225m,Sx133km
Sx7250m ∗Sx113km
GLI8 DEM31km,DEM15km,T PI3km,
DEM7km,Sx113km,Sx133km
Sx7250m ∗Sx113km,
Sx1225m ∗ slope25m,
Sx1325m ∗DEM7km
GLI9 DEM31km,DEM15km,T PI3km,
DEM7km,Sx133km
Sx7250m ∗Sx113km,
Sx1225m ∗ slope25m,
Sx1325m ∗DEM7km,
Sx5250m ∗Sx117km,
Sx113km ∗DEM7km,
slope3km ∗DEM7km
Fig. 19: Sets of glinternet predictor variables.
with lat(s) denoting the latitude of location s and long(s) its longitude. If a three dimensional version of the euclidean distance is used, the results
are almost similar to the ones with dspatial . This is due to the fact that the magnitude of the height is much smaller than those of the latitude and
longitude. For this reason, ranks are used. Let us define the following three distances:
dlat(s,s j) = |lat(s)− lat(s j)|,
dlong(s,s j) = |long(s)− long(s j)|,
dh(s,s j) = |h(s)−h(s j)|,
where h(s) is the height of location s.
The station with the r-smallest distance dlat(s,s j) = Drdlat (s) gets rank R
dlat (s,s j) = r. If some distances are equal, middle ranks are used. The same
ranking is done for dlong(s,s j) and dh(s,s j). The resulting three ranks are summed and lead to the following definition of a distance:
d3Dim(s,s j) = Rdlat (s,s j)+Rdlong (s,s j)+Rdh (s,s j).
The NN-weights for the SPA and the 3DIM approach are defined as for the weighted DEM models (see Definition (52)) using the distances
dspatial(s,s j) and d3DIM(s,s j). Such an approach based on the euclidean distance is also proposed by Lerch and Baran (2018).
Basic seasonality
Principally, the extension models are fitted monthly with the previous year of training data. This would refer to the illustration top left in Figure 20.
For comparison, the models are also trained with only one or two months from the same season. These basic seasonality approaches are applied in
three versions: The first trains with the month before the prediction month (Figure 20, bottom left), the second with the same month as the prediction
month in the year before (top right) and the third with both of these months (bottom right).
Fig. 20: Illustration of the basic seasonal approaches for January 2018.
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B.3 Results
The first part of this chapter compares the performances of the topographical extensions. They are combined with the basic seasonality approaches
explained in Figure 20. Afterwards, the best topographical models are joined with the advanced seasonal approaches. In this paper, we use the
square root of the predictions and the observations for the postprocessing. The results of this chapter base on the transformed values such that the
magnitude is not the same as in the result section of the main paper, where we reversed the transformation.
B.3.1 Topographical extensions with basic seasonality
This section aims to compare the topographical extensions of the cNLR model introduced in Chapter B.1.1 and B.2. The topographical approaches
are combined with the training methods of the basic seasonality models. The extensions are fitted for the available months from 2017 and 2018 to be
assessed afterwards with the test data from the same months (Dataset 1). The table in Figure 21 shows the averages of the CRPS values of this time
period. Note that the mean CRPS value of the raw ensemble is 0.390.
Fig. 21: Top: Mean CRPS values of the models combining the topographical and the basic seasonality approaches. For the weighted
models, there is an additional number in brackets showing for which L the best performance has been achieved. Bottom: Boxplot
of the bootstrapped (250 samples) mean CRPS values of the same topographical models, but only in the version trained with whole
previous year.
The local version of the cNLR model has still the lowest mean CRPS value. This model is not further extended as it is not able to perform
area-covering postprocessing. Its assessment serves only as a benchmark. For the Principle Component models, only the model using the components
explaining 75% of the variance in the topographical variables is depicted, this version has the lowest mean CRPS value. It is obvious, that the
models trained with only one or two months of the same season do (overall) not perform as well as the models that use the data from the whole
previous year. For this reason, the boxplot of the bootstrapped mean CPRS values at the bottom of Figure 21 is limited to the models trained with the
data from the whole previous year. The boxplot shows that all topographical extensions outperform the global version of the cNLR model but are
not able to level with the local version. The lowest mean CRPS values are achieved by DEMw31 and SPA. As a reminder: The DEMw31 model is a
weighted model based on the similarity concerning the topographical variable DEM31km. The weighting in the SPA model bases on the euclidean
distance between the prediction sites. As already explained, we assess here with Dataset 1 and the square root transformation of the precipitation
amount. In the later validation with Dataset 2 and after inverting the square root, the DEMw31 model was able to level the performance of the local
model. It was possible to show the same for Dataset 1 after inverting the square root transformation.
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B.3.2 Topographical extensions with advanced seasonality
This section compares the advanced seasonal extensions of the DEMw31 and the SPA model. Both models are using NN-weights depending on the
prediction location. The regression coefficients are fitted with the training data from a given number L of stations, which are most similar to the
prediction location. The following list explains how the different combinations of the DEMw31 model and the advanced seasonal approaches are
implemented.
Ensemble characteristics: For a model which combines the DEMw31 weights with the ensemble characteristic weights, a new distance depending
on dDEM31(s,s j) and denschar(q,qi) has to be defined. For this reason, both distances are ranked:
- The station j of the training data set with the r-smallest distance dDEM31(s,s j) to the prediction location s gets rank RdDEM31 (s,s j) = r. If some
distances are equal, middle ranks are used.
- The training data pair i originating under conditions with the r-smallest distance denschar(q,qi) to the prediction setting q gets rank Rdenschar (q,qi) = r.
In the case of equal distances, middle ranks are used.
This two ranks are summed to build the following distance:
dDEM31+enschar(q,qi) = RdDEM31 (s,si)+Rdenschar (q,qi),
where s is the location of the predicted setting q and si the one where the training data pair i originated. This distance is used to generate NN-weights
as in (42). The model, which has to be fitted for every day separately, uses training data from the W = 1′000,2′000, ...,6′000 most similar conditions
of origin.
Sit and Pretest wet/dry: These two models have to be fitted daily as well. First, the training data is reduced to the data pairs from the L= 10,20, ...,80
stations with the smallest distances dDEM31(s,s j) to the predicted location. Afterwards, the seasonal approaches are applied as described in Chapter
B.1.2.
Sine and Pretest: The implementation of these models works analogous but the fit can be done per month.
Generally, the advanced seasonal extensions of the SPA model are implemented in the same way where dDEM31(s,s j) is replaced by dSPA(s,s j).
Since several best results were obtained with the boundary numbers of the parameters L and W , the variety of the numbers in use had to be widened.2
The table in Figure 22 compares the overall performances of the advanced seasonal extensions of the DEMw31 and the SPA model. The best
performances are achieved by the DEMw31 model combined with the Pretests 12 (pretesting with the month before, Pretest 2 in main paper) and
Pretest 1+12 (pretesting with the month before and the same month of the year before, Pretest 3 in main paper). These models level with the local
version of the cNLR model and provide an important outcome: We are able to reproduce the mean CRPS value of the local cNLR model with an
area-covering method. Again, we assess here with Dataset 1 and the square root transformation of the precipitation amount. In the later validation
with Dataset 2 and after inverting the square root, the DEMw31+Pretest model was able to outperform the local model. It was possible to show the
same for Dataset 1 after inverting the square root transformation.
Fig. 22: Mean CRPS values of the advanced seasonal extensions of the DEMw31 and the SPA model, based on test data from
2017 and 2018. The number in brackets is denoting with which W (Ensemble characteristics) respectively L (other approaches) the
models perform best.
2 The ensemble characteristics extension is tested with W = 500,1′000,2′000, ...,6′000, the other extensions additionally with L = 4,5, ...,9.
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Fig. 23: Monthly means of the Skill Score comparing the different seasonal extensions of the DEMw31 model.
To compare the monthly performances of the advanced seasonal extensions, the monthly Skill Score is depicted in Figure 23. Again, the CRPS is
used as measure of accuracy and the raw ensemble as reference forecast. The figure is limited to the seasonal extensions of DEMw31. On the left,
the DEMw31 model without seasonal extension is given as a baseline. We note that the Pretest model is the only approach without negative skill
during summer. In return, the timeline of this approach seems to lose the peaks in other months.
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