Stochastic automata are an established formalism to describe and analyse systems according to their qualitative and quantitative behaviour. Equivalence is a basic concept for the analysis, comparison and reduction of untimed automata, whereas equivalence of stochastic automata is less established. This paper introduces a new equivalence relation for stochastic automata denoted as exact performance equivalence. It is shown that this equivalence relation preserves several important qualitative properties and also quantitative results. Exact performance equivalence is a congruence according to the synchronised product of stochastic automata. The smallest exactly equivalent automaton exists for a stochastic automaton and can be generated by a partition refinement algorithm. @ 1999-Elsevier Science B.V. All rights reserved
Introduction
An often used basic model for the functional description of distributed computation are finite state processes, which can also be interpreted as extended non-deterministic finite automata [ 11, 131 . For the functional analysis of automata the definition of an appropriate notion of equivalence is an important concept. Equivalence relations can be used to relate states from a single automaton or to compare different automata. Furthermore, equivalence can also be applied to reduce the number of states of an automaton using the concept of state aggregation. Apart from the well-known language equivalence of automata [l l] many other notions of equivalence have been
proposed (see [2, 13, 15, 161) . Different equivalences preserve different parts of the behaviour.
If apart from the functional or qualitative behaviour also quantitative results should be analysed, then untimed automata have to be extended by some concept to describe time. There are two different approaches for the introduction of time. The first is the integration of deterministic time, an overview of related approaches is given in [17] .
For general performance analysis the assumption of constant durations is usually not adequate [S] , more appropriate and realistic are stochastic timing assumptions yielding stochastic automata models.
Stochastic automata (SAs) are in particular proposed by Plateau and her coworkers as a good modelling tool for the performance analysis of distributed systems . Currently, networks of SAs seem to evolve as an established framework for combined qualitative and quantitative analysis of distributed systems since they combine the features of untimed automata networks, as widely used in qualitative system analysis [ 1, 141, and specificly structured Markov reward processes, which can be analysed efficiently and are an established paradigm for quantitative system analysis [12, 22] . Strongly related to SAs are stochastic process algebras (e.g., [4,8-l 01) .
Since SAs are an extension of untimed automata it is very natural to ask for a notion of equivalence covering qualitative and quantitative behaviour. One such equivalence, denoted as performance bisimulation, has been developed in [9, lo] for stochastic process algebras and in in the context of finite state stochastic processes. Performance bisimulation is a natural extension of bisimulation equivalence [ 151. In particular, there exists a largest performance bisimulation, which is unique up to the ordering of equivalence classes and this relation, denoted as strong performance equivalence, can be computed efficiently on finite state spaces. An algorithm is proposed in [7] . As outlined in [4, 5] , apart from strong performance equivalence exists another equivalence which preserves quantitative results. This equivalence is denoted in the mentioned papers as exact performance equivalence and is, to the best of the authors knowledge, not related to a known equivalences for untimed automata. Nevertheless, exact performance equivalence preserves, apart from quantitative results, also many qualitative features.
Although exact performance equivalence has been defined in [4, 5] , it has not been analysed and the preservation of qualitative behaviour given by this equivalence has not been considered yet. This paper presents a detailed treatment of exact performance equivalence and the features of this equivalence according to qualitative and quantitative behaviour.
The structure of the paper is as follows. In the next section the stochastic automata model is introduced. Section 3 contains the definition of exact performance equivalence and some of its features. Subsequently, the preservation of qualitative behaviour is considered in Section 4 and the preservation of quantitative results in Section 5. In Section 6 synchronised products of SAs are introduced and it is shown that exact performance equivalence is preserved by this operation. Section 7 demonstrates the applicability of the used concept by means of a small example. The paper ends with a brief summary.
Stochastic automata
Our model of stochastic automata is derived from finite state processes or extended finite state automata enhanced by quantitative parameters to represent timing information and result specification. 
Y is a finite set of states, Act = Corn u z is a finite set of labels, where r is the internal label, Since Y is a finite state space we can express transition rate function, initial probability function and reward functions by means of finite matrices and vectors, respectively. Assume that Y equals the set of integers (0,. . . , n -1) and define for each a E Act a n x n' matrix Q Timing of a SA relies on Markovian assumptions, i.e., all times are exponentially distributed. We assume up to Section 6 that the SA is in an universal environment, i.e., transition labels are only used to observe transitions and not for synchronisation. transition from state i to j exists. The CTMC can be analysed using well known numerical methods [21] . The distribution at time t is given by 
States are observed via their reward measures, whereas transitions are observed via their transition labels. The task of transition labels is twofold. First, they are used to combine different automata via transition synchronisation (see Section 6) and, second, they can be interpreted as rewards associated with transitions, often denoted as impulse based rewards [12] . Thus, the expectation of transition reward a E Corn at time t is given by
i=O j=O i=O (6) Apart from the Markov reward process describing the quantitative behaviour, a SA includes also the specification of an extended untimed automaton to specify the qualitative behaviour. This automaton is very similar to a finite state process as used in v31. all transitions of the UA without considering transition labels and neglecting transitions starting and ending in the same state (i.e., it is the incidence matrix of the transition graph described by the UA).
Exact performance equivalence of stochastic automata
We first consider equivalence of states from the state space of a SA. This concept is extended subsequently to equivalence of different SAs and aggregation of states according to an equivalence relation. Some additional notations are necessary for the equivalence definition. Let 2 G Y x 9' be an equivalence relation on some finite state space 9' containing n states. 9 defines a set of 6 ( <n) equivalence classes which will be numbered from 0 to n" -1. 
where Ti is an equivalence class of @ 0' = 1,2). Now take two states (i,j) E 2 and It is quite obvious that &I and ZCZ'~ behave identically when &i&&z. More interesting is the definition of equivalence that relates SAs with different numbers of states.
This can be done by extending exact performance equivalence to relate different SAs. The equivalence condition says that two SAs are equivalent if they both can be represented by a common reduced SA. Exact equivalence is denoted as &'tk&'~ and is an equivalence relation. It is easy to show that zz'&?. For exactly performance equivalent SAs dt&&'2 which are represented by a reduced SA 2 (A21; 22) we can define sets of equivalent states. Let 3 be the state space of 2, then every i E 9 represents a set of states from Yi denoted as rep,(r) and a set of states from 9'2 denoted as rep,(r). States which are represented by the same i" E 3 are denoted as equivalent. In this way an equivalence relation among states of different automata has been defined.
Preservation of qualitative properties
For the analysis of qualitative properties it is sufficient to consider only the UA underlying a SA. Transition rates and reward values are not relevant. The behaviour of an automaton is usually observed via transition sequences that are performed. Alternatively states can be observed. In the former case transitions are observed only via their labels and label r is unobservable.
In the latter case states are observed only via their parameters. Proof. We prove that 2 and 2 are trace equivalent, which implies that C>i and L>2 are trace equivalent. Let 9' be the state space of 2 and ? be the state space of .s (i.e., the set of equivalence classes 0: +).
We first show that every trace in & is also possible in 2. This is done by showing that a transition sequence al,. . . , ak (a, E Act) which brings 2 from state i to y, might bring 2 from some i E rep(F) to all j E rep(f). This assumption obviously holds for an empty trace, since i" E 9' implies for all i E rep(i) that also i E Y" holds. Assume that the assumption has been proved for sequences of length k, we show that it holds for sequences of length k + 1. Let 2 be in state ? after the sequence and let the next transition be labelled with a (a E Act) and end in some state J (a E Corn or i' # 7). The other direction, namely every trace in 2 is also possible 2, is easy to prove
This implies that states i E rep(T) and j E rep(j)
> 0. Thus, starting in an arbitrary state i from where an a-labelled transition to j is possible implies that starting in i an a-labelled transition to J is possible. By induction it now can be proved that for every observable transition sequence which brings 2 from i to j, an identical transition sequence from i" to 7 in 2 exists. 0
Observe that the theorem does not imply that states in an equivalence class can generate the same trace sequences, which is not required for trace equivalence. We only have identical traces from the initial states and the random choice of the initial state determines traces that can be generated. This is, of course, a difference to bisimulation or performance bisimulation, where all states in an equivalence class can initiate the same traces [ 151.
The proof of the theorem shows that a rather strong result according to the reachability of states holds. If a state in an equivalence class i" is reachable, then all other states in this equivalence class are also reachable and even more, all states are reachable by identically labelled transition sequences. Thus, from the observation of transition sequences and the knowledge of the equivalence class according to +, where the automaton starts initially, and the equivalence class, where it is after the transition sequence, nothing can be said about the reached state. The automaton can be in any state from the destination equivalence class. This feature results from the consideration of past behaviour in inverse performance bisimulations and can be exploited in reachability analysis of composed automata.
One major argument against trace equivalence is that deadlocks are not preserved. From two trace equivalent automata one might include a deadlock and the other one not. Due to the second condition in Definition 3 inverse performance bisimulations nearly preserves deadlocks. This will be explained after presentation of the following theorem. Proof. The first point follows from the second condition in Definition 3. The second point is a consequence of Theorem 10. 0
Theorem 10. Let i E rep(L), where i E 3 and ? is
Thus, even if deadlocks are not completely preserved; if one of two exactly performance equivalent SAs contains a deadlock, then the other one has at least to contain an irreducible subset of states without any visible transitions (i.e., it stucks in an infinite internal computation after entering the subset).
The above results are all based on the observation of transition sequences, state parameters are not considered and they are also not taken into account in the definition of inverse performance bisimulations for single SAs. In a first glance this might suggest that results according to state parameters are not preserved by exact performance equivalence. However, we will show in the next section that this is not true for quantitative state parameters and it is also not completely true for qualitative state parameters. The reason is that all states from an equivalence class of an inverse performance bisimulation are reachable by the same transition sequences, which implies knowledge about the reachability of states in the detailed SA knowing only the behaviour of the reduced SA. 
Preservation of quantitative results
The preservation of quantitative results follows from properties of exact lumpability for Markov chains [3] . We first show that an inverse performance bisimulation implies the conditions for exact lumpability on the generator matrix Q. 
for all i, j E rep(T) and all T,k" E 9. This is the condition jbr an exactly lumpable
partition of the CTMC (see [3] ).
Proof. First consider the case Z? # i. We get 
Theorem 14. Let Q be the generator belonging to SA & and G the generator belonging to SA &', both in an universal environment. Let p[t] and fi[t] be the corresponding distribution vectors at time t 20. Zf for all (i, j) E % p[O](i) = p[O](j) holds, then for all i E 3 and i E rep(r).
Proof. Since the transient distribution can be computed using (2) 
;~p iErep(f>) i'E,~ Ib~(iill IlrepWII
The relation holds for all j" E 9 and all j E rep(j"), by induction we can conclude that it holds for all k, which proves the theorem. 0
From the identities of results on state level identities of reward based measures follow. The corresponding results are collected in the following theorem. 
Theorem 15. Let ~$1 and _cJz be two strongly performance equivalent SAs, then b Ml(a, t) = A42(a, t) for all a E Corn1
c &rl b](i) 2 X) &r2bl(i) 5 X) iErep,(L) IlrePl(911 = ' rErepz(ii (Irep,(i")ll ' then l F;
'(X, t) = Fi'(X, t) for all r-y E Rew and all X, t > 0.
Proof. Since the SAs are strongly performance equivalent a SA 2 exists, which is strongly performance equivalent to &t and & and can be constructed by substituting 
Synchronised products of stochastic automata
A single SA describes usually a part of a system, the complete system consists of several interacting SAs. Interaction is realised by synchronised transitions, i.e., some transitions of a SA can only occur simultaneously with transitions in another SA. Synchronisation is performed via transition labels. Here we introduce the synchronisation of two SAs, since the result is a new SA the approach is completely compositional, allowing the generation of arbitrary complex models. Let SAct g Corn, n Corn2 be the set of synchronisation labels. Synchronisation of .&'I and d2 via SAct, denoted by &i lls~~~&z, implies that transitions with labels not in SAct can be performed independently in both automata and transitions with labels from SAct have to be performed as joint transitions. This concept of parallel composition is well known for untimed automata and process algebra terms [I, 2, 14, 151. In SAs, additionally the rate of a synchronised transition has to be computed from the rates of the involved transitions in the SAs. We use the following computation for the rate of a synchronised transition, which has a quite natural interpretation. and i2 E 9~. Consequently, rep(c iz) = {rep(L) x {&}}. We prove that 9 is an exact performance bisimulation and ~~/\sA~,L&'~ is a reduced SA according to this relation.
We start with the proof that 9 is an inverse performance bisimulation.
For the values of the initial distribution we have for all ((iI, i2 ), (j,, i2)) E R poWl(h,i2) = pI[W~~h2Pl(~2) = plVNA )P2Wl(i2) = PoMo'~,i2) . 
. The next step is to prove the results on the partial column sums required for inverse performance bisimulations. The proof is very similar to the proof of the row sums. We have for all ((il,i~),(j~,i~)) E 8, i E 51, k2 E 92 and a 4 SAct
For a E SAct we get
It remains to show that dg results from reducing LX?O according to 93 which implies that &s&d,% since 9 is an inverse performance bisimulation. The congruence property is important, because it allows the interleaving of SA reduction due to state aggregation and SA composition via synchronised products. In this way large state spaces of models describing realistic systems can often be reduced significantly.
An example
The applicability of the concept will be illustrated by a simple example describing an abstract model of a multi-processor subject to failure and repair. The system consists of two processor modules and three memory modules. Memory module 1 belongs exclusively to processor 1 and memory module 2 belongs exclusively to processor 2. The third memory module is shared by both processors. Memory modules and processors may fail, time to failure is exponentially distributed with mean &' and
respectively. The system is available as long as one processor and a memory module which is accessible by the processor are available. If the system has failed, it is turned off and no more components break down. The system is repaired after a failure has occurred, repair time is independent of the concrete failure state and after repair all components are working. Single failed components are not repaired. Initially the system is in the state without failed components. Component failures are described by z labelled transitions, whereas the repair is performed by a transition labelled with rep. Thus, the component performing the repair might be described by another SA, which is, however, not considered in the example.
Rewards are assigned to states according to the processing capability of the system configuration.
The values may result from other models of the system analysing its performance. These reward values can be used to compute performability measures for the system. Different measures and related analysis approaches have been developed for this purpose, for an overview see [22] . However, some of these analysis techniques are rather complex such that the exact reduction of the SA before analysis is important, in particular for models composed of several SAs. The SA of the model is shown in Fig. 1 , it has 20 states and 5 1 transitions. States are described as quintuples, where each value describes the state of one component. A 1 indicates that the corresponding component is available and a 0 that the component has failed. The first two components contain the state of processor 1 and 2, respectively. Components three to five describe the state of the memory modules 1 to 3. In a failure state we do not distinguish the concrete configuration.
Apart from the transition from the failure state to state 11111 all transitions are labelled with z.
The quantitative label of transitions described by solid arcs equals p,,,, the quantitative label of transitions belonging to dashed arcs equals pP and transitions described by dotted arcs are quantitatively labelled with pP + pm. Thus, solid arcs describe processor failures, dashed arcs memory failures and dotted arcs memory and processor failures which both yield a failure of the complete system. An arc between two states indicates that the corresponding failure brings the system from the source to the destination state. In the failure state of the system, the component states are no longer distinguished.
We now define an equivalence relation 6% by collecting states with the same number Fig. 2 and consists of 7 states and 12 transitions. All transitions, except the transition from failure to ok, are labelled with z, transition rates are written near the arcs. Although the SA is relatively small, the reduction of the state space is significant and increases when models with additional memory modules or processors are considered. It is worth to mention that the proposed equivalence relation is neither completely symmetric, nor a performance bisimulation as proposed in [9, 6] . First, states in an equivalence class might and usually will have different reward values assigned to them.
E.g., the states 11100 and 11001, which both belong to equivalence class 2m describe completely different system configurations. In the first case only processor 1 has access to its private memory, processor 2 cannot work. In the second state both processor share a memory module and can work, possibly with reduced speed due to memory contention. It is very unlikely that both configurations show the same performance for the overall system. Second, states from one equivalence class have different transition rates into other equivalence classes. Take again the above two states, then state 11100 has a transition rates pP + 11, into the failure state, whereas the corresponding rate from state 11001 is only pcm.
The above relation 3 is even an inverse performance bisimulation if processor and memory failures are realised by labelled transitions, e.g., by labels fa& and fail,, 
Conclusions
We have presented in the framework of stochastic automata a new equivalence relation denoted as inverse performance bisimulation. This equivalence differs from performance bisimulation, which has recently been proposed as an extension to bisimulation equivalence for untimed automata. It has been shown that inverse performance bisimulation preserves many interesting aspects of qualitative and quantitative behaviour of a stochastic automaton. Additionally, the largest inverse performance bisimulation exists and is unique up to the ordering of equivalence classes. This relation is denoted as exact performance equivalence and can be efficiently computed. In a similar way exact performance equivalence of different stochastic automata can be decided. Since inverse performance bisimulations are congruence relations according to the synchronised product of stochastic automata, the concept is applicable in compositional analysis of stochastic automata networks, which are an important model type for perfotmance analysis of parallel and concurrent processes.
Exact performance equivalence differs from symmetry exploitation, which is a well known concept to reduce the state space of parallel systems. However, each partition of the state space of a system which exploits symmetries (e.g., resulting from the symmetric composition of identical automata) is also an exact performance equivalence.
Thus, the results for exact performance equivalence give an underpinning for methods exploiting symmetries and might extend the range of these methods, since symmetry conditions might be violated without loosing the possibility of computing exact results from a reduced system, which does not distinguish the detailed state of symmetric components.
Results in this paper can be extended from equivalent behaviour to approximately equivalent behaviour. The idea is to define an equivalence relation preserving the qualitative behaviour, but allowing small differences in the quantitative behaviour. The underlying concept is near lumpability proposed in [3] . With this approach efficient approximate analysis methods for the quantitative analysis of stochastic automata networks can be defined.
