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Abstract
We discuss the reduction and reconstruction problem for ordinary differential equations that admit a
linear symmetry group. The goal is to prove that modulo reduction there remain only linear differential
equations, and to construct these explicitly. Extending previous work on one-parameter groups, we show
this for certain unipotent and solvable groups, and for all semisimple groups. Some applications to relative
equilibria are given.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider an ordinary differential equation in real or complex n-space which admits a linear
symmetry group G. There exists a well-developed theory concerning the reduction induced by
the symmetry group via invariants, provided the invariant algebra is finitely generated. The return
path from the reduced to the original system seems to be less well understood. The present paper
is motivated by this guiding principle: Given a solution of the reduced system, determining cor-
responding solutions of the full system should involve not more than solving (non-autonomous)
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classes of groups, and provide explicit constructions.
At first glance, the principle may not be obvious. Let us consider, for instance, polynomial
vector fields admitting a compact linear symmetry group G. From a classical result due to Hilbert
one knows that the invariant algebra of G is finitely generated, and Poenaru [25] proved that the
module of G-symmetric vector fields over this algebra is finitely generated. If there exists a
generator system containing only linear vector fields then the principle is evident, but in many
cases there is no such system of generators. To see that generally there remains only a linear
problem modulo reduction, we employ a strategy developed in [10] for a special case: Embed
the system into a suitable higher-dimensional system, so that linearity modulo reduction will be
obvious. This strategy will also provide a construction method for symmetric vector fields, which
in the compact case is different from Poenaru’s.
In the present paper we will consider quite general linear groups (including certain unipotent
groups), but restrict attention to polynomial or analytic functions and vector fields, and more
generally to formal power series, over K = R or C. This has the technical advantage that we
may assume the groups to be algebraic. The assumption of linearity means no loss of general-
ity for semisimple groups in the local analytic setting (see Guillemin and Sternberg [11], and
Kushnirenko [21]), but does impose restrictions otherwise (see e.g. Kushnirenko [22] for the
solvable case). We will only briefly deal with convergence issues, and with finitely differentiable
or smooth vector fields. Moreover, we will assume connectedness, except for a short section at
the end.
Our basic results are about unipotent symmetry groups that satisfy finiteness conditions for in-
variants and higher invariants. This extends to certain solvable groups, and leads to a constructive
approach for any semisimple linear group of symmetries. Thus we obtain a natural framework
for reduction, for construction of symmetric vector fields, and for reconstruction of solutions.
Modulo the reduced system there remain only linear differential equations, as desired. To illus-
trate the applicability of the method, we present a number of examples. In particular, our results
provide a computational approach to the discussion of relative equilibria.
2. Embeddings
Let an ordinary differential equation x˙ = f (x) be given on an open subset of Kn, and as-
sume that this equation is symmetric (equivariant) with respect to a linear group G ⊆ GL(n,K).
We will mostly consider polynomial, or analytic, or formal power series vector fields, and we
may therefore assume that G is an algebraic group. (The symmetry conditions for each homoge-
neous term in the expansion of f extend from G to its Zariski closure.) If the algebra I0(G)
of polynomial invariants of G admits a finite system φ1, . . . , φr of generators then the map
Φ = (φ1, . . . , φr) sends x˙ = f (x) to some equation in Kr (at least in the polynomial or the for-
mal power series setting), as is well known. We will call Φ a reduction map induced by G; this
generalizes the Hilbert map for compact groups, albeit there is generally no 1-1-correspondence
between the orbit space of the group action and the image of the reduction map. Our main inter-
est lies in verifying that “modulo reduction there remain only linear differential equations,” by
embedding x˙ = f (x) into a suitable higher-dimensional system. This generalizes the approach
taken in [10]. As a by-product we will also obtain a construction method for symmetric vector
fields, which works in particular for semisimple symmetry groups. In this section, all groups will
be assumed connected in the Zariski topology. Thus we can, and will, shift freely from groups to
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ple groups.
2.1. Background
LetL be a semisimple linear Lie algebra over C. We are interested in the polynomial invariants
ofL, and of certain subalgebras ofL. Due to a classical result, the invariant algebra ofL is finitely
generated.
We will require some structure theory of Lie algebras and the corresponding groups; for details
see Humphreys [17,18], Borel [1]. Let H be a maximal toral subalgebra of L. Recall that there
are certain linear forms on H, the roots, such that for each root α on H the root space
Lα :=
{
M ∈ L: [H,M] = α(H) · M, all H ∈H}
is nontrivial, and there is a root space decomposition
L=H+
∑
α
Lα
with the (direct) sum extending over all roots. In lieu of considering roots of H, one may con-
sider the eigenvalues of a sufficiently generic element of H: Given a basis H1, . . . ,Hk , there
are constants λ1, . . . , λk (e.g. algebraically independent numbers over the rationals Q) such that
the semisimple linear map B =∑λiHi is a regular element of L; i.e., the roots of H and the
eigenvalues of B stand in 1-1-correspondence. Moreover one may assume that the polynomial in-
variants of B (respectively the polynomial vector fields centralizing B) are precisely those ofH;
see e.g. [34] for the latter statements. Finally, let B be a Borel subalgebra of L which containsH,
and let N be the subalgebra of nilpotent elements in B. The connected linear group correspond-
ing to N is unipotent. The invariants of such unipotent groups will be of primary interest for
us. (One may visualize the elements of H as diagonal matrices and those of N as strict upper
triangular matrices.)
Nagata’s example [24] shows that invariant algebras of unipotent algebraic groups are not
necessarily finitely generated. In fact, for any unipotent group there exists a regular represen-
tation with non-finitely generated invariant algebra, due to a theorem by Popov [27]; see also
the survey by Pommerening [26]. However, finiteness is guaranteed for unipotent one-parameter
groups (Weitzenböck’s theorem [35]; see also Seshadri [30]) and more generally for maximal
unipotent subgroups of semisimple groups, as shown by Hadžiev [16], Vinberg and Popov [33],
and Grosshans [13,14].
We will discuss vector fields admitting Lie algebras of nilpotent linear transformations with
finitely generated invariant algebras and modules of higher invariants. Such Lie algebras do ex-
ist: As will be shown below, the higher invariant modules for maximal unipotent subgroups of
semisimple groups are finitely generated. We will proceed to extend these structure results to
the solvable and to the semisimple case. At some points we will assume that the base field is C,
without mentioning this explicitly. The transfer to the base field R is unproblematic.
2.2. Nilpotent linear transformations
In this subsection letN be a linear Lie algebra such that every N ∈N is nilpotent. By Engel’s
theorem (see Humphreys [17, I.3.2]) we may then assume that all elements of N are simulta-
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by
I0(N ) :=
{
φ ∈ K[x1, . . . , xn]; LN(φ) = 0, all N ∈N
}
.
A generalization is as follows:
Definition 1. For each integer k  1 the set of kth invariants of N is given by
I0,k(N ) :=
{
φ ∈ K[x1, . . . , xn]; LN1 · · ·LNk (φ) = 0, all N1, . . . ,Nk ∈N
}
.
We note that I0,1(N ) = I0(N ), and that I0,k(N ) ⊆ I0,k+1(N ) for all k. Obviously I0,k(N ) is
a module over I0(N ) for all k. Moreover, Engel’s theorem shows Kx1 + · · · + Kxn ⊆ I0,m(N )
for some m n. If N is in upper triangular form then obviously xi ∈ I0,n−i+1.
Proposition 1. (a) If the polynomial vector field f commutes with every element of N then Lf
sends each I0,k(N ) to itself. Given a polynomial, respectively formal power series vector field f ,
and ψ ∈ I0,k(N ), then Lf (ψ) can be represented as a polynomial, respectively formal series
with homogeneous terms in I0,k(N ).
(b) Assume that I0(N ) is a finitely generated K-algebra, with generators φ1, . . . , φr . Given
a polynomial, respectively formal vector field f that commutes with N , there are polynomials,
respectively formal power series σi in r variables such that
Lf (φj ) = σj (φ1, . . . , φr) for 1 j  r.
(c) Let m  1 be such that Kx1 + · · · + Kxn ⊆ I0,m(N ), and furthermore assume that each
I0,k(N ), 1 k m, is a finitely generated module over I0(N ), with generators θk,1, . . . , θk,	k .
Given a polynomial, respectively formal vector field f that commutes with N , there are polyno-
mials, respectively formal power series μk,i,j in r variables such that
Lf (θk,i) =
∑
j
μk,i,j (φ1, . . . , φr) · θk,j
for all k and i.
Proof. Part (a) follows directly from
LN1 · · ·LNkLf = Lf LN1 · · ·LNk
since f commutes with all Ni . Part (b) is then standard, and part (c) an obvious variant. 
Remark. Assuming that all elements ofN are in upper triangular form, the collection of algebra
and module generators will canonically include all coordinate functions xi . In any case such a
collection has to include a suitable set of coordinate functions.
Corollary 1. The map defined by
x → (φ1(x), . . . , φr (x), θ1,1(x), . . . , θ1,	 (x), . . . , θm,1(x), . . . , θm,	m(x))1
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y˙j = σj (y1, . . . , yr ), 1 j  r,
z˙k,i =
∑
j
μk,i,j (y1, . . . , yr ) · zk,j , 1 i  	k, 1 k m.
Let us rephrase this: Given a solution of the reduced equation defined by Φ = (φ1, . . . , φr)t ,
reconstructing solutions of x˙ = f (x) only involves a (non-autonomous) linear system. In this
sense, analogous to the result in [10], we have shown that the reconstruction problem involves
linear differential equations only. By the remark above, the original system is indeed embedded
in some higher-dimensional system via this map. Since the constant 1 has to be included in any
system of module generators, the differential equation will have some trivial entries. Discarding
these, one obtains an inhomogeneous linear system.
In Section 2.1 we noted some criteria for the hypothesis of part (b) to hold forN . The follow-
ing result provides criteria for the hypothesis of part (c).
Theorem 1. Let G be a (connected) semisimple linear algebraic group over C with a maximal
unipotent subgroup U , and let N be the Lie algebra of U . Then each module I0,k(N ) is finitely
generated over I0(N ).
A constructive proof will be given in Appendix A, Section A.1.
Remark. This theorem applies in particular to one-dimensional algebras spanned by one nilpo-
tent linear transformation N ; thus Weitzenböck’s theorem extends to higher invariants. To verify
this, note that N may be (assumed to be in a standard form and) embedded in a copy of sl(2),
which gives rise to an algebraic group. See e.g. Cushman and Sanders [3, §1], for details of the
procedure.
Examples. We consider two simple examples, with each algebra spanned by some nilpotent N .
(a) For
N =
(
0 1
0 0
)
it is elementary to verify that I0(N) is generated by x2 and that the module I0,2(N) is gener-
ated by 1 and x1. Given a vector field f commuting with N , one therefore has polynomials
(respectively formal power series) σ , ρ1 and ρ2 such that
x˙1 = Lf (x1) = x1ρ1(x2) + ρ2(x2),
x˙2 = Lf (x2) = σ(x2).
The second entry is the reduced equation, and the first entry shows that, given a solution of the
reduced equation, there remains only a linear equation to reconstruct solutions of the original
system. In addition,
Lf (x2) = Lf LN(x1) = LNLf (x1) = x2ρ1(x2),
thus σ(x2) = x2ρ1(x2).
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N =
(0 1 0
0 0 2
0 0 0
)
with I0(N) generated by φ1 = x22 − 4x1x3 and φ2 = x3; see e.g. Cushman and Sanders [3]. The
module I0,2(N) is generated by 1 and x2 and the module I0,3(N) is generated by 1, x2 and x1.
(See Appendix A, Section A.1, Corollary 4 and Example.) By Proposition 1, given a vector field
f that commutes with N , there exist polynomials (respectively formal power series) σi and μij
in two variables such that
Lf (φ1) = σ1(φ1, φ2),
x˙3 = Lf (x3) = σ2(φ1, φ2),
x˙2 = Lf (x2) = μ21(φ1, φ2)x2 + μ22(φ1, φ2),
x˙1 = Lf (x1) = μ31(φ1, φ2)x1 + μ32(φ1, φ2)x2 + μ33(φ1, φ2)
and again reduction and reconstruction are obvious. Invoking LN(x1) = x2, LN(x2) = 2x3 and
the commutation property one finds μ31 = μ21, μ22 = μ32 · 2x3, and σ2 = μ21 · x3.
Remark. Differential equations with unipotent linear symmetries have not been discussed ex-
tensively in the literature. Finston [8] and Cushman and Sanders [3] considered the construction
of such vector fields from different points of view. Some computational results on invariants
from [3] will be very useful later on. As for the computation of invariants in the case of a single
nilpotent map, see also Tan [32], van den Essen [4] and Sancho de Salas [28].
2.3. The solvable case
Let N be a linear Lie algebra consisting of nilpotent elements (cf. Section 2.2), and let H
be a toral algebra which normalizes N . One always has such a scenario for Lie algebras of
solvable linear algebraic groups over C: We may assume that all elements are simultaneously
represented by upper triangular matrices, and we know that the groups contain the semisimple
and nilpotent parts of all their elements (see e.g. Humphreys [18]). For B =H+N we have a root
space decomposition as in Section 2.1. We will employ the approach outlined there: Replace H
by a semisimple linear map B that normalizes N , replace the root spaces for the action by
Iα(B) = {ψ : LB(ψ) = α · ψ} for suitable α ∈ C, and set B := CB + N . This seems more
convenient for the following statements and arguments.
We will now consider reduction and reconstruction for vector fields commuting with B, as-
suming that the invariant algebra of N , as well as certain higher invariant modules, are finitely
generated. This will provide a refinement of the results in the nilpotent case. The starting point
is:
Lemma 1. LB stabilizes each I0,k(N ).
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given N1, . . . ,Nk ∈N , one obtains
LN1 · · ·LNkLB = LBLN1 · · ·LNk + · · ·
with the dots representing a sum of products of k elements of N . 
Lemma 2. Assume that I0(N ) is finitely generated, and that each I0,k(N ), 2  k  m, is a
finitely generated module (cf. Proposition 1).
(a) There exists a system of (homogeneous) generators φ1, . . . , φr of I0(N ) and αi ∈ C such
that
LB(φj ) = αj · φj , 1 j  r.
(b) The invariant algebra
I0(B) = I0(B) ∩ I0(N )
of B is finitely generated, and suitable monomials
φ
d1
1 · · ·φdrr
may be chosen as generators.
(c) For every α ∈ C the I0(B)-module
Iα(B) ∩ I0(N )
is finitely generated, with suitable monomials in φ1, . . . , φr as generators.
(d) For every β ∈ C and every k > 1 the I0(B)-module
Iβ(B) ∩ I0,k(N )
is finitely generated.
Proof. The underlying reason for part (a) is that LB acts as a semisimple linear transformation
on each space Sd of homogeneous polynomials of degree d , hence every LB -stable subspace
of Sd is a sum of eigenspaces. Starting with a homogeneous system of generators of I0(N ),
Lemma 1 then shows the existence of a generating set as asserted: Replace each generator by all
its nonzero eigenspace components.
As for part (b), a monomial φd11 · · ·φdrr lies in Iα(B) for α = d1α1 + · · · + drαr . Therefore
a linear combination ψ of such monomials is contained in I0(B) if and only if the contribution
from each Iα(B), for α 	= 0, adds up to zero. But then ψ can be written as a linear combination
of monomials in I0(B). There remains to see that finitely many monomials suffice to generate
I0(B), and for this the argument in [34, Proposition 1.6] applies verbatim. Part (c) follows by
analogous reasoning and, again, from the argument in [34]. (The reasoning is closely related to
the proof of Dickson’s lemma for monomial ideals; see Cox et al. [2, Chapter 2].)
For part (d), as in the proof of part (a) one sees that the I0(N )-module I0,k(N ) admits a
system θk,1, . . . , θk,	 of (homogeneous) generators such that each θk,j lies in some eigenspacek
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Then
θ =
∑
i
μi(φ1, . . . , φr) · θk,i
and there is no loss of generality in assuming that all μi ∈ Iβ−γi (B). By part (c), I0(N ) ∩
Iβ−γi (B) is a finitely generated module; let ψ∗i,1, . . . ,ψ∗i,mi be a set of generators. We obtain
θ =
∑
i,j
ρi,j
(
φ∗1 , . . . , φ∗s
) · ψ∗i,j · θk,i .
Since each ψ∗i,j · θk,i lies in some eigenspace of LB (the eigenvalue being the sum of the eigen-
values for each factor), as well as in I0,k(N ), θ is in fact a linear combination of the (finitely
many) ψ∗i,j · θk,i ∈ Iβ(B). 
Remark. As noted earlier, one can restate these results for a maximal toral subalgebra H: Just
interpret the αj , α and β as linear forms on H.
Proposition 2. Assume that I0(N ) is finitely generated, and that each I0,k(N ), 2  k  m, is
a finitely generated I0(N )-module (cf. Proposition 1). Let f be a vector field that commutes
with B.
(a) Let φ1, . . . , φr be a system of generators of I0(N ) as in Lemma 2(a), φ∗1 , . . . , φ∗s a system
of generators of I0(B), and let {ψ∗1 , . . . ,ψ∗t } be a collection of I0(B)-module generators for all
Iα(B)∩ I0(N ) with α 	= 0 such that some φi ∈ Iα(B), according to Lemma 2(b), (c). Then there
exist polynomials (respectively formal power series) σi and μij in s variables such that
Lf
(
φ∗i
)= σi(φ∗1 , . . . , φ∗s ), 1 i  s,
Lf
(
ψ∗i
)=∑
j
μij
(
φ∗1 , . . . , φ∗s
) · ψ∗j , 1 i  t. (1)
(b) For each k, 2 k m, there exist homogeneous
ρk,1, . . . , ρk,nk ∈ I0,k(N )
such that each ρk,p lies in some eigenspace of LB , and that the sum of the I0(B)-modules
I0,k(N ) ∩ Iβ(B), with β 	= 0 such that some ρk,j ∈ Iβ(B), is generated by 1 and the ρ	,p with
2 	 k. Then there exist polynomials (respectively formal power series) ηk,p and νk,	,p,q in s
variables such that
Lf (ρk,p) =
k∑
	=2
n	∑
q=1
νk,	,p,q
(
φ∗1 , . . . , φ∗s
) · ρ	,q + ηk,p(φ∗1 , . . . , φ∗s ) (2)
for each k ∈ {2, . . . ,m} and 1 p  nk .
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existence of generators ρk,p as asserted in part (b) was shown in Lemma 2(d); the remainder
follows from a variant of the proof of (a). 
Remarks. (a) Clearly one has a corollary similar to Corollary 1, which will not be written down
explicitly.
(b) For N = 0, the assertion of part (a) is just Theorem 1 of [10].
(c) According to the remark following Proposition 1 and the proof above, one may assume
that all coordinate functions x1, . . . , xn are among the generators φ∗i , ψ∗j and ρk,p , with no loss
of generality. Thus the reconstruction problem has been solved.
(d) Note the “echelon form” of the system in Proposition 2. The genuinely nonlinear problem
is to solve the reduced equation for the φ∗i ; modulo this, only non-homogeneous linear equations
remain.
(e) The proposition can be stated in a more refined version: Collect the ψ∗i and the ρk,p
according to their LB -eigenvalues. Since Lf stabilizes each Iα(B), the system will split up ac-
cordingly. There is yet another refinement: As indicated in the examples of Section 2.2, one
obtains additional information by exploiting LN(I0,k(N )) ⊆ I0,k−1(N ). In addition, there is a
basis N1, . . . ,N	 of N such that [B,Ni] = γi · Ni for suitable γi and all i, which implies
LNi
(
Iα(B)
)⊆ Iα+γi (B)
for all i and all α.
Example. We continue Example (b) from Section 2.2; with N as there and
B =
(2 0 0
0 0 0
0 0 −2
)
.
Let f commute with N and B . The generators of I0(N) satisfy φ1 ∈ I0(B) and φ2 ∈ I−2(B).
Clearly the module I−2(B) ∩ I0(N) is generated by φ2. According to Proposition 2, the reduced
system with respect to N has the form
Lf (φ1) = ρ(φ1),
Lf (φ2) = φ2 · σ(φ1)
with suitable polynomials (respectively formal power series) ρ and σ . Moreover, the additional
restrictions
Lf (x2) ∈ I0(B) ∩ I0,2(N), Lf (x1) ∈ I2(B) ∩ I0,3(N)
and Proposition 2 show that
Lf (x2) = τ0(φ1) + τ1(φ1) · x2,
Lf (x1) = η(φ1) · x1
G. Gaeta et al. / J. Differential Equations 244 (2008) 1810–1839 1819for certain τi and η in one variable. Finally, the relations noted at the end of Example (b), Sec-
tion 2.2, imply that
Lf (x1) = η(φ1) · x1,
Lf (x2) = η(φ1) · x2,
Lf (x3) = η(φ1) · x3.
Thus we have completed the (re-)construction, with a quite simple result for this particular case.
2.4. The semisimple case
As for invariants and commuting vector fields, passing from a Borel subalgebra (or a parabolic
subalgebra) to a semisimple algebra has no effect. Part (a) of the following theorem is due to
Hadžiev [16], Vinberg and Popov [33], and Grosshans [13]; part (b) then follows from Lemma 2.
For invariants, a proof of part (c) is contained in [15, Lemma 1.1(i)]; we supply an elementary
proof in Appendix A, Section A.2.
Theorem 2. Let L be a semisimple linear Lie algebra with maximal toral subalgebra H,
B =H+
∑
α>0
Lα
a Borel subalgebra (determined by a set of positive roots α) and
N =
∑
α>0
Lα
the subalgebra of all nilpotent elements of B. Then:
(a) I0(N ) is a finitely generated algebra.
(b) I0(B) is a finitely generated algebra.
(c) The invariant algebras of L and B are equal. The centralizers of L and B in the Lie algebra
of polynomial vector fields are equal.
This has an interesting consequence: The reduced system with respect to N already contains
all the necessary information for reconstruction.
Theorem 3. Given L, H, B and N as in Theorem 2, let φ∗1 , . . . , φ∗s be generators of I0(B), and{ψ∗1 , . . . ,ψ∗t } a collection of module generators for all Iα(B) ∩ I0(N ) with α > 0, according to
Proposition 2(a). Moreover let
M1, . . . ,Mq ∈
⋃
α>0
L−α
be a basis of∑ L−α .α>0
1820 G. Gaeta et al. / J. Differential Equations 244 (2008) 1810–1839Given a vector field f commuting with L, the first part of Eq. (1) represents the reduced
system with respect to L. Applying all possible products of the LMk to the second part of Eq. (1)
one obtains finitely many identities
Lf
(
LMi1
· · ·LMip
(
ψ∗i
))=∑
j
μij
(
φ∗1 , . . . , φ∗s
) · LMi1 · · ·LMip (ψ∗j ), (3)
1  i  t . Since one may assume that all coordinate functions are among the φ∗i , the ψ∗j and
their images under the LMi1 · · ·LMip , the reconstruction problem has thus been solved.
Proof. For any M ∈∑α>0L−α we have LM(φ∗i ) = 0 for 1  i  s, according to Theorem 2.
This shows the assertion about the reduced system, and the identity
Lf LM
(
ψ∗i
)= LMLf (ψj ) =∑μij (φ∗1 , . . . , φ∗s )LM(ψ∗j )
by the derivation property. Now (3) follows with simple induction. Finiteness is obvious, since
the algebra
∑
α>0L−α of nilpotent transformations acts on finite-dimensional vector spaces. To
see that this provides a solution of the reconstruction problem, recall that the dual space of Cn is
a direct sum of irreducible L-modules by Weyl’s theorem (Humphreys [17, 6.3]), and that each
irreducible module is obtained by applying all LMi1 · · ·LMip to a maximal vector (Humphreys[17, 20.2]). Specifically, due to Engel’s theorem each linear form lies in some I0,k(N ), and
therefore the procedure yields a basis for the space of linear forms. (See also Theorem 4.) 
Instead of employing all positive roots, it is sufficient to consider only simple roots for this
construction; see Humphreys [17, 20.2]. Again there is an obvious consequence analogous to
Corollary 1.
Corollary 2. Combining the first and second parts of Eq. (1) with Eq. (3), one obtains a map
x → (φ∗1 , . . . , φ∗s , θ∗1 , . . . , θ∗m)
which sends solutions of x˙ = f (x) to solutions of a system
y˙ = g(y) (y ∈ Kr),
z˙ = A(y) · z (z ∈ Km)
with A(y) linear for every y.
Remark. In contrast to Section 2.3, no a priori knowledge of higher invariants is necessary.
2.5. Examples
Here we will discuss a number of examples for the setting of a semisimple symmetry group,
with the focus on various representations of sl(2) and its real forms. Generally one needs quite
high dimensions to find interesting vector fields for other semisimple algebras. Moreover, for
interesting representations of other semisimple algebras the invariant algebras of maximal unipo-
tent subgroups do not seem readily available. (In the authors’ opinion, the usefulness of such
G. Gaeta et al. / J. Differential Equations 244 (2008) 1810–1839 1821invariants for differential equations could provide a good motivation for computing them.) There-
fore we only include a few examples for other semisimple algebras; we note that one class is of
some relevance.
(a) We continue the example from Section 2.3. The reduced system with respect to N has the
form
Lf (φ1) = ρ(φ1),
Lf (φ2) = φ2 · σ(φ1).
Since N , B and
M :=
(0 0 0
2 0 0
0 1 0
)
span a semisimple Lie algebra, Theorem 3 says that one can reconstruct the system by repeated
application of LM to the second equation. Indeed, this yields Lf (x2) = x2 · σ(φ1), Lf (x1) =
x1 · σ(φ1). The system is identical to the one found in Section 2.3, as should be expected from
Theorem 2.
(b) Let L be the semisimple algebra with basis
B :=
⎛
⎜⎝
1
−1
1
−1
⎞
⎟⎠ , N :=
⎛
⎜⎝
0 1
0 0
0 1
0 0
⎞
⎟⎠ , M :=
⎛
⎜⎝
0 0
1 0
0 0
1 0
⎞
⎟⎠ ,
and B = KB + KN . According to [3] the invariant algebra I0(N) is generated by
φ1 = x2 ∈ I−1(B), φ2 = x4 ∈ I−1(B), φ3 = x2x3 − x1x4 ∈ I0(B).
Therefore the algebra I0(B) is generated by φ3. The I0(B)-module I0(N) ∩ I−1(B) is gener-
ated by φ1 and φ2, as follows from φm11 φ
m2
2 φ
m3
3 ∈ I−(m1+m2)(B). Given a vector field f which
commutes with N and B , Proposition 2 shows
Lf (φ3) = σ(φ3),
Lf (x2) = μ11(φ3) · x2 + μ12(φ3) · x4,
Lf (x4) = μ21(φ3) · x2 + μ22(φ3) · x4
with suitable σ and μij in one variable. Now f also commutes with M , hence
LM(x2) = x1, LM(x4) = x3, LM(φ3) = 0
imply
LMLf (x2) = Lf (x1) = μ11(φ3) · x1 + μ12(φ3) · x3,
LMLf (x4) = Lf (x3) = μ21(φ3) · x1 + μ22(φ3) · x3
and reduction and reconstruction are obvious.
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semisimple algebra with basis
B :=
⎛
⎜⎝
3
1
−1
−3
⎞
⎟⎠ , N :=
⎛
⎜⎝
0 1
0 2
0 3
0
⎞
⎟⎠ , M :=
⎛
⎜⎝
0
3 0
2 0
1 0
⎞
⎟⎠ ,
and B = KB + KN . According to Cushman and Sanders [3] (with some typos corrected) the
invariant algebra of N is generated by
φ1 = 18x1x2x3x4 − 27x21x24 − 4x1x33 + x22x23 − 4x32x4 ∈ I0(B),
φ2 = x4 ∈ I−3(B),
φ3 = 27x1x24 + 2x33 − 9x2x3x4 ∈ I−3(B),
φ4 = 3x2x4 − x23 ∈ I−2(B).
This is not an algebraically independent system; there is a relation (see [3])
ρ(φ1, . . . , φ4) := φ23 + 4φ34 + 27φ22φ1 = 0.
An argument as in the previous example shows that the module I−3(B) ∩ I0(N) is generated by
φ2 and φ3, and that the module I−2(B) ∩ I0(N) is generated by φ4. According to Proposition 2,
for any L-symmetric vector field f we have
Lf (φ1) = σ(φ1),
Lf (φ2) = μ11(φ1)φ2 + μ12(φ1)φ3,
Lf (φ3) = μ21(φ1)φ2 + μ22(φ1)φ3,
Lf (φ4) = ν(φ1)φ4
with suitable σ , μij and ν. The corresponding reduced system with respect to N has the form
y˙1 = σ(y1),
y˙2 = μ11(y1)y2 + μ12(y1)y3,
y˙3 = μ21(y1)y2 + μ22(y1)y3,
y˙4 = ν(y1)y4.
Note that only the invariant set defined by y23 + 4y34 + y1y22 = 0 is of interest here. To reconstruct
the complete system, apply LM . Elementary computations show that
LM(φ4) = 9x1x4 − x2x3 =: φ5,
LM(φ5) = 6x1x3 − 2x22 =: φ6,
LM(φ6) = 0,
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LM(φ3) = 27x1x3x4 + 3x2x23 − 18x22x4 =: φ7,
LM(φ7) = −54x1x2x4 + 36x1x23 − 6x22x3 =: 2φ8,
LM(2φ8) = −162x21x4 + 54x1x2x3 − 12x32 =: 6φ9,
LM(φ9) = 0.
Together with the obvious series starting from φ2 = x4, application of Theorem 3 yields an
embedding of x˙ = f (x) in a 12-dimensional system. This may seem quite unwieldy at first, but
among other things we obtain the original system in a canonical way: Starting from the equation
for φ2 = x4, one finds
f (x) = μ11(φ1) · x + μ12(φ1) ·
⎛
⎜⎝
φ9
φ8
φ7
φ3
⎞
⎟⎠ .
Now computing the functions σ , μ21, μ22 and ν is straightforward. In contrast to previous exam-
ples, linearity modulo the reduced system is not directly visible for this system, but it is for the
embedding. (The series starting with φ4 may be discarded, thus there remains a 9-dimensional
system.)
It seems worth having a look at one particular example, to indicate that a generator system for
I0(N ) need not be known in advance if a symmetric vector field is given explicitly. For instance,
consider the L-symmetric vector field
g(x) = φ1(x) · x +
⎛
⎜⎝
φ9
φ8
φ7
φ3
⎞
⎟⎠ ,
and assume that only I0(L) = K[φ1] is known a priori. Adapting the strategy from Theorem 3,
consider the linear forms that are killed by LN . In the given setting there is essentially one such
form, viz.
ψ(x) = x4 ∈ I0(N) ∩ I−3(B).
Now one has Lg(ψ) ∈ I0(N) ∩ I−3(B), since N and B commute with g. Carrying out the com-
putation one obtains
Lg(ψ) = φ1 · ψ + φ3,
and one finds φ3 ∈ I0(N) ∩ I−3(B). A further computation shows
Lg(φ3) = −27φ1 · ψ + 3φ1 · φ3.
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now yields the full linear system modulo reduction. (In any case the procedure of repeated ap-
plication of Lg to obtain new elements of I0(N) ∩ I−3(B) must terminate: I0(N) ∩ I−3(B) is a
finitely generated I0(L)-module, hence each submodule is also finitely generated. We will not
give a detailed discussion of algorithmic aspects in the present paper.)
(d) Next let us discuss the 6-dimensional representation of sl(2) that is a direct sum of two
irreducible three-dimensional representations. Thus M , B and N are block-diagonal matrices
with two identical blocks as given in the example of Section 2.3, respectively Example (a) above.
As usual, we take the invariants of N from Cushman and Sanders [3], modulo a few typos.
A generating set for I0(N) is given by
φ1 = 4x1x3 − x22 ∈ I0(B),
φ2 = 4x4x6 − x25 ∈ I0(B),
φ3 = 2x1x6 + 2x3x4 − x2x5 ∈ I0(B),
φ4 = x3 ∈ I−2(B),
φ5 = x6 ∈ I−2(B),
φ6 = x2x6 − x3x5 ∈ I−2(B).
Between φ1, . . . , φ6 there exists essentially one relation:
φ26 + φ2φ24 − 2φ3φ4φ5 + φ1φ25 = 0.
The algebra I0(L) is generated by φ1, φ2 and φ3, which are algebraically independent. Since
φ
m1
4 φ
m2
5 φ
m3
6 ∈ I−2(m1+m2+m3)(B),
the module I0(N) ∩ I−2(B) is generated by φ4, φ5 and φ6.
Turning to the construction of symmetric vector fields, we have
Lf (φ4) = μ44 · φ4 + μ45 · φ5 + μ46 · φ6,
Lf (φ5) = μ54 · φ4 + μ55 · φ5 + μ56 · φ6,
Lf (φ6) = μ64 · φ4 + μ65 · φ5 + μ66 · φ6
with the μij functions of φ1, φ2, φ3. Now apply LM to these relations as often as needed. Some
requisite results are as follows:
LM(φ4) = φ7 := x2,
LM(φ7) = 2φ10 := 2x1,
LM(φ5) = φ8 := x5,
LM(φ8) = 2φ11 := 2x4,
LM(φ6) = φ9 := 2x1x6 − 2x3x4,
LM(φ9) = 2φ12 := 2(x1x5 − x2x4).
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Lf (φ7) = μ44 · φ7 + μ45 · φ8 + μ46 · φ9,
and so on. In particular the structure of the vector field f has been determined:
x˙1 = μ44 · x1 + μ45 · x4 + μ46 · φ12,
x˙2 = μ44 · x2 + μ45 · x5 + μ46 · φ9,
x˙3 = μ44 · x3 + μ45 · x6 + μ46 · φ6,
x˙4 = μ54 · x1 + μ55 · x4 + μ56 · φ12,
x˙5 = μ54 · x2 + μ55 · x5 + μ56 · φ9,
x˙6 = μ54 · x3 + μ55 · x6 + μ56 · φ6.
To find the linear system that remains modulo reduction, compute the Lie derivative of φ6. A rou-
tine calculation yields
Lf (φ6) = (−φ2μ46 + φ3μ56)x3 + (φ3μ46 − φ1μ56)x6 + (μ44 + μ55)φ6,
and application of LM gives similar expressions for φ9 and φ12. Thus modulo reduction there
remain three copies of a linear 3 × 3 system with matrix
(
μ44 μ45 μ46
μ54 μ55 μ56
−φ2μ46 + φ3μ56 φ3μ46 − φ1μ56 μ44 + μ55
)
.
Let us specialize this to a three-dimensional second-order system with sl(2)-symmetry. The equa-
tion is then (with x1, x2 and x3 the coordinates and x4, x5 and x6 the corresponding velocities):
x˙1 = x4,
x˙2 = x5,
x˙3 = x6,
x˙4 = ρx1 + σx4 + τφ12,
x˙5 = ρx2 + σx5 + τφ9,
x˙6 = ρx3 + σx6 + τφ6.
Here we have renamed ρ = μ54, σ = μ55, τ = μ56, and moreover μ44 = μ46 = 0 and μ45 = 1
by design.
The reduced system determined by the map (φ1, φ2, φ3) turns out to be
v˙1 = 2v3,
v˙2 = 2σ(v1, v2, v3) · v2 + 2ρ(v1, v2, v3) · v3,
v˙3 = ρ(v1, v2, v3) · v1 + v2 + 2σ(v1, v2, v3) · v3.
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order systems with so(3)-symmetry. Denote the coordinates of this system by y1, y2 and y3, and
the velocities by y4, y5, y6. Complexify and choose the maximal toral subalgebra spanned by
B := −2i ·
(0 0 −1
0 0 0
1 0 0
)
,
then one gets back to the situation of the previous example by setting
y1 = x1 + x3,
y2 = ix2,
y3 = −ix1 + ix3, and consequently,
y4 = x4 + x6,
y5 = ix5,
y6 = −ix4 + ix6.
Rewriting the invariants in the y-coordinates (indicated with an asterisk) yields
φ∗1 = y21 + y22 + y23 ,
φ∗2 = y24 + y25 + y26 ,
φ∗3 = y1y4 + y2y5 + y3y6,
φ∗4 = x3,
φ∗5 = x6,
φ∗6 =
1
2
(y3y5 − y2y6) + i2 (y1y5 − y2y4),
φ∗9 = i(y3y4 − y1y6),
φ∗12 = φ∗6 .
Setting
φˆ9 := y3y4 − y1y6
and using the results from the previous example, straightforward computations yield
Lf (y2) = y5,
Lf (y5) = ρy2 + σy5 − τ φˆ9,
Lf (φˆ9) = −φ∗τy2 + φ∗τy5 + σ φˆ9.3 1
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φˆ12 := y3y5 − y2y6, φˆ6 := y1y5 − y2y4.
In total, we have recovered the general form of a second-order so(3)-symmetric system:
z¨ = ρ · z + σ · z˙ − τ · z × z˙.
Since the invariants φ∗1 , φ∗2 and φ∗3 are real, the reduced system is just as determined in Exam-
ple (d). The new aspect is that, modulo reduction, there remains a 9-dimensional linear system
which is a product of three systems with matrix
( 0 1 0
ρ σ −τ
−φ∗3τ φ∗1τ σ
)
,
e.g. for y2, y5 and φˆ9.
(f) To illustrate the situation for a semisimple Lie algebra of higher rank, we now consider the
six-dimensional representation of sl(2)× sl(2) which is the direct sum of two three-dimensional
representations. Thus let N , M , B be as in Example (a), and consider the Lie algebra L spanned
by the block matrices
N1 =
(
N 0
0 0
)
, N2 =
(
0 0
0 N
)
,
B1 =
(
B 0
0 0
)
, B2 =
(
0 0
0 B
)
,
M1 =
(
M 0
0 0
)
, M2 =
(
0 0
0 M
)
.
Moreover we introduce the regular semisimple element
B∗ = μ · B1 + ν · B2
with parameters μ and ν that are linearly independent over the rational number field. (See the
introductory remarks of Section 2.1, and also Section 2.3.) For this algebra we have N = K ·
N1 +K ·N2, and using the invariants from the three-dimensional representation one readily finds
the following system of generators for I0(N ):
φ1 = 4x1x3 − x22 ∈ I0
(
B∗
)
, φ2 = 4x4x6 − x25 ∈ I0
(
B∗
)
,
φ3 = x3 ∈ I−μ
(
B∗
)
, φ4 = x6 ∈ I−ν
(
B∗
)
.
Thus I0(L) is generated by φ1 and φ2, while the module I0(N ) ∩ I−μ(B∗) is generated by φ3
and the module I0(N )∩ I−ν(B∗) is generated by φ4. Thus, given an L-symmetric vector field f
there exist polynomials σ and τ such that
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(
i.e. x˙3 = σ(φ1, φ2) · x3
)
,
Lf (φ4) = τ(φ1, φ2) · φ4
(
i.e. x˙6 = τ(φ1, φ2) · x6
)
.
According to Theorem 3, we apply LM1 and LM2 (repeatedly, in all combinations) to these two
identities to obtain the differential equation
x˙i = σ(φ1, φ2) · xi (1 i  3),
x˙i = τ(φ1, φ2) · xi (4 i  6).
Here linearity modulo reduction is obvious.
(g) Given the quadratic form
ψ(x) = x1x3 + x2x4 + x25 ,
and e = (0, . . . ,0,1)t , consider the Lie algebra
L= {A: LA(ψ) = 0 and A · e = 0}.
This is a semisimple Lie algebra which is isomorphic to so(4) (and thus to sl(2) × sl(2)); see
Humphreys [17, Chapter I, 1.1]. L is spanned by
N1 =
⎛
⎜⎜⎜⎝
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 −1 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎠ , N2 =
⎛
⎜⎜⎜⎝
0 0 0 1 0
0 0 −1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎠ ,
B1 =
⎛
⎜⎜⎜⎝
1 0 0 0 0
0 0 0 0 0
0 0 −1 0 0
0 0 0 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎠ , B2 =
⎛
⎜⎜⎜⎝
0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 −1 0
0 0 0 0 0
⎞
⎟⎟⎟⎠ ,
M1 =
⎛
⎜⎜⎜⎝
0 0 0 0 0
1 0 0 0 0
0 0 0 −1 0
0 0 0 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎠ , M2 =
⎛
⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0
−1 0 0 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎠ .
As in the previous example we consider a regular semisimple element
B∗ = μ · B1 + ν · B2
with μ and ν linearly independent over the rationals. HereN = K ·N1 +K ·N2 corresponds to a
maximal unipotent subgroup, and one finds (in a straightforward manner) that I0(N ) is generated
by
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(
B∗
)
, φ2 = x1x3 + x2x4 ∈ I0
(
B∗
)
,
φ3 = x3 ∈ I−μ
(
B∗
)
.
Therefore I0(L) is generated by φ1 and φ2, and for an L-symmetric vector field f we have
Lf (φ3) = ρ(φ1, φ2) · φ3
(
i.e. x˙3 = ρ(φ1, φ2) · x3
)
with some polynomial ρ. Using Theorem 3 with
LM1(x3) = −x4, LM2(x3) = x2,
LM1LM2(x3) = x1, and
Lf (φ1) = σ(φ1, φ2)
one finds
f (x) =
⎛
⎜⎜⎜⎝
x1 · ρ(φ1, φ2)
x2 · ρ(φ1, φ2)
x3 · ρ(φ1, φ2)
x4 · ρ(φ1, φ2)
σ (φ1, φ2)
⎞
⎟⎟⎟⎠ ,
thus we have determined all vector fields that admit the symmetry algebra L. Again, linearity
modulo the reduced system is obvious here.
We remark that there are some interesting vector fields among those found above. For instance
g(x) =
⎛
⎜⎜⎜⎝
2x1x5
2x2x5
2x3x5
2x4x5
x25 − x1x3 − x2x4
⎞
⎟⎟⎟⎠
is a conformal vector field for the quadratic form ψ .
2.6. Some remarks on convergence
We did not consider convergence issues so far, for the good reason that these are highly
nontrivial. In particular, there seem to be no general results about non-reductive groups. The
situation is well-understood in the case of a compact group G: Schwarz [29] showed that every
smooth invariant of G can be expressed as a smooth function of a generator set of the polyno-
mial algebra I0(G). Poenaru [25] proceeded to show that a generator set for the I0(G)-module of
polynomial G-symmetric vector fields also generates the corresponding module of smooth sym-
metric vector fields over the algebra of smooth G-invariants. Luna [23] extended these results
to analytic vector fields, and to reductive groups. For semisimple groups (which are reductive),
our constructions will provide algebra and module generators, and also an embedding to ascer-
tain linearity modulo the reduced system. In this sense our approach gives satisfactory results.
More generally, our approach works for polynomial vector fields, and thus for Taylor polyno-
mials of smooth or analytic vector fields. This is of some practical value, since the influence of
higher-order terms may be negligible; see the remarks in [10].
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For systems symmetric with respect the action of a compact group G, the principle of “linear-
ity modulo the reduced system” has been stated in various ways by various authors. We briefly
summarize some relevant contributions here, assuming that G is a linear group and actually a
subgroup of the orthogonal group on Rn. (For compact groups this involves no loss of generality,
due to the Peter–Weyl theorem. See the references below for more general settings.) The basic
tool is the slice theorem for such group actions (see Field [6,7], Krupa [19], and the connection
to Michel’s work noted in [9]): Given some x0 ∈ Rn with orbit G ·x0 and isotropy group H , there
is an open disk V in the subspace normal to the orbit at x0 such that some tubular neighborhood
U of the orbit can be parameterized by a fiber product:
G ×H V → U.
For G-symmetric f , this coordinatization will partition the equation x˙ = f (x) into a “reduced”
equation on V and some remaining part which describes the “motion along the group coordi-
nates.” A precise formulation for this was given by Krupa [19, Theorems 2.1 and 2.2]: A solution
curve in the remaining part is (pointwise) the product of some group element and some ele-
ment of V . Fiedler et al., in a setting that also works for certain actions of non-compact groups,
stated and proved explicitly that there remains only a linear system modulo reduction; see
[5, Theorem 1.1]. The proofs are not constructive in a computational sense since they invoke,
for instance, the inverse function theorem. The results have been used principally for classifica-
tion purposes and for general qualitative studies.
We provide variants of such arguments and constructions, in a different context. This context
is, on the one hand, more restrictive (a priori requiring linear symmetry groups, and imposing
some restrictions on the vector fields), but on the other hand it extends to classes of groups that
were not discussed previously. (Recall that linearity may be assumed with no loss of generality
for semisimple group actions [11,21].) Perhaps most important, Corollaries 1 and 2 provide a
computational access, viz., the construction of an “extended” system which admits projections
both to the reduced equation and to the original system. In the compact case, the system reduced
via invariants corresponds to the system on V in the approach using slices. Local diffeomor-
phisms to a fiber product could be obtained by suitable restrictions, but this may not be the most
natural way to proceed. For general linear groups it is not possible to transfer the slice approach
from the compact case. A different construction is therefore necessary.
Let us now discuss some examples, with emphasis on relative equilibria. In our setting it
seems most suitable to define a relative equilibrium as the inverse image of a stationary point of
the reduced system. (For compact groups this amounts to the standard definition of a solution
orbit contained in some group orbit.)
Examples. (a) Continuing Example (b) from Section 2.5, let us consider
x˙1 = μ11(ψ)x1 + μ12(ψ)x3,
x˙2 = μ11(ψ)x2 + μ12(ψ)x4,
x˙3 = μ21(ψ)x1 + μ22(ψ)x3,
x˙4 = μ21(ψ)x2 + μ22(ψ)x4
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y˙ = y · (μ11(y) + μ22(y))=: σ(y),
hence the relative equilibria are given by ψ(v) = 0 or by ψ(v) a root of μ11 + μ22. For the first
type the corresponding (autonomous) linear equation is a product of two copies of
w˙ =
(
μ11(0) μ12(0)
μ21(0) μ22(0)
)
· w.
For the second type one obtains an analogous result, but in addition the matrix has trace zero.
(b) Continuing Example (c) from Section 2.5 (changing notation slightly), let us consider
x˙ = f (x) := ρ1(ψ) · x + ρ2(ψ) ·
⎛
⎜⎝
φ9
φ8
φ7
φ3
⎞
⎟⎠
with ψ = φ1, and functions ρ1, ρ2 of one variable. By an elementary computation, the reduced
equation here is given by
y˙ = 4y · ρ1(y) =: σ(y)
thus the relative equilibria are determined by ψ = 0, respectively ψ a root of ρ1. A discussion of
relative equilibria essentially amounts to a discussion of a two-dimensional linear system: From
the identities leading up to the reduced system with respect to N we consider
Lf (φ1) = σ(φ1),
Lf (φ2) = μ11(φ1)φ2 + μ12(φ1)φ3,
Lf (φ3) = μ21(φ1)φ2 + μ22(φ1)φ3
(omitting the last one, and with σ as determined above), and straightforward computations show
that μ11 = ρ1, μ12 = ρ2, and
μ12 = −27ρ2 · ψ, μ22 = 3ρ1.
Therefore the two-dimensional linear system for some initial value z0 (with σ(ψ(z0)) = 0) is
w˙ =
(
ρ1(ψ(z0)) ρ2(ψ(z0))
−27ψ(z0) · ρ2(ψ(z0)) 3ρ1(ψ(z0))
)
· w.
The full linear system for a relative equilibrium is a product of four copies of this.
(c) Finally, let us continue Example (e) from Section 2.5. As noted there, the reduced system
is given by
1832 G. Gaeta et al. / J. Differential Equations 244 (2008) 1810–1839v˙1 = 2v3,
v˙2 = 2σ(v1, v2, v3) · v2 + 2ρ(v1, v2, v3) · v3,
v˙3 = ρ(v1, v2, v3) · v1 + v2 + 2σ(v1, v2, v3) · v3
with the restrictions v1  0, v2  0. The only equilibria of the reduced system which may yield
non-stationary solutions for the original are
v3 = 0, v1 = w1 > 0, v2 = w2 > 0, σ (w1,w2,0) = ρ(w1,w2,0)w1 + w2 = 0,
as is easily verified. The 9 × 9-matrix for the linear system modulo reduction contains three
blocks in the diagonal, each equal to
( 0 1 0
−w2/w1 0 −τ(w1,w2,0)
0 w1τ(w1,w2,0) 0
)
.
The nonzero eigenvalues of this matrix are ±i√w1τ 2 + w2/w1, thus for each block we have a
rotation in dimension three. Since the frequencies are the same for each block, we obtain periodic
solutions.
4. Non-connected groups
For the sake of completeness, we will briefly discuss the case of a not necessarily connected
algebraic group G. It is known (see Borel [1], Humphreys [18]) that the connected component
G0 of the identity is a normal subgroup of finite index. The following arguments are more or less
standard. As it turns out, one still obtains a linear system modulo the reduced equation. (We will
discuss only the G0-reduced system here, for reasons of convenience.)
Proposition 3. Every element of I0(G0) is integral over I0(G). If I0(G0) is finitely generated, so
is I0(G), and moreover I0(G0) is then a finitely generated I0(G)-module.
Proof. We will use some standard results from commutative algebra (see e.g. Kunz [20]). Take a
system T1, . . . , Tm of representatives of G/G0. For any φ ∈ I0(G0) the map φ ◦Tj is independent
of the choice of representative, and for any S ∈ G the sets of maps {φ ◦ Tj : 1  j  m} and
{φ ◦ (TjS): 1  j  m} are equal. Thus G/G0 acts on I0(G0), and an obvious variant of the
averaging trick for finite groups (see e.g. Golubitsky et al. [12, XII, §6]) shows that I0(G) is
finitely generated if I0(G0) is.
Moreover (see e.g. Sturmfels [31, proof of Proposition 2.1.1]) the monic polynomial
∏
1jm
(φ ◦ Tj − t) ∈ K[x1, . . . , xn][t]
is actually contained in I0(G)[t] and has root φ. 
If the vector field f admits the symmetry group G then Lf sends I0(G0) to itself, and sends
I0(G) to itself. We thus obtain:
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module I0(G0) over I0(G) then the map
x → (ρ1(x), . . . , ρr (x), σ1(x), . . . , σs(x))
sends the solutions of a G-symmetric equation to solutions of a system of the form
y˙i = ψi(y1, . . . , yr ), 1 i  r,
z˙j =
∑
νjk(y1, . . . , yr ) · zk, 1 j  s.
The remaining problem seems to be to find a “simple” form of the linear system. This problem
is quite closely related to solvability properties of G/G0. Generally the relevance for applications
seems to be unclear. For the purpose of illustration we give one small example here, with a finite
group G (thus G0 is trivial).
Example. Let G ⊆ GL(2,K) be the Kleinian group generated by the reflections about the coor-
dinate axes. Then I0(G) is generated by φ1 = x21 and φ2 = x22 , and the I0(G)-module K[x1, x2]
is generated by 1, x1, x2, x1x2. Consequently, the map
x → (x21 , x22 , x1, x2, x1x2)
sends a G-symmetric vector field f to a system which yields a reduced equation (the first two
entries) and subsequently a non-autonomous linear system.
Actually, closer inspection shows that
f (x) =
(
x1μ1(x
2
1 , x
2
2)
x2μ2(x
2
1 , x
2
2)
)
,
from which linearity modulo the reduced system is obvious. For Abelian groups one always
obtains more detailed information via relative invariants.
Appendix A
A.1. Proof of Theorem 1
Here we will present a proof that every module of higher invariants of N is finitely generated
over the invariant algebra if N is the Lie algebra of a maximal unipotent subgroup of a semi-
simple algebraic group. If a generator system for I0(N ) is known then the following theorem
actually provides a construction of a generating set. We will assume throughout that K = C. As
in Section 2.4 we let
L=H+
∑
α>0
Lα +
∑
α>0
L−α
be a semisimple Lie algebra with root space decomposition relative to a maximal toral subalge-
bra H,
N =
∑
α>0
Lα
a maximal subalgebra of nilpotent elements (determined by a set of positive roots α), and
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∑
α>0
Lα
a Borel subalgebra. Every finite-dimensional representation V of L is a direct sum of irreducible
ones, and each irreducible representation is determined by a maximal vector v (i.e., a common
eigenvector of the elements of B, which is unique up to a scalar factor); the corresponding weight
ω is called the highest weight of the representation. One obtains a set spanning V by repeatedly
applying elements of
⋃
α>0L−α to v. (See Humphreys [17, 20.2 and 20.3], for all this.) We will
consider the action of L via Lie derivative. The polynomial algebra is a direct sum of finite-
dimensional invariant subspaces, since the action respects the natural grading.
We abbreviate I0 := I0(N ), and similarly for higher invariants. To motivate the following
result, note that one may use the procedure outlined in Theorem 3 to obtain higher invariants
for N . The following result says that this will produce a generating set.
Theorem 4. Let α1, . . . , αm be the simple roots with respect to the given ordering, and let M∗j
be a nonzero element of L−αj for 1  j  m. Moreover let I0 = C[φ1, . . . , φr ], with each φj
homogeneous and contained in some weight space relative to H. For every k  1 denote by Tk
the (finite) set of all polynomials
∏
1	q
LM	,1 · · ·LM	,k	 (φj	), q > 0, k1 + · · · + kq  k − 1, (4)
with
M	,p ∈
{
M∗1 , . . . ,M∗m
}
.
Then
I0,k = J0,k := I0 +
∑
σ∈Tk
I0 · σ.
We will first prove an auxiliary result which amounts to a preliminary version of the desired
equality. Recall that I0,k is invariant with respect toH, and note that I0,k respects a decomposition
into irreducible L-modules, thus η =∑ηi (with each ηi in some irreducible module) lies in I0,k
if and only if every ηi does.
Lemma 3. Let V be some irreducible L-module, of highest weight ω with respect to B, and
highest weight vector η. Then I ∗0,k := I0,k ∩ V is spanned by all elements
LM∗j1
· · ·LM∗jp (η), p  k − 1, ji ∈ {1, . . . ,m}.
Proof. Let J ∗0,k be the subspace of V that is spanned by all the elements as asserted. For each
positive root β let Nβ be a nonzero element of Lβ . (In particular we abbreviate Nj := Nαj .) To
show that J ∗0,k ⊆ I ∗0,k , we need to verify that
φ := LNβ · · ·LNβ LM∗ · · ·LM∗ (η) = 01 k j1 jp
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χ := ω − αj1 − · · · − αjp + β1 + · · · + βk.
On the other hand, since χ is a weight,
χ = ω − γ1 − · · · − γq
for some q  0 and positive roots γi . Recall the notion of height (Humphreys [17, 10.1]): Given
simple roots α1, . . . , αm, every positive root is a unique nonnegative integer linear combina-
tion of the αi . The height of the root is defined as the sum of the coefficients. (Each positive
root has height  1, and each simple root has height 1.) Considering heights in the rela-
tion
γ1 + · · · + γq = αj1 + · · · + αjp − β1 − · · · − βk
one finds
0 ht(γ1 + · · · + γq) = ht(αj1 + · · · + αjp ) − ht(β1 + · · · + βk) p − k;
a contradiction.
Turning to the reverse inclusion, let φ ∈ I ∗0,k . According to the preliminary remarks, we may
assume that φ is a weight vector with respect to H, of weight χ . If φ ∈ C · η then we are done.
Otherwise we have, by definition of I0,k ,
LNj1
· · ·LNjk (φ) = 0, all j1, . . . , jk ∈ {1, . . . ,m}.
Let s be the largest integer such that there are simple roots αi1, . . . , αis such that
LNi1
· · ·LNis (φ) 	= 0,
and note that s > 0, s  k − 1. By choice of s the identity
LNβLNi1
· · ·LNis (φ) = 0
holds for all simple roots β , and therefore for every positive root. This implies
LNi1
· · ·LNis (φ) ∈ C∗ · η.
Compare weights to obtain
χ + αi1 + · · · + αis = ω.
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elements of the form
LM∗j1
· · ·LM∗jp (η)
with some fixed p, and there remains to show that p  k − 1. But this follows from
χ + αj1 + · · · + αjp = ω
and comparing heights:
p = ht(αj1 + · · · + αjp ) = ht(αi1 + · · · + αis ) = s  k − 1. 
Now we are ready to prove that I0,k = J0,k for each k. To prove the inclusion I0,k ⊆ J0,k , it
is sufficient to show that I0,k ∩ V ⊆ J0,k for any irreducible L-module V . Denote the highest
weight of V by ω, and let η be a highest weight vector. Then
η =
∑
cm1,...,mr φ
m1
1 · · ·φmrr
with complex coefficients cm1,...,mr . By Lemma 3, I0,k ∩ V is spanned by all
LM∗j1
· · ·LM∗jp (η) with p  k − 1.
A simple induction on p, using the Leibniz rule, shows that
LM∗j1
· · ·LM∗jp
(
φ
m1
1 · · ·φmrr
) ∈ J0,p+1 ⊆ J0,k.
For the reverse inclusion we show that every element of the form (4) lies in I0,k , that is, applying
LNβ1
· · ·LNβk , with positive roots βi , to any such element will yield zero. Consider elements of
the form
LNβ1
· · ·LNβs LM∗j1 · · ·LM∗jp (φi). (5)
By Lemma 3 such an element is zero if s > p, since
LM∗j1
· · ·LM∗jp (φi) ∈ I0,p+1 ⊆ I0,s .
Now the application of LNβ1 · · ·LNβk to an expression (4), using the Leibniz rule, will yield an
I0,k-linear combination of products of terms as in (5). Since k1 +· · ·+ kq  k−1, the case s > p
must occur at least once in an expression of type (5), and thus we obtain zero. This finishes the
proof of the theorem.
Remark. This result extends to a semisimple group acting rationally on a finitely generated
commutative algebra, with essentially the same argument.
For the case L= sl(2) we obtain a simple description of the generators:
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[H,N] = 2N, [H,M] = 2M, [M,N ] = H,
and let I0(N) = C[φ1, . . . , φr ], with each φj homogeneous and contained in some weight space.
Then for every k  2 the module I0,k(N) is generated by the finitely many polynomials
L
e1
M(φj1) · · ·L
eq
M(φjq ), q  0, all ei  0,
∑
i
ei  k − 1. (6)
Example. We explicitly determine the higher invariants of
N =
(0 1 0
0 0 2
0 0 0
)
.
According to [3] the invariant algebra is generated by the two polynomials
φ1 = x22 − 4x1x3, φ2 = x3.
With
H =
(2 0 0
0 0 0
0 0 −2
)
, M =
(0 0 0
2 0 0
0 1 0
)
we have a representation of sl(2), and φ1 and φ2 are maximal vectors for the Borel subalgebra
spanned by H and N . Following Corollary 4, we determine the elements of Tk for k = 2,3. From
LM(φ1) = 0 and
LM(φ2) = x2, L2M(φ2) = 2x1, L3M(φ2) = 0
we see that
T2 = {1, x2},
T3 =
{
1, x2, x1, x22
}
,
and using x22 = φ1 + 4x1φ2 ∈ I0 + I0x1 one may eliminate the last element of T3.
A.2. Invariants and commutators of Borel subalgebras
Here we provide an elementary proof of Theorem 2(c), using just a basic observation. (This
is included in the reasoning in the previous subsection, but here we will give a self-contained
argument.)
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space V ; thus
[H,N] = 2N, [H,M] = −2M, [M,N ] = H.
Let v0 ∈ V be nonzero such that Nv0 = 0 and Hv0 = λv0 for some scalar λ, and let k be the
nonnegative integer such that Mkv0 	= 0 and Mk+1v0 = 0. Then k = λ. In particular, Nv0 =
H0 = 0 implies Mv0 = 0.
Proof. This follows directly from the proof of the lemma in Humphreys [17, 7.2]. Note that irre-
ducibility is not necessary for this argument. (Another approach would be to appeal to maximal
vectors and highest weights, using Humphreys [17, 20.2 and 20.3].) 
The proof of Theorem 2(c) now proceeds as follows: Given a root space decomposition
L=H+
∑
α>0
Lα +
∑
α>0
L−α
such that
B =H+
∑
α>0
Lα,
let φ be an invariant of B, which may be assumed homogeneous. It is sufficient to show that
LM(φ) = 0 for M ∈ L−α , all α > 0. Choose N ∈ Lα and H ∈H such that M , H , N span a copy
of sl(2) (see Humphreys [17, Proposition 8.3]). Then the same holds for LM , LH and LN , and
Lemma 4 shows that LN(φ) = LH(φ) = 0 implies LM(φ) = 0. For commuting vector fields the
same proof applies with adM in place of LM , et cetera.
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