This article presents a biologically inspired model capable of removing concentration effects from the multivariate response of a gas sensor array. The model is based on the first stage of lateral inhibition in the olfactory bulb, which is mediated by periglomerular interneurons. To simulate inputs to the olfactory bulb, signals from a chemosensor array are first processed with a self-organizing model of chemotopic convergence proposed earlier, which leads to odor-specific spatial patterning. Subsequently, a shunting lateral inhibitory network, modeled after the role of periglomerular cells in the olfactory bulb, is used to compress concentration information. The model is validated using experimental data from an array of temperature-modulated metal-oxide chemoresistors.
Introduction
The input to the olfactory bulb is characterized by massive convergence of olfactory receptor neuron (ORN) axons expressing the same receptor gene onto a single or few target glomeruli [1] . This chemotopic convergence creates compact odor maps that decouple odor quality from intensity. The encoded intensity information at this early stage is transformed by a layer of lateral inhibitory circuits driven by periglomerular interneurons (PG cells). These lateral interactions are known to be of a shunting type (divisive inhibition), and have been hypothesized to serve as a "volume control" mechanism [2] , enabling identification of odorants over several log units of concentration. Recently, these glomerular circuits have been found to have center-surround connectivity, and have been suggested to perform pattern normalization, low-band filtration and contrast enhancement [3] . Following these "volume control" circuits, odor signals are further sharpened by another stage of lateral inhibition at the output of the olfactory bulb, mediated by granule cells [4] . The resulting odor signals are then stored in the cortex for subsequent recognition.
Inspired by advances in our understanding of the key processing principles in the olfactory pathway, neuromorphic models for chemical sensor arrays have become a subject of attention in recent years. Ratton et al. [5] employed the olfactory model of Ambros-Ingerson et al. [6] , which simulates the closedloop interactions between the olfactory bulb and higher cortical areas. The model performs a hierarchical processing of an input stimulus into increasingly finer descriptions by repetitive projection of bulbar activity to (and feedback from) the olfactory cortex. Ratton et al. applied the model to classify data from a micro-hotplate metal-oxide sensor excited with a saw-tooth temperature profile. Sensor data was converted into a binary representation by means of thermometer and Gray coding, which was then used to simulate the spatial activity at the olfactory bulb. Their results showed that classical approaches (Gram-Schmidt orthogonalization, fast Fourier transform and Haar wavelets) yield better classification performance. This result should come as no surprise given that the thermometer and Gray codes are unable to faithfully simulate the spatial activity at the olfactory bulb, where the most critical representation of an odor stimulus is formed.
White et al. [7, 8] employed a spiking neuron model of the peripheral olfactory system to process signals from fiber-optic sensor array. In their model, the response of each sensor is converted into a pattern of spikes across a population of ORNs, which then projects to a unique mitral cell. Different odors produce unique spatio-temporal activation patterns across mitral cells, which are then discriminated with a delay line neural network (DLNN). Their OB-DLNN model is able to produce a decoupled odor code: odor quality being encoded by the spatial activity across units, and odor intensity by the response latency of the units.
Pearce et al. [9] investigated the issue of concentration hyperacuity by means of massive convergence of ORNs onto GL. Modeling spike trains of individual ORNs as Poisson processes, the authors show that an enhancement in sensitivity by a factor of √ n can be achieved at the GL, where n is the number of convergent ORNs. Experimental results on an array of optical micro-beads are presented to validate the theoretical predictions.
Otto et al. employed the KIII model of Freeman et al. [10] to process data from FT-IR spectra [11, 12] and chemical sensors [13] . The KIII is a neurodynamics model that faithfully captures the spatio-temporal activity in the olfactory bulb, as observed in electro-encephalogram (EEG) recordings. In [11] , the FT-IR spectrum of each analyte was decimated, Hadamard-transformed and normalized before being used as an input vector into the KIII model. The authors showed that the principal components of the mitral cell statespace attractors can be used to discriminate different analytes. Their results, however, indicated that the KIII is unable to match the performance of a regularized discriminant analysis classifier.
Gutierrez-Osuna et al. [14, 15] investigated the use of habituation for processing odor mixtures with chemical sensor arrays. A statistical pattern recognition model was presented in [14] , where habituation is triggered by a global cortical feedback signal, in a manner akin to Li and Hertz [16] . A neuromorphic approach based on the KIII model was proposed in [15] , where habituation is simulated by local synaptic depression of mitral channels. Inspired by the role of GL as functional units [17] , sensor array patterns are preprocessed with a family of odor selective discriminant functions before being fed to the KIII model. Their results showed that Hebbian pattern-completion allows the KIII model to recover the majority of the errors, which were introduced in the sensor array and discriminant function stages.
To the best of our knowledge, however, the role of lateral inhibition mediated by PG cells has not been explored for the purpose of processing multivariate signals from chemical sensor arrays. In this paper, we propose a computational model of these gain-control circuits in the olfactory bulb, and analyze its suitability to perform concentration normalization. The model is validated on experimental data from an array of temperaturemodulated metal-oxide gas sensors.
Proposed model
A fundamental difference between machine and biological olfaction is the dimensionality of the input space. The biological olfactory system employs a large population of ORNs, e.g. 100 million neurons in the human olfactory epithelium, replicated from 1000 primary receptor types [18] , whereas its artificial analogue uses very few sensors. In order to narrow this dimensionality gap, we make use of the temperature-selectivity dependence of metal-oxide (MOS) materials [19] . Specifically, we modulate the operating temperature of a MOS sensor with a slow (mHz) sinusoidal waveform, and treat the sensor response at each temperature set point as a "pseudo-sensor," as illustrated in Fig. 1 .
To model the chemotopic convergence of ORNs onto glomeruli, we perform a topological clustering of the resulting pseudo-sensors according to their selectivity [20, 21] . Formally, we define the selectivity of a pseudo-sensor by its response across a set of Q volatile compounds:
where ORN O i is the response of ORN i to odor O, and Q is the number of odorants. We will refer to this Q-dimensional space as the affinity space.
Since GLs are arranged as a single layer in the olfactory bulb, and given that neighboring GL tend to respond to similar odors [22, 23] , a natural choice to model the ORN-GL convergence is the self-organizing map (SOM) of Kohonen [24] . After training, the distribution of SOM nodes will follow the probability density function of pseudo-sensors in affinity space. Each pseudo-sensor can then be assigned to the closest SOM node (a virtual glomerular unit), thereby forming a convergence map Fig. 1 . Temperature modulation for metal-oxide sensors. A sinusoidal voltage V H is applied to a resistive heather R H , and the sensor resistance R S is measured as a voltage drop across a load resistor R L on a half-bridge. Due to the temperature-selectivity dependence, the response of a sensor at a particular temperature can be treated as a separate "pseudo-sensor," and used to simulate a large population of ORNs.
from which the response of each glomerulus can be computed as:
where R O i is the response of pseudo-sensor i to odorant O, N the number of pseudo-sensors, and W ij = 1 if pseudo-sensor i converges to SOM node j and zero otherwise. Note that the SOM is used to cluster sensor features that have similar affinities (similar class information), rather than to cluster similar examples as is conventionally done in pattern recognition.
Shunting lateral inhibition by periglomerular interneurons is modeled using a neurodynamics model proposed by Grossberg [25] :
where G O i is the activity of SOM node i (i.e., after chemotopic convergence), x O i the corresponding neuron output to odor O, −Dx O i a decay term that models the dynamics of a neuron, (B −
is the shunting inhibition from other neurons [25] . The connection matrix C modeling the shunting inhibition is set as follows:
where U(a, b) is a uniform distribution between a and b, and d is the distance between units measured as an Euclidean distance within the lattice (d = (row k − row i ) 2 + (col k − col i ) 2 ; row and col being the row and column coordinates of a neuron in the lattice), M the number of SOM nodes, and r determines the width of the lateral inhibitory connections. Self-connections are disabled (c ii = 0) to simplify steady-state analysis. Fig. 2 provides an illustration of these three model parameters.
Setting Eq. (3) to zero, it trivially follows that the steady-state output of each neuron is
which, for c ki = 1∀k, i, and D = 0, becomes proportional to the (L1) normalized response of its input relative to the total network activity:
The original study by Grossberg [25] only considered global connections for the purpose of pattern normalization. However, in this work, we show that by adjusting the spread of the lateral inhibitory connections using Eq. (4), the degree of concentration normalization can be controlled parametrically.
Results
To validate the model, we have collected a database of temperature-modulated sensor patterns for three analytes: acetone (A), isopropyl alcohol (B) and ammonia (C), at three different concentrations. Three replicas were sampled for each combination of analyte and concentration. Two Figaro MOS sensors (TGS 2600, TGS 2620) [27] were temperature modulated using a sinusoidal heater voltage (0-7 V; 2.5min period; 10 Hz sampling frequency). The response of the two sensors (concatenated) to the three analytes at the three concentration levels (three repetitions each) is shown in Fig. 3 . Each point in the temperature cycle was considered as a separate pseudosensor, thus resulting in a population of 3000 pseudo-sensors.
The population of pseudo-sensors thus generated is projected onto a GL layer with 400 nodes, arranged as a 20 × 20 SOM lattice using the convergence model described in Section 2. Only the sensor response to the highest concentration of each analyte was used to generate the SOM convergence map. Fig. 4 shows the odor maps that result from presenting the trained SOM with the sensor response in Fig. 3 (for visualization purposes, only one repetition is shown). It can be clearly seen that the identity of the [26] ; (c) the connection matrix C which is modeled after a center on-off surround lateral connectivity [3] . odor is encoded by a unique spatial pattern across SOM nodes, whereas concentration is related to the intensity and spread of this pattern.
The PCA scatterplot of activity across the network is shown in Fig. 5 . Without shunting inhibition, the model preserves most of the concentration information. With global inhibition, the network is able to remove most of the concentration information and provide maximum separability between odors. Different degrees of cancellation can be achieved by controlling the spread of the shunting lateral inhibitory connections (for e.g., refer Fig. 5(b) ). A detailed characterization of the model is presented in the next section.
Characterization of the model
To characterize our model, we employ a measure of separability between categories related to the Fisher's objective function [28] :
where S W and S B are the within-class and between-class scatter matrices, respectively, defined as follows: Fig. 4 . Spatial odor maps generated by chemotopic convergence of 3000 pseudo-sensors onto a 20 × 20 SOM. Activity of each GL is normalized by the number of ORNs that converge to it. where x is the output pattern of the OB model, Q the number of odor classes, µ q and n q the mean vector and number of examples for odor q, respectively, n the total number of examples in the dataset, and µ is the mean vector of the entire distribution. Being the ratio of the spread between classes relative to the spread within each class, the measure J increases monotonically as classes become increasingly more separable. Based on the class separability measure defined in Eq. (6), we define two different measures to quantify the performance of our model: concentration-invariant separability and concentration information. Assuming a three-odor problem, the concentrationinvariant separability is measured by
where J AB , J BC , and J CA are the separability between odors A and B, B and C, and C and A, respectively, and w 1 , w 2 , and w 3 are normalization weights to prevent any pair of odors from dominating the metric. The concentration information within each odor class is defined by
where J a1a2a3 , J b1b2b3 , and J c1c2c3 are the separability among the three concentrations within an odor, and w 4 , w 5 , and w 6 are normalization weights to balance the relative contribution of these three terms. In this paper, the normalization weights are determined so that the maximum value of each term (w 1 J AB , w 2 J BC , w 3 J CA , w 4 J a1a2a3 , w 5 J b1b2b3 , w 6 J c1c2c3 ) becomes 1 (e.g. W 1 = 1/MAX r (J AB )). Fig. 6(a) shows the concentration-invariant separability measure (J odor ) as a function of the width of the shunting inhibitory connections. Maximum separability between odors is achieved for small r (global connections). As illustrated in the scatterplot of Fig. 5(c) , global connections remove most of the concentration information, a result that also follows from the steady-state response in Eq. (5). In contrast, reduction in the width of the shunting inhibition allows the within-class scatter to increase, which is mostly due to concentration effects, thereby reducing J odor . Fig. 6(b) shows the concentration information measure (J conc ) as a function of the width of the shunting inhibitory connections. Maximum separability is achieved for no shunting inhibition (r = 20, for our 20 × 20 SOM). In this case concentration information serves as the principal source of variance, as shown in Fig. 5(a) . As the connections become global, most of the concentration information is removed. Between these two extremes (global inhibition versus none), different degrees of separability can be achieved among concentration levels of the same odor.
Spread of the lateral connections (r)
The width of the lateral inhibition can therefore be used to provide an appropriate tradeoff between odor class information (between-class scatter) and odor concentration information (within-class scatter). Fig. 7(a and b) shows the concentration-invariant separability and concentration information measures as a function of decay rate D. For small value of D (D k G O k ), the model achieves concentration compression similar to the L1 norm, thereby improving separability between odors, as shown in Fig. 7(a) .
Rate of exponential decay (D)
, the steady-state response of the model is a scaled version of its inputs and hence the model retains all the concentration information, as shown in Fig. 7(b) . Therefore, for a fixed spread of lateral connections, the exponential decay rate D can also be used to control the amount of concentration compression.
Conclusion
We have presented a neurodynamic model of the first stage of lateral inhibition in the olfactory bulb, which is mediated by periglomerular interneurons. Our results show that global connections remove most of the concentration information, increasing the separability between odors. Local connections, on the other hand, retain most of the concentration information at the expense of discriminatory power among odor classes. Thus, different degrees of concentration normalization can be achieved by modulating the width of the lateral connections (or the rate of decay of the neurons). Our study has analyzed the role of periglomerular inhibition in isolation. The next stage of this work is the integration of this gain-control model with models of contrast enhancement at the output of the olfactory bulb [21] , and feedback from cortical circuits [30] .
Christensen et al. have recently suggested that local neurons (analogous to PG cells) in the antennal lobe (analogous to the mammalian olfactory bulb) of sphinx moth can operate as multifunctional units, causing local inhibition at lower odor concentrations and global inhibition at higher concentrations [29] . Their study is particularly relevant to our work because it identifies a possible biological mechanism for modulating inhibitory width. The results presented in our article (particularly those in Section 4.1) can therefore be used to predict the effect that modulation of inhibitory width may have during the processing of odor signals.
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