We study the large deviation behaviour of the trajectory of the empirical distributions
Introduction
Feng and Kurtz [9] describe a systematic method to study the large deviation behaviour of the trajectories of a sequence of Markov processes. An important ingredient in their method is control theory, which shows that the rate function can be interpreted as a cost accumulated over time. In other words, the rate function can be expressed as a cost for the starting point and an integral over a Lagrangian cost function that gives a cost for the trajectory having a certain speed at a particular point in space.
This generalises, among other things, Freidlin-Wentzell theory [11] , which describes the large deviation behaviour of the trajectories of the averages of n independent diffusion processes. More information is contained in the trajectories of empirical distributions
δ {X i (t)} ∈ D P(E) (R + ), (1.1) where X i (t) t≥0 are n independent copies of a Markov process X. Also, this 'level 2' large deviation problem is not restricted to processes on an additive space.
The problem of large deviations for the trajectory of the empirical distributions has been studied before. Kipnis and Olla [12] considered this problem for diffusion processes and S. Feng [10] applied a similar approach to Markov jump processes. In both papers, the rate function is given as an optimisation problem over functions that depend both on time and on space, which makes evaluating the rate function difficult.
The present paper reconsiders this problem and uses methods that are inspired by Feng and Kurtz [9] . There are a number of changes in the approach however. As we consider independent copies of Markov processes, a number of arguments can be simplified. First of all, the large deviation principle itself can be obtained via Sanov's theorem. Second, the semigroup theory involved reduces in complexity in comparison to the methods in Feng and Kurtz [9] due to the independence of the copies. One other notable technical difference is the use of wider classes of control spaces. Feng and Kurtz use complete separable metric spaces as control spaces; in this paper we essentially relax this to completely regular Souslin spaces, which makes it possible to use suitable subspaces of duals of separable locally convex spaces equipped with the weak* topology. Lastly, using these different techniques, we are able to check equivalents of the compactness conditions in chapter 8 of Feng and Kurtz [9] .
There are a number of applications that can be considered. First of all, a formal connection has been found between large deviations and gradient flows of entropy functionals. To make this connection rigorous, the large deviation principle needs to be proved first. This paper could serve for example as an input in proposition 3.1 in Mielke, Peletier and Renger [14] .
A second application is in the area of dynamical Gibbs-non-Gibbs transitions, where recently a large-deviation based approach was introduced [1] . Working with a initial cost and a cost for the trajectory on the level of the empirical distribution corresponds to general mean-field models with independently evolving spins. The dynamical Gibbs-non-Gibbs transition can be related to the non uniqueness of the optimal trajectories conditioned to arrive at a certain point. The path-space large deviation principle derived in this paper serves as a basic input for generalising the work of Redig and Wang [17] and den Hollander, Redig and van Zuijlen [5] .
In this paper, we consider Feller processes on a locally compact metric space (E, d), i.e. Markov processes where the semigroup S(t)f (x) = E[f (X(t)) | X(0) = x] of conditional expectations maps C 0 (E) to C 0 (E). We prove under very general conditions the large deviation principle for the trajectory of the empirical distributions (1.1) and show that the rate function is given in integral form. The conditions are essentially the following: there exists a core D for the generator A of the semigroup S(t), equipped with a topology τ D , such that (D, τ D ) is a barrelled locally convex space continuously embedded in (C 0 (E), ||·||). Furthermore, A and H, defined by Hf = e −f Ae f should be continuous as a map from (D, τ D ) to the space of continuous functions.
In section 3, we prove the large deviation principle for the trajectories of the empirical distributions of general stochastic processes via Sanov's theorem. After that, in section 4, we assume that the semigroup of conditional expectations S(t)f (x) is strongly continuous and that S(t) is generated by A : D(A) ⊂ C 0 (E) → C 0 (E). Our approach is based on a proper choice of a core D ⊂ D(A) for the generator A and a 'nice' topology τ D , in other words (D, τ D ) satisfies conditions 4.4 and 4.11. This space serves in an essential way to prove compactness of the set of trajectories with a large deviation cost bounded by a constant, which is the essential ingredient in proving theorem 2.3 which states that the large deviation rate function can be given in Lagrangian form: In section 5, we give the full proof of theorem 2.3. We establish the compactness of the set of trajectories with a cost bounded by some constant using the FenchelYoung inequality. We use this result to relate the large deviation rate function to the Nisio semigroup and use results from Feng and Kurtz [9] , to relate the Nisio semigroup to the semigroup of conditional expectations S(t).
In section 6, we give three examples where theorem 2.3 applies. We start with a Markov pure jump process. After that, we check the conditions for spatially extended interacting particle systems of the type that are found in Liggett [13] . Lastly, we check the conditions for a class of diffusion processes.
Results: Large deviations of the trajectory of the empirical distributions
Let (E, d) be a complete separable metric space with Borel σ-algebra E. On E, we have a time-homogeneous Markov process {X(t)} t≥0 given by a path space measure P on the space D E (R + ), the Skorokhod space of càdlàg paths [8, Section 3.5] . For the rest of the article, we denote R + = [ 0, ∞) . For a measure µ and bounded continuous function f , we write f, µ = f dµ. Furthermore, we define the relative entropy H(µ | ν) of µ with respect to ν by H(µ | ν) = log dµ dν dµ if µ << ν ∞ otherwise.
We study the large deviation behaviour of n independent copies of the process X: X 1 , X 2 , . . . . In other words, we are interested in the behaviour of the sequence
δ {X i (t)} in D P(E) (R + ) the Skorokhod space of càdlàg paths with values in P(E), where P(E) is endowed with the weak topology. Suppose that X solves the martingale problem for some operator
where D(A) contains a set that separates points in E: for every x, y ∈ E, there exists a f in this set such that f (x) = f (y). This is enough to prove that this sequence satisfies the large deviation principle. The proof uses Sanov's theorem to prove that the LDP holds for L X n := 1 n n i=1 δ X i on P(D E (R + )) and the contraction principle.
Theorem 2.1. The sequence L n satisfies the large deviation principle with good rate function I, which is given for µ = {µ(t)} t≥0 ∈ D P(E) (R + ) by
where P 0 is the law of X(0) and where {t i } is a finite sequence of times: 0 = t 0 < t 1 < · · · < t k . For s ≤ t, we have
Remark 2.2. This theorem holds more generally. We can replace C b (E) by any space M ⊂ C b (E) that separates points, which is closed under taking point-wise minima and for which we have V (s, t)M ⊂ M . Furthermore, the theorem is also true in the case that X solves the martingale problem for a time-inhomogeneous family of generators s → A(s), such that C b (E) ∩ s D(A(s)) separates points in E. In the rest of the article, we will restrict to time-homogeneous processes however.
For further results, we restrict to locally compact metric spaces (E, d) and we consider the situation where
is a strongly continuous semigroup on the space (C 0 (E), ||·||). Therefore, the process X, is not only linked to A by the martingale problem, but also via the semigroup S(t) which has A as its generator. In these situations, under the condition that we can find a 'nice' space D ⊂ D(A) equipped with a 'nice' topology τ D , we can improve upon theorem 2.1 by rewriting the rate function in Lagrangian form. 
where
The definition of absolute continuity of the path s → µ(s) is given in 4.5. If E is compact, Hf is given by Hf = e −f Ae f for f ∈ D. If E is locally compact but not compact, the function e f / ∈ D. This can be solved either by working via one-point compactification of E, or equivalently by defining Hf = e −f A(e f −1).
Remark 2.4. If we restrict ourselves to [0, T ] instead of R + , then we obtain
by applying the contraction principle.
3 The large deviation principle via Sanov's theorem
In this section, we prove theorem 2.1. To do so, we widen our scope to complete separable metric spaces, i.e. in this section (E, d) is a complete separable metric space. First, we start with proving the large deviation principle for a general class of processes via Sanov's theorem and the contraction principle. Let P(E) be the space of probability measures on E equipped with the Prohorov metric. Due to the fact that E is separable, convergence for the Prohorov metric is equivalent to weak convergence, see the Portmanteau theorem, theorem 3.3.1 in Ethier and Kurtz [8] . Furthermore, let P(D E (R + )) be the space of probability measures on the Skorokhod space. We can also view this as the space of càdlàg stochastic processes on E. Furthermore, define the Skorokhod space D P(E) (R + ).
Define for every t the map π t : D E (R + ) → E by π t (x) := x(t). By proposition III.7.1 in Ethier and Kurtz, π t is a measurable map.
Complementary to π t , we introduce the map π t− . For every path x ∈ D E (R + ), the value x(t−) := lim s↑t x(s) is well defined, this makes it possible to define π t− : D E (R + ) → E by π t− (x) := x(t−). As π t− is the point-wise limit of the measurable maps π tn , for t n < t, t n ↑ t, π t− is measurable.
P is a probability measure on D E (R + ), so there is a corresponding process X = (X(t)) t≥0 . For this measure, define µ(t) = P • π −1 t and µ(t−) = P • π −1 t− the marginals of the process X(t) and X(t−). Then define the map φ :
Proof. First, we prove that if s ↓ t then µ(s) → µ(t) weakly. Because the paths of X are right-continuous, we have X(s) → X(t). Hence, we have a.s. convergence, which in turn implies that µ(s) → µ(t) weakly.
If s ↑ t, then we need to show that lim s↑t µ(t) exists, but as above X(s) → X(t−), hence, the weak limit lim s↑t µ(s) is equal to µ(t−).
We would like to prove that φ and {φ t } t≥0 are continuous maps, but this is not always true as can be seen from the following example.
Example 3.2. Pick two distinct points e 1 , e 2 in E. Define
. Clearly the sequence P n converges weakly toP = δx wherex is equal to e 1 for t < 1 and e 2 for t ≥ 1.
If we look at the images φ(P n ) = (µ n (t)) t≥0 and φ(P) = (μ(t)) t≥0 , then we obtain
, which is not equal toμ(1) orμ(1−). We obtain that both φ and φ 1 are not continuous. Obviously, it follows that φ t for t ≥ 0 is not continuous either.
So problems arise when the time marginals of the limiting measure P are discontinuous in time. However, this is the only thing that can happen.
is continuous at measures P for which it holds that for every t P[X(t) = X(t−)] = 1.
A similar statement for the finite dimensional projections φ t , can be found in Ethier and Kurtz [8, Theorem 3.7.8] .
Proof. Let P n , P ∈ P(D E (R + )) such that P n → P weakly and P such that for every t P[X(t) = X(t−)] = 1. By the Skorokhod representation theorem [8, Theorem 3.1.9], we can find a probability space (Ω, F , P ) and
Let {t n } n≥0 be a sequence converging to t > 0. Define the sets
By the assumption that P[X(t) = X(t−)] = 1, it follows that P [A] = 1. By proposition 3.6.5 in [8] , and the fact that Y n → Y P a.s. it follows that P [B] = 1. Combining these statements yields
which implies that µ n (t n ) → µ(t).
Large deviations for measures on the Skorokhod space
Suppose that we have a process X on D E (R + ) and a corresponding measure P ∈ P(D E (R + )). Then Sanov's theorem, theorem 6.2.10 in [4] , gives us the large deviation behaviour of the empirical distribution L X n of independent copies of the process X: X 1 , X 2 , . . . :
Theorem 3.4 (Sanov). The empirical measures L X n satisfy the large deviation principle on P(D E (R + )) with respect to the weak topology with the good and convex rate function
We are interested in obtaining a large deviation principle on D P(E) (R + ). In proposition 3.3, we saw that we have a map φ that is continuous on a part of its domain. Hence, we we are in the position to use the contraction principle.
Theorem 3.5. Suppose that P satisfies P[X(t) = X(t−)] = 1 for every t ≥ 0, then the large deviation principle holds for
on D P(E) (R + ) with rate function
and I is finite only on C P(E) (R + ).
Proof. The measures Q for which it holds that I(Q) < ∞ satisfy Q << P hence it follows that for every t: Q[X(t) = X(t−)] = 1. This yields that φ is continuous at Q by proposition 3.3. By the contraction principle, theorem 4.2.1 and remark (c) after theorem 4.2.1 in Dembo and Zeitouni [4] , we obtain the large deviation principle on D P(E) (R + ) with I as given in the theorem.
Although this results holds generally, we explore its consequences for Markovian processes.
The large deviation principle for Markov processes
We work with the following assumption. 
Af (X(s))ds is a martingale.
Lemma 3.7. For the process X, it holds that for every t ≥ 0 P[X(t) = X(t−)] = 1. Hence, the large deviation principle holds for {L
Proof. To apply theorem 3.5, we need to check that P[X(t) = X(t−)] = 1 for every t ≥ 0, but this follows by theorem 4.3.12 in [8] .
Using this result, theorem 2.1 follows without much effort.
Proof of theorem 2.1. The large deviation principle follows by lemma 3.7. This lemma also gives that the rate function is ∞ on the complement of C P(E) (R + ).
To obtain the rate function as a supremum over rate functions for finite dimensional problems 4 Control theory approach
Preliminary calculations
We return to the situation that (E, d) is a locally compact metric space. We assume that X is a time-homogeneous process, and that the associated semi-
is strongly continuous in t. The semigroup S(t) has an associated infinitesimal generator
We examine V (s, t)f (x) = log E X(s)=x e f (X(t)) , f ∈ C 0 (E), which was defined in theorem 2.1. We would like to rewrite this as
however, if E is not compact e f / ∈ C 0 (E) which leads to some minor complications.
A solution is to look at the one-point compactification
, by extending f ∈ C 0 (E) to f ∈ C(E ∆ ) by setting f (∆) = 0. We will not distinguish between f ∈ C(E ∆ ) with f (∆) = 0 and f ∈ C 0 (E). By lemma 4.3.2 in [8] , S(t) extends to a strongly continuous contraction semi-
). The domain of the generator A also extends and we get
Note that the range of A ∆ is a subset of C 0 (E). Obviously, we recover S and A on the space C 0 (E) by looking at the quotient space C(E ∆ )/{c½ : c ∈ R}. In other words, if Q is the quotient map
Thus, we can define the semigroup V ∆ by
This map is well-defined from C(E ∆ ) to C(E ∆ ) and one should note that for f ∈ C 0 (E) V ∆ (t)f (∆) = 0, so it can be considered as an element in C 0 (E). In other words V ∆ maps C 0 (E) to C 0 (E). This is our definition of V (t)f .
It is an elementary calculation to check that V ∆ is a strongly continuous contraction semigroup on C(E ∆ ), and therefore, V is a strongly continuous contraction semigroup on C 0 (E).
As a consequence, we know that V and V ∆ have non-linear generators, which we will denote by H and H ∆ . To calculate these generators, we start with a technical lemma.
Lemma 4.2. Let E be compact. Let f ∈ D(A) and let φ : f (E) → R be differentiable on f (E) and let φ ′ be Lipschitz continuous. Then it holds that
which should be interpreted as
with respect to the sup norm.
This result is essentially the chain rule and the problem is to show convergence in the sup norm. The proof is rather standard, but we give it for completeness.
Proof. Define the function
Using Φ, we write
Taking norms, we end up with
As f ∈ D(A), the term in the last line converge to 0. The fact that f is in the domain of A also implies that sup s≤1 S(s)f −f s < ∞. Thus, we need to show that the first term in the second line converges to 0 as t goes to 0.
Denote with L the Lipschitz constant of φ ′ . For x and t such that S(t)f (x) = f (x), there exists by the middle-value theorem a τ = τ (x, t) ∈ [0, t] such that
Therefore,
If E is non-compact, we can use this lemma via the one-point compactification.
A direct consequence is that we can calculate the generator H of V (t).
For the rest or the article, however, we need some more conditions on the domain of A. These mainly involve existence of a core D for A with suitable properties.
Recall that D ⊂ D(A) is a core for A if for every f ∈ D(A), we can find a sequence f n ∈ D such that f n → f and Hf n → Hf .
(c) If f ∈ D and φ : R → R a smooth function on the closure of range of f ,
Under this condition, we see that corollary 4.3 gives us that if f ∈ D, then f ∈ D(H) and
Proposition 4.5. If D is a core for A, then D is a core for H.
Proof. We work with E ∆ instead of E. Denote with
Just as in lemma 4.2, we can show that for f ∈ D(H ∆ ) and φ continuously differentiable with Lipschitz derivative on the range of f that
So suppose that f ∈ D(H ∆ ) and φ(x) = e x , then we see by (4.1) that
We
As e f is bounded away from 0, and g n → e f , there is some N such that for n ≥ N g n is also bounded away from zero. That means that g
n → e −f , and log(g n ) → f . Hence, we have log g n ∈ D ∆ converging to f and
The result for D and H follows by looking at the quotient space.
The fact that D is a core for both A and H implies that D contains enough functions to work with. Definition 4.6. Define the following operators for f, g ∈ D:
Of course, these definitions are understood as the restrictions of the well defined operators on E ∆ .
H will be called the Hamiltonian and L the Lagrangian in analogy to the Lagrangian and Hamiltonian of classical mechanics. A g is a generator itself, see for example Palmowski and Rolski [16] .
We calculate H and A g in the case of a Markov jump process and a standard Brownian motion on R.
Example 4.7. Let E be a finite set and let {X(t)} t≥0 be generated by
where r is a transition kernel. A calculations shows that
Example 4.8. Let E = R, and let {X(t)} t≥0 be a standard Brownian motion, for which the generator A is given for f ∈ C ∞ c (R), i.e. smooth and compactly supported functions, by
Writing down H and A g yields
In both examples, it is seen that A g is also a generator of a Markov process. Furthermore, L and H are operator duals.
Lemma 4.9. For f ∈ D, it holds that
and
and in both equations equality holds for g = f .
Furthermore, for g ∈ D and µ ∈ P(E) it holds that
Another way to write this approximant is by using the fact that A generates a
where ζ is exponentially distributed such that
If one defines H λ , A g λ and L λ in terms of A λ , then by lemma 5.7 in [9] , it follows that
Therefore, it follows by Yosida approximation [7, Section III. 4 .10] that (4.2) holds. The second statement is obtained from
The variational expression for L is proved in a similar manner.
Example: The necessity of a control space
In a nutshell, the main idea to reformulate the rate function is the following. Suppose that we have a path of generators
This path generates a trajectory of measures µ(s). One could think of a Markov process Y satisfying the martingale problem for s → A g(s) and µ(s) being the law of Y (s). The goal is to write the rate function of this trajectory as
However, it turns out that these trajectories are not the only ones that have a finite cost. We must consider paths that are generated by something we could intuitively call the closure of {s → A g(s) : g(s) ∈ D}. This can be seen from the following elementary example.
Example 4.10. Consider a Markov jump process on two states E = {a, b} such that the process jumps from site a to site b with rate 1. There are no jumps from site b to a. Suppose that we start in state a, then this process can also be considered as an exponential random variable Y , in other words, Y = 0 as long as we are in state a and is equal to 1 after the jump to b. Consider the large deviations of the empirical distribution of independent copies of a exponential random variable, then we know that
This means that there for every time t, on an exponential scale there is a positive probability of having full mass at a.
On the other hand, we have the Markov jump process and the controlled gen-
For every g, we see that there is mass moving from a to b. So, we are missing the control that makes sure that all mass stays at a. By varying g, we obtain the possible flows of mass are in the set (0, ∞). What we see from the exponential random variable is that we would like to close this set to obtain [0, ∞).
We formalize the procedure of taking an extension.
Topological conditions on the core D
For the rest or the paper, however, we need some topological properties of D. These mainly involve the existence a topology τ D on D, such that the operators
. Also, we fix some notation. For a topological vector space X , we write X * for its continuous dual space. Furthermore, for two topological vector spaces X , Y and a continuous linear operator T : X → Y, we introduce its transpose T * : Y * → X * , which is uniquely defined by
see for example Treves [20, Chapter 19] . Also, for a neighbourhood N of 0 in D, we define the polar (c) For every g ∈ D, the operator
and for every c > 0 sup
The space (U, wk * ) seen as a subspace of (D * , wk * ) is a Souslin space.
Remark 4.12. In appendix 9, we introduce barrelled and Souslin spaces. For completeness we give the definition of a barrelled space. A barrelled space is a space in which every barrel is a neighbourhood of 0. A barrel B ⊂ D is a set that satisfies the following four properties
(1) B is closed.
(2) B is convex.
(3) B is balanced, i.e. if f ∈ B and |α| ≤ 1 then αf ∈ B.
(4) B is absorbing, i.e. for every f ∈ D there exists a r ≥ 0 such that if |α| ≥ r then f ∈ αB.
Remark 4.13. Lemma 9.8 gives us that if D is separable in addition to barrelled locally convex and Hausdorff, then (U, wk * ) is Souslin. It turns out that many of the spaces that we encounter are satisfy these conditions. This will be shown in section 6.
Remark 4.14. The abstract properties are needed for the following theorems. We use the fact that D is barrelled, to use the closed graph theorem which in turn shows that Gelfand(weak*) integration is well defined. The fact that τ D is finer than the the sup norm topology restricted to D, tells us that the space of probability measures equipped with the weak topology, is in continuously embedded in (D * , wk * ). Condition (c), tells us that if we have a probability measure µ, then for every 
The control space
The space D * will serve as a space of formal derivatives for the trajectory t → µ(t). However, we will see in lemma 4.27 that only the elements in U will play a role in our exposition. Therefore, we will refer to U as the control space.
The main goal is to embed the operators A and L into a more suitable structure.
Definition 4.16. Define the operator
Remark 4.17. We will call A the controlled generator. It describes the evolution of the system at 'position' µ ∈ P(E) while evolving with 'speed' u ∈ D * . The connection between A, the operators A g and A is
Example 4.18. We come back to example 4.10, the pure jump process on E = {a, b}. First of all, take D = C(E), which satisfies all conditions. U is a subspace of the space of measures on {a, b}, that can be represented by two dimensional vectors. We have
We consider the closure of the set
which is given by
In other words, in the closure we find pairs µ with an element of {(−x, x) : x ∈ R + }. In the case that µ = δ {b} , we would expect a speed (−x, x) for x > 0 to be impossible, as there is no mass at a. This will be resolved when the Lagrangian cost function is introduced in section 4.6. Jumping ahead, one can show that if x > 0 then the cost L(δ {b} , (−x, x)) = ∞. This is a special case of proposition 4.30. Also, pairs (µ, u) / ∈ Γ will have infinite Lagrangian cost.
Controlled paths
Definition 4.19. Define the space U of maps u : R + → U that are measurable with the following modification of the weak* topology. We say that a net u α converges to u, where u α , u ∈ U if for every t ≥ 0 and
Using these paths, we can specify the paths that are allowed for the control problem.
Definition 4.20. The pair (µ, u), µ ∈ C P(E) (R + ), u ∈ U, is said to satisfy the control equation for A, if
for every t ≥ 0 and f ∈ D. The collection of pairs satisfying the control equation will be denoted by J , and for µ 0 ∈ P(E), we set
for the pairs where we only consider the trajectories up to time T .
The condition in equation (4.5) has some interesting consequences as can be seen from the next lemma, which is a direct consequence of theorem 9.5 in the appendix on Gelfand integration. for every t ≥ 0.
Remark 4.22. This lemma implies that in (D * , wk * ) we have µ(t) − µ(0) = t 0 u(s)ds. Indeed, as µ(t), µ(0) ∈ P(E) they are also in D * by condition 4.11(c).
With these properties in mind, we see that the paths t → µ(t) defined in 4.20 are absolutely continuous in a weak* sense. For every f ∈ D, we have that t → f, µ(t) is absolutely continuous, and at the points t where this path is differentiable, the derivative is given by f, u(t) = Af (µ(t), u(t)).
The paths satisfying the control equation can be seen as absolutely continuous paths. First of all, because P(E) ⊂ U , we can differentiate the path t → µ(t) in the space (U, wk * ), see definition B in Schechter [19] . To apply definition B, note that (U, wk
exists and is equal to f, u .
Definition 4.24. We say that t → µ(t) is weak* absolutely continuous this path is (U, wk * ) differentiable almost everywhere. In other words, there is a patḣ µ = u ∈ U such that (µ, u) ∈ J . We denote this with µ ∈ AC. Correspondingly, we use AC µ0 , AC T and AC T µ0 . Effectively, this means that if µ ∈ AC then (µ,μ) ∈ J .
The Lagrangian and a variational expression for the Hamiltonian
Now that we have defined the allowed paths, we need to specify the cost of such a path. The cost is defined in terms of the Lagrangian, which is given by the Fenchel-Legendre transform of f → Hf, µ . Proof. L is lower semi-continuous, because it is the supremum over continuous functions. Convexity of L follows by the linearity of u → f, u and µ → Hf, µ .
It should directly be noted that the Lagrangian is infinite outside the set U .
As a direct corollary to this lemma, note that ρ(µ, g) ∈ U for µ ∈ P(E) and g ∈ D as L(µ, ρ(µ, g)) = Lg, µ < ∞.
As can be seen from equation (4.8), L is an extension of L. Also, A is an extension of A. Therefore, it is not a surprise that H can be obtained by considering a variational problem using A and L. 
First of all, note the equality of the two variational expressions on the right had side, as L(µ, u) = ∞ if u / ∈ U . We give two proofs of the first equality.
First of all, the result follows directly from the fact that the double FenchelLegendre transform of the convex lower semi-continuous function µ → Hf, µ is µ → Hf, µ . This is the Fenchel-Moreau theorem, see lemma 4.5.8 in Dembo and Zeitouni [4] .
The second approach is more direct. By definition 4.25 of L, we obtain that for every f ∈ D, µ ∈ P(E), u ∈ D * :
We now show that we in fact have equality. By equation (4.8), we know that L(µ, ρ(µ, g)) = Lg, µ . Hence, by the second item in lemma 4.9, we obtain
which concludes the proof.
The latter approach in the proof of lemma 4.28, gives us even more information about when L is equal to infinity. Define the following sets.
Definition 4.29. Let Γ ⊂ P(E) × U is the closed convex hull in the (wk, wk * ) topology of {(µ, ρ(µ, g)) : µ ∈ P(E), g ∈ D} in P(E) × U . Also, define Γ µ to be the weak* closed convex hull of {ρ(µ, g) ∈ U : g ∈ D}, the space of allowed controls while being in µ.
Note that Γ µ ⊂ {u : (µ, u) ∈ Γ}. These sets are not necessarily equal. These names are given because of the following result, which, together with the lower semi-continuity of L, characterises the behaviour of L.
But as in equation (4.9), we obtain
which shows that
In other words, the double Fenchel-Legendre transform of the convex and lower semi-continuous functionL is L. This implies that they are equal.
Proof of theorem 2.3
The proof of theorem 2.3 is divided up in a number of pieces. We start with two crucial compactness results.
Compactness of the space of paths with bounded Lagrangian cost
For the next result, we recall the definition of a polar. For a neighbourhood N of 0 in D, define the polar
Proposition 5.1. (a) For each C ≥ 0 and compact K ⊂ P(E), the set
(b) For each compact K ⊂ P(E), T > 0, and M ≥ 0, there exists a compact
We show that it is contained in a compact set.
Pick the neighbourhood of 0 N that was given in condition 4.11 (d), so that sup f ∈N ||Hf || ≤ 1. As f, u ≤ L(µ, u) + Hf, µ , we obtain
As a consequence, We proceed with the proof of (b). Suppose that E is compact, then P(E) is compact and we are done.
Otherwise, suppose we have (µ, u) ∈ J satisfying µ(0) ∈ K and
as a Gelfand integral in D * . Now let N be the neighbourhood from condition 4.11 (d). Then it follows that for f ∈ N that for 0
This means that t 0 u(s)ds ∈ N
• . By the Bourbaki-Alaoglu theorem, the closure of N
• is a compact set in (D * , wk * ).
Pick a net (µ α , u α ) satisfying the conditions, and a sequence s α ⊂ [0, T ]. We show that the net µ α (s α ) has a converging subnet. We can restrict to a subnet such that µ α (0) →μ(0) and s α → s. Furthermore, by the argument above, we can restrict to a subnet where
This means that for every f ∈ D, the limit
exists. We would like to show that Ξ(f ) = f dν for some probability measure ν.
Clearly Ξ is linear on D and |Ξ(f )| ≤ ||f ||. Therefore, Ξ extends to a functional on C 0 (E). For f ∈ D, we have Ξ(f ) ≥ 0 if f ≥ 0, so this property extends by continuity to C 0 (E). Therefore, by proposition 8.1, we obtain that Ξ(f ) = f, ν for some probability measure ν. Furthermore,
for every f ∈ C 0 (E). By proposition 3.4.4 in Ethier and Kurtz [8] , we obtain that µ α (s α ) converges weakly to ν.
We now state the main ingredient of the proof of theorem 2.3.
Proposition 5.2. For each M > 0, compact set K ⊂ P(E), and time T ≥ 0,
To prove this proposition, we start with a number of technical results.
Preparations for the proof of proposition 5.2
The first results show that we can use the one side of the Prohorov theorem for measures on the product space (
, where the first two spaces are equipped with the weak* topology, and the last space with its standard topology.
Lemma 5.3. (D * , wk * ) is completely regular.
As a consequence, the closed subspace (U, wk * ) is completely regular.
Proof. Recall that D * is the continuous dual of D. Define the map Φ :
Equip f ∈D R with the product topology. It is elementary to show that Φ :
is a homeomorphism. Furthermore, it is clear that f ∈D R with the product topology is completely regular, so that also Φ(D * ) and therefore (D * , wk * ) are completely regular.
Because we know by condition 4.11 that (U, wk * ) is a Souslin space, theorem 7.4.3 in Bogachev [2] , tells us that every Borel measure on a Souslin space is a Radon measure. This means that we are in a situation where one implication of the Prohorov theorem holds.
Theorem 5.4 (Prohorov, theorem 8.6.7 [2] ). Let K be a subset of the Radon measures on a completely regular Souslin space S that is uniformly bounded with respect to the total variation norm. If K is a tight family of measures, then K has a compact closure with respect to the weak topology on P(S). We have the following elementary results.
Lemma 5.8. For u ∈ U , we have
Also, by definition of ||·|| N , there are f n ∈ N such that f n , u → ||u|| N . This yields that
We use these results to find functions φ of the type given in the following lemma, which is an analogue of the de la Vallée-Poussin lemma [2, Theorem 4.5.9].
Lemma 5.9. For a net of measures π α bounded in total variation norm, that weakly converges to a measure π, and a measurable function f , suppose that there exists a non-negative non-decreasing function φ :
for which it holds that sup α φ(|f |)dπ α ≤ M < ∞, then it holds that
Also, we obtain that uniformly in α
Proof. Fix ε > 0 and pick C(ε) big enough such that for r ≥ C(ε) we have
As a consequence, we see
The second statement follows by the observation that
Lemma 5.10. Under condition 4.11 (d) that states that for every c ≥ 0
there exists a non-decreasing function φ :
for every f ∈ N , u ∈ U and µ ∈ P(E).
The proof of this lemma is inspired by the proof of lemma 10.21 in Feng and Kurtz [9] , Proof. For u = 0 in U , lemma 5.8 yields
for every c > 0. This directly yields for every c > 0
Consequently,
We define
which satisfies the claims in the lemma.
Proof of proposition 5.2
We now have the tools for the following proof. The proof follows Feng and Kurtz [9, Proposition 8.13]. We give it for completeness as there are some notable differences. We use a completely regular Souslin space as a control space instead of a metric space. Furthermore, the linear structure of U implies that we do not have to work with relaxed controls.
Proof of proposition 5.2. Pick a net (µ
is in the compact set K, we assume that µ α (0) → µ 0 . By proposition 5.1 (b), there exists a compact setK ⊂ P(E) such that for every s ≤ T and α it holds that µ α (s) ∈ K. Define the occupation measures
By lemma 6.6.5 in Bogachev [2] and condition 4.11 (e), we obtain that P(E) × U × [0, t] is a Souslin space. Furthermore, a product of completely regular spaces is completely regular. Proposition 5.1 (a) tells us that π α is tight in P (P(E) × U × [0, T ]) by considering the following calculation.
In other words
and because C is arbitrary, we can choose it big enough such that this probability is smaller then any ε > 0 uniformly in α. This implies by theorem 5.4 that there exists a weakly converging subnet. Therefore, we assume that π α → π weakly.
We now show that π gives us a new path
is a bounded and continuous function. For an arbitrary t ≤ T , the set π(P(E)×U ×{t}) is a set of measure 0, so the function (u,
is a bounded Borel measurable functions that is continuous π almost everywhere. Hence, by the weak convergence of π α to π and corollary 8.4.2 in Bogachev [2] , we obtain for every c ≥ 0 that
By the Portmanteau theorem and the lower semi-continuity of L, we obtain that
As φ(| f, u |) ≤ L(µ, u) by lemma 5.10, and the fact that φ satisfies the conditions of lemma 5.9, we use the result in (5.1) to obtain that
This also follows for the limiting measure π:
Thus, by first sending c and then α to infinity, we get
3) Fix some 0 ≤ t ≤ T and pick a net 0 ≤ t α ≤ T that converges to t. Because µ α (t α ) is a net inK it has a converging subnet with limit ν. As sup α ½{s between t α and t}| f, u |π α (dµ × du × ds) → 0 by lemma 5.9 and the result in equation (5.3), we see
As D is dense in C 0 (E), this uniquely determines ν, and for every net s α → t, one gets µ α (s α ) → ν weakly. Therefore, we will denote µ(t) := ν. This way, we can construct µ(t) for a countable dense subset J of [0, T ] and µ(t) is continuous on J. µ(t) extends continuously to [0, t] and satisfies f, µ(t) − f, µ 0 = ½ {s≤t} f, u π(dµ × du × ds) for every f ∈ D. Consequently, for any net s α → t, we have µ(s α ) → µ(t), which implies that {µ α (t)} 0≤t≤T converges to {µ(t)} 0≤t≤T in C P(E) ([0, T ]). Now, letπ be the measure π restricted to U × [0, T ]. By corollary 10.4.6 in Bogachev [2] , we can writeπ(du × ds) as λ s (du) × ds.
For Lebesgue almost every s, we know that | f, u |λ s (du) < ∞, so we can define the representant of λ s byū(s) = uλ s (du), see appendix 9. By the measurability of s → λ s , also s →ū is measurable. Furthermore,
This means that (µ,ū) ∈ J T .
We show that
In the first line, we use the convexity of L and in the second line, we use the lower semi-continuity of L. So indeed K T M,K is compact.
The Nisio semigroup
The space C 0 (E) can be naturally embedded into C(P(E)). Without going into details, there exists a natural embedding of C 0 (E) in its double dual C 0 (E) * * . As P(E) is a subspace of the dual of C 0 (E), the double dual is the space continuous linear functionals on the space of measures of bounded variation. This embedding inspires the following. For a function g ∈ C 0 (E) let [g] be the function in C b (P(E)) defined by [g](µ) = g, µ . Naturally, the semigroup V (t) induces a strongly continuous contraction semigroup on the closure of the image of C 0 (E) in C b (P(E)) bȳ
This semigroup also has a generatorH, and a core is given by the image of D.
We introduce the Nisio semigroup V, which turns out to agree withV on the image of C 0 (E). This result will enable us to determine
Definition 5.11. The Nisio semigroup V mapping upper semi-continous functions on P(E) to upper semi-continuous functions on P(E) is defined by
The domain of definition of V is rather large, and therefore, we restrict our attention to the closure of the image of C 0 (E). We connect V to our generator H.
For F in the image of D, we set HF (µ) = Hf, µ = [Hf ](µ). Now we define for f ∈ D, µ ∈ P(E) and u ∈ U the operator A :
By lemma 4.28, we know that
Hf, µ = sup u { f, u − L(µ, u)} , which can be rewritten as
At this point, we can refer to the results in Feng and Kurtz [9, Chapter 8] . We would like to prove thatV = V on the image of C 0 (E). The Nisio semigroup has been studied by Feng and Kurtz, and the definitions of H and A put us in a position to use their results.
Most of their conditions have already been checked, and it should be noted that a number of their results have been generalised.
The important proposition 8.13 [9] on compactness of the set of paths has been proven in our lemma 5.2, without relaxed controls and using a completely regular Souslin space U instead of a complete separable metric space U , using a smaller set of conditions.
To apply theorem 8.23 [9] , we need to check an equivalent of condition 8.11 [9] , which implies that for every t ≥ 0 the operator V(t) is a contraction if applied to functions [f ].
Lemma 5.12. For each µ 0 ∈ P(E) and f ∈ D, there exists (µ, u) ∈ J µ0 such that for every t ≥ 0
In particular by taking f = 0, we find that there is a path with zero cost.
Proof. Let µ(s) be the path obtained by the time projections of the Markov process generated by the operator A f , see for example theorem 4.2 in Palmowski and Rolski [16] . Furthermore, let u(s) = ρ(µ(s), f ). Because µ(s) is the path generated by A f , we directly obtain that (µ, u) satisfies the control equation.
By (4.9), it follows that
for every s, implying that
Using this lemma and proposition 5.2, we obtain via the same methods as in [9] the following proposition. 
Proof. The main part of the proof follows as in chapter 8 in Feng and Kurtz [9] . The main theorem to look at is theorem 8.23 [9] . As H satisfies the range condition, as it generates V (t), H with domain D interpreted as a subset of C b (P(E)) satisfies the range condition as well.
Furthermore, we have Following the proof of theorem 8.23 in [9] , we obtain that restricted to the closure of D, seen as a subset of C b (P(E)), V(t) is generated by H. But as H[f ](µ) = Hf, µ , and the fact that the semigroup t →V (t) is also generated by H, the semigroups must be equal: V(t)G(µ) = V (t)g, µ .
The Lagrangian form of the rate function
In this section, we show that I t1,t2 can be re-expressed using the Nisio semigroup.
Recall the set of controlled paths J in definition 4.20.
Lemma 5.14. Under the conditions 4.4 and 4.11, it holds that
and, moreover, the level sets of I t1,t2 (· | µ 0 ) are compact.
The result of lemma 5.14 is the analogue of the main step in the proof of theorem 8.14 in [9] . In [9] , D is isolating points, which is essential for the proof. In our case, however, D does not isolate points in P(E). We replace their methods by a classical approach using convex duality.
Proof of lemma 5.14. First, let t := t 2 − t 1 . For a fixed measure µ 0 ∈ P(E), consider the function L µ0 : P(E) → R + defined by
Our goal is to prove that
by showing that both are the Fenchel-Legendre transform of V (t)g, µ 1 . First, we will prove that L µ0 is convex and lower semi-continuous. In fact, we start with proving compactness of the level sets, which directly implies the lower semi-continuity.
Step 1, pick a sequence µ n in the set {µ : L µ0 (µ) ≤ c}. We know by definition of L µ0 and proposition 5.2 that there are (µ n , u n ) ∈ K c,{µ0} such that ν
Again by proposition 5.2, we obtain that the sequence (ν n , u n ) has a converging subsequence (ν n k , u n k ) with limit (ν
Denote with µ * := ν * (t), then we know that ν n k (t) → µ * and
which implies that L µ0 (·) has compact level sets and is lower semi-continuous.
Step 2, we prove that L(·) µ0 is convex. Fix α ∈ (0, 1) and pick
, and µ 2 = ν 2 (t) in such a way that
Showing that (nu 3 , u 3 ) ∈ J t is straightforward and by the convexity of L, we obtain
Step 3, now that we know that L µ0 is convex and lower semi-continuous, we are able to prove that
We see the space (P(E), wk) as a subspace of the continuous dual of C 0 (E) equipped with the weak* topology, see proposition 8.1. The topological dual of
. Therefore, lemma 4.5.8 in Dembo and Zeitouni [4] yields that the Fenchel-Legendre transform
Therefore, by proposition 5.13, we see
On the other hand, by theorem 2.1,
The fact that t = t 2 − t 1 and the combination of equations (5.4) and (5.5), i.e. both are the Legendre-Fenchel transform of V (t)g, µ 0 , yields that
We proceed with proving theorem 2.3, by first proving the following lemma.
Lemma 5.15. The function J : R + P(E) → R, given by
has compact level sets in R + P(E).
Proof. Fix a M ≥ 0 and take a net µ α ∈ {J ≤ M }. Clearly, because I 0 is a good rate function we can restrict to the situation where µ α (0) →μ 0 . Furthermore, the following argument using proposition 5.2 implies that for every path µ α , there is an optimal path of controls u α .
For some fixed time T , we find that (µ
is the set introduced in proposition 5.2. Thus, we can find a subnet that converges pointwise for every t ≤ T . By a diagonal argument, we can extend this to R + . As I 0 is a good rate function and L is lower semi-continuous, we find that J has compact level sets.
Proof of theorem 2.3. By using the contraction principle from the space
using the identity map, we find that the rate function in theorem 2.1 coincides with the rate function which would have been found via the Dawson-Gärtner theorem [4, Theorem 4.6.1] for the large deviation problem on R + P(E).
In this context, we can apply lemma 4.6.2 [4] to find that if we have a good rate function J on R + P(E) that satisfies
6) then it holds that I = J. The candidate
clearly satisfies equation (5.6). By lemma 5.15, we know that J is a good rate function on R + P(E).
Examples
In this section, we state a number of examples on which theorem 2.3 can be applied. First of all, we begin with a Markov jump process on a locally compact metric space. After that, interacting particle systems [13] are considered. In that case, we also prove a representation theorem for D * . Finally, we consider diffusion processes.
Markov pure jump process
On a locally compact metric space (E, d), we have a Markov process X(t) with associated semigroup S(t) : C 0 (E) → C 0 (E) generated by the bounded generator
where for every a r(a, ·) is some non-negative measure, which is weakly continuous in a, satisfying ||r|| ∞ = sup a r(a, E) < ∞.
We work with the space (D, τ D ) = (C 0 (E), ||·||). The controlled generator A g and operator H are given by 
By a similar calculation as for (c), (d) follows by taking N = {g ∈ C 0 (E) : ||g|| ≤ 1 2 log(||r|| −1 + 1). (e) follows by lemma 9.8 if we can prove that (C 0 (E), ||·||) is separable. As mentioned earlier, C 0 (E) is isomorphic to C(E ∆ ) modulo the constant functions, where E ∆ is the one-point compactification of E. The space of continuous functions on a compact space is separable. It follows that C(E ∆ ) is separable, and therefore C 0 (E).
Interacting particle systems
Let W be a compact space and let S be a countable set. Define (E = W S , d), the product space with d a metric that is compatible with the topology, on which we would like to define a Markov process {η(t)} t≥0 . We follow the construction in Liggett [13] .
For Λ a finite subset of S and ζ ∈ W Λ let c Λ (η, dζ) be the rate at which the system makes a transformation from configuration η to η ζ which is defined by
We also assume that c Λ (η, dζ) is weakly continuous in the first variable. We define for finite Λ ⊂ S and u ∈ S:
where ||·|| T V refers to the total variation norm. This measures the amount that c Λ (·, ·) depends on the coordinate η u . Furthermore, let γ(x, u) = Λ∋x c Λ (u) for u = x and γ(x, x) = 0 for all x. For f ∈ C(E), define
Define the space of test functions by
which is the closure of the space of local functions with respect to the |||·||| seminorm.
For functions f ∈ D, define the formal generator A to be
Theorem I.3.9 in Liggett [13] gives us that the closure of A generates a Feller semigroup S(t) and hence a Markov process and (η(t)) t≥0 such that (b) D is a core for A.
To make the notation a bit easier, we do not distinguish between A and A.
A calculation gives the expressions for A g f and Hf for f, g ∈ D.
Remark 6.3. It is also possible to consider interacting particle systems where a bounded operator is added to A, without changing the core D. For example, one can consider
where θ i is a shift: (θ i η) j = η i+j , and i ||c i || < ∞.
This includes processes like the environment process seen from a random walker in a dynamic random environment and the tagged particle process.
The definition of D and item (b) of the theorem imply condition 4.4. Now we introduce a topology on D. Fix some η 0 ∈ E. Let τ D be the topology induced by the semi-norm p 1 (f ) = |||f ||| and the semi-norm p 2 (f ) = |f (η 0 )|. Proof. By lemma 6.6, we have that |||f ||| = 0 implies that f is constant. Therefore, p 1 (·) = |||·||| together with p 2 define a Hausdorff locally convex space. Take f ∈ D, as E is compact, there is a η max such that ||f || = |f (η max )|. It follows that
Now suppose that n ||f n || D < ∞, then n ||f || < ∞. Therefore, n f n ∈ C(E) as (C(E), ||·||) is a Banach space. We need to show that n f n ∈ D. By the definition of D, we need to check whether ||| n f n ||| < ∞. But this follows from Proof. 4.4 follows from a number of straightforward calculations using the seminorm |||·|||. We turn to condition 4.11. Items (a) and (b) have been checked in lemma 6.4. We proceed with (c). A short calculation yields that
So (D,
which is finite by the assumption in equation (6.3). In other words, (c) is satisfied. Applying this to ||Hf ||, we obtain
Using that for x ≥ 0 xe x ≤ e 2x , (d) is satisfied by taking
For the proof of (e), we first prove separability of (D, ||·|| D ).
For a finite box Λ ⊂ S, w ∈ W Λ , and η ∈ W S , define
Then define the local function f Λ ∈ D by f Λ (η) = f (η Λ w Λ c ). These local functions approximate f with respect to ||·|| D as can be seen from the following computation.
For a fixed and finite region Λ ⊂ S, the norm ||·|| D restricted to the local functions depending on coordinates in Λ is equivalent to the sup norm. Therefore, this set of local functions is separable. By taking a sequence of finite regions Λ n → S. We obtain that the set of local functions is separable. By the argument above, every function in D can be approximated by local functions in the |||·||| semi-norm, so indeed (D, ||·|| D ) is separable.
Therefore, item (e) of condition 4.11 follows by lemma 9.8.
Proposition 6.5 implies that theorem 2.3 holds for interacting particle systems where the derivative of the trajectory t → µ(t) lies in D * . Because we can always choose N in condition 4.11 such that it contains all constant functions, we can restrict our attention to (D/C) * , where C is the space of constant functions. This is reasonable, because the only derivatives of a path of probability measures that we will find satisfy ½, u = 0. We prove a representation theorem for (D/C) * .
A representation theorem for ((D/C)
* , |||·|||)
In this section, we identify the dual of D/C the space of equivalence classes D/C ⊂ C(E)/C, where C := {c½ : c ∈ R}.
Lemma 6.6. For f ∈ D we have that 2 ||f || Q ≤ |||f |||.
Proof. It is sufficient to prove the statement for local functions, because every f ∈ D can be approximated by local f n for which it holds that |||f n ||| → |||f ||| and ||f n || → ||f ||.
Suppose that f is a local function and let
. . , x k } and let ξ k be equal to ζ on Λ k and equal to η off Λ k . Then it holds that
We consider the dual of D/C, which is equipped with the operator norm
The goal of the following discussion is to identify both this dual space and its norm.
First of all, the dual (D/C) * can be seen as a subspace of functionals on D that are constant on the equivalence classes f + C. Therefore,
where α is such that α, c½ = 0 for all c ∈ R.
We introduce some notation. For Λ ⊂ S, let E Λ := σ(η x : x ∈ Λ). Furthermore, Π is the space of additive set functions α on the algebra E a := Λ:|Λ|<∞ E Λ , for which it holds that α(E) = 0. Note that the σ-algebra E is given by σ(E a ).
For α ∈Π and a finite subset Λ ⊂ S, we denote the restriction of α to E Λ by P Λ α and we set P x := P {x} . Also, we define the function ||α|| Π = sup x ||P x α|| T V taking values in [0, ∞].
Definition 6.7. Let Π be the set Π := α ∈Π : ||α|| Π < ∞ .
It follows that Π is a vector space and that ||·|| Π is a norm on Π. The following technical lemma enables us to show that (Π, ||·|| Π ) is a Banach space.
Lemma 6.8. For a finite set T ⊂ S:
Proof. Pick a local function f with dependence set D(f ) = {x 1 , . . . , x n }, sup η f (η) = 2 ||f | | Q and inf η f (η) = 0. Pick ζ such that f (ζ) = 0, and define for k ≤ n the sets Λ k = {x 1 , . . . , x k }. For η ∈ E, let η(k) be equal to ζ on Λ k , and equal to η outside Λ k . Furthermore, let f k (η) = f (η k ). Then it follows that
The bound that we have obtained in (6.5) is stronger then necessary, but we will use it again for the proof of theorem 6.10.
Lemma 6.9. (Π, ||·|| Π ) is a Banach space.
Proof. We apply exercise III.4.2 in Conway [3] by showing that if (α n ) n∈N is a sequence in Π such that n ||α n || Π < ∞, then n α n converges in Π.
Pick a sequence α n in Π such that n ||α n || Π < ∞. Furthermore, take a sequence of finite sets Λ k that is increasing to S. By lemma 6.8, we see that
The space of measures on E Λ k of bounded variation is a Banach space. Hence, α Λ k := n P Λ k α n exists and is a measure of bounded variation on E Λ k . Furthermore, it is easy to see that this leads to a consistent sequence in k, so there exists a additive set function α on Λ:|Λ|<∞ E Λ , which, if restricted to finite regions, is a measure of bounded variation.
||α n || Π → 0
We are now able to prove a representation theorem for ((D/C) * , |||·|||). The space D Λ0 with the topology induced by |||·||| is isomorphic to C(W Λ0 ) equipped with the ||·|| Q , as
Therefore, by the Riesz representation theorem, theorem 7.10.4 in [2] , it follows that for f ∈ D Λ0 , α(f ) = f,α Λ0 whereα Λ0 is a measure of bounded variation on E Λ0 such thatα Λ0 (E) = 0. This can be done consistently for every finite set Λ ⊂ S, which implies thatα can be seen as a set function on Λ:|Λ|<∞ E Λ for which the restriction to finite regions is a measure of bounded variation.
We start by showing that |||α||| ≥ 1 2 sup x ||P x α|| T V . For x ∈ S, let C(W {x} ) be the set of continuous functions on W , but seen as local functions in D which depend only on the coordinate η x .
This means that the function Φ : (B/C) * → Π, mapping α toα, is well defined, injective and continuous. So, we identify α andα.
For the other inequality note that by continuity we can restrict the supremum to local functions:
For local functions f , the result in equation (6.5) yields:
This means that Φ is an isometry with respect to |||·||| and 1 2 ||·|| Π . We show that it is also surjective. Pick a local function f , then clearly α(f ) is well defined, because α restricted to E D(f ) is a measure of bounded variation. By the calculation above we see that
Hence, α defines a bounded linear functional on the local functions. Thus, it extends by continuity to a continuous linear functional on D/C.
Diffusion processes on
The last statement of the theorem has some interesting consequences, as it implies that every space D for which it holds that C
is a core for A. Now pick such a space, satisfying condition 4.4. We calculate A g f and Hf for f, g ∈ D. Again, the calculation of A g gives us a new generator with a changed drift.
Hf introduces a quadratic term:
The space of compactly supported twice continuously differentiable functions
with a LF topology. LF stands for countable strict inductive limit of Fréchet spaces(limit Fréchet). This will be our choice for D.
We give the construction of the topology, for more details see Robertson [20, Chapter 13] . Pick a sequence of compact sets K n ⊂ R d such K n is contained in the interior of K n+1 and n K n = R d . Consider the spaces C 2 (K n ), the spaces of twice continuously differentiable functions with support contained in K n . For a fixed n, the space is a Fréchet space equipped with the semi-norms
for m ≤ 2 and where p ∈ N d is a multi-index and |p| = i |p i |.
A base of neighbourhoods of 0 for the topology on
We will refer to this topology, as usual as τ LF . We show that (C 
Clearly, N is convex and balanced. Thus, we need to show that N is closed and that N is absorbing. That N is absorbing, follows by showing that N is a neighbourhood of 0 and the fact that C 2 c (R d ) is barrelled. In a barrelled space, there is a neighbourhood base for 0 consisting of barrels, so if N is a neighbourhood of 0, it contains a barrel which is absorbing, implying that N is absorbing also.
We show that N is a neighbourhood of 0. This is equivalent to proving that N ∩C 2 (K n ) is a neighbourhood of 0 in C 2 (K n ) for every n. As the coefficients of a and b are continuous, they are bounded on K n . Letā = sup i,j sup x∈Kn |a i,j (x)| andb = sup i sup x∈Kn |b i (x)|. Pick c > 0 such that
This choice implies that
As n was arbitrary, it follows that N is a neighbourhood of 0 in
The last thing to check, for N to be a barrel, is that it is closed. Suppose that we have a net f α ∈ N that converges to f in C 2 c (R d ). By proposition IV.5.17 [3] , there is an n such that the net f α and f are in C 2 (K n ). Furthermore, by corollary IV.5.15 [3] 
. This implies that the partial derivatives of f α converge point-wise to the partial derivatives of f , which implies that f ∈ N .
We obtain that N is a barrel and by construction of N and the form of H, see (6.6) , sup
Also, for c ≥ 1, we obtain sup
The approach given here also applies to the Schwartz space of rapidly decreasing functions,
As a consequence of the Sobolev embedding theorem, it is also possible to use suitably chosen Sobolev spaces as (D, τ D ).
7 Appendix: Decomposition of the rate function on product spaces
In this appendix (E, d) is a complete separable metric space.
Suppose P is the law of a Markov process on D E (R + ). We are interested in the LDP of (L
The following lemma is a multidimensional version of exercise 6.2.26 of Dembo and Zeitouni [4] . Lemma 7.1. The large deviation rate function I[0, t 1 , . . . , t k ] of the LDP of the sequences (L
k+1 is given by
Also, we can restrict to a smaller class of functions.
Corollary 7.2. The supremum over C b (E) can be restricted to any class of functions M that separates points and is closed under taking point-wise minima. In particular, this holds for C 0 (E) if E is locally compact.
Proof. Suppose that M separates points and is closed under point-wise minima. Then the space
is well separating [4, Definition 4.4.7 and exercise 4.4.14]. As a consequence, we can restrict the supremum in equation (7.1) to M ′ . However, for f = g + c ∈ M ′ and g ∈ M , it is clear that for any two probability measures µ and ν f, µ − log e f dν = g, µ − log e g dν.
Therefore, we can restrict to functions in M . Clearly, C 0 (E) separates points and is closed under taking point-wise minima.
Denote with V (s, t)f (x) = log E X(s)=x e f (X(t)) and put
be a set of functions that separates points, and which is closed under taking point-wise minima. Denote with V (s, t)f (x) = log E X(s)=x e f (X(t)) and let M be such that for every t ≥ 0:
Then, it holds that
Proof. The proposition consists of two parts. First, we prove that
In line 2, we have taken a conditional expectation to reduce f 1 (X(t 1 )) to V (0, t 1 )f 1 (X(0)). 8 Appendix: The weak topology on P(E) as a restriction of the weak* topology First, we show two characteristics of the dual of C 0 (E), where E is locally compact.
Proposition 8.1. For a locally compact space, the dual of (C 0 (E), ||·||) is the space of Radon measures of bounded variation on E. Furthermore, the weak* topology on the dual of (C 0 (E), ||·||) restricted to the probability measures coincides with the topology of weak convergence.
Proof. First, the dual of (C 0 (E), ||·||) is the space of Radon measures on E of bounded total variation by the Riesz-Markov representation theorem [3, Theorem C18].
C 0 (E) is convergence determining [8, Section 3.4] , therefore, if f, µ n → f, µ for every f ∈ C 0 (E) then we obtain f, µ n → f, µ for every f ∈ C b (E). The converse is clear.
9 Appendix: Souslin spaces, barrelled spaces, and Gelfand integration 9.1 Barrelled spaces and Gelfand integration Definition 9.1. A space X is called barrelled if every barrel is a neighbourhood of 0. A set S is a barrel if it is convex, balanced, absorbing and closed. S is balanced if we have the following: if x ∈ S and α ∈ R, |α| ≤ 1 then αx ∈ S. S is absorbing if for every x ∈ X there exists a r ≥ 0 such that if |α| ≥ r then x ∈ αS. Theorem 9.3 (The closed graph theorem). Let X be a barrelled locally convex space, and let F be a Fréchet space. Suppose that T : F → X is a linear operator with closed graph in F × X , then T is continuous.
We will use the closed graph theorem to show that weak* integration is well defined.
Let (Ω, F , µ) be a complete and finite measure space, and let X be a barrelled space with topological dual X * . The topology that we will be concerned with, however, is σ(X * , X ), the weak* topology. is F measurable for every x ∈ X . Such a function f is called Gelfand or weak* integrable if x, f ∈ L 1 (Ω, F , µ) for every x ∈ X .
For Gelfand integrable functions, we have under the condition that X is barrelled, i.e. that the closed graph theorem holds, the following theorem [6, pages 52-53].
Theorem 9.5. For every measurable set A ∈ F and Gelfand integrable function f , there exists a unique x * A ∈ X * such that
for all x ∈ X . This element x * A will be denoted by A f dµ. In particular, suppose that we have a measure ν on (X * , B(X * )) where B(X * ) is the Borel-σ-algebra with respect to the weak* topology. A number of well known spaces are Souslin spaces.
Lemma 9.8. Let (X, τ ) be a separable barrelled locally convex Hausdorff space and T a barrel in (X, τ ). Then ( n nT • , wk * ) ⊂ (X * , wk * ) is a Souslin space.
In particular, as the unit ball in a Banach space B is a barrel, the dual (B * , wk * ) of separable Banach space is Souslin.
Proof. Let T be a barrel in (X, τ X ). Take a countable and dense subset T c of T , which exists by the separability of X. We show that the weak* topology on T
• is determined by a metric defined by N c .
First of all, because T is a barrel, there is for every x ∈ T a c > 0 such that c −1 x ∈ T . In other words, T determines the weak* topology on X * . We now show that T c determines the weak* topology on T
• .
Suppose that we have a net y β in T • and y ∈ T • such that for everyx ∈ T c :
x, y β → x, y .
We show that the same holds for every x ∈ T . Pick an arbitrary x ∈ T and a net x α ∈ T c converging to x. By the triangle inequality we get We show that all three terms on the right hand side go to 0 as first α → ∞ and then β → ∞.
First note that a polar set is always weak* closed as
As we are working with a barrelled space, the topology on X is the topology of uniform convergence on bounded sets of the dual. Because T • is closed, it is compact by the Bourbaki-Alaoglu theorem, propositions 32.7 and 32.8 in Treves [20] , theorem III.6 in [18] , and compact sets are bounded [20, Proposition 14.1] .
This means that sup β | x, y β − x α , y β | → 0 as α → ∞. So by first picking α large enough to make the first and third term in equation (9.1) small, and then β large enough to make the second term small, we see that indeed weak* convergence on T
• is determined by T c .
Count the elements in T c , i.e. T c = {x i : i ∈ N }, and define the metric
By the argument above, the topology induced by this metric on T • coincides with the weak* topology. Therefore, T
• is compact and metric, which implies that it is complete separable metric. Therefore, it is Polish and thus Souslin. We can do the same for nN
• for every n ∈ N , so we obtain that ( n nN • , wk * ) is Souslin [2, Theorem 6.6.6].
