We denote by Γ(a) and Γ(a;z) the gamma and the incomplete gamma functions, respectively. In this paper we prove some monotonicity results for the gamma function and extend, to x > 0, a lower bound established by Elbert and Laforgia (2000) for the function 
Introduction and background
In a paper of 1984, Kershaw and Laforgia [4] In particular they proved that for x > 0 and α = 0 the function [Γ(1 + 1/x)] x decreases with x, while when α=1 the function x[Γ(1 + 1/x)] x increases. Moreover they also showed that the values α = 0 and α = 1, in the properties mentioned above, cannot be improved if x ∈ (0,+∞). In this paper we continue the investigation on the monotonicity properties for the gamma function proving, in Section 2, the following theorem.
In Section 3, we extend a result previously established by Elbert and Laforgia [2] related to a lower bound for the integral function 2 Supplements to the gamma and incomplete gamma functions
In fact we have
If p = 2 it reduces, by means of a multiplicative constant, to the well-known error function erf(x) 1.4) or to the complementary error function erf c(x)
Many authors established inequalities for the function Gautschi [3] proved the following lower and upper bounds
where p > 1, x ≥ 0 and
The integral in (1.6) can be expressed in the following way
Alzer [1] found the following inequalities
where p > 1, x > 0 and
Feng Qi and Sen-lin Guo [5] establisched, among others, the following lower bounds for p > 1
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where
In Section 3 we prove the following extension of the lower bound (1.14).
Theorem 1.2. For p > 1, the inequality (1.14) holds for x > 0.
We conclude this paper, Section 4, showing some numerical results related to this last theorem.
Proof of Theorem 1.1
Proof. It is easy to note that min x>0 (x + 1/x) = 2, consequently Γ (x + 1/x) > 0 for every x > 0. We have
Since f (x) < 0 for x ∈ (0,1) and f (x) > 0 for x > 1 it follows that f (x) decreases for 0 < x < 1, while increases for x > 1.
Since G (1) = 0 and G (x) > 0 for x > 0 it follows that G (x) < 0 for x ∈ (0,1) and G (x) > 0 for x ∈ (1,+∞). Therefore G(x), and consequently g(x), decrease for 0 < x < 1, while increase for x > 1. Finally
4 Supplements to the gamma and incomplete gamma functions Since Γ (x + 1/x) > 0, hence h (x) < 0 for x ∈ (0,1) and h (x) > 0 for x > 1. It follows that h(x) decreases on 0 < x < 1, while increases for x > 1.
Proof of Theorem 1.2
By means the series expansion of the exponential function e −t p , we have 1) consequently the inequality (1.14) is equivalent to the following 2) that is,
Since for every integer n
, (3.4) by putting z = x p the inequality (1.14) is equivalent to (3.5) it is clear that the series to the right-hand side of (3.5) is convergent for any z ∈ R. We can observe that, for p > 1,
when 0 < z < 9(3p + 1)/4(2p + 1). As a consequence of a well known property of Leibniz type series we have 0 < s 3 (z) < s(z) for 0 < z < 9(3p + 1)/4(2p + 1) just like was proved by Elbert and Laforgia in [2] . It is easy to observe that z = 0 represents a relative minimum point for the function s(z) defined in (3.5) . In fact we have s(z) > 0 for z < 0 and 0 < z < 9(3p + 1)/4(2p + 1). Now we can prove Theorem 1.2 by using the following lemma.
Lemma 3.1. The function s(z), defined in (3.5) , have not any relative maximum point in the interval (0,+∞).
