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Abstract 
Due to a large number of bursty traffic sources that an ATM network is expected to support, 
controlling network traffic becomes essential to provide a desirable level of network performance 
with its users. Admission control and traffic smoothing are among the most promising control 
techniques for an ATM network. To evaluate the pel'formance of an ATM network when it is 
subject to admission control or traffic smoothing, we build a discrete-time single-server queueing 
model where a new call joins the existing calls. 
In our model. it is assumed that. the cell arrivals from a new call follow a general distribution. 
It is also assumed that the aggregated arrivals of cells from the exist.ing calls form bat.ch arrivals 
with a general distribution for the batch size and a geometric distribution for the interarrival 
times of batches. We consider both finite and infinite buffer cases, and analytically obtain 
the waiting time distribution and cell loss probability for a new call and for existing calls. 
Our analysis is an exact one. Through numerical examples, we investigate how the network 
performance depends on the statistics of a new call (burstiness, time that a call stays in active 
or inactive state, etc.). We also demonstrate the effectiveness of traffic smoothing to reduce 
network congestion. 
*This material is based upon work supported by the National Science Foundation under Grant No.DC!-
8602052. This research is also in part. s11pport.C'd by University of 9alifornia MICRO Program. 
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1 Introduction 
Broadband packet switching networks offer an attractive way for exchanging multimedia infor-
mation such as voice, computer <la.ta, and images. Among various proposals for implementing 
broadband networks, asynchronous transfer mode (ATM) seems promising because of its ability to 
support a broad spectrum of traffic characteristics. 
Many of the traffic sources that ATM is expected to support a.re bursty. For instance, interactive 
data and compressed video images are considered as bursty. A bursty source may generate cells at 
a near-peak rate for a while, and a second later, it may become inactive, generating no cells. Due 
to the dynamic nature of bursty traffic, severe network congestion may occur. Thus, devices to 
prevent network congestion such as admission control and traffic smoothing techniques are crucial 
in ATM networks. 
In admission control, upon arrival of a new call, a network predicts the performance degradation 
based on the current network traffic load and traffic statistics of a new call, and accepts the call only 
when its performance requirement is met. Traffic smoothing is a technique to reduce the burstiness 
of input traffic to avoid network congestion. The smoothing function could either be performed by 
an access control at a network-user interface or at a data source by buffering and injecting cells 
into a network at a slower speed. As in admission control, upon arrival of a new call, smoothing 
mechanism may or may not be invoked based on the performance prediction. 
In both admission control and traffic smoothing, an accurate prediction of network performance 
becomes important. In most of the pa.st research on the performance of conventional packet switch-
ing networks, it has been assumed that input traffic follows a Poisson distribution. This is because 
most of the traffic found on the conventional packet switching networks is computer-to-computer 
data, and such data are welJ.]rnown to follow a. Poisson process [1]. 
Since an ATM network is expected to support a large number of bursty sources with different 
types of traffic, a Poisson process may no longer be able to describe network traffic accurately. 
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Therefore, in this paper, we assume an arbitrary arrival process to represent a newly arriving 
call (along with geometric arrivals for the existing calls on a network), and develop a mathematical 
model to investigate the effect of input traffic ch a.ra.cteristics on the performance of an ATM network. 
This paper is organized as follows. In Section 2, we will develop a queueing model for an ATM 
switch where a number of calls are multiplexed onto an output port of the switch. We will assume 
that the switch is fast enough so that queueing of cells occurs only on the output. As for the 
capacity of output buffer, we consider two cases: infinite and finite capacity. 
In Section 3, we obtain the z-transform for the waiting time distribution of cells, assuming 
infinite buffer capacity on the output. In Section 4, assuming finite buffer on the output, we obtain 
the loss probability of cells and the distribution of queue length on an output. 
In Section 5, numerical results are provided to discuss the effects of traffic characteristics on 
the performance of a switch. We will use an Interrupted Poisson Process (IPP) [2] for the cell 
generation process from a new call. Section 6 provides concluding remarks. 
2 Analytic Model 
In this paper, we assume a non-blocking switch fabric. We also assume that a switch is fast enough 
to handle cells even when all the input ports inject the maximum number of cells into the switch. 
Thus, buffering is only needed on the outputs (3, 4]. As for the capacity of the buffer at an butput 
port, we consider both infinite and finite cases. We further assume constant size cells. Channel time 
is slotted, with slot size being equal to a cell transmission time. All the input lines are synchronized. 
Cell arrivals are considered to occur at slot boundaries. 
We focus on one output port of a switch, and consider the case of adding a new call to a 
set of existing calls on the output port. We analyze th~ performance of a switch and investigate 
how the switch performance depends on the traffic characteristics of a new call. We assume that 
the interarrival time between cells from a new call forms a general distribution with its density 
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a(k) = Prob(interarrival time = k slots) and z-transform A(z). Generation of cells from a new 
call is referred to as GI-stream (cell arrival stream with generally and independently distributed 
interarrival times). 
Aggregated arrivals of cells from the existing calls form a Bernoulli process with batch arrivals. 
In other words, cells arrive in batches, and the batch size (the number of arrivals in a slot) follows 
a general distribution with the z-transform B(z). Cell arrivals in different slots are independent. 
This cell arrival process is referred to as M-stream (cell arrival stream with a Markovian interarrival 
time distribution). 
Our traffic model for the existing calls is farely general. For instance, if we assume that each 
of the existing N calls follows a geometric arrival process with th~ probabilities p for having an 
arrival in a slot and 1 - p for not having an arrival, the sum of these N calls becomes a Bernoulli 
process with batch arrivals, where the z-transform for the batch size distribution is given by 
( 
p p )N B(z) = 1 - N + z N . (1) 
Using Kendall's notation, our analytical model is denoted as a discrete-time GI+ M[X] / D /l/ [( 
(I< < oo or J( = oo) queue system. Analytical results on this queueing system are not knqwn to 
date. The closest model so far investigated is a continuous-time queueing system with exponential 
service time and aggregated arrivals of GI and Poisson processes (GI+ M/M/l/oo) [5, 6]. In the 
following section, we analyze infinite buffer ca.se. The finite buffer case is analyzed in Section 4. 
3 Infinite Buffer System 
In this section, we consider the infinite buffer ca.se and obtain the z-transform for the waiting time 
distribution for each of the GI- and M-streams. 
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3.1 Derivation of Queue Length Distribution 
We will observe an output buffer at arrival instances of cells from GI-stream, and relate the queue 
length distribution at one observation point (say, at (n + 1)-st arrival from GI-stream) to that of 
the previous observation point (at n-th arrival from G!~stream ). For this purpose, we first obtain 
the queue length distribution in k slots following the n-th arrival from GI-stream. 
Let Cl]' be the random variable representing the queue length immediately before then-th arrival 
of a cell from GI-stream, and C'f: be the random variable representing the queue length at the end 
of the k-th slot following the n-th arrival of a cell from GI-stream. (See Fig.1.) Assume B is the 
random variable for the batch size, i.e., the number of cells arriving in a slot from M-stream, and 
let b(i) be its density, i.e., b(i) = Prob[B = i]. 
At the end of the slot where the n-th arrival from GI-stream happens, there are C0 + B + 1 - 1 
cells in the buffer. (Cl]' number of cells were in the buffer immediately before the arrival from 
GI-stream, B cells from M-stream and one cell from GI-stream join the queue, and one cell is taken 
for service from a queue.) Thus, we have 
Cf= C~ + B. (2) 
Here, we have assumed the come right in strategy [7], i.e., a cell finding the buffer empty is 
immediately served and removed from the buff er. 
Noting that there are no arrivals from GI-stream in the k-th (k ~ 2) slot following the arrival 
from GI-stream, we have the following recurrence equation for the number of cells (CJ;) in the 
buffer: 
CJ: = max( CJ:_ 1 + B - 1, 0), k = 2, 3, · · " (3) 
We assume that the steady state exist for CJ: and Cl]'. Namely, 
limCJ:=Ck, k=l,2,···, 
n-too 
(4) 
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lim C(f = Co. 
n-oo 
(5) 
We define Ck(z) and C0 (z) as the z-transforms for Ck and Co, respectively. 
By letting n go to infinity in eqs.(2) and (3), we can obtain the z-transforms for the queue 
length distributions as follows: 
C1(z) = Co(z) B(z), (6) 
(7) 
Note that B(z) has been previously defined as the z-transform for B. 
Applying eq.(7) recursively, and finally using eq.(6), we obtain Ck(z) as a function of the initial 
queue length distribution Co(z) as follows. 
B(z) k-1 k-1 B(z) m-1 z - 1 
Ck(z) = (-) Co(z) B(z) + L (-) - Ck-m(O) B(O), k = 1, 2, · · ·. (8) 
Z m=l Z Z 
C0 (z) in the above equation is easily determined in the following way. With the probability a(k), 
an arrival of a new cell from GI-stream occurs in k slots following the last arrival from GI-stream. 
Upon arrival, the new cell finds the queue length distribution Ck(z). Therefore, C0 (z) is given by 
00 
Co(z) = L a(k) Ck(z). (9) 
k=1 
Substituting eq.(8) into eq.(9), Co(z) becomes 
B(z) ' z - 1 00 B(z) m 
Co(z) = z C0 (z) A(-z-. ) + B(z) B(O) f
1 
(-z-) x(m), (10) 
where A( z) has been previously defined as the z-transform for the interarrival times of GI-stream 
cells, and the unknown constants, x( m ), are defined as 
00 
x(m) ~ L a(m + k) Ck(O), m ~ 1. (11) 
k=O 
Noting that the z-transform for the sequence x(m) is given by 
00 
X(z) = L x(m) zm, (12) 
m=l 
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it is easy to see that the term L~=l ( 8 iz)t x(m) in eq.(10) becomes X( 8 1z)). Therefore, eq.(10) 
becomes 
B(z) z - 1 B(z) C0 (z) = z Co(z) A(-)+ - B(O) X(-). z z z 
By solving eq.(13), we finally have 
() (z- l)B(O)X(~) 
Co z = {1-zA(Biz))}B(z). 
(13) 
(14) 
To obtain the unknown function X( ·) jn the above equation, we follow the method described in (8]. 
Appendix summarizes this method. 
3.2 Derivation of Waiting Time Distributions for M-Stream and GI-Stream 
In this section, we obtain the waiting time distribution for both M-stream and GI-stream. As a 
rule, in order to select a cell for service from the buffer, we assume random selection among the 
cells arriving in the same slot, while FCFS is assumed among the cells arriving in different slots. 
We first obtain the waiting time distribution for GI-stream. The waiting time for GI-stream 
cell, say a test GI-cell, consists of two elements; the time to serve all the cells found in the buffer 
upon arrival of a test GI-cell, and the time to serve the M-stream cells which arrive with a test 
GI-cell and are served before the test GI-cell. The first element is easily obtained, since we know 
that the queue length distribution immediately before an arrival of a GI-stream cell is given by 
C0 (z) (see eq.(14)]. Noting that the service time of a cell is unit time, C0 (z) for the queue length 
also gives the z-transform for the time to serve all the cells found in the buffer upon arrival of a 
test GI-cell. 
The second element, the time spent in serving M-stream cells before a test GI-cell, is obtained 
in the following way. With the probability b( i - 1 ), a total of i cells ( i - 1 M-stream cells and a 
test GI-cell) arrive in a slot. Among these i cells, a test GI-cell is placed at the j-th position with 
the probability 1/i (i 2:: j). Therefore, the probability that j -1 M-stream cells are served prior to 
a test GI-cell is given by 
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• 
00 b( i - 1) 
da1(J) = I: . , j = 1, 2, · · ·. 
. . i 
i=J 
The z-transform for da1(j) becomes 
00 
Da1(z) ~ L dGI(j) zj 
j=l 
= f zi f b( i -:-- 1) 
j=l i=j i 
= f { t b( i -:-- 1) zj } 
i=l j=l i 
= f b( i -:-- 1) z ( 1 - zi) 
i=l i 1 - z 
= _z_ f 1 B(x)dx. 
1- Z Jz 
(15) 
(16) 
Since the service time of a cell is unit time, Da1(z) for the number of cells served prior to the test 
GI-cell gives the z-transform for the time to serve the M-stream cells which arrive at the same time 
as the test GI-cell and are served before the test GI-cell. 
Using C0 (z) and Dar(z), we find the z-transform for the waiting time distribution of the GI-
stream cells, WGI(z), becomes 
WGI(z) = Co(z) Da1(z). (17) 
Note that the waiting time for a test GI-cell includes its own service time. The mean waiting time 
is then obtained as 
(1) ( ) ElVa1 = WGI 1 , 
where wJ}} is the first derivative of WGJ(Z). 
(18) 
Next, we derive the waiting time distribution for M-stream. Let us assume that a test cell from 
M-stream (a test M-cell) arrives in the k-th slot following the last arrival of a GI-stream cell. The 
waiting time for a test M-cell consists of two elements. The first element, the time to serve the cells 
in the queue found upon arrival of a test M-cell, is obtained from Ck-I (z), the z-transform for the 
queue length distribution immediately before the arrival of a test M-cell. 
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The second element of the waiting time for a test M-cell is the amount of time it takes before it 
is selected for service out of the cells arrived with it. First, assume that a test M-cell arrives with 
the GI-stream cell (i.e., k = 1). Let bo( i) be the conditional probability of having i cell arrivals 
from M-stream in a slot, given that one or more M-stream cells arrive. Note that bo( i) is given by 
b(i)/(1 - b(O)). Then, b0 (i - 1) gives the probability of having a total of i cell arrivals in a slot 
( i - 1 M-stream cells and a GI-stream cell). Among these i cells, a test M-cell is placed at the j-th 
position with the probability 1/i (i ~ j). Noting that there are (i~t) possible ways to choose a test 
M-cell from i - 1 M-stream cells, and following the similar discussion to obtain eq.(15), the density 
for the waiting times of M-stream cells is obtained as 
. 1 ~ . bo ( i - 1) 
dM,1(J) = G ~(i-1) i , (19) 
t=J 
where G is a normalizing constant and is equal to the mean of bo( i), EB0 = l:i::1 ib0 ( i). We also 
considered the fact that the service time is unit time to obtain eq.(19). After some manipulation, 
the z-transform for dM,1(j), DM,1(z), is obtained as 
1 z f 1 
DM,1(z) = EBo 1 _ z (1 - zBo(z) - lz Bo(x)dx]. (20) 
Next, assume that the arrival of a test M-cell occurs in the k-th slot (k ~ 2) following the last 
arrival of a GI-stream cell. Note that, in this case, there are no arrivals of a GI-stream cell in that 
slot. Using the result in (9], the z-transform for the time until a test M-cell is selected becomes 
DM,k(z) 1 z = EBo 1 - z (l - Bo(z)), k = 2,3, .... , 
A DM(z). (21) 
Using the probability s( k) that the arrival of a test M-cell falls in the k-th slot following the last 
arrival of a GI-stream cell, we have the z-transform for the waiting time distribution of M-stream 
cells as follows: 
00 
WM(z) = L: s(k) Ck-1(z) DM,k(z), (22) 
k=l 
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where s(k) is given by 
s(k)=f.~2· k=l,2, .... 
i=k 
(23) 
Note that EA g L:k:1 ka(k) is the average interarrival time of GI-stream cells. 
By expanding eq.(22), we have 
00 
WM(z) = s(l) Co(z) Drv1,1(z) + s(2) CJ(z) DA1(z) + DM(z.) L s(k) Ck-1(z). (24) 
k=3 
The only unknown terms in the above equation are Ck(z)s in the term l:f:3 s(k)Ck-1(z). This 
term Lk°=3 s(k)Ck-1(z) becomes 
00 
2:s(k)Ck-1(z) 
k=3 
= ~s(k){ (B~zlf2ca(z)B(z)+ };_ (B~zlf-1 ck-1-m(o)B(o)} 
z2 Co(z) B(z) 
= B(z) S(-z-) - s(l) z Co(z) - s(2) B(z) C0 (z) 
+ z(z(- ;) B(O) f, (B(z)) m f, Ck(O) s(m + k), (25) 
B z) m=2 z k=l 
where S ( z) g L:k:1 s( k) zk is the z-transform for the sequence, s( k), and is 
S( ) = _1 z (1 - A(z)) z EA (l - z) . 
We define the last summation term in eq.(25) as g( m ), i.e., 
Then, 
00 
g(m) ~ L Ck(O) s(m + k), m = 1, 2, · · ·. 
k=l 
00 
g(m) = L Ck(O) s(m + k) 
k=l 
= f: Ck(O) f, t) 
k=l n=m+k 
1 00 00 
= EA .LL Ck(O) a(i + k) 
i=m k=l 
1 00 
= EA ~ x(i). 
i=m 
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(26) 
(27) 
(28) 
I 
To obtain the last equation, we used eq.(11). The z-transform for the sequence g(m), G(z), then 
becomes 
00 
G(z) = L g(m) zm 
m=l 
1 00 00 
= EA fli~ x(i) zm 
1 z 
= EA 1 - z (X(l) - X(z)). (29) 
From eqs.(27) and (29), the term 2::~=2 (Biz)) m 2::~ 1 Ck(O)s(m + k) in the eq.(25) can be repre-
sented by 
f2 ( B~z)) m ~ Ck(O) s(m + k) = f2 ( B~z)) m g(m) 
= G(B(z))- B(z) g(l) 
z z 
= _1 B(z) {X(l)- X(B(z))} __ 1 B(z). (30) EA z - B( z) z EA z 
Substituting eqs.(26) and (30) into eq.(25), and then using eq.(22), we finally obtain 
WM(z) = ;A { Co(z) (DM,1(z) - z DM(z)) + B(O) ~(z~ DM(z) 
z (z - 1) [ B(z) ] } 
+B(O) (z - B(z))B(z) X(l) - X(-z-) . (31) 
4 Finite Buffer System 
In this section, we analyze a finite buffer system and obtain the distribution for queue length and 
loss probability of cells for each of the M-strea.m and GI-stream. It is assumed that the buffer can 
hold a maximum of ]( cells. Throughout this section, we assume a general distribution for cell 
arrivals from GI-stream with the restriction that the maximum interarrival time is finite. We also 
assume that the number of cells arriving in a slot from M-stream (batch size) follows a general 
distribution and has the finite maximum value. 
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4.1 Derivation of Queue Length Distribution 
First, we define the following operators [10, 11]: 
y(j) j < m 
L~m y(i) j = m (32) 
0 j > m 
0 j < 0 
7ro(y(j)) = L:?=-<X> y(i) j=O (33) 
y(j) j>O 
A convolution operator for two discrete distributions is denoted by a symbol * as 
00 
Y1 (j) * Y2U) ~ I: Y1 (j - i) * Y2( i). (34) 
i=-oo 
Let 'C;: be a random variable representing the system length (i.e., the number of cells in the 
buffer plus a cell being served at a server) observed at the beginning of the k-th slot following the 
n-th arrival of a cell from GI-stream. (For instance, C"; is the system length immediately after the 
n-th arrival of GI-stream cell; G; is the system length at the beginning of the second slot; and so 
on. See Fig.1.) 
The C'; cells in the system (the buffer and the server combined) at the beginning of the first 
slot, which followed the arrival of a GI-stream cell, are those present at the buffer before the arrival 
of the GI-stream cell (C0 cells), a newly arrived GI-stream cell (1 cell), and newly arrived M-stream 
cells (B cells). Note that the cell being served in the previous slot leaves the system immediately 
before the arrival of a GI-stream cell, and thus, need not to be counted. Thus, we have 
C'; = min(C0 + 1+B,](+1). (35) 
Since C"; (system length) is equal to Cf (queue length) plus one, if there is a cell being served, we 
have 
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I 
I 
j 
Cf= max(C7 - 1, 0). (36) 
From the similar discussion above, we have the following recurrence relations for k = 2, 3, · · ·: 
~ = min(Ck-I + B,]( + 1), k = 2,3, · ·" (37) 
Ck' = max('C'7 - 1, O), k = 2, 3, · · ·, (38) 
Let c7k(j) and "Ck(j) be the density function for er and ~, respectively. Namely, cf:(j) = 
Prob[C'k = j] (k = 0, 1, .. ·) and CJ:(j) = Prob[~ = j] (k = 1, 2, .. ·). b(i) is the density of B, 
batch size of M-stream arrivals. (See Section 3.1 for the definition of b(i).) Using 71"-operations on 
eqs.(35) through (38), we have 
c?(j) = 1l"K+ 1 (c~(j- l)*b(j- 1)), 1sjs](+1, (39) 
(40) 
cf(j) = 1l"K+1(ci_ 1(j) * b(j)), Os j s K + 1, i = 2, 3, · · ·. ( 41) 
From the similar discussion to derive eq.(9), {c~+l(j), 0 s j s K}, the queue length distribution 
immediately before the ( n + 1 )-st arrival of a GI-stream cell, is given as a function of cJ:(j) by 
00 
c~+ 1 (j) = I: a(k) cJ:(j), 0 S j S K. (42) 
k=l 
We can calculate the values of c~+l (j)(O s j :$ K) from eqs.(39) through ( 42) by following the 
computational diagram illustrated in Fig.2. 
The steady state probability that there a.re j cells in the buffer immediately before an arrival 
of a GI-stream cell is given by 
co(j) = lim co(j), 0 s j s ](, 
n-oo 
(43) 
If distributions for the interarrival times of GI-stream and for the batch size of M-stream are 
identically and independently distributed, we can apply the computational procedure in Fig.2 
repeatedly to obtain the steady state probabilities co(j)(O s j s K). 
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4.2 Derivation of Loss Probabilities for M-Stream and GI-Stream 
We first consider PorU), the conditional cell loss probability for GI-stream given that the queue 
length (Co) immediately before an arrival of a GI-stream cell is j. Assume that i cells arrive from 
M-stream along with a GI-stream cell and find j cells in the buffer, i.e., Co= j. if i + 1 + j > K + 1, 
i + j -1( cells are lost due to buffer overflow. Thus, the probability that a GI-stream cell is among 
the lost cells is given by (i + j-H)/(i + 1 ). Since the probability of having i arrivals from M-stream 
is b( i), the conditional probability, Por(j), then becomes 
( ) ~ i +.j - Kb(.;), PGI j = LI ~ 
. K ·+1 i + 1 i= -J 
( 44) 
By unconditioning PorU) on the values of co = j, the cell loss probability for GI-stream becomes 
K 
PGI = L co(j) PGI(j) 
j=O 
= tc0(j) f: i+.j-K b(i). (45) 
j=O i=K-j+l i + l 
In the following, we will obtain the cell loss probability for an M-stream. First, we assume that 
i cells arrive from M-stream along with a GI-stream cell and find j cells in the buffer. We focus on 
one of the i M-stream cells, a test M-cell, and obtain the probability that a test M-cell is lost. If 
i+l+j > K+l,i+j-1( cellsarelostduetobufferoverflow,and(i+l)-(i+j-K) = 1-j+K cells 
are accepted into the buffer. If a GI-stream cell is one of the i - j + K accepted cells (probability 
of this is (1 - j + K)/(i + 1)), the probability that a test M-cell is lost becomes (i + j - K)/i. 
If a GI-stream cell is one of the i + j - J( lost cells (probability of this is (i + j - K)/(i + 1)), 
the probability that a test M-cell is lost becomes (i + j - ]( - 1)/i. Since the probability that a 
test M-cell is contained in a batch of size i is ibo( i)/ EBo [9], the cell loss probability PM,l (j) for 
M-stream in the first slot following the arrival of a GI-stream cell is given by 
= 
f: i b0 ( i) [ 1 - j + K i + j - ]( i + j - ]( i + j - K - 1] 
. 1, ·+i EBo i + 1 i + i + 1 i i= \-J 
~ i b0 ( i) i + j - ]( 
i=~+l EBo i + 1 
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Next, we consider the case where i cells arrive from M-stream in the k-th slot (k ~ 2) following 
an arrival of a GI-stream cell and find k cells in the buffer. In this case, there are no arrivals from 
GI-stream. If i + j > J( + 1, i + j - J( - 1 cells are lost due to buffer overflow. The probability 
that a test M-cell is lost is (i + j - J( - 1)/i. 
Therefore, PM,k(j), the cell loss probability at k-th slot (k ~ 2) following an arrival of a GI-
stream cell given that there are j cells in the buffer upon arrival of a test M-cell, becomes 
) ~ j + i - J( - 1 bo( •)' PM,k(j = L....t ~ 
. r...· ·+2 EBo i=.n.-J 
0 ~ j ~ ](' k = 2, 3, .... ( 46) 
Since the probability that the queue length is j upon arrival of a test M-cell is Ck(j), and that 
the probability that the arrival of a test M-cell falls in the k-th slot following the last arrival of a 
GI-stream cell is s(k) [see eq.(23)], the cell loss probability for M-stream becomes 
oo K 
PM= I: s(k) I: q(j) PM,k(j). (47) 
k=l j=O 
5 Numerical Discussions 
5.1 Traffic Model for ATM Networks 
Although our analysis allows arbitrary arrival distributions for GI-stream, in the following numerical 
examples, we assume a discrete-time Interrupted Poisson Process (IPP) for GI-stream. While IPP 
in the continuous-time domain was originally introduced by Kuczura[2] for an overflow process, it 
has been recently considered to be suitable to describe bursty traffic in ATM networks (see, for 
example, [12]). A discrete-time IPP is a process with the following features: (1) IPP is a process 
with two states, ON and OFF, which appear in turn, (2) IPP changes from ON to OFF with 
probability 1 - I per slot, from OFF to ON with probability 1 - w per slot. The IPP stays in ON 
state (OFF state) for geometrically distributed length of time with the average l/(l-1) [1/(1-w)]. 
(3) IPP generates a cell with the rate A per slot only when it is in ON state, and does not generate 
any cells when in OFF state. (See Fig.3.) 
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Interarrival times of cells from GI-stream form IPP. The z-transform and its moments for IPP 
can be easily obtained in a similar approach used to develop for a continuous time IPP [2), and 
given by the following. The z-transform, A1pp(z), is 
A{(l -1 - w)z2 + 1z} 
Aipp(z) = 1 - (/(1 - A)+ w)z - (1 - A)(l - I - w)z2 ' (48) 
and the first and second moments, denoted by MJ~p and .MJ~p, respectively, are given by 
(1) _ l/(l-1)+1/(l-w) 
Mrpp - A/(1-1) (49) 
I 2A(l - w)(l -1 - w) - 2(-A/ - (2 -1-w) ) .M(2) _ +2A(l-w))(2-1-w) (l} !PP - _;._ __________ 2=---------- + M1pp• 
A2(1-w) (50) 
The variance of IPP, VA1pp, then becomes 
v MJ~p - [MWpJ2 
VA1pp = (l) . 
M1pp 
(51) 
As for M-stream, we assume geometric arrivals of cells in batches with a Poisson distribution 
for the batch size. The z-transform for the batch size is given by 
B(z) = e-.\M(l-z)' (52) 
where AM is the average batch size. Since we take the transmission time of a cell as unit time, AM 
is same as the traffic load (P!vl ). 
5.2 Effects of Burstiness of Traffic on Performance 
In Figs.4.1, 4.2 and 4.3, the value of A is assumed to be 1.0; namely, GI-stream generates a cell in 
each and every slot during ON-state (see Fig.3). We wilf change the values of I and w, keeping the 
ratio of the average ON length (1/(1 -1)] and the average OFF length [1/(1-w)] constant 1/10. 
In this case, the traffic load of GI-stream PG! = 1/ Mj~p = t/(l~~f ~~/ll-w) becomes 1/11. In the 
following, we examine the effects of different ON and OFF lengths on the performance. 
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Fig.4.1 shows the mean waiting times of cells as a function of PM (the traffic load of M-stream) 
for the cases of (1 = 0.9, w = 0.99) and (t = 0.99, w = 0.999). The average ON and OFF 
lengths are 10 slots and 100 slots, when I = 0.9 and w = 0.99, and 100 slots and 1000 slots, when 
I = 0.99 and w = 0.999. Infinite buffer capacity is assumed in Fig.4.1. Real lines illustrate the 
mean waiting times for GI-stream. Whereas, the dotted lines represent waiting times for M-stream. 
For comparison purposes, we also included the mean waiting time for the case where there is only 
M-stream (this case is indicated by "M-stream only" in the figure.) This figure shows that the mean 
waiting times for GI-stream and M-stream in the case of (ON length, OFF length) = (100, 1000) 
are much larger than those in the case of (ON length, OFF length) = (100, 1000). By comparing 
the mean waiting times for M-stream for different cases, it is apparent that, if the average ON and 
OFF lengths of GI-stream are longer, an increase in the M-stream waiting time is greater for the 
same value of PM· 
For the infinite buffer system, we analytically obtained the waiting time distributions for GI-
stream and M-stream in Section 3. Fig.4.2 shows, as a function of PM, the 99.9% cumulative waiting 
time, i.e., the value of the minimum integer T which satisfies Prob( waiting time s T] ~ 0.999. We 
have assumed the same parameter values as in Fig.4.1. This figure confirms the observation made 
in Fig.4.1: the performance diminishes proportionally to the length of the ON and OFF lengths of 
GI-stream. Thus, the longer the ON and OFF lengths of GI-stream are, the worse the performance 
becomes. 
Figs.4.3 and 4.4 are for the finite buffer system, and show the cell loss probability as a function 
of PM (traffic load of M-stream). Buffer size K is the parameter in both figures. In Fig.4.3, the 
average ON and OFF lengths are 10 and 100 slots, respectively, and in Fig.4.4, the average ON and 
OFF lengths are 100 and 1000 slots, respectively. From. these two figures, we observe that the cell 
loss probabilities are larger, when the ON and OFF lengths of GI-stream are longer. For instance, 
compare the cell loss probabilities for GI-stream for ]( = 50 in Fig.4.3 and in Fig.4.4. If the cell 
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loss ofless than 10-6 should be satisfi.ed, PM has to be less than approximately 0.4 in Fig.4.3, while 
this cell loss requirement cannot be satisfied at all in Fig.4.4. 
Note that the interarrival times of GI-stream cells must be bounded in order for our analysis of a 
finite buffer system to be applicable. On the other hand, in this numerical example section, we have 
assumed that the GI-stream arrival process follows an IPP, where infinitely long interarrival times 
are possible. To obtain figures for the finite buffer system in this section, as an approximation, we 
truncate the tail of the IPP distribution at far distance and sweep the probability in the truncated 
tail onto the truncated point. 
It is often difficult for a network to acquire complete statistics of input traffic, and therefore, 
a network may be forced to make a decision based on incomplete information. For instance, 
the statistics of the arrival process of a new call may.,.be unknown to a network except for its 
average interarrival time, and the network may have to decide if it can accommodate a new call 
without causing severe network congestion. In such a case, a network may assume some well-known 
processes (such as a geometric process) as an arrival process and may make performance prediction. 
The following question immediately arises: how accurate is the prediction based on incomplete 
information on input traffic? To answer this question, we have calculated various performance 
measures assuming that GI-stream follows a geometric process, and examined how accurately (or 
inaccurately) this predicts the performance of the system where, in fact, GI-stream follows IPP. 
Curves indicated as "GIM-stream'' in Fig.4.1 through Fig.4.4 (and in Fig.5.1 through Fig.5.4) show 
the performance measures for the case that GI-stream follows a geometric arrival process. The 
average interarrival time of a geometric process is set to be the same as that of the IPP arrival 
process in these figures. 
By comparing the mean waiting time for the geometric arrival case (indicated as "GIM-stream") 
against to those for the IPP arrival case (indicated as "GI-stream" and "M-stream") in Fig.4.1, 
we can see that the differences in the waiting times for these cases are rather large. Furthermore, 
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the longer the ON and OFF lengths of GI-stream are, the greater the differences are. This same 
trend is also found in Figs.4.2, 4.3 and 4.4. Note that, even when the traffic load of M-stream (PM) 
is small, the performance for the geometric arrival case is far from that for the IPP arrival case. 
(This is clearly shown in Figs.4.3 and 4.4.) Assuming a geometric arrival process does not provide 
a good performance estimate, if the arrival process, in fact, is IPP. 
5.3 Effects of Traffic Smoothing on Performance 
In the following four figures (Fig.5.1 through Fig.5.4), we assume traffic smoothing on GI-stream 
and examine the effects of traffic smoothing on the performance of a network. The purpose of 
traffic smoothing1 is to throttle cell inputs into a network in order to avoid burst cell transmissions. 
The smoothing function could either be performed by an access control at a network-user interface 
or at a data source by buffering and injecting cells into a network at a slower speed. When a 
network is congested by momentary bursts of traffic, traffic smoothing reduces network congestion 
by suppressing inputs to the network. As a result, a network with traffic smoothing may be able 
to support a greater number of calls than a network without one. 
In the following, to model traffic smoothing, we change the average ON length [1/(1 - 1)] 
of GI-stream, keeping the traffic load PGI = i/(1~4f~~/{i-w) of GI-stream constant. When the 
average ON length is longer, cell arrivals are spread over a longer time period, giving smoother 
(less bursty) GI-stream traffic. We further assume that the sum of the average ON and OFF lengths 
[1/(1 - 1) + 1/(1 - w)] of GI-stream is constant (c). The value of c is assumed to be 100 slots 
in Figs.5.1, 5.2 and 5.3, and 1000 slots in Fig.5.4. PGI (traffic load of GI-stream) is 0.1 in all the 
figures. 
In Figs.5.1 and 5.2, we illustrate the effects of smoothing GI-stream traffic on the waiting times 
of M-stream. Fig.5.1 shows the mean waiting times, and Fig.5.2 shows 99.9% cumulative waiting 
1Traffic smoothing is sometimes referred to as shaping. 
19 
times. Buffer size (K) is assumed to be infinite. In these figures, the horizontal line represents the 
average ON length (1/(1 - I)] of GI-stream. Both the arrival rate per slot A and the average ON 
length are changed to keep the traffic load PGI = 0.1. Two levels of the traffic load of M-stream 
are considered: PM = 0.5 and PM = 0.8. In both figures, it is clearly shown that traffic smooth~ng 
achieves better performance for M-stream. As the GI-stream traffic becomes smoother (i.e., as the 
value of 1/(1- 1) becomes larger), both the mean waiting time (in Fig.5.1) and 99.93 cumulative 
waiting time (in Fig.5.2) for M-stream become smaller. 
Figs.5.1 and 5.2 also show that both the mean waiting time and cumulative waiting time for 
GI-stream become smaller as the average ON length increases. This is because GI-stream becomes 
less bursty as the average ON length becomes longer. 
Fig.5.3 assumes finite buffer capacity and shows the cell loss probability as a function of the 
average ON length. The sum of the average ON and OFF length of GI-stream is assumed to be 
100 slots. Fig.5.4 shows the mean waiting times for the case where c = 1000 and A/(1 -1) = 100. 
In Fig.5.4, buffer capacity (K) is assumed to be infinite. As we have seen in Figs.5.1 and 5.2, 
as the GI-stream traffic becomes smoother, the waiting times of M-stream become smaller. From 
our observation, it may be concluded that smoothing GI-stream traffic has a significant effect on 
improving M-stream performance. 
6 Concluding Remarks 
In this paper, we have provided an exact analysis for a discrete-time single-server queueing system 
where two different arrival processes are assumed: (1) arrivals of cells with a general interarrival 
time distribution, and (2) geometric arrivals of cells in batches with a general batch size distribution. 
We have considered both infinite and finite buffer capacity cases. Our model clearly describes a 
switch in an ATM network, when it is subject to call admission control. 
Through numerical examples, we investigated how the network performance depends on the 
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degree of burstiness of the input traffic. We have also observed that smoothing input traffic reduces 
network congestion. 
Our analytical approach for the finite buffer system in Section 4 follows a technique widely 
used in a signal processing area, and requires iterations and, at each iteration, the convolution 
operations are used. The computational cost may be large in some cases. We believe, however, 
that the following may save computational costs: ( 1) Efficient algorithms like FFT [13) may be 
employed to save computing costs of calculating convolution. (2) The queue length distribution, 
c0(j), for the infinite buffer system may be used as the initial values in iterations. This achieves a 
quick convergence. 
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Appendix: Determination of X(z) 
To determine the unknown function X(z), we first examine the relationship between X(z) and 
A(z), the z-transform for the interarrival time distribution of GI-stream cells. If A(z) is a rational 
function of z, it is written as 
A(z) = A1(z) + Az(z), 
where A1 ( z) is a polynomial function: 
M 
Ai(z) = L mi zi, 
i=l 
and A2(z) is the ratio of two polynomial functions: 
where 
"'L l A ( ) L..,/=l n1 z 
2 z = llH ( 1 )Wh ' h=l - O'.hZ 
H 
Lwh=L. 
h=l 
(A.1) 
(A.2) 
(A.3) 
(A.4) 
The quantities 1/ O'.h are the zeros of denominator in eq.(A.3) and Wh are the corresponding mul-
tiplici ties. a( n ), the density for the interarri val times of GI-stream cells, can be also divided into 
two terms, a1 ( n) and a 2 ( n ), where 
M 
ai(n)=Lmn, l~n~M, 
i=l 
H Wj-l 
az(n) =LL Tih nh an, n ~ 1, 
i=l h=O 
where Tih can be obtained by inverting A( z). 
X(z) = L~=l x(m)zm is a.lso written as a sum of two functions X 1(z) and X2(z). 
X(z) = X1(z) + X2(z). 
24 
(A.5) 
(A.6) 
(A.7) 
j 
The unknown sequence, x(m)(m 2 1), in X(z) can be also written as a sum of two terms, x1(m) 
and x2(m), where 
00 
x1(m) = l::a1(m+k)Ck(O) 
k=l 
00 
= . L Ck(O) mm+k 
k=l 
6. x*(m), 1 ::; m::; M - 1, 
and 
00 
x2(m) = L a2(m + k) Ck(O) 
k=l 
00 H Wj-l 
= L Ck(O) L L Tih( m + k )h-n ar+k 
k=l i=l h=O 
= t wfl [f Ck(O) a7 wf (~) kh-n] mn aft, m 2 1. 
i=l n=O k=l h=n 
The z-transforms for x 1 ( m) and x2( m) can be written as 
M 
X 1 (z) = L x*(i) zi, 
i=l 
X ( -) - L:f=1 x**( l) zl 2 .(, - H wn · fh=t (1 - ahz) 
(A.8) 
(A.9) 
(A.10) 
(A.11) 
X 2(z) was derived by comparing eq.(A.9) and eq.(A.6). We now introduce the following functions: 
M 
P(z) = L:mi zM-i B(z)i, (A.12) 
i=l 
L 
Q(z) = L n/ZL-1 B(z)l, (A.13) 
l=l 
H 
IT(z)= IT (z-ahB(z)tn, (A.14) 
h=l 
M-1 
X*(z) = L x*( i) B(z)i zM-i, (A.15) 
i=l 
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L 
X**( z) = 2: x**( l) B( z )1 zL-l. (A.16) 
l=l 
Using the above functions on eq.(A.1) and eq.(A.7), we can obtain the following equations: 
A(B(z)) = IT(z)P(z) + zMQ(z), 
z zMIT(z) (A.17) 
B(z) IT(z)X*(z) + zM-l X**(z) X(~)-~--~~~~ 
z - zM - l II ( z) . (A.18) 
Substituting eqs.(A.17) and (A.18) into eq.(14), we finally obtain C0 (z) in terms of X*(z) and 
X**(z) as 
C (z - l)B(O) + II(z)X*(z) + zM-1 X**(z) 
o(z) = B(z)[zM-1II(z) - II(z)P(z) + zMQ(z)] · (A.19) 
The denominator in the above equation has M + L- l zeroes inside the unit disk of the complex plane 
whenever the stochastic equilibrium condition is fulfilled. However, since C0 (z) is a z-transform, it 
cannot have any poles inside the unit disk. This implies that the Af + N - l zeroes of the denominator 
must be zeroes of the numerator of Eq.(A.19). Then, the unknown parameters x1(m)(l ~ m ~ 
M - 1) and x2( m )( 1 ~ m ~ L) can be determined with M + L - 2 linear equations with the 
normalizing condition Co(l) = 1. This enables us to obtain C0 (z) in Eq.(A.19) and WM(z) in 
Eq.(22). 
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