Knowledge of the mechanism of HIV protease cleavage specificity is critical to the design of specific and effective HIV inhibitors. Searching for an accurate, robust, and rapid method to correctly predict the cleavage sites in proteins is crucial when searching for possible HIV inhibitors. In this article, HIV-1 protease specificity was studied using the correlation-based feature subset (CfsSubset) selection method combined with Genetic Algorithms method. Thirty important biochemical features were found based on a jackknife test from the original data set containing 4,248 features. By using the AdaBoost method with the thirty selected features the prediction model yields an accuracy of 96.7% for the jackknife test and 92.1% for an independent set test, with increased accuracy over the original dataset by 6.7% and 77.4%, respectively. Our feature selection scheme could be a useful technique for finding effective competitive inhibitors of HIV protease.
INTRODUCTION
As one of the ten deadliest diseases in the world, acquired immunodeficiency syndrome (AIDS) is a concern for the global community. Since the first clinical evidence report, it is estimated that 33.2 million people have been infected with the disease worldwide, and 2.1 million people have been killed, including 330,000 children. In 1986, Kramer first reported that HIV-1 protease could be targeted by anti-AIDS drugs. During the past two decades or so, the following two strategies have been often adopted to find drugs against AIDS (acquired immunodeficiency syndrome). One is to target the HIV (human immunodeficiency virus) reverse transcriptase [1] [2] [3] [4] [5] [6] ; the other is to design HIV protease inhibitors [7] [8] [9] . As an enzyme, HIV-1 protease (PR) cleaves the envelope polyprotein gp160 into envelope glycoproteins gp120 and gp41 in the golgi apparatus in the final stages of the HIV life-cycle. Once the HIV-protease cleavage sites in proteins are determined, according to Chou's distorted key theory [8] , the relevant octapeptides thus found can be used as candidates for developing inhibitors against HIV protease by some simple chemical modification as elaborated in [8] and done in [10, 11] . This inhibition leads to the production of non-infectious viral particles. Based on this finding, many efficient inhibitors have been devised to bind to cleavage substrates. Hence, it is meaningful to correctly predict HIV-1 cleavage sites of a protein.
For a given protein, HIV protease-susceptible sites always extend to an octapeptide region, whose amino acid residues are sequentially represented by eight subsites P 4 , P 3 , P 2 , P 1 , P 1 , P 2 , P 3 , P 4 [12] , and the counterparts in the HIV protease are represented by S 4 , S 3 , S 2 , S 1 , S 1 , S 2 , S 3 , S 4 [12] (see Fig. 1 
1).
In the past 20 years, many efforts have been made to address the HIV-1 protease specificity problem. Chou used vector projection model [7] , Markov chain method [13] and discriminant function method [14] to determine whether a protein could be cleaved. Later, correlation-angle approach was introduced to this problem as an improvement of vector projection [15] . In 1996, Chou comprehensively introduced various prediction algorithms on a milestone review about HIV-1 protease cleavage prediction until 1996 [14] . Recently, more new methods like Artificial neural network [ [16] [17] [18] , Decision tree [19] , Genetic programming [20] method and Support Vector Machines (SVM) [21] were employed to investigate this issue. In 2008, Shen [9] published an online web server to predict HIV-1 protease cleavage site.
In our previous study, we proposed a special feature selection method, mRMR-IFS, to predict the cleavage sites in proteins by HIV-1 protease [22] . In that study, the top 500 features were chosen according to mRMR score from the original 4248 features. Then, the IFS method was employed to select 364 features which would build the final model. However, since there is no rigorous method for determining the optimal size of the subset, it is unclear if a subset is of optimal size. It is therefore worthwhile to find a more rigorous method to predict the cleavage sites in proteins by HIV-1 protease.
In this paper, we will try to devise an effective method to correctly recognize the cleavage sites in proteins by HIV-1 protease. We will use, genetic algorithms combined with Correlation-based Feature Subset (CfsSubset) selection method [23] to predict HIV-1 protease specificity based on the same data sets as our previous study [22] .
MATERIALS AND METHODS
According to a recent comprehensive review [24] , to establish a really useful statistical predictor for a protein or peptide system, we need to consider the following procedures: (i) construct or select a valid benchmark dataset to train and test the predictor; (ii) formulate the protein or peptide samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the object to be predicted; (iii) introduce or develop a powerful algorithm (or engine) to operate the prediction; (iv) properly perform cross-validation tests to objectively evaluate the anticipated accuracy of the predictor; (v) establish a user-friendly webserver for the predictor that is accessible to the public. Below, let us describe how to deal with these steps.
Data Preparation
From references [21, 25] , two hundred ninety-nine octamers, including 60 "positive" samples and 239 "negative" samples, are selected for the training set. Sixty-three octamers including 54 "positive" samples and 9 "negative" samples are selected for the test set to be identified (See supplemental material I).
Here, AAindex [26, 27] (more details could be found on its web http: //www.genome.jp/aaindex.) release 8.0 containing a total of 562 indices was applied. As some missing values exist in the indices description, 531 indices without missing values were used to encode the dataset. Next, an octamer protein sequence being denoted by P=P 4 P 3 P 2 P 1 P 1 P 2 P 3 P 4 can be encoded by these 531 indices. As a result, an octapeptide can be encoded as 53
8=4248 features. The AAIndex we used is listed in supplemental materials III.
Theory of Adaboost Learner
Adaboost is one of the most popular and important ensemble learning algorithms. This algorithm builds a robust classifier by creating many weighted weak classifiers [28] [29] [30] [31] . An essential aspect of applying Adaboost is to give greater weight to those samples that are difficult to be predicted correctly. A detailed description of Adaboost algorithm can be found in our previous study [32] [33] [34] [35] .
Theory of Correlation-based Feature Subset (CfsSubset) Selection Method
If there are n possible features in the original data set, there will be 2 n possible combinations of features for the subset. The most rigorous way to find the best subset is to try them all, which is impossible due to the massive amount of calculations involved. CfsSubset selection algorithm is a heuristic feature-selection method for evaluating the worth of a subset of attributes by considering the individual predictive ability of each of the features along with the degree of redundancy between them [36] .
The details of CfsSubset selection algorithm are as follows:
Step one: the merit of a matrix of features -class and featurefeature correlation was calculated according to equation (1)
In equation (1), D n is the heuristic "merit" of a feature subset D, F e C is the mean feature-class correlation, and iCC is the average feature-feature inter-correlation. Eq (1) is the heart of the CfsSubset selection algorithm, which could be used to evaluate the ability to predict, and the degree of redundancy of a subset of features.
Step two: Search the feature subset space with forward Best first [37] .
During this process, greedy hill-climbing augmented with a backtracking facility are employed to search the feature. Best first method may start using three types of sets: I. start with the empty set of attributes and search forward; II. start with the full set of attributes and search backward; III. start at any point and search in both directions(backward or forward).
More information of CfsSubset selection algorithm can be found in our previous study [22, 37] .
Theory of Genetic Algorithms (GA)
Genetic Algorithms (GA) is a sophisticated global optimization strategy based on Darwin's natural selection principle. It is widely used in feature selection in which a set of feature combinations are defined by chromosome coding [38] . The main idea of GA is to "evolve" good feature subsets by using random perturbations from the current candidate dataset. More details on the GA used can be found in the literature [38, 39] . The basic algorithm of GA is as following: (1) Select one machine learning method; (2) Generate subsets of random features; (3) Evaluate the fitness function for each individual subset; (4) The good individuals of parent-generation and child-generation are selected and put into the next generation; (5) The remainders cross over to form a new child-generation with a crossover probability; (6) the new child-generation is mutated with a mutation probability; (7) biological evolution is mimicked to produce a new population; (8) Repeat steps 2-3 until the maximum generation is reached.
Predictor Evaluation
In statistical prediction, the following three crossvalidation methods are often used to examine a predictor for its effectiveness in practical application: independent dataset test, subsampling test, and jackknife test [40] . However, of the three test methods, the jackknife test is deemed the most objective [41] . The reasons are as follows. (i) For the independent dataset test, although all the proteins used to test the predictor are outside the training dataset used to train it so as to exclude the "memory" effect or bias, the way of how to select the independent proteins to test the predictor could be quite arbitrary unless the number of independent proteins is sufficiently large. This kind of arbitrariness might result in completely different conclusions. For instance, a predictor achieving a higher success rate than the other predictor for a given independent testing dataset might fail to keep so when tested by another independent testing dataset [40] . (ii) For the subsampling test, the concrete procedure usually used in literatures is the 5-fold, 7-fold or 10-fold cross-validation. The problem with this kind of subsampling test is that the number of possible selections in dividing a benchmark dataset is an astronomical figure even for a very simple dataset, as elucidated in [41, 42] and demonstrated by Eqs. 28-30 in [24] . Therefore, in any actual subsampling crossvalidation tests, only an extremely small fraction of the possible selections are taken into account. Since different selections will always lead to different results even for a same benchmark dataset and a same predictor, the subsampling test cannot avoid the arbitrariness either. A test method unable to yield a unique outcome cannot be deemed as a good one. (iii) In the jackknife test, all the proteins in the benchmark dataset will be singled out one-by-one and tested by the predictor trained by the remaining protein samples. During the process of jackknifing, both the training dataset and testing dataset are actually open, and each protein sample will be in turn moved between the two. The jackknife test can exclude the "memory" effect. Also, the arbitrariness problem as mentioned above for the independent dataset test and subsampling test can be avoided because the outcome obtained by the jackknife cross-validation is always unique for a given benchmark dataset. Accordingly, the jackknife test has been widely recognized and increasingly used by those investigators who had strong math background to examine the quality of various predictors (see, e.g., [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] ). However, to reduce the computational time, as a compromise, we adopted the independent testing dataset cross-validation in this study as done by many investigators with certain machine learning method as the prediction engine.
Accuracy Measure
Generally speaking, the prediction performance of different discriminative methods is commonly evaluated by the 
Selection of Features
Feature selection is a tough work due to the redundancy of some features. In recently years, many efforts have been made in bioinformatics [63] [64] [65] [66] [67] [68] [69] . In this study, we propose a novel two stage feature selection method to select these features. First, the CFSsubset method was applied to search for a subset of optimal features. These features are selected to be irrelevant to each other but relevant to the target subsites. After CFSsubset searching, a subset containing 75 features is constructed derived from original data set containing 4779 features. Next, we used Genetic Algorithms based on certain machine learning methods to further search the compact feature combinations. As different machine learning methods will lead to different results, several robust machine learning methods like Support vector machine(linear kernel function, RBF kernel function and poly kernel function), K nearest neighbors, and Adaboost were employed to find an optimal and compact feature subset with 10-fold cross-validation. After the calculations, we attained six compact subsets by using this three machine learning method (See Table 1 ). The thirty feature subset (Table 1) is the optimal subset with best prediction accuracy (ACC=96.7%) and the fewest features when compared to the other five subsets by using 10-folds cross-validation. Therefore, the thirty feature subset gener-ated by GA-Adaboost is selected to build the model to predict HIV-1 protease cleavage site.
Calculation Results
A re-substitution test is an examination for the selfconsistency of a prediction method. The accuracy of the resubstitution test for the HIV-1 cleavage sites is 100%. Although the results of re-substitution test were good, it is not sufficient to evaluate the predicting method because the Adaboost classifier that is developed may be over-fitted. Therefore, we used an independent set test to further validate the generalization and reliability of the classifier in this application. As a result, the accuracy of independent set test for the HIV-1 cleavage sites is 92.1% (see Table 3 ).
To evaluate our feature selection method, we also use the 75 feature subset generated by CFSsubset method and the original 4248 feature subset to predict HIV-1 cleavage sites (see Table 2 and Table 3 ). From Table 2 and Table 3 , it can be seen that the original 4779 features can only achieve an accuracy of 90% and 17.4% for the 10-folds cross-validation test and the independent set test, respectively. After applying CFS-GA approach, the accuracy of the 10-folds crossvalidation test and the independent set test was raised by 6.7% and 77.4.8%, respectively. This indicates that there were some redundant and/or erroneous features in the original data set, and our feature selection method has successfully excluded them. Also, the number of features of final subsets is only 0.73% of the original feature set. This result suggests that CFS-GA-Adaboost approach makes a good optimization and can improve the accuracy of prediction for the HIV-1 cleavage sites.
The Comparison of CfsSubst and mRMR Method
Similar to mRMR method, CfsSubset also considers a feature's relevance to another feature, and a feature's relevance to the target. The main difference between mRMR method and CfsSubset method is that the mRMR method always chooses single features with minimum redundancy and the maximum relevance one by one, and in the CfsSubset method, several features are chosen for the subset. Because there is no criteria for picking the number of features that should be selected for the final subset, it is unclear what number of features would yield an optimal result. However, the CfsSubst method improved on mRMR method by generating many subsets and computing each subset's merit. The merit was determined by both the freature's minimum redundancy to each other and the maximum relevance to the target. When the search of the feature's subset is started, the remaining un-chosen features will be examined one by one to determine whether they should be put into the subset. Only those features improving the subset's merit will be admitted. Then the number of features admitted can be determined according to the final subset's merit.
In this work, after performing CfsSubst-GA-Adaboostr, a subset containing 30 features is constructed. This is only 8.24% of the number of features in the subset generated by the mRMR method in our previous study. Additionally, while the number of features decreased, the prediction accuracy increased (See Table 4 ). The prediction accuracy of the10-folds cross-validation test and independent set test increased by 5.4% and 4.8% contrasted to the results of mRMR, respectively. This result suggests that CFS-GAAdaboost feature selection method could make a good optimization and improve the accuracy of prediction for the specificity of HIV-1 protease.
The Comparison of CFS-GA-Adaboost with Other Method
We compare the CFS-GA-Adaboost method with other pattern classification methods -the Discriminant algorithm, Decision tree, Artificial neural networks, Support vector machines (SVM) and mRMR-KNN on the same data as is shown in Table 5 . The calculated results of aforementioned were taken from references [14, 19, 21, 22, 25] . As we can see from the Table 5 , the prediction accuracy by using CFS-GA-Adaboost outperformed other algorithms. We predict that if more data samples are used in the training, Jackknife test shall increase its correct rate a lot. Otherwise, CFS-GAAdaboost classifier may suffer from the over-fitting problem. We suggest that this shall be investigated in a future research.
Feature Analysis
By employing our two-stage feature selection method, CFS-Wrapper, an optimal compact subset is attained which is listed in Table 6 . Fig. (2) shows that every subsite of the peptide has a different contribution to the substrate specificity dependent on the frequency of the eight subsites. It can be found that out of all subsites, subsite P1 and P2' contribute the most to the substrate specificity of HIV-1 protease. Subsites P1' and P3 are the second and third important subsite, respectively. Subsite P4 is the least important position, while subsite P3' contributes almost nothing to the substrate specificity. These findings are consistent with previous studies [70] [71] [72] . HIV-1 protease consists of two monomers which have a "flap" structure. This "flap" is formed by antiparallel strands which extended to subsite P1 and P2'. Experiments using X-Ray Crystallography have shown that substrate bind in an extended anti-parallel B sheet conformation between the flaps and the active site [73] . Due to their structural orientation, amino acid side chains in position like P4-P3, P2-P1, P1'-P2' and P3'-P4' all extend in an opposite position. Because the "flaps" of two monomers are different in formation, this asymmetric structure can recognize certain amino acid residues between two side chains of substrate. Therefore, we propose that subsites P2' and P1 are more important than the other subsites, and play a key role in restricting the entrance of substrates, or inhibitors to "flap" due to the HIV-1 protease's rigid selection of amino acid residues. This partially agrees with Poorman's study, who claimed that HIV-1 protease has much more rigid selectivity at the P3, P1, and P2' [74] . But in contrast, Poorman's conclusion did not show high selectivity of subsite P3 as our study did.
We rank the thirty selected features according to their relevance to the target (see Table 6 ). From Table 6 , we can find that most features at subsite P1 and P2' are related to structure, and the majority are among the ten strongest features. The residues (including Ala28 Asp29, Asp30, Val32, Ile47, Leu76 and Ile84) contacting P2/P2' in HIV-1 protease can form a "pocket" structure. Rigid body and torsion angle play a crucial role for the association of HIV-1 protease and substrate, and a local change in the backbone or side-chain could bring a large change in substrate-protease binding free energy. For example, the bulky Trp in P1 appears to directly affect the position of the His in P3, which is pushed back toward Phe53. This effect will lead to the change for the structure of "pocket", thus the type and size of amino acid residues also change. The "pocket" structure is smaller than S1/S1' and S3/S3', and can greatly restrict the amino acid residues according to their type and size. Hence, the structure features at P2/P2'are helpful to determine whether a given peptide will be cleaved or not. Moreover, although hydrophobic features are not prevalent in the thirty features, hydrophobicity at subsite P1 is the fifth strongest feature. Thus, we assume hydrophobicity is also an important feature in discriminating between cleavable peptides or non-cleavable peptides. This is not a surprising conclusion because it aligns well with the previously study [75] . Because of the hydrophobic environment of the "pocket", hydrophobic residues of a substrate can bind to the pocket of HIV-1 protease effectively by van derWaals contact. It is agreed by many studies that hydrophobicity is an important property for the cleaving, although the importance of different subsite's hydrophobic is not same. In our study, we find that only subsite P1 shows a high hydrophobicity to cleaving correlation.
CONCLUSIONS
In this paper, a feature selection method called CFS-GAAdaboost was applied with dataset about HIV-1 protease cleavage sites that are encoded with AAindex. Based on above findings, we also used Adaboost method to predict HIV-1 protease cleavage site. Because of its high rate of resubstitution test (299/299 = 100%), a good result in both 10-folds cross-validation test (289/299 = 96.7%) and Independent set test (58/63 = 92.1%), it is expected that CFSsubsets-GA-Adaboost method can be referred to as a useful assistant technique for finding effective inhibitors of HIV protease, which is one of the targets in designing potential drugs against AIDS. Since user-friendly and publicly accessible web-servers represent the future direction for developing practically more useful models, simulated methods, or predictors [44] , we shall make efforts in our future work to provide a web-server for the method presented in this paper.
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