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The joint PLDA model, originally proposed in [1] and then further developed and tested for
a multilingual speaker recognition task in [2], is a generalization of PLDA where the nuisance
variable is no longer considered independent across samples, but potentially shared (tied) across
samples that correspond to the same nuisance condition. The original work considered a single
nuisance condition, deriving the EM and scoring formulas for this scenario. In this document, we
show how to obtain likelihood ratios for scoring when multiple nuisance conditions are allowed in
the model.
We assume that the within-speaker variability can be decomposed into N terms corresponding
to different nuisance conditions that could correspond to, for example, the language spoken in the
sample, the microphone type, the noise type and level, or any other characteristic of the sample
that can be considered to occur independently of all other characteristics, plus the usual noise
term. That is, we propose to model vector mi for sample i as:
mi = µ+ V ysi +
∑
j
Ujx
j
cji
+ ǫi, (1)
where ysi is a vector of size Ry, j is an index over the nuisance conditions, x
j
cji
is a vector of size
Rxj , and
ys ∼ N(0, I), ∀s (2)
xjcj ∼ N(0, I), ∀j, cj (3)
ǫi ∼ N(0, D
−1). (4)
where all variables are assumed independent of each other.
For the purpose of the derivations below, we assume that the global mean on the training data
has already been subtracted from the vectors mi, so that µ = 0.
The model’s parameters to estimate are λ = {µ, V, U1, . . . , UN , D}. The input data for the
training algorithm is now required to have the nuisance condition labels for each sample as well
as the speaker labels, as usual.
Let us define:
zi =
[
yTsi (x
1
c1i
)T . . . (xNcNi)
T
]T
(5)
W =
[
V U1 . . . UN
]
(6)
so that
mi = µ+Wzi + ǫi, (7)
Here, zi has dimension Rz = Ry +
∑
j Rxj.
In the following, we take
Y = {y1, . . . , yS} (8)
Xj = {xj
1
, . . . , x
j
Cj
}, ∀j = 1, . . . , N (9)
Z = {z1, . . . , zI} (10)
M = {m1, . . . ,mI} (11)
where S is the total number of speakers, Cj is the total number of labels for condition j, and I is
the number of samples.
1
1 Prior
The joint prior for the hidden variables for all the data is given by
p(Y,X1, . . . , XN) = p(Y )
∏
j
p(Xj) (12)
∝ exp(−
1
2
∑
s
yTs ys −
1
2
∑
j
∑
cj
(xjcj )
Txjcj ) (13)
= exp(−
1
2
∑
i
zTi Pizi) (14)
where
Pi = diag
(
1
nsi
I,
1
nc1i
I, . . . ,
1
ncNi
I
)
(15)
where ncji is the number of samples with label cji (i.e., the label for condition j for sample i) and
nsi is the number of samples for speaker si. The function diag creates a block diagonal matrix
with all the matrices in its input. In this case, the resulting Pi matrix is diagonal, since all input
matrices are also diagonal.
2 Likelihood
The full data likelihood is given by
p(M |Z, λ) =
∏
i
N(mi|Wzi, D
−1)
∝ exp
∑
i
(
−
1
2
(mi −Wzi)
TD(mi −Wzi) +
1
2
log |D|
)
= exp
∑
i
(
−
1
2
mTi Dmi +m
T
i DWzi −
1
2
zTi W
TDWzi +
1
2
log |D|
)
(16)
3 Joint
The joint probability is given by the product of the likelihood and the prior. Keeping only the
terms that depend on either M or Z, we get
p(M,Z|λ) ∝ exp
∑
i
(
−
1
2
mTi Dmi +m
T
i DWzi −
1
2
zTi W
TDWzi −
1
2
zTi Pizi
)
(17)
= exp
∑
i
(
−
1
2
mTi Dmi +m
T
i DWzi −
1
2
zTi Kizi
)
(18)
where
Ki = W
TDW + Pi (19)
4 Posterior
The posterior probability is proportional to the joint probability. Keeping only the terms that
depend on Z we get
p(Z|M,λ) ∝ exp
∑
i
(
mTi DWzi −
1
2
zTi Kizi
)
(20)
2
5 Scoring for single-enrollment and
single-test trials
As for standard PLDA, we define the score as the likelihood ratio between the two hypotheses:
that the speakers are the same and that the speakers are different. Nevertheless, in this case we
need to marginalize both likelihoods over new hypotheses: that each nuisance condition is the
same or different in the two samples. Hence, the LR for single-enrollment and single-test trials is
computed as follows:
LR =
∑
h∈H p(mE ,mT |HSS , h)P (h|HSS)∑
h∈H p(mE ,mT |HDS , h)P (h|HDS)
where HSS is the hypothesis that the speakers for both sets are the same, HDS is the hypothesis
that they are different, and H is the set of all possible combinations of hypothesis about the
nuisance conditions
H = {(Hl1C1 , . . . , HlNCN ) : lj ∈ {S,D}, ∀j ∈ {1, . . . , N}} (21)
where S and D refer to the hypotheses that the conditions are the same and different, respectively.
The priors P (h|HSS) and P (h|HDS) can be set to any probability distribution, depending on
the task, as they are parameters of the method. For our experiments, we assume independence
across priors for the different conditions so that P (h|HSS) =
∏
j P (HmjCj |HSS) and, similarly,
for P (h|HDS), where each individual prior can be set independently.
Define M = {mE ,mT } and ha = {HlSS , h} (where lS ∈ {S,D} indicates the hypothesis about
the speaker identity) to be the overall hypothesis including the hypotheses about the speaker and
all conditions. We can now write:
p(mE ,mT |HlSS , h) = p(M |ha) =
p(M |Z, ha)p(Z|ha)
p(Z|M,ha)
∣∣∣∣
Z=0
(22)
Here, Z is the concatenation of all the latent variables for both samples. For each case (condition
or speaker) there will be two separate variables if the hypothesis for that variable is that they
are different, or a single variable if the hypothesis is that they are the same. In the following we
assume that the hypotheses are such that first M variables are tied and the last N+1-M are not
tied. We can then split Z in three parts:
ZT = [ZTS Z
T
EZ
T
T ] (23)
where ZS has size NS and refers to the concatenation of the latent variables that are shared for
both enrollment and test samples (i.e., the latent variables corresponding to the conditions that
are hypothesized to be the same for both samples) and ZE and ZT , each of size ND, refer to the
concatenation of the latent variables that are not shared, for each of the two samples.
Now, the likelihood in the numerator of Equation (22) is the same for all hypotheses since,
regardless of whether the latent variables are tied or not, Equation (16) has the same form. Hence,
that term cancels out in the computation of the LR. So, to compute the LR we just need to find the
expression for p(Z = 0|M,ha) for all possible hypotheses ha. To this end, we write the posterior
as a function of the three terms of Z above:
p(Z|M,ha) ∝ exp
(
mTEDW [Z
T
S Z
T
E ]
T −
1
2
[ZTSZ
T
E ]K[Z
T
S Z
T
E ]
T+
mTTDW [Z
T
S Z
T
T ]
T −
1
2
[ZTS Z
T
T ]K[Z
T
SZ
T
T ]
T
)
(24)
where
K = WTDW + P (25)
W = [WSWD] (26)
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where WS and WD are formed by concatenating the matrices V or Uj corresponding to the
variables assumed to be the same or different, respectively, in the same order used to form ZS and
ZE or ZT , and
P = diag(
1
2
INS , IND ) (27)
where the subindex of I indicates the dimension.
Now, putting the posterior as a function of Z to find the form of its distribution,
p(Z|M,ha) ∝ exp
(
(mTEDWE +m
T
TDWT )Z −
1
2
ZT (KE +KT )Z
)
(28)
(29)
where
WE =
[
WS WD 0
]
(30)
WT =
[
WS 0 WD
]
(31)
KE =

W
T
S DWS +
1
2
I 0 WTS DWD
0 0 0
WTDDWS 0 W
T
DDWD + I

 (32)
KT =

W
T
S DWS +
1
2
I WTS DWD 0
WTDDWS W
T
DDWD + I 0
0 0 0

 (33)
KE +KT =

2W
T
S DWS + I W
T
S DWD W
T
S DWD
WTDDWS W
T
DDWD + I 0
WTDDWS 0 W
T
DDWD + I

 (34)
(35)
We can now find the distribution of Z
p(Z|M,ha) ∼ N(Z|Zˆ,Σ) (36)
where
Zˆ = ΣΦ (37)
Φ = (WTEDmE +W
T
T DmT ) (38)
Σ = (KE +KT )
−1 (39)
Finally, evaluating the distribution at 0,
log p(Z = 0|M,ha) = −
1
2
log |Σ| −
1
2
ΦTΣΦ−
NS + 2ND
2
log 2π (40)
To compute the likelihood in Equation (22), we also need the prior of Z evaluated at 0, which
is given by
log p(Z = 0|ha) = −
1
2
log |diag(INS , IND , IND )| −
NS + 2ND
2
log 2π (41)
= −
NS + 2ND
2
log 2π. (42)
The needed likelihoods are then given by:
log p(M |ha) =
1
2
log |Σ|+
1
2
ΦTΣΦ + log p(M |Z, ha) (43)
As mentioned above, the last term is the same for all terms in the LR so it cancels out and
does not need to be computed. Defining
Q(HlSS , h) =
1
2
log |Σ|+
1
2
ΦTΣΦ+ logP (h|HlSS), (44)
4
the log LR (LLR) is then given by
LLR = log
∑
h∈H
expQ(HSS , h)− log
∑
h∈H
expQ(HDS , h) (45)
where the hypotheses determine P and the order in which the matrices V and U are sorted to
form WS , WD, two matrices needed to compute Σ and Φ.
This equation gives identical results as the equation derived in [1] for single-enrollment single-
test scoring when a single nuisance condition is included in the model.
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