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ABELIAN p–EXTENSIONS AND ADDITIVE POLYNOMIALS
JONNY FERNANDO BARRETO–CASTAN˜EDA, FAUSTO JARQUI´N–ZA´RATE,
MARTHA RZEDOWSKI–CALDERO´N, AND GABRIEL VILLA–SALVADOR
ABSTRACT. In this work we present some arithmetic properties of families of
abelian p–extensions of global function fields, among which are their generators
and their type of ramification and decomposition.
1. INTRODUCTION
The study of elementary abelian p–extensions has been considered intensively
by several authors. Usually, the way to study this type of extensions is to con-
sider all its subextensions of degree p and then apply Hasse’s criterion [2] as well
as facts known about the behavior of the primes in these subextensions. Once this
study has been done, one returns to the total extension. Garcia and Stichtenoth [1],
changing the usual point of view, considered those extensions that can be given by
a special type of additive polynomial; namely, the extensions given by an equation
of the form yq − y = α. In their research, they obtained the genus of these exten-
sions and used their results to build towers of function fields where the genus
grows much faster than the number of rational points. In the same paper the au-
thors mention that similar results can be obtained for additive polynomials having
their roots in the base field.
In this paper we consider an additive polynomial f(X) whose roots belong
to the base field and we prove results analogous to the ones obtained by Gar-
cia and Stichtenoth. For instance, given an additive polynomial, we show that
any elementary abelian p–extension can be described by an equation of the type
f(X) = u.
When the base field is a global rational function field, it is possible to give a
lower bound for the ramification index of the ramified primes without consider-
ing its subextensions of degree p. It is also possible to characterize the fully de-
composed primes. In the case of cyclic extensions of degree p given by an Artin–
Schreier equation, the relation between two distinct generators is well known. In
this article we give the corresponding result for elementary abelian p–extensions
obtained by means of additive polynomials.
In the last part of this work, we generalize the results obtained to extensions
which will be called multicyclic, and which are given by a Witt equation of the
form ~yq
•− ~y = ~α. Much of the formalism of the elementary abelian p–extensions
can be translated to this new case and in fact it is possible to keep generalizing
these results to other additive vectorial polynomials whose roots belong to the Witt
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ring of the base field. In this paper we restrict ourselves to the case of an equation
of the type ~yq
•− ~y = ~α.
2. NOTATIONS
Let p a prime number, n ∈ N and q = pn. Let k be an arbitrary field of character-
istic p. When k is a function field, k0 will denote the field of constants of k and we
will assume that k0 is a perfect field. Let f(X) ∈ k[X ] be an additive polynomial,
that is, f(x + y) = f(x) + f(y) for every x, y ∈ k¯, a fixed algebraic closure of k.
Then f(X) is given by
(2.1) f(X) =
n∑
i=0
aiX
pi ,
with ai ∈ k. We will assume that f is monic and separable, that is, an = 1 and
a0 6= 0. Furthermore, we will assume that the roots of f(X) belong to the base
field, that is,
(2.2) Gf := {ξ ∈ k¯ | f(ξ) = 0} ⊆ k.
As a special case, we will consider the additive polynomial f(X) = Xp
n − X =
Xq −X .
In general, when we consider polynomials of the form F (X) = f(X)−u ∈ k[X ],
we will assume that F (X) is irreducible. Let K = k(y) with f(y) = u ∈ k, that is,
F (y) = 0. Then f(y + ξ) = f(y) + f(ξ) = f(y) = u for all ξ ∈ Gf so that the set of
roots of F (X) is
y + Gf = {y + ξ | ξ ∈ Gf}.
We have that every element σ of G = Gal(K/k) is determined by σ(y). Since y
and σ(y) are conjugate, there exists ξσ ∈ Gf such that σ(y) = y + ξσ . From (2.2),
we have that the extension K = k(y) of k is a Galois extension of degree pn.
Proposition 2.1. In general, for any additive polynomial f(X) ∈ k[X ] of degree pn, we
have that Gf is an additive group Gf ⊆ (k¯,+) isomorphic to Cnp =
(
Z/pZ
)n
. That is, Gf
is an Fp–vector space of dimension n.
Proof. For α, β ∈ Gf we have
f(α+ β) = f(α) + f(β) = 0 + 0 = 0,
f(0) = 0, f(−α) = f((p− 1)α) = f(α) + · · ·+ f(α)︸ ︷︷ ︸
p−1
= 0 + · · ·+ 0 = 0.
Therefore Gf ⊆ (k¯,+). Finally, pβ = 0 for all β ∈ k¯ and |Gf | = pn, so that
Gf ∼= Cnp . 
In general, if V is a finite p–subgroup of k, then we denote:
fV (X) =
∏
δ∈V
(X − δ)
which is an additive polynomial ([7, proof of Proposition 13.4.10]). In particular
an additive polynomial f(X) ∈ k[X ] (2.1) satisfies f(X) = fGf (X).
Proposition 2.2. With the above notation, we have that θ : G −→ Gf given by θ(σ) = ξσ ,
where σy = y + ξσ , is a group monomorphism so that we may consider G ⊆ Gf . When
F (X) is irreducible, we have the equality G = Gf .
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Proof. For σ, τ ∈ G, we have
y + ξστ = στ(y) = σ(y + ξτ ) = σ(y) + ξτ = y + ξσ + ξτ ,
so that
θ(στ) = ξστ = ξσ + ξτ = θ(σ) + θ(τ).
If θ(σ) = 0, then σ(y) = y which implies σ = Id. It follows that θ is a group
monomorphism.
When F (X) is irreducible, we have |G| = [K : k] = degF (X) = pn = |Gf |. 
Remark 2.3. In case Gf * k, we have that the decomposition field of f(X) is
k(Gf , y) and therefore K = k(y) is not a normal extension of k. In fact we have
Gal(k(Gf , y)/k) ∼= Gal(k(Gf )/k)⋉Gal(k(Gf , y)/k(Gf )).
In general, if β1, . . . , βm ∈ k, LFp{β1, . . . , βm} denotes the Fp–vector space gen-
erated by β1, . . . , βm.
Finally, the Artin–Schreier operator is denoted by ℘, that is, ℘(c) = cp−c and ℘a
(a 6= 0) denotes the map ℘a(c) = cp − ap−1c = ap℘
(
c
a
)
. In case of a function field
k/k0, with k0 a finite field, RT denotes the polynomial ring k0[T ] and R
+
T denotes
the set of monic polynomials of k0[T ].
The notation on Witt vectors will be given in Section 8.
3. THE POLYNOMIAL Xq −X
In [1] Garcia and Stichtenoth made a very thorough and complete study of ex-
tensions K/k when k is a function field, K = k(y) with yq − y = u ∈ k, Fq ⊆ k0
and they claim that analogous results hold for additive polynomials whose roots
belong to k0. In this section we consider the case f(X) = X
q − X ∈ k0[X ] and
recall the main result of Garcia and Stichtenoth.
Proposition 3.1 (Garcia and Stichtenoth, [1]). Assume that K/k is an elementary
abelian p–extension of degree pn and such that Fpn ⊆ k0. Then, there exists y ∈ K
such that K = k(y) whose minimal polynomial is Irr(X, y, k) = Xp
n −X − a for some
a ∈ k.
Conversely, if Fpn ⊆ k0 and ϕ(X) = Xpn −X − a ∈ k[X ] is irreducible, then K =
k(y) with ϕ(y) = 0 is an elementary abelian p–extension of degree pn. The intermediate
fields k ⊆ Eµ ⊆ K of degree p over k, are given by Eµ = k(yµ) with µ ∈ F∗pn and
yµ := (µy)
pn−1 + (µy)p
n−2
+ · · ·+ (µy)p + (µp),
ypµ − yµ = µa; therefore k(y) = k(℘−1(U)) with U = {µa | µ ∈ Fpn}. 
Remark 3.2. Garcia and Stichtenoth claim that in Proposition 3.1 the polynomial
Xp
n − X can be replaced by any monic separable additive polynomial of degree
pn whose roots belong to k0 and that an analogous description can be given for
elementary abelian p–extensions. We will see this in Section 5.
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4. GENERAL FACTS ON ELEMENTARY ABELIAN p–EXTENSIONS
For the time being we consider the special case of the polynomial Xq − X
with the notation and conventions of Section 2. Let k/k0 be a function field,
G = Gal(K/k) ∼= Cnp , K = k(y), yq − y = u ∈ k.
Theorem 4.1. With the above notation, given a prime divisor P of k, we have that there
exists y ∈ K such thatK = k(y), yq − y = u with vP(u) ≥ 0 or vP(u) = −λpm where
λ > 0, gcd(λ, p) = 1 and 0 ≤ m < n. If vP(u) ≥ 0, P is not ramified in K/k. If
vP(u) = −λpm, then pn−m | eP where eP denotes the ramification index of P inK/k.
Proof. See the proof of Theorem 5.2. 
Remark 4.2. The numberm given in Theorem 4.1 is not unique.
Example 4.3. Let k = Fq(T ) with Fp2 ⊆ Fq and letK = k(y) where yp2 − y = u =
T λp with λ ∈ N, gcd(λ, p) = 1. Then vP∞(T ) = −λp and in this casem = 1, n = 2.
Set z := yp − T λ. Then
zp
2 − z = (yp)p2 − (T λ)p2 − yp + T λ = (yp2 − y)p − T λp2 + T λ
= (T λp)p − T λp2 + T λ = T λ = ν,
and in this case vP∞(ν) = −λ,m = 0 and n = 2.
Note that necessarily k(z) = k(y) = K since eP∞ = p
2 = [K : k]. More gener-
ally, this is an immediate consequence of Theorem 7.2.
Definition 4.4. When a prime P satisfies the conditions of Theorem 4.1 with re-
spect to the equation f(y) = u, we say that is in a normal form with respect to P .
From Remark 4.2 we have that a normal form is not unique.
Remark 4.5. It does not hold necessarily that eP = p
n−m, see Example 4.3. In
that example we have, with m = 0, p2 | eP and therefore eP = p2. For m = 1,
p2−1 = p | eP but eP 6= p. Furthermore, even in case that m be the minimum with
the previous properties or even in case that m is unique, it does not necessarily
follow that eP = p
n−m. However, if m = 0, that is, if vP = −λ, then pn | eP , thus
eP = p
n and the prime is fully ramified.
Example 4.6. Let k = k0(T ) with Fp2 ⊆ k0. Let K = k(y1, y2) with yp1 − y1 = T ,
yp2 − y2 = T 2 if p > 2 and yp2 − y2 = T 3 if p = 2. Then if µ ∈ Fp2 \ Fp, we consider
y = y1 + µy2, and so we have K = k(y) and
yp
2 − y = yp21 + µp
2
yp
2
2 − y1 − µy2 = (yp
2
1 − y1) + µ(yp
2
2 − y2)
= [(yp1 − y1)p + (yp1 − y1)] + µ[(yp2 − y2)p + (yp2 − y2)]
= T p + T + µT 2p + µT 2 = T p(1 + µT p) + (T + µT 2) = γ,
vP∞(γ) = −2p.
The other intermediate extensions K/k of degree p are given by k(y1 + ξy2),
1 ≤ ξ ≤ p− 1 and they satisfy
(y1 + ξy2)
p − (y1 + ξy2) = (yp1 − y1) + ξ(yp2 − y2) = T + ξT 2,
vP∞(T + ξT
2) = −2. In particular P∞ is totally ramified, eP∞ = p2, n = 2,m = 1,
n−m = 1 < 2.
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Note that there is no way to obtain m = 0 with any change of variable because
otherwise we would have K = k(z) such that zp
2 − z = ν ∈ k and vP∞(ν) = −λ
with gcd(λ, p) = 1, and for any intermediate extension we would have
zpµ − zµ = µν, ν ∈ F∗p2 and vP∞(µν) = −λ.
Therefore the different exponent of p∞, where p∞ is a prime above P∞, would
be (λ + 1)(p − 1) and λ + 1 would be the unique ramification number for all the
intermediate extensions. However, in the subextensions k(y1)/k and k(y2)/k the
ramification numbers are different, namely, 1 + 1 = 2 and 2 + 1 = 3 (or 3 + 1 = 4
in case p = 2).
Thereforem = 1 is unique, pn−m = p2−1 = p | eP∞ but eP∞ = p2 6= p.
Example 4.7. Let yp1 − y1 = T , yp2 − y2 = 1T and, K = k(y1, y2). Then P∞ is not
totally ramified since it is unramified in k(y2)/k and in this case eP∞ = p, n = 2,
m = 1 and pn−m = p = eP∞ .
5. ADDITIVE POLYNOMIALS
With the notation and conventions of Section 2, we consider f(X) ∈ k[X ] a
monic separable additive polynomial of degree pn:
(5.1) f(X) = Xp
n
+ an−1X
pn−1 + · · ·+ a2Xp
2
+ a1X
p + a0X ∈ k[X ], a0 6= 0.
From Proposition 2.2 we know that Gf is an additive group isomorphic to Cnp
with Gf ⊆ k¯, that is, Gf ⊆ (k¯,+).
As always, we will assume that Gf ⊆ k. Let K = k(y) with f(y) = u ∈ k. We
are assuming that F (X) = f(X)− u ∈ k[X ] is irreducible. Thus, from Proposition
2.2 we have that G = Gal(K/k) ∼= Gf .
Therefore, from Proposition 2.2, with F (X) irreducible, we obtain that if the set
{ε1, . . . , εn} is contained in Gf then {ε1, . . . , εn} is a basis of Gf over Fp if and only
if G = 〈σε1 , . . . , σεn〉.
Now, G has p
n−1
p−1 subgroups of index p, that is, K/k has
pn−1
p−1 subextensions of
degree p over k. We will study in more detail these subextensions.
If we denote by z the elements such that k ⊆ k(z) ⊆ K with [k(z) : k] = p, then
k(z) is the fixed field of a subgroup H of G of index p: k(z) = KH . In this case, if
G = H ⊕ Fpσz , then Gal(k(z)/k) ∼= 〈σz〉 with σz(z) = z + 1.
In this way we have that if E = k(z1, . . . , zn), then E = K if and only if G =
〈σz1 , . . . , σzn〉. Now, let K = k(z1, . . . , zn) and denote Gal(k(zi)/k) = 〈σi〉 and
G ∼= 〈σ1, . . . , σn〉. Set z := α1z1 + · · · + αnzn with α1, . . . , αn ∈ Fp not all zero.
Then if ℘(zi) = z
p
i − zi = γi, we have
zp − z = ℘(z) = ℘
( n∑
i=1
αizi
)
=
n∑
i=1
αi℘(zi) =
n∑
i=1
αiγi.
Note that {γ1, . . . , γn} ⊆ k is linearly independent over Fp since otherwise, if∑n
i=1 αiγi = 0with some αi0 6= 0, then γi0 =
∑
i6=i0
α−1i0 αiγi so that
℘(zi0) = z
p
i0
− zi0 = γi0 =
∑
i6=i0
α−1i0 αiγi =
∑
i6=i0
α−1i0 αi(z
p
i − zi) = ℘
(∑
i6=i0
α−1i0 αizi
)
,
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which implies that
℘
(
zi0 −
∑
i6=i0
α−1i0 αizi
)
= 0.
Hence zi0 −
∑
i6=i0
α−1i0 αizi = β ∈ Fp. It follows that
zi0 ∈ k(z1, . . . , zi0−1, zi0+1, . . . , zn) and that [K : k] ≤ pn−1,
which is absurd. In this way we have that {γ1, . . . , γn} ⊆ k is a set linearly inde-
pendent over Fp.
Coming back to the expression z =
∑n
i=1 αizi, we have ℘(z) =
∑n
i=1 αiγi =
γ. In case γ ∈ ℘(k), say γ = ℘(A) with A ∈ k, we would have ℘(z − A) =
℘
(∑n
i=1 αizi − A
)
= 0. Therefore
∑n
i=1 αizi − A = β ∈ Fp. Because αi0 6= 0, it
would follow that
zi0 = −
∑
i6=i0
α−1i0 αizi + α
−1
i0
β + αi0A ∈ k(z1, . . . , zi0−1, zi0+1, . . . , zn),
which is absurd. Whence γ /∈ ℘(k) and [k(z) : k] = p.
With this procedurewe obtain pn−1 extensions of degree p. Now, if k(z) = k(w)
with z =
∑n
i=1 αizi and w =
∑n
i=1 βizi, αi, βi ∈ Fp, it follows that z = jw + c (see
Proposition 7.1) with j ∈ F∗p and c ∈ k. Therefore c = 0 and z = jw. Hence we
obtain p
n−1
p−1 different extensions of degree p, hence all of them. In brief, we have
obtained
Proposition 5.1. IfK = k(z1, . . . , zn)/k is an elementary abelian p–extension of degree
pn and [k(zi) : k] = p, 1 ≤ i ≤ n, then all the subextensions of degree p over k are given
by k(z) where z = α1z1 + · · ·+ αnzn with α1, . . . , αn ∈ Fp not all zero. 
Now consider k/k0 a function field with k0 a perfect field, f(X) ∈ k0[X ] and
Gf ⊆ k0. Let f(X) be given by (5.1). Let K = k(y) with f(y) = u ∈ k. Let P be a
place of k. We have the same result as in Theorem 4.1, namely:
Theorem 5.2. We can choose u ∈ k such that, either vP(u) ≥ 0 or vP(u) = −λpm with
λ ∈ N, gcd(λ, p) = 1 and 0 ≤ m < n. In the first case P is unramified inK/k and in the
second P is ramified and pn−m | eP .
Proof. Later on (Theorem 5.5) we will see how to obtain all the degree p subex-
tensions. Once we have these subextensions we may use them to determine the
decomposition type of P . Here we present another proof in the spirit of Hasse’s
for Artin–Schreier extensions [2].
(1) If vP (u) ≥ 0, then u ∈ OP . With f(y) = u, if we define h(X) = Irr(X, y, k),
we obtain that h(X) | f(X) − u. Therefore f(X) − u = h(X)l(X) and f ′(X) =
h′(X)l(X)+h(X)l′(X). It follows that f ′(y) = h′(y)l(y)+ 0. In this way we obtain
h′(y) | f ′(y).
Now, if y ∈ Op where p is a prime divisor ofK over P , f ′(y) = a0 6= 0, vP(a0) =
0 since a0 ∈ k∗0 . Therefore, the local different satisfies DOp/OP | 〈f ′(y)〉 = {1}.
Hence p ∤ DK/k and p is unramified.
(2) If vP (u) < 0, let vP(u) = −λpm. If m < n, u satisfies the conditions of the
theorem. If m ≥ n, we set λpm = λ1pn, u ∈ k ⊆ kP and π a prime element for P ,
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vP(π) = 1, π ∈ k. Write u in the form
(5.2) u =
b−λpm
πλpm
+
b−λpm+1
πλpm−1
+ · · ·+ b−1
π
+ b0 + b1π + · · · ∈ kP ∼= k(P)((π)).
There exists c ∈ k(P) such that cpn = b−λ1pn . Let C ∈ OP where k(P) = OP/P ,
be such that c = C mod P ∈ k(P). Set z = y − Cπ−λ1 . Then k(z) = k(y) = K and
f(z) = f(y)− f(Cπ−λ1)
= u− (Cpnπ−λ1pn + an−1Cp
n−1
π−λ1p
n−1
+ · · ·+ a1Cpπ−λ1p + a0Cπ−λ1)
=
b−λpm
πλpm
+
b−λpm+1
πλpm−1
+ · · ·+ b−1
π
+ b0 + b1π + · · ·
−
(b−λpm
πλpm
+
d−λpm+1
πλpm−1
+ · · ·+ d−λ1
πλ1
)
=
∑
i≥−λpm+1
γiπ
i, γi ∈ k(P).
Therefore vP (u − f(Cπ−λpm)) ≥ −λpm + 1 > −λpm. In brief, if vP(u) = −λpm
with m ≥ n, there exists δ ∈ k such that if z := y − δ, then k(z) = k(y) and
vP(u− f(δ)) > −λpm.
With this procedure we can reduce to an equation f(y) = u with vP (u) ≥ 0 or
vP(u) = −λpm, gcd(λ, p) = 1, λ > 0 and 0 ≤ m < n. This finishes the process.
If u is of this last form, we will see that for every δ ∈ k, vP (u − f(δ)) ≤ vP (u),
that is, the value of vP (u) is the maximum possible with substitutions of the type
z = y − δ with δ ∈ k. We have f(δ) = δpn + an−1δpn−1 + · · ·+ a1δp + a0δ.
In case vP (δ) ≥ 0, vP(f(δ)) ≥ 0 and since vP (u) < 0, it follows that
vP(u− f(δ)) = min{vP(u), vP(f(δ))} = vP(u).
In case vP (δ) < 0, v(δ
pn) = pnvP(δ) < p
ivP (δ) ≤ vP(ai) + pivP(δ) = vP(aiδpi).
Therefore vP(f(δ)) = p
nvP(δ) = vP(δ
pn). Now vP(f(δ)) ≡ 0 mod pn and vP (u) 6≡
0 mod pn. Thus vP (f(δ)) 6= vP(u) and vP(u − f(δ)) = min{vP(u), vP (f(δ))} ≤
vP(u).
Let p be a place of K above P . Then vp(y) < 0 and hence vp(f(y)) = pnvp(y) =
vp(y
pn). Therefore vp(f(y)) = p
nvp(y) = vp(u) = ePvP (u) = −ePλpm and it
follows that pn−m | eP since gcd(λ, p) = 1. 
When u is written with respect to a prime divisor P as in Theorem 5.2, we say
that u is in a normal form with respect to P . A normal form is not unique in general.
In case k = k0(T ) is a rational function field and Gf ⊆ k0 we have:
Theorem 5.3. Let k = k0(T ) be a rational function field, f(X) ∈ k0[X ] an additive
polynomial given by (5.1) andK = k(y) an elementary abelian p–extension where f(y) =
u ∈ k and F (X) = f(X)− u ∈ k[X ] is irreducible of degree pn. Then we can choose u
satisfying
(5.3) u =
r∑
i=1
Qi(T )
Pi(T )αi
+R(T )
where P1, . . . , Pr are distinct monic irreducible polynomials, Q1, . . . , Qr ∈ k0[T ] such
that gcd(Qi, Pi) = 1, degQi < degP
αi
i , αi = −λipmi > 0 with 0 ≤ mi < n and
gcd(λi, p) = 1 for 1 ≤ i ≤ r and R(T ) is a polynomial such that if R(T ) /∈ k0 then
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degR(T ) = λ0p
m > 0 with gcd(λ0, p) = 1, 0 ≤ m < n and if R(T ) ∈ k0 then either
R(T ) = 0 or R(T ) /∈ f(k0) = {f(δ) | δ ∈ k0}.
Furthermore P1, . . . , Pr are precisely the finite prime divisors of k ramified in K and
P∞ is ramified if and only if R(T ) /∈ k0.
Proof. Let f(y) = u = g(T )h(T ) with gcd(g(T ), h(T )) = 1. Expanding in partial frac-
tions, we obtain
u =
r∑
i=1
βi∑
j=1
Q
(i)
j (T )
Pi(T )j
+R(T ),
where degQ
(i)
j < degP
j
i for any 1 ≤ j ≤ βi, 1 ≤ i ≤ r and R(T ) ∈ k0[T ].
If β1 = λp
n > 0, we can choose C ∈ k[T ] such that
C(T )p
n ≡ Q(β1)1 (T ) mod P1(T )
because k0[T ]/(P1) is a perfect field. Using the substitution z = y − Cλ we get
K = k(z) and f(z) = f(y)− f(Cλ) = u− f(Cλ) = w. It follows that the valuations
of w for an arbitrary prime divisor P 6= P∞ of k0 satisfy:
vP (w)


≥ 0 if vP(u) ≥ 0
= −βj if P is the prime divisor associated to Pj(T ) for 2 ≤ j ≤ r
> −β1 if P is the prime divisor associated to P1(T ).
Repeating this process, we obtain, for βj , 2 ≤ j ≤ r, that K = k(y) with f(y) = u
and u is in the form (5.3) except possibly for R(T ).
Now if R(T ) = bdT
d + · · · + d0 satisfies d = λpn we make the substitution
y = z − cT λ where cpn = bd. Keeping on this process we finally obtain that
either R(T ) ∈ k0 or degR(T ) = λpm with 0 ≤ m < n. Finally, if R(T ) ∈ k0 and
R(T ) = f(δ) for some δ ∈ k0, we take z = y − δ.
The type of ramification is an immediate consequence of Theorem 5.2. 
Definition 5.4. When the equation f(y) = u defining the extension K = k(y)
satisfies the conditions of Theorem 5.3, we say that the equation is in a reduced
form.
Note that the reduced form is not unique in general.
Next, we present the results mentioned by Garcia and Stichtenoth [1] on addi-
tive polynomials whose roots belong to the base field.
Let K = k(y) with f(y) = u ∈ k, f(X) ∈ k[X ] a monic separable additive
polynomial whose roots are in k and F (X) = f(X) − u ∈ k[X ] is irreducible,
G = Gal(K/k) ∼= Gf ∼= Cnp .
Theorem 5.5. The subextensions of degree p over k ofK/k are given by k(zH) with
zpH − zH =
u
fH(εH)p
,
where H < Gf is a subspace of Gf of codimension 1, fH(X) =
∏
δ∈H(X − δ) and
Gf = H+ FpεH, εH ∈ Gf . Furthermore, k(zH) is the fixed field under H: k(zH) = KH
and Gal(k(zH)/k) = 〈σεH〉 where σεH(y) = y + εH. We have σεH(zH) = zH + 1.
Proof. We have f(X) =
∏
α∈Fp
fH(X − αεH). Now, fH(X) is an additive poly-
nomial (see for instance [7, proof of Proposition 13.4.10]) and fH(X − αεH) =
fH(X)− αfH(εH).
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Denote Y := fH(X). Then
f(X) =
p−1∏
α=0
(Y − αfH(εH)) = fH(εH)p ·
p−1∏
α=0
( Y
fH(εH)
− α
)
= fH(εH)
p
(( Y
fH(εH)
)p
− Y
fH(εH)
)
.
So,
f(X) = fH(X)
p − fH(εH)p−1fH(X) = fH(εH)p
(( fH(X)
fH(εH)
)p
−
( fH(X)
fH(εH)
))
.
That is,
f(X) = fH(εH)
p℘
( fH(X)
fH(εH)
)
= ℘fH(εH)(fH(X)).
In this way we obtain f(X) = fH(εH)
p(zp − z) where z = YfH(εH) =
fH(X)
fH(εH)
. Let
(5.4) zH :=
fH(y)
fH(εH)
.
Then
zpH − zH =
f(y)
fH(εH)p
=
u
fH(εH)p
or ℘fH(εH)
(
fH(εH)zH
)
= u.
Furthermore, if the set {ε1, . . . , εn−1} is an Fp–basis of H and εn := εH, then
{ε1, . . . , εn−1, εn} is a basis of Gf over Fp. We have that if σεi(y) = y + εi, then
G = 〈σε1 , . . . , σεn−1 , σεn〉 and we have, for 1 ≤ i ≤ n− 1,
σεi(zH) = σεi
( fH(y)
fH(εn)
)
=
fH(y + εi)
fH(εn)
=
fH(y) + fH(εi)
fH(εn)
=
fH(y) + 0
fH(εn)
= zH,
and
σεn(zH) =
fH(y + εn)
fH(εn)
= zH + 1,
so that k(zH)/k is a subextension of K/k of degree p, the field k(zH) is the fixed
field under H and Gal(k(zH)/k) ∼= 〈σεH〉 where σεH(y) = y + εH. 
Remark 5.6. Theorem 5.5 must be compared with Theorem 7.3 which is more
general but less explicit.
Theorem 5.7. Let f(X) ∈ k[X ] be a monic separable additive polynomial of degree pn
with Gf ⊆ k. LetK/k be an elementary abelian p–extension of degree pn. Then there exist
y ∈ K and u ∈ k such thatK = k(y) and f(y) = u.
Proof. Let y1, . . . , yn ∈ K be such that K = k(y1, . . . , yn) and ypi − yi = γi ∈ k. Let
G = Gal(K/k), G = 〈σ1, . . . , σn〉 with σi(yj) = yj + δij where δij is the Kronecker
delta. Let {µ1, . . . , µn} be a basis of Gf over Fp. Let y :=
∑n
i=1 µiyi and let f(X) be
given as in (5.1).
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We have ypi = yi+γi, y
p2
i = y
p
i +γ
p
i = yi+γi+γ
p
i and in general y
pm
i = yi+lm(γi)
where lm(γi) = γi + γ
p
i + · · ·+ γp
m−1
i ,m ∈ N. Then
f(µiyi) =
n∑
j=0
aj(µiyi)
pj =
n∑
j=0
aj(µ
pj
i yi + µ
pj
i lj(γi)) = yif(µi) + hi,
with hi =
∑n
j=0 ajµ
pj
i lj(γi) and yif(µi) = 0 because µi ∈ Gf . Therefore,
f(y) = f
( n∑
i=1
µiyi
)
=
n∑
i=1
f(µiyi) =
n∑
i=1
hi = u ∈ k.
If σ ∈ G, there exist ν1, . . . , νn ∈ Fp such that σ = σν11 · · ·σνnn and
σ(y) = σ
( n∑
i=1
µiyi
)
=
n∑
i=1
µi(yi + νi) = y +
n∑
i=1
νiµi.
Thus σ = Id ⇐⇒ σ(y) = y ⇐⇒ ∑ni=1 νiµi = 0 ⇐⇒ ν1 = · · · = νn = 0,
confirming that {µ1, . . . , µn} is a basis of Gf over Fp and that G = Gal(K/k) =
〈σ1, . . . , σn〉. 
6. DECOMPOSITION OF PRIME DIVISORS IN ELEMENTARY ABELIAN
p–EXTENSIONS OF FUNCTION FIELDS
Let us to consider k = k0(T ) a rational function field where we assume that k0 is
a finite field with Gf ⊆ k0. The aim of this section is to describe the decomposition
of the unramified primes in an elementary abelian p–extension K of k given by
K = k(y) where f(y) = u, f(X) ∈ k0[X ] given by (5.1) and such that Gf ⊆ k0.
Note that the decomposition group of any unramified prime is a cyclic group and
therefore it is of order 1 or p. We will assume that the extension K/k is geometric.
A fundamental result that we will use in this section is the decomposition of
P∞ in Artin–Schreier extensions.
Proposition 6.1. Let L/K be a cyclic extension of degree p such that K = k(w) with
w ∈ L given in the form
wp − w = u =
r∑
i=1
Qi
P eii
+ f(T ) =
Q
P e11 · · ·P err
+ f(T ),(6.1)
where Pi ∈ R+T , Qi ∈ RT , gcd(Pi, Qi) = 1, ei > 0, p ∤ ei, degQi < degP eii , 1 ≤ i ≤ r,
degQ <
∑r
i=1 degP
ei
i , f(T ) ∈ RT , with p ∤ deg f in case f(T ) 6∈ k0 and f(T ) /∈ ℘(k0)
when f(T ) ∈ k∗0 . Then the prime divisor P∞ is
(a).- decomposed if f(T ) = 0.
(b).- inert if f(T ) ∈ k0 and f(T ) 6∈ ℘(k0).
(c).- ramified if f(T ) 6∈ k0 (so that p ∤ deg f ). 
The following example illustrates several of the results obtained.
Example 6.2. Let k = F27(T ) and K = k(z)/k be the 3–elementary abelian exten-
sion of degree 27, defined by the equation:
z27 − z = 1
(T + 1)54
+
1
T + 1
+ T 9 + T 3 + T + ω + 1 = u(T ),
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where ω ∈ F27, ω3 = ω + 2 and F27 = F3(ω). First, note that if y = z − 1(T+1)2 , then
k(y) = k(z) and y27− y = (z− 1
(T+1)2
)27− (z− 1
(T+1)2
) = u(T )− 1
(T+1)54
+ 1
(T+1)2
.
That is
y27 − y = 1
(T + 1)
2 +
1
T + 1
+ T 9 + T 3 + T + ω + 1 = r(T ).
From Theorem 4.1, the prime divisor P1, associated to the irreducible polynomial
p1(T ) = T + 1 and P∞, are ramified. Next, we compute the ramification index
for these prime divisors. We can use Proposition 3.1 to obtain all the 13 = 3
3−1
3−1
Artin-Schreier subextensions. Three of these extensions that generate the whole
extension are given by:
y31 − y1 = r(T ),
y1 = y
9 + y3 + y.
y32 − y2 = ωr(T ),
y2 = (ωy)
9 + (ωy)3 + ωy.
y33 − y3 = ω2r(T ),
y3 = (ω
2y)9 + (ω2y)3 + ω2y.
The following diagram represents these 3–subextensions and some elementary
abelian 3–extensions of degree 9.
k(y)
k(y1, y2)
qqqqqqqqqqq
k(y1, y3) k(y2, y3)
▼▼▼▼▼▼▼▼▼▼▼
k(y1)
ttttttttt
✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
✐✐✐✐✐
k(y2)
▼▼▼▼▼▼▼▼▼▼▼
qqqqqqqqqqq
k(y3)
❏❏❏❏❏❏❏❏❏
❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
❯❯❯❯❯
k = F27(T )
3
✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
3
3
❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
Note that P1 is fully ramified, that is e(℘1|P1) = 27 for a place ℘1 above P1,
since vP1(r(T )) = −2 is relatively prime to 3. On the other hand, if z1,1 = y1 − T 3,
then k(z1,1) = k(y1) and z
3
1,1 − z1,1 = 1(T+1)2 + 1T+1 + 2T 3 + T + ω + 1. Now, let
z1,2 = z1,1 + T − ω2. We have k(z1,2) = k(z1,1) = k(y1) and
z31,2 − z1,2 =
1
(T + 1)
2 +
1
T + 1
= r1(T ).
From Proposition 6.1, P∞ decomposes in k(y1)/k.
In the extension k(y2)/k, we let z2,1 = y2 + (2ω + 2)T
3. Then k(z2,1) = k(y2)
and z32,1 − z2,1 = (2ω + 1)T 3 + ωT + ω2 + ω + ω(T+1)2 + ωT+1 . Again, if we make
the substitution: z2,2 = z2,1 − 2ωT , in this extension, we obtain k(z2,2) = k(z2,1) =
k(y2) and
z32,2 − z2,2 =
ω
(T + 1)
2 +
ω
T + 1
+ ω2 + ω = r2(T ),
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because ω2 + ω /∈ ℘(F27), from Proposition 6.1 it follows that the infinite prime is
inert in k(y2)/k. Finally, with the substitutions: z3,1 = y3 − (2ω2 + ω + 2)T 3 and
z3,2 = z3,1 − (2ω2 + 2)T , we obtain k(z3,2) = k(z3,1) = k(y3), where
z33,2 − z3,2 =
ω2
(T + 1)
2 +
ω2
T + 1
+ 2T + ω2 + ω + 2 = r3(T ).
Therefore,P∞ is ramified in k(y3)/k. Hence, the decomposition field of the infinite
prime P∞ is k(y2) and the inertia field is k(y2, y3). We obtain P∞ has ramification
index equal to 3, inertia degree equal to 3 and has 3 prime divisors in K above it.
Returning to our study, note that with the hypothesis of being of degree p, sep-
arable and with the roots in the base field, essentially there is a unique additive
polynomial of degree p. If Xp + aX is an additive polynomial, their roots are
equal to iα with 0 ≤ i ≤ p − 1 and α = p−1√−a a fixed nonzero root of Xp + aX .
We are assuming that α ∈ k∗0 . Then αp = −αa and
Xp + aX = αp
(
Zp − Z) with Z = X
α
, α ∈ F∗q ,
that is, Xp + aX = αp℘
(
X
α
)
with αp−1 = −a.
We come back to the extension K = k(y), Gal(K/k) ∼= Gf . We have that the
decomposition of P∞ in K , in case of being unramified is
Proposition 6.3. Let K = k(y)/k with f(y) = u and u given in a reduced form (5.3).
We assume that P∞ is unramified in K/k. If R(T ) = 0, then P∞ decomposes fully in
K/k. Conversely, if P∞ decomposes fully, then there exists a reduced form f(y) = u
where R(T ) = 0.
Proof. If R(T ) = 0 then, from Theorem 5.5 and Proposition 6.1, it follows that P∞
decomposes in every subextension of degree p and therefore P∞ is fully decom-
posed in K/k.
Conversely, assume that P∞ is fully decomposed. Let K = k(y1, . . . , yn) with
k(yi)/k cyclic extensions of degree p given by Artin–Schreier equations in reduced
form. Since P∞ decomposes in all of them, from Theorem 5.7, it followsK = k(y0)
with y0 =
∑n
i=1 µiyi, {µ1, . . . , µn} a basis of Gf over Fp, and in the reduced form
of f(y0) = u0, the polynomial corresponding to the behavior of P∞ is 0. 
In the special case of the additive polynomial f(X) = Xq −X , we are going to
prove more than Proposition 6.3. To this end, we prove
Lemma 6.4. Let S ∈ Fqm = k0. Then we have µS ∈ im℘ for all µ ∈ Fq if and only if
there exists λ ∈ Fqm such that S = λq − λ.
Proof. We consider the homomorphism g : Fqm −→ Fqm , g(λ) = λq − λ. Then
ker g = Fq and | im g| = q
m
q . The Artin–Schreier homomorphism, ℘ : Fqm → Fqm ,
℘(λ) = λp−λ, satisfies ker℘ = Fp and | im℘| = q
m
p . Finally we consider h : Fqm −→
Fqm given by h(λ) = λ+ λp + · · ·+ λpn−1 , q = pn. Then h(λ)p − h(λ) = λq − λ.
We have that
(℘ ◦ h) = (h ◦ ℘) = g.
Now, if S = λq − λ for some λ ∈ Fqm , then µS = (µλ)q − (µλ) for all µ ∈ Fq and
we have
(µλ)q − (µλ) = g(µλ) = ℘(h(µλ)) ∈ im℘,
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for all µ ∈ Fq .
Conversely, assume that A :=
{
µS
}
µ∈Fq
⊆ im℘. If S = 0 there is nothing to
prove. We consider S 6= 0. In case that S /∈ im g we would have µS /∈ im g for all
µ ∈ F∗q since otherwise, if µS = λq −λ for some λ ∈ Fqm then for all µ ∈ Fq , µq = µ
and
S =
λq
µ
− λ
µ
=
(λ
µ
)q
−
(λ
µ
)
∈ im g,
which is absurd.
Under this assumption the additive subgroup A =
{
µS
}
µ∈Fq
of Fqm , which is
of cardinality q, satisfies A ∩ im g = {0}. Since A ⊆ im℘ and because g = ℘ ◦ h,
that is, im g ⊆ im℘, it follows that A+ im g ⊆ im℘. But on the other hand
|A+ im g| = |A|| im g| = q · q
m
q
= qm >
qm
p
= | im℘|,
which is a contradiction. Thus A ∩ im g 6= {0}. Therefore there exists µ ∈ F∗q with
µS ∈ im g which implies that S ∈ im g. This finishes the proof. 
Let f(X) be an additive polynomial given by (5.1). The result of Lemma 6.4
should hold in this case but we don’t have a proof. Let Gf = LFp{ε1, . . . , εn} and
consider the following n subspaces of Gf of codimension 1:
Hi := LFp{ε1, . . . , εi−1, εi+1, εn}, 1 ≤ i ≤ n.
Let fHi(X) = fi(X), ai = fi(εi) 6= 0.
What we need is:
n⋂
i=1
im℘ai = im f.(6.2)
We have:
Proposition 6.5. Let K = k(y)/k with f(y) = u and u given in a reduced form (5.3).
We assume that P∞ is unramified inK/k. If f(X) = Xq −X or if (6.2) holds, then P∞
decomposes fully if and only if R(T ) = 0.
Proof. First we consider the particular case f(X) = Xq − X . We have that P∞
decomposes fully in K/k if and only if it decomposes fully in every intermediate
extension of degree p: ypµ − yµ = µu where yµ = h(µy) = (µy)p
n−1
+ · · ·+ (µy)p +
(µy), µ ∈ F∗q . The latter is equivalent to µR(T ) ∈ im℘(Fqm) for all µ ∈ Fq. From
Lemma 6.4 the latter is equivalent to R(T ) = λq − λ for some λ ∈ Fqm . Since u is
in reduced form, it follows that R(T ) = 0.
For the general case, from Theorem 5.5, P∞ decomposes fully in K/k if and
only if P∞ decomposes in every subextension of degree p given by
(6.3) zpH − zH =
u
fH(εH)p
,
for every hyperplaneH of Gf . The term (6.3) that determines the behavior of P∞ is
R(T )
fH(εH)p
. Therefore P∞ decomposes fully in (6.3) if and only if R(T ) ∈ im℘fH(εH).
Now the result is a consequence of equation (6.2). 
Next, we present a result similar to that of Proposition 6.1 for a certain family
of elementary abelian p–extensions. Note that when the infinite prime is ramified,
we do not give the precise behavior of the prime in the extension.
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Corollary 6.6. LetK = k0(T ) be a rational function field andK = k(y) be an elementary
abelian p–extension of k given by a reduced form
yq − y = u =
r∑
i=1
Qi(T )
Pi(T )αi
+R(T )
satisfying the conditions of Theorem 5.3.
Then the prime divisor P∞ is
(a).- fully decomposed if R(T ) = 0.
(b).- not ramified with inertia degree p if R(T ) ∈ k0 and R(T ) 6∈ {λq − λ|λ ∈ k0}.
(c).- ramified if R(T ) 6∈ k0. 
Let K = k(y) be given by (5.3) and let Pi be the prime divisors associated to
Pi(T ), 1 ≤ i ≤ r. Let P be a prime divisor such that P /∈ {P1, . . . ,Pr,P∞}. Then P
is either fully decomposed in K/k or has inertia degree equal to p. The following
results establish the decomposition type of P .
First we study the Artin–Schreier case.
Proposition 6.7. Let P and K/k be as before. Let us write equation (6.1) as
yp − y = u(T ),
with u(T ) = g(T )h(T ) ∈ k = k0(T ) such that gcd(g(T ), h(T )) = 1. Let P (T ) ∈ R+T be the
irreducible polynomial associated to P , say degP (T ) = m. Let ν ∈ k′ be a root of P (T ),
where k′ is the decomposition field of the polynomial P (T ). Then P decomposes fully in
K/k if and only if u(ν) ∈ ℘(k′).
Proof. We have [k′ : k0] = m. Let ν = ν1, . . . , νm be the roots of P in k
′, P (T ) =∏m
i=1(T − νi). We have that P decomposes fully in k′(T ) := km/k = k0(T ). Here
km denotes the constant extension of k of degreem. Since we are assuming that the
extensionK/k is geometric, it follows that km∩K = k and thereforeP decomposes
fully in K/k if and only if Q decomposes fully in Km/km where Km = Kkm and
Q is a prime in km above P .
K Km
k
P decomposes
fully
km
Say that Q is the prime divisor associated to T − ν ∈ km. Since vP(u(T )) ≥ 0
it follows that vQ(u(T )) ≥ 0 so that T − ν ∤ h(T ) and h(ν) 6= 0. Furthermore
g(ν) = 0 ⇐⇒ vP(u(T )) > 0. We have degkm Q = 1. We makeQ the infinite prime
in km, that is, let T
′ = 1T−ν , (T
′)km =
Q′0
Q′
∞
= Q∞Q , where (T )km =
Q0
Q∞
. We have
T = 1T ′ + ν.
Write u1(T
′) := u(T ) = u
(
1
T ′ + µ
)
=
g
(
1
T ′
+ν
)
h
(
1
T ′
+ν
) = g( 1T ′ (1+T ′ν))
h
(
1
T ′
(1+T ′ν)
) .
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Let g(T ) = asT
s + as−1T
s−1 + · · · + a1T + a0, as 6= 0, ai ∈ Fq, 0 ≤ i ≤ s;
h(T ) = btT
t + bt−1T
t−1 + · · ·+ b1T + b0, bt 6= 0, bj ∈ Fq, 0 ≤ j ≤ t. Then
g
( 1
T ′
(1 + T ′ν)
)
=
1
(T ′)s
(
as + · · ·+ g(ν)(T ′)s
)
=
1
(T ′)s
g1(T
′);
h
( 1
T ′
(1 + T ′ν)
)
=
1
(T ′)t
(
bt + · · ·+ h(ν)(T ′)t
)
=
1
(T ′)t
h1(T
′).
It follows that
degT ′ g1(T
′) ≤ s; degT ′ h1(T ′) = t.
Therefore
degT ′ u1(T
′) = degT ′ g1(T
′)− s ≤ 0, and vQ(u1(T ′)) = s− degT ′(g1(T ′)) ≥ 0.
The reduced form of u1(T
′) is
u1(T
′) =
r′∑
j=1
Q′j(T
′)
(P ′j(T
′))e
′
j
+ u(ν).
Thus Q decomposes fully in Km/km ⇐⇒ u(ν) ∈ ℘(k′). This proves the proposi-
tion. 
The general case is consequence of Proposition 6.7. Indeed, letK = k(y) where
y is given in a reduced form (5.3). We assume that P is not ramified in K/k. From
Theorem 5.5, using the notation given there, we have that every subextension of
K of degree p over k is given by (6.3).
As a consequence of these expressions and from Propositions 6.5 and 6.7, we
obtain the main result of this section.
Theorem 6.8. With the above notations, let P be a non–ramified inK/k prime divisor of
degree m. Then we have that P decomposes fully in K/k ⇐⇒ for every hyperplane H
holds
u(ν)
1
fH(εH)p
∈ ℘(k′),
and P has inertia degree p inK/k ⇐⇒ there exists an hyperplaneH such that
u(ν)
1
fH(εH)p
/∈ ℘(k′).
Equivalently, if (6.2) holds, then P decomposes fully inK/k ⇐⇒ u(ν) ∈ f(k′). 
7. GENERATORS OF ELEMENTARY ABELIAN p–EXTENSIONS
Let k be an arbitrary field of characteristic p > 0 and let f(X) ∈ k[X ] be an
additive polynomial given by (5.1) such that Gf ⊆ k. Let u ∈ k be such that
F (X) = f(X)−u ∈ k[X ] is irreducible. LetK = k(y)where f(y) = u,Gal(K/k) ∼=
Gf . We have thatK/k has (p
n−1)(pn−p)···(pn−pm−1)
(pm−1)(pm−p)···(pm−pm−1) subextensions k ⊆ E ⊆ K such
that [E : k] = pm.
We want to study the relation between y and z in case K = k(y) = k(z) and
f(z) = χ ∈ k. The next result is well known.
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Proposition 7.1. If k(y1) y k(y2) are cyclic extensions of degree p of k with ℘(yi) = xi ∈
k, i = 1, 2, the following two statements are equivalent:
(a).- k(y1) = k(y2),
(b).- there exist j ∈ F∗p and z ∈ k such that y1 = jy2 + z and x1 = jx2 + ℘(z). 
Next theorem generalizes Propostition 7.1. This is themain result of this section.
Theorem 7.2. With the above notation we have that the following statements are equiva-
lent:
(a).- k(y) = k(z),
(b).- there exist An−1, An−2, . . . , A1, A0 ∈ Gf satisfying
An−1β
pn−1 +An−2β
pn−2 + · · ·+A2βp
2
+A1β
p +A0β = 0
with β ∈ Gf ⇐⇒ β = 0
andD ∈ k such that
(7.1) z = An−1y
pn−1 +An−2y
pn−2 + · · ·+A2yp
2
+A1y
p +A0y +D.
Theorem 7.2 is an immediate consequence of the following more general theo-
rem.
Theorem 7.3. Let K = k(y). Then the following statements are equivalent:
(a).- E = k(z) with k ⊆ E ⊆ K , [E : k] = pm such that g(z) = χ ∈ k for some χ ∈ k
and for some additive polynomial g(X) such that g(X) | f(X), that is, g = fV for
an additive subgroup V of Gf of dimensionm over Fp,
(b).- there exist An−1, An−2, . . . , A1, A0 ∈ Gf , C ∈ k and a Fp–vector subspace H of
Gf of dimension n−m such that
(1) z satisfies
z = An−1y
pn−1 +An−2y
pn−2 + · · ·+A2yp
2
+A1y
p +A0y + C,(7.2)
(2) for β ∈ Gf ,
An−1β
pn−1 +An−2β
pn−2 + · · ·+A2βp
2
+A1β
p +A0β = 0 ⇐⇒ β ∈ H.
The relation between E and (7.2) is given as follows. If H = LFp{µm+1, · · · , µn}
where {µ1, . . . , µn} is the basis of Gf such that if G = 〈σ1, . . . , σn〉, σi(y) = y + µi,
1 ≤ i ≤ n, then E is the fixed field by the subgroup H := 〈σm+1, . . . , σn〉 of G. That is,
H corresponds to H under the isomorphism given in Proposition 2.2 and if Gf = H⊕ V ,
g(X) = fV (X) =
∏
δ∈V (X − δ) | f(X).
Proof. Let G = Gal(K/k) = 〈σ1, . . . , σn〉 with σi(y) = y + µi, where µi ∈ Gf and
{µ1, . . . , µn} is a Fp–basis of Gf . More precisely, we have that if σ1, . . . , σn ∈ Gwith
σi(y) = y + µi, then G = 〈σ1, . . . , σn〉 ⇐⇒ {µ1, . . . , µn} is a basis of Gf/Fp. Note
that for 0 ≤ αi ≤ p− 1, 1 ≤ i ≤ n, σ = σα11 · · ·σαnn we have σ(y) = y +
∑n
i=1 αiµi.
First we consider a subfield E ofK of degree pm over k. We may choose a set of
n generators ofG = Gal(K/k) = 〈σ1, . . . , σn〉 in such a way that E = K〈σm+1,...,σn〉
is the fixed field underH = 〈σm+1, . . . , σn〉. We have Gal(K/E) = 〈σm+1, . . . , σn〉.
Let θ : G → Gf be the isomorphism given by σi 7→ µi, 1 ≤ i ≤ n. Let H =
θ(H) < Gf and let V be an arbitrary section of the exact sequence
0 −→ H i−→ Gf π−→ Gf/H −→ 0,
ABELIAN p–EXTENSIONS AND ADDITIVE POLYNOMIALS 17
that is, V = ϕ(Gf/H) < Gf where ϕ : Gf/H −→ Gf satisfies π ◦ ϕ = IdGf/H. We
have Gf ∼= H⊕ V as Fp–vector spaces.
From Theorem 5.7, we have that there exist z ∈ E and χ ∈ k such that E = k(z)
with fV (z) = χ ∈ k and fV (X) =
∏
δ∈V (X − δ) |
∏
δ∈Gf
(X − δ) = f(X).
We have that Gal(E/k) ∼= 〈σ¯1, . . . , σ¯m〉 where σ¯i = σi|E or, equivalently, σ¯i =
σi mod Gal(K/E).
Now, let σi(z) = z + γi, 1 ≤ i ≤ m, where {γ1, . . . , γm} is a basis of V and
σj(z) = z form+ 1 ≤ j ≤ n. We denote γj = 0 form+ 1 ≤ j ≤ n.
Let An−1, An−1, . . . , A1, A0 ∈ Gf be arbitrary and let
(7.3) w := An−1y
pn−1 +An−2y
pn−2 + · · ·+A2yp
2
+A1y
p +A0y.
That is, if we denote l(X) = An−1X
pn−1 + · · ·+A1Xp +A0X , then w = l(y).
We will prove that there exist An−1, An−2, . . . , A1, A0 ∈ Gf andD ∈ k such that
(7.4) z = w +D.
We have
(7.5) σi(w) = σi(l(y)) = l(σi(y)) = l(y + µi) = l(y) + l(µi) = w + l(µi).
It follows that
σi(w) = w + γi, 1 ≤ i ≤ n ⇐⇒ l(µi) = γi, 1 ≤ i ≤ n(7.6)
⇐⇒ M


A0
A1
...
An−2
An−1

 =


γ1
γ2
...
γn−1
γn

 =


γ1
...
γm
0
...
0


,
whereM is the matrix
M =


µ1 µ
p
1 · · · µp
n−2
1 µ
pn−1
1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n

 .
We will prove thatM is non–singular. Let
B(X) :=


X Xp · · · Xpn−2 Xpn−1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n

 =


F (X)
F (µ2)
...
F (µn−1)
F (µn)


where F (Z) := [Z Zp · · · Zpn−1 Zpn ] with Z ∈ {X,µ2, . . . , µn} denotes the
rows of B(X). We have B(µ1) = M and detB(X) is an additive polynomial in
k[X ] of degree pn−1.
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Let {i2, . . . , in} ⊆ Fn−1p and ξ = i2µ2 + · · ·+ inµn. Then:
B(ξ) =


F (i2µ2 + · · ·+ inµn)
F (µ2)
...
F (µn−1)
F (µn)

 =


i2F (µ2) + · · ·+ inF (µn)
F (µ2)
...
F (µn−1)
F (µn)

 .
Therefore detB(ξ) = 0 for every ξ ∈ {i2µ2+ · · ·+inµn | i2, . . . , in ∈ Fp} = C. Since
{µ2, . . . , µn} is a linearly independent set over Fp, it follows that |C| = pn−1 =
degB(X). In this way, we obtain thatC is the set of roots of detB(X). In particular,
since µ1 /∈ C, detB(µ1) = detM 6= 0 andM is non–singular.
Hence (7.6) has a unique solution:
(7.7)


A0
A1
...
An−2
An−1

 = M
−1


γ1
...
γm
0
...
0


.
Let β =
∑n
i=1 ciµi ∈ Gf with ci ∈ Fp, 1 ≤ i ≤ n. Therefore
l(β) = l(
n∑
i=1
ciµi) =
n∑
i=1
l(ciµi) =
n∑
i=1
cil(µi) =
n∑
i=1
ciγi =
m∑
i=1
ciγi.
It follows that l(β) = 0 ⇐⇒ c1 = . . . = cm = 0 ⇐⇒ β ∈ LFp{µm+1, . . . , µn} =
H.
Finally, we have σi(z − w) = z − w for all 1 ≤ i ≤ n, so that z − w = D ∈ k and
z is in the form (7.2).
To prove the converse, let z be given by (7.2), z = l(y) +D. Then
σi(z) = σi(l(y) +D) = l(σi(y)) +D = l(y+ µi) +D = l(y) + l(µi) +D = z + l(µi)
and we have l(µi) = 0 ⇐⇒ i ≥ m + 1. Therefore k(z) ⊆ K〈σm+1,...,σn〉. Now,
for any c1, . . . , cm ∈ Fp, not all equal to zero, σc11 · · ·σcmm (z) = z + l(β) with β =∑m
i=1 ciµi 6= 0, l(β) 6= 0. This implies that [k(z) : k] ≥ pm. It follows that [k(z) :
k] = pm and that k(z) = K〈σm+1,...,σn〉.
Let ξi := l(µi), 1 ≤ i ≤ m, V = LFp{ξ1, . . . , ξm} and fV (X) | f(X). Then
fV (z) = fV (l(y) +D) = fV (
n−1∑
i=0
Aiy
pi +D) =
n−1∑
i=0
fV (Aiy
pi) + fV (D) = χ.
We will prove that χ = fV (z) ∈ k.
If σ := σc11 · · ·σcnn ∈ G = Gal(K/k) then, for µ :=
∑n
i=1 ciµi, σ(y) = y + µ, we
have
σ(fV (z)) = σ(fV (l(y) +D)) = fV (l(y + µ) +D) = fV (l(y) + l(µ) +D)
= fV (l(y) +D) + fV (l(µ)) = fV (z) + fV (l(µ)).
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Finally,
l(µ) =
n∑
i=1
cil(µi) =
m∑
i=1
ciγi ∈ V,
so that fV (l(µ)) = 0 and σ(fV (z)) = fV (z) for all σ ∈ Gal(K/k). It follows that
χ = fV (z) ∈ k. This finishes the proof. 
8. MULTICYCLIC EXTENSIONS
In this section we are interested in abelian extensions with Galois group iso-
morphic to
(
Z/pmZ
)n
. To this end, we generalize the results of previous sections
and consider extensions using the Witt ring. First we fix some notation that will
be used in this part of the paper. For details, the main sources are the papers of
Witt [8] and of Schmid [6]. A summary can be found in [4, Capı´tulo 11].
Given a commutative ring with identityR,Wm(R) denotes the ring of Witt vec-
tors over R of lengthm, that is, ~α =
(
α1, . . . , αm | α(1), . . . , α(m)
) ∈ Wm(R)means
that αi ∈ R, 1 ≤ i ≤ m and that α(i) = αp
i−1
1 + pα
pi−2
2 + · · ·+ pi−1αi are the ghost
components of ~α. Witt operations are denoted by
•
+,
•−, •·. Let ~1 = (1, 0, . . . , 0) and
for t ∈ N, ~t = ~1 •+ · · · •+ ~1︸ ︷︷ ︸
t times
. We have ~pj
•· ~1 = ( 0, 0, . . . , 0︸ ︷︷ ︸
j
, 1
↑
j+1
, 0, . . . , 0
)
. Furthermore
Wm(Fp) ∼= Z/pmZ.
For u ∈ R we write {u} := (u, 0, . . . , 0 | u, up, . . . , upm−1). For a vector ~x =(
x1, . . . , xm
) ∈ Wm(R), we define ~xp := (xp1, . . . , xpm). Note that ~xp is not the p–
power of ~x with Witt multiplication, that is, ~xp 6= ~x •· · · · •· ~x︸ ︷︷ ︸
p
. The Artin–Schreier–
Witt operator is defined by ℘(~x) := ~xp
•− ~x.
Let k be a field of characteristic p. Then ℘(~x) = ~0 ⇐⇒ ~x ∈ Wm(Fp) ⊆ Wm(k).
We have (~x
•◦ ~y)p = ~xp •◦ ~yp where ◦ ∈ {+,−, ·}. Let K/k be a cyclic extension
of degree pm. Here we write, for ~y =
(
y1, . . . , ym
)
, σ~y =
(
σy1, . . . , σym
)
. Let
G = Gal(K/k) = 〈σ〉, o(σ) = pm. Now ~1 ∈ Wm(K) satisfies
TrK/k ~1 =
•∑
σ∈G
σ~1 = ~pm
•· ~1 = ~pm = ~0.
Thus there exists ~y ∈Wm(K) such that (σ •− ~1)(~y) = ~1, that is, σ~y = ~y •+ ~1.
Let ~x := ℘~y = ~yp
•− ~y. Then
σ(℘~y) = ℘(σ~y) = ℘(~y
•
+ ~1) = ℘(~y)
•
+ ℘(~1) = ℘(~y),
so, we obtain that ~x ∈ Wm(k). Now, σ(~y) = ~y •+ ~1 where k(~y) := k
(
y1, . . . , ym
) ⊆
K and k(~y)/k is a cyclic extension of degree pm because σt~y = ~y
•
+ ~t and pm is
minimum satisfying ~pm = ~0. ThereforeK = k(~y).
In general, if k is a field of characteristic p, the vector ~y ∈ Wm(k) is invertible
⇐⇒ y1 6= 0.
The following Proposition generalizes Proposition 7.1.
Proposition 8.1. If k(~y1) and k(~y2) are cyclic extensions of degree p
m of k with ~y1, ~y2 ∈
Wm(K) and ℘(~yi) = ~xi ∈ Wm(k), i = 1, 2, then the following statements are equiva-
lent:
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(a).- k(~y1) = k(~y2),
(b).- there exist ~j ∈ Wm(Fp) invertible, that is, gcd(j, p) = 1, and ~z ∈ Wm(k) such
that ~y1 = ~j
•· ~y2 •+ ~z and ~x1 = ~j •· ~x2 •+ ℘(~z). 
Let q = pn and consider a field k such that Fq ⊆ k. Let ~xq :=
(
xq1, . . . , x
q
m
)
.
Then ~xq
•− ~x = 0 ⇐⇒ ~x ∈ Wm(Fq) ⊆ Wm(k). The ring Wm(Fq) is known as a
Galois ring. As group, we see thatWm(Fq) is a freeWm(Fp)–module of rank n. In
particular,Wm(Fq) ∼=
(
Z/pmZ
)n
as groups.
Proposition 8.2. We have thatWm(Fq) is a free Wm(Fp)–module of rank n, where q =
pn. More precisely, let {µ1, . . . , µn} be a basis of Fq over Fp and set ~µi := {µi} =(
µi, 0, . . . , 0
)
, 1 ≤ i ≤ n. Then {~µ1, . . . , ~µn} is aWm(Fp)–basis ofWm(Fq). That is
Wm(Fq) =
n⊕
i=1
Wm(Fp) · ~µi.
Proof. Let ~α1, . . . , ~αn ∈ Wm(Fp), with ~αi =
(
αi1, . . . , αim | α(1)i , . . . , α(m)i
)
, ~µi =(
µi, 0 . . . , 0 | µi, µpi , . . . , µp
m−1
i
)
. We have that ~αi
•· ~µi =
(
αi1µi, . . . , ? | αi1µi, . . . , ?
)
.
If
•∑n
i=1 ~αi~µi =
(
. . . | ∑ni=1 αi1µi, . . . ) = ~0 = (0, . . . , 0 | 0, . . . , 0), we obtain that∑n
i=1 αi1µi = 0which implies αi1 = 0 for all 1 ≤ i ≤ n.
We obtain ~αi = (0, αi2, . . . , αim | 0, pαi2, . . .). Therefore, the second ghost com-
ponent of
•∑n
i=1 ~αi
•· ~µi = ~0 is ~0(2) =
∑n
i=1 pαi2µ
p
i . Thus
0 = ~02 =
1
p
(
~0(2) − ~0p1
)
=
n∑
i=1
αi2µ
p
i =
n∑
i=1
αpi2µ
p
i =
( n∑
i=1
αi2µi
)p
= 0.
Hence
∑n
i=1 αi2µi = 0 so that αi2 = 0 for all 1 ≤ i ≤ n. Keeping on with this
procedure, we obtain ~αi = ~0 and the result follows. 
Remark 8.3. In general we have that {~ξ1, . . . , ~ξn} is a basis ofWm(Fq) overWm(Fp)
if and only if {ξ11, . . . , ξn1} is a basis of Fq sobre Fp. This can be proved following
the proof of Proposition 8.2 and noting that if ~α1, . . . , ~αn ∈ Wm(Fp), then
•∑n
i=1
~αi
•· ~ξi =
(∑n
i=1 αi1ξi1, . . .
)
, etc. We leave the details of the proof to the interested
reader.
We consider the equation ~yq
•− ~y = ~α where ~α ∈ Wm(k). Let ~y0 ∈ Wm(k¯) be
a solution of ~yq
•− ~y = ~α, where k¯ denotes an algebraic closure of k. Note that
if K = k(~y) = k
(
y1, . . . , ym
)
is a cyclic extension of degree pm over k, then ym /∈
k
(
y1, . . . , ym−1
)
since otherwise we would have that [K : k] = [k
(
y1, . . . , ym−1
)
:
k] ≤ pm−1. So, K = k(ym). The set of roots of ~yq •− ~y = ~α is the set {~y0 •+
~µ}~µ∈Wm(Fq). LetK = k(~y0). Then, because Fq ⊆ k, we haveWm(Fq) ⊆Wm(k) and
therefore K/k is a normal extension. Since |Wm(Fq)| = qm = pnm, all the roots of
~yq
•− ~y = ~α are different and thereforeK/k is a Galois extension.
Let G := Gal(K/k) and σ ∈ G. Then ~y0 and σ(~y0) are conjugate so there exists
~ξ ∈Wm(Fq) such that σ(~y0) = ~y0 •+ ~ξ. Put σ~ξ = σ.
ABELIAN p–EXTENSIONS AND ADDITIVE POLYNOMIALS 21
Proposition 8.4. With the above notation, we have that ϕ : G −→ Wm(Fq), given by
ϕ(σξ) = ξ is a group monomorphism. This implies that the extension K/k is abelian
and that G ⊆ Wm(Fq) ∼=
(
Z/pmZ
)n
. Therefore G ∼= Z/pa1Z × · · · × Z/panZ with
m ≥ a1 ≥ a2 ≥ · · · ≥ an ≥ 0. 
Conversely, letK = k(z) be a finite abelian p–extension of exponentm and rank
n, that is G ∼= Z/pa1Z × · · · × Z/panZ with m ≥ a1 ≥ a2 ≥ · · · ≥ an ≥ 1 and we
assume that Fq ⊆ k where q = pn. Let K = k(z1, . . . , zn) with Gal(k(zi)/k) ∼=
Z/paiZ, 1 ≤ i ≤ n. Then, there exists ~yi such that k(zi) = k(~yi)with ~ypi
•− ~yi = ~αi ∈
Wm(k), ~yi ∈ Wm(K), where we write ~yi =
(
0, . . . , 0︸ ︷︷ ︸
m−ai
, yi,m−ai+1, . . . , yi,m
)
, that is,
we complete with zeros the components to make the vectors of lengthm.
Let G = 〈σ1, . . . , σn〉 with σj(~yi) =
{
~yi
•
+ ~1 if i = j
~yi if i 6= j
, and o(σi) = p
ai . We
define
~y := ~ξ1
•· ~y1 •+ · · · •+ ~ξn •· ~yn,
where {~ξ1, . . . , ~ξn} is a basis of Wm(Fq) over Wm(Fp). Then ~yi ∈ Wm(K), ~ξi ∈
Wm(Fq) ⊆Wm(K). It follows that k(~y) ⊆ K . We will show that k(~y) = K .
Let σ ∈ G, say σ = σb11 · · ·σbnn , 0 ≤ bi ≤ ai − 1, 1 ≤ i ≤ n. Then, writing
~bi = {bi},
σ~y = σ
( •∑n
i=1
(
~ξi
•· ~yi
))
=
•∑n
i=1
σ
(
~ξi
•· ~yi
)
=
↑
~ξi∈Wm(Fq)
•∑n
i=1
~ξi
•· σ(~yi) =
•∑n
i=1
~ξi
•· (~yi •+ ~bi)
=
•∑n
i=1
~ξi
•· ~yi •+
•∑n
i=1
~bi
•· ~ξi = ~y •+ ~ξ,
where ~ξ :=
•∑n
i=1
~bi
•· ~ξi ∈ Wm(Fq). Therefore σ~y = ~y ⇐⇒ ~ξ = ~0 ⇐⇒ ~b1 = · · · =
~bn = ~0 ⇐⇒ b1 = · · · = bn = 0 ⇐⇒ σ = Id. It follows thatK = k(~y).
In brief, we have:
Theorem 8.5. Let k be a field of characteristic p > 0 such that Fq ⊆ k with q = pn. Let
~α ∈ Wm(k). If K = k(~y0) where ~y0 is a root of ~yq •− ~y = ~α ∈ Wm(k), then K/k is
an abelian p–extension of exponent ph with h ≤ m and rank l with l ≤ n. Furthermore,
if G := Gal(K/k), we have that G is isomorphic in a natural way to a subgroup of the
Galois ringWm(Fq).
Conversely, if K = k(~y0) is an abelian p–extension of exponent p
h and rank l, then ~y0
is root of some equation of the form ~yq
•− ~y = ~α for some ~α ∈Wm(k). 
Now consider a finite abelian p–extension K/k given by ~yq
•− ~y = ~α ∈ Wm(k)
and where we assume that Fq ⊆ k. Say that G = Gal(K/k) ∼=
∏n
i=1 Z/p
aiZ with
m ≥ a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Let ~ξ ∈Wm(Fq) and let
~y~ξ := (
~ξp
n−1 •· ~ypn−1) •+ (~ξpn−2 •· ~ypn−2) •+ · · · •+ (~ξp •· ~yp) •+ (~ξ •· ~y).(8.1)
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Then
~yp~ξ
•− ~y~ξ = ~ξ
•· ~α,
that is, k(~y~ξ)/k is a cyclic extension of degree p
h with h ≤ m.
From now on, we will assume that G := Gal(K/k) = 〈σ1, . . . , σn〉 ∼=
(
Z/pmZ
)n
with o(σi) = p
m for all 1 ≤ i ≤ n. The group G has qm−qm−1pm−pm−1 distinct cyclic
subgroups of order pm. In particular, we must have α1 6= 0. We want to verify that
among all the extensions k(~y~ξ) are all the cyclic subextensions of degree p
m. Under
the isomorphism G ∼= Wm(Fq), we consider σi := σ~ξi , 1 ≤ i ≤ nwhere {ξ1, . . . , ξn}
is a basis of Fq sobre Fp and where we recall that ~ξi = {ξi} = (ξi, 0, . . . , 0). In fact
we note that {ξ1, . . . , ξn} is a basis Fq over Fp if and only if G = 〈σ1, . . . , σn〉.
It is easy to see that for σ~δ ∈ G we have σ~δ(~y~ξ) = ~y~ξ
•
+
•∑n−1
i=0 (
~ξ
•· ~δ)pi . Then
σ~δ(~y~ξ) = ~y~ξ ⇐⇒
•∑n−1
i=0 (
~ξ
•· ~δ)pi = ~0.
In general, let g~ξ(
~δ) :=
•∑n−1
i=0 (
~ξ
•· ~δ)pi . Then g~ξ(~δ)p
•− g~ξ(~δ) = ~0, that is, g~ξ(~δ) ∈
Wm(Fp). The map g~ξ : Wm(Fq) −→ Wm(Fp) is not surjective in general and we
have
Wm(Fq)
ker g~ξ
∼= im g~ξ ⊆Wm(Fp), |Wm(Fp)| = pm,
so that | ker g~ξ| ≥
|Wm(Fq)|
|Wm(Fp)|
= q
m
pm .
Observe k(~y~ξ) is the fixed field ofK by ker g~ξ.
Proposition 8.6. With the notation as above and ~ξ = (ξ1, . . . , ξm), we have that [k(~y~ξ) :
k] = pm ⇐⇒ ~ξ is invertible inWm(Fq) ⇐⇒ ξ1 6= 0.
Proof. In the expression
•∑n−1
i=0 (
~ξ
•· ~δ)pi , the first component is ∑n−1i=0 (ξ1δ1)pi .
Assume that ~ξ is invertible, that is, ξ1 6= 0. Consider the map ψ : Fq −→ Fp
given by ψ(δ) =
∑n−1
i=0 (ξ1δ)
pi . This map is not zero since the polynomial p(x) =
(ξ1x)
pn−1 + · · · + (ξ1x)p + (ξ1x) = 0 has pn−1 roots. Therefore, if we consider the
extension k(yξ1)/k given by y
p
ξ1
− yξ1 = α1 6= 0, the group fixing the extension is
not all Fq and in particular [k(yξ1) : k] = p. Therefore [k(~y~ξ) : k] = p
m.
Conversely, in case [k(~y~ξ) : k] = p
m, necessarily [k(yξ1) : k] = p and the argu-
ment is reversible and it follows ~ξ is invertible. 
Corollary 8.7. The cyclic subextensions of degree pm are given by k(~y~ξ)where ~y~ξ is given
by (8.1), where ~ξ is invertible and we have
~yp~ξ
•− ~y~ξ = ~ξ
•· ~α. 
In particular, taking a basis {~µ1, . . . , ~µn} ofWm(Fq) overWm(Fp), we have that
K = k(~y) = k(~y~µ1 , . . . , ~y~µn).
Proposition 8.8. Let k be a field such that Fq ⊆ k. LetK/k be an abelian extension with
Galois group isomorphic toWm(Fq). Assume thatK = k(~z1, . . . , ~zn)with ~zi ∈Wm(K),
Gal(k(~zi)/k) ∼= Z/pmZ, 1 ≤ i ≤ n. Then all the subextensions k ⊆ k(~z) ⊆ K such that
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Gal(k(~z)/k) ∼= Z/pmZ are given by
~z =
•∑n
i=1
~αi
•· ~zi,
with ~αi ∈ Wm(Fp), 1 ≤ i ≤ n and some ~αi0 invertible.
Proof. Let G := Gal(K/k) = 〈σ1, . . . , σn〉 such that σi~zj = ~zj •+ ~δij with ~δij ={
~1 if i = j
~0 if i 6= j .
Let ~α1, . . . , ~αn ∈Wm(Fp) and let ~z =
•∑n
i=1 ~αi
•· ~zi. Let ℘(~zi) = ~zpi
•− ~zi = ~γi with
~γi =
(
γi1, . . . , γim
)
and γi1 /∈ ℘(k). Then
℘(~z) =
•∑n
i=1
~αi
•· ℘(~zi) =
•∑n
i=1
~αi
•· ~γi =: ~γ,
with γ1 =
∑n
i=1 αi1γi1. We have [k(~z) : k] = p
m ⇐⇒ γ1 /∈ ℘(k).
Now assume ℘(~z) =
•∑n
i=1 ~αi
•· ~γi = ~γ = ℘( ~A) for some ~A ∈ Wm(k). Then
℘(~z
•− ~A) = ~0, that is, ~z •− ~A ∈ Wm(Fp), ~z = ~β •+ ~A with ~β ∈ Wm(Fp). In this case,
if existed ~αi0 invertible, then ~z =
•∑n
i=1 ~αi
•· ~zi = ~β •+ ~A so that
~zi0 =
•−
•∑n
i=1
i6=i0
~α−1i0
•· ~αi •· ~zi •+ ~α−1i0
•· ~β •+ ~α−1i0
•· ~A.
Now, because ~β ∈ Wm(Fp) ⊆ Wm(k) and ~A ∈ Wm(k), it follows that ~zi0 ∈
k(~z1, . . . , ~zi0−1, ~zi0+1, . . . , ~zn), that
K = k(~z1, . . . , ~zn) = k(~z1, . . . , ~zi0−1, ~zi0+1, . . . , ~zn)
and that [K : k] ≤ pm(n−1) < pmn, which is absurd.
In summary, if some ~αi0 were invertible, ~γ = ℘(~z) /∈ ℘(Wm(k)).
With this procedure we obtain t extensions k(~z) with [k(~z) : k] = pm and t =∣∣{(~α1, . . . , ~αn) | ~αi ∈Wm(Fp) and some ~αi invertible}∣∣.
We have ~α1, . . . , ~αn ∈ Wm(Fp) are non invertible if and only if α11 = α21 =
· · · = αn1 = 0 where ~αi = (αi1, . . . , αim), 1 ≤ i ≤ n. Thus t =
∣∣Wm(Fp)n∣∣ −∣∣Wm−1(Fp)n∣∣ = pnm − pn(m−1) = qm − qm−1.
Now, two of these extensions k(~z), k(~w) satisfy k(~z) = k(~w) ⇐⇒ ~z = ~j •· ~w •+ ~c
with ~j ∈ Wm(Fp) invertible and ~c ∈ Wm(k) (Proposition 8.1). Since ~z and ~w are
“linear” combinations of ~z1, . . . , ~zn overWm(Fp), ~c = ~0 and ~j ∈ Wm(Fp)∗. Finally,∣∣Wm(Fp)∗∣∣ = ∣∣Wm(Fp)∣∣− ∣∣Wm−1(Fp)∣∣ = pm − pm−1.
In this way, we have obtained q
m−qm−1
pm−pm−1 distinct extensions k(~z)/k of degree p
m
and therefore all of them. 
To study how to generate this type of extensions, we have the same result as
in Theorem 7.2. Let K = k(~y) be such that ~yq
•− ~y = ~α and where Gal(K/k) ∼=
Wm(Fq). Let L = k(~z) be such that ~zq
•− ~z = ~β. For ~An−1, ~An−2, . . . , ~A1, ~A0 ∈
Wm(Fq) we defineR( ~X) ∈ Wm(Fq)[ ~X ] by
R( ~X) := ~An−1 •· ~Xp
n−1 •
+ ~An−2
•· ~Xpn−2 •+ · · · •+ ~A1 •· ~Xp •+ ~A0 •· ~X.
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Theorem 8.9. With the above notation, we have k(~y) = k(~z) if and only if (there exist
~An−1, ~An−2, . . . , ~A1, ~A0 ∈ Wm(Fq) satisfying R(~β) = 0 with ~β ∈ Wm(Fq) ⇐⇒ ~β =
0) and ~D ∈Wm(k) such that
(8.2) ~z = R(~y) •+ ~D.
Proof. The proof is analogous to the one of Theorem 7.3 using the formalism of
Witt operations. We will give just a few details.
First assume that k(~y) = k(~z). Let σi ∈ G given by σi(~y) = ~y •+ ~µi, 1 ≤ i ≤ n.
Let ~w = R(~y). Then σ ∈ G is given by σ = σb11 · · ·σbnn with bi ∈ Z, 0 ≤ bi ≤ pm − 1,
1 ≤ i ≤ n. We have σ(~w) = ~w •+ R( •∑ni=1 ~bi •· ~µi). In particular σi(~w) = ~w+R(~µi).
If σi(~z) = ~z
•
+ ~ξi, 1 ≤ i ≤ n, then {~ξ1, . . . , ~ξn} is a basis ofWm(Fq) overWm(Fp).
We want to find ~A0, . . . , ~An−1 ∈Wm(Fq) such thatR(~µi) = ~ξi, 1 ≤ i ≤ n.
We have
R(~µi) = ~ξi, 1 ≤ i ≤ n ⇐⇒ ~M •·


~A0
~A1
...
~An−2
~An−1

 =


~ξ1
~ξ2
...
~ξn−1
~ξn


where ~M is the matrix
~M =


~µ1 ~µ
p
1 · · · ~µp
n−2
1 ~µ
pn−1
1
~µ2 ~µ
p
2 · · · ~µp
n−2
2 ~µ
pn−1
2
...
...
. . .
...
...
~µn−1 ~µ
p
n−1 · · · ~µp
n−2
n−1 ~µ
pn−1
n−1
~µn ~µ
p
n · · · ~µp
n−2
n ~µ
pn−1
n

 .
Now, it is clear that det ~M = (detM, . . . , ) where
M =


µ1 µ
p
1 · · · µp
n−2
1 µ
pn−1
1
µ2 µ
p
2 · · · µp
n−2
2 µ
pn−1
2
...
...
. . .
...
...
µn−1 µ
p
n−1 · · · µp
n−2
n−1 µ
pn−1
n−1
µn µ
p
n · · · µp
n−2
n µ
pn−1
n

 .
We have detM ∈ F∗q so that det ~M is a unit ofWm(Fq) so ~M is invertible. Therefore
there exist such ~Ai ∈ Wm(Fq) and they are unique satisfying σ(~w) = ~w •+ ~ξi. The
rest of the proof is analogous to that of Theorem 7.3. 
Now we study the case of rational function fields. Let k = k0(T ) be a rational
function field where k0 is a finite field such that Fq ⊆ k0. We have the result
analogous to that of [3, Theorem 5.5].
Theorem 8.10. Let K/k be an extension such that Gal(K/k) ∼= Wm(Fq) and such that
P1, . . . , Pr ∈ R+T and possibly P∞, are the ramified primes. ThenK = k(~y) is given by
~yq
•− ~y = ~β = ~δ1 •+ · · · •+ ~δr •+ ~γ,
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with yq1 − y1 = β1 irreducible, δij = QijP eij
i
, eij ≥ 0, Qij ∈ RT and if eij > 0, then eij =
λijp
mij , gcd(λij , p) = 1, 0 ≤ mij < n, gcd(Qij , Pi) = 1 and deg(Qij) < deg(P eiji ),
and γj = fj(T ) ∈ RT with deg fj = νjpmj and gcd(q, νj) = 1, 0 ≤ mj < n when
fj 6∈ k0.
Proof. For the first reduction of separating the irreducible polynomials in the de-
nominator, we proceed as in [3, Theorem 5.5]. Once we have this simplification,
we proceed as Schmid [6, §2, page 162] or [5, §3, page 115], and as in the proof of
Theorem 5.3 using Corollary 8.7. 
To study the decomposition of P∞ in a cyclic p–extension, we recall the follow-
ing result.
Proposition 8.11. Let K/k be as in Theorem 8.10 with n = 1. Let γ1 = · · · = γs = 0,
γs+1 ∈ k∗0 , γs+1 6∈ ℘(k0) and finally, let t+ 1 be the first index such that ft+1 6∈ k0 (and
therefore p ∤ deg ft+1). Then, the ramification index of P∞ is pm−t, the inertia degree
of P∞ is pt−s and the decomposition number of P∞ is ps. In particular P∞ decomposes
fully inK/k if and only if ~γ = ~0.
Proof. [3, Proposition 5.6]. 
Remark 8.12. Another equivalent form of Proposition 8.11, is thatP∞ decomposes
fully inK/k if and only if there exists ~θ ∈ Wm(k) such that ~γ = ~θp •− θ = ℘(θ).
From Proposition 8.11 and with a proof analogous to that of Proposition 6.5, we
obtain:
Proposition 8.13. Let K/k be as in Theorem 8.10. If ~γ = ~0, then P∞ decomposes fully.
Conversely, if P∞ decomposes fully there exists a decomposition as in Theorem 8.10,
with ~γ = ~0.
Proof. The proof is similar to that of Proposition 6.3. 
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