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1
1 Introduction
Consider the initial value problem for the time dependent Eikonal equation
{
ut + |∇u| = 0 in Rn × (0,∞),
u = g on Rn × {t = 0}.
(1.1)
where | · | is the Euclidean norm defined as
|X | = (Σni=1x
2
i )
1
2
for an n-dimensional vector X with components xi, i = 1...n. ∇u is the gradient
vector ∇u = ( ∂u
∂x1
, ..., ∂u
∂xn
). (1.1) is a special Hamilton-Jacobi equation, ut +
H(x,∇u) = 0, with H(x,∇u) = |∇u|. This Hamiltonian is not strictly convex,
nor superlinear nor smooth. Yet here we consider the case where H does not
depend on x, for which many phenomena are more transparent.
It is worth mentioning that the Eikonal equation is regarded as a very im-
portant equation in geometric optics. It is derivable from Maxwell’s equations
of electromagnetics by WKB methods, and provides a link between physical
(wave) optics and geometric (ray) optics.
The Eikonal equation (1.1) also appears as a typical Mayer problem in op-
timal control. We refer the reader to the comprehensive and beautiful book [5]
of Cannarsa and Sinestrari and references therein for the framework of Mayer
problem and related Hamiton-Jacobi equations.
No matter how smooth initial data are, solutions to Hamilton-Jacobi equa-
tions are not assured to be in C1. In general, there are nondifferentiable points
of solutions in Rn × {t > 0}. Hence it is interesting to study sets of singularity
points, including the set of nondifferentiable points Σ, its closure Σ, and the
set of nondifferentiable points and generating points of nondifferentiable points
Σ ∪ T1.
For the Eikonal equation (1.1), the Legendre transform of H(P ) = |P | is
H∗(Q) =
{
0, when |Q| ≤ 1;
∞, when |Q| > 1,
to which the solution given by the Hopf-Lax formula has the following form
(see[3][4][5][18]):
u(x, t) = min
|x−y|≤t
g(y). (1.2)
This solution is the unique viscosity solution to the Eikonal equation. It is
notable that the range of minimizers for (x, t) is a closed ball ⊂ Rn, not the
whole Rn space. So the criterion of local minimum in Rn cannot be applied
here. Different techniques and new methods are needed in our analysis.
Instead of general initial data, we restrict to C1 or C2 initial data so that
we can study solution properties in the framework of the space of semiconcave
functions. When initial data is C1, the solution to (1.1) is much less regular
than the case with C2 initial data.
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In order to better understand the set Σ of nondifferentiable points of solu-
tions to the Eikonal equation, we establish a more complete criterion (Theorem
3.8) to characterize nondifferentiable points in Rn × {t > 0}. This criterion
is different from the criterion for the case of strictly convex, superlinear and
smooth Hamiltonians.
By concrete constructions, some structures of Σ∪T1 or Σ or Σ are revealed,
where T1 is, roughly speaking, the set of differentiable generating points of non-
differentiable points. For C1 initial data, both Σ ∪ T1 and Σ are composed
of at most countable connected components or almost connected components
(Theorem 3.36 and Theorem 3.39). The definition of an almost connected set
can be found in Definition 3.33. For the closure Σ, we are unable to obtain the
countability of connected components, and only under certain additional condi-
tion, Σ is proved to be composed of at most countable connected components
(Theorem 3.42). For C2 initial data, we obtain a much better result: Σ ∪ T1 is
composed of at most countable path connected components (Theorem 4.9).
For the regularity property, it is proved that for C1 initial data, on the
complement of Σ, the solution u is C1 (Proposition 3.40). For Ck (k ≥ 2) initial
data, a surprise appears, even outside Σ, Ck regularity is no more always true.
We find a subtle region P 0 such that, sometimes only in the complement of
Σ ∪ T1 ∪ P 0, u is Ck (Theorem 5.10).
One difficulty for the Eikonal equation lies in that the Hamiltonian H is
not differentiable at 0. By defining the first and second termination points of
a characteristic from y with Dg(y) 6= 0, and finding the close relation between
termination points of characteristics from points with Dg 6= 0 and nondiffer-
entiable points of solutions, we are able to establish some global structure of
sets of singularity points. For C2 initial data, by use of curvature, more regular
properties of termination points are obtained, and several special eigenvectors
of Jacobian matrix of a characteristic are identified, so we obtain satisfactory
regularity results.
To avoid a long introduction, we defer the discussion of the new phenomena
of the Eikonal equation and previous works in section 2.
This paper is organized as follows: In section 2, we list new phenomena
of the Eikonal equation and previous works. In section 3, in the framework
that initial data is in C1, characteristics are defined first, the relation between
characteristics and optimality is discussed. Then we define first and second ter-
mination points. A criterion that determines points at which u is differentiable
or not differentiable is completely established. Many properties of termination
points are studied. We find some structure of sets of singularity points differ-
ent with the structure for the case of smooth, superlinear and strictly convex
Hamiltonian, and prove that Σ∪T1 is composed of at most countable connected
components or almost connected components. The same property holds for Σ.
We also discuss Σ. In the complement of Σ, u is proved to be in C1. In section
4, When the initial data is in C2, the global structure of Σ ∪ T1 is considered.
Better properties are obtained. Σ ∪ T1 is proved to be composed of at most
countable path connected components. In section 5, regularity properties for
Ck (k ≥ 2) initial data are considered. We study T1 and prove T1 = Γ\Σ, where
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Γ is the set of conjugate points (see [5]). Furthermore, we find a subtle region
P 0 and prove that on Rn × {t > 0} \ (Σ ∪ T1 ∪ P 0), u inherits the regularity of
the initial data.
2 New phenomena and previous works
In this section, new phenomena of the Eikonal equation compared with the case
of smooth, superlinear and strictly convex Hamiltonians and previous works are
listed.
2.1 New phenomena for the Eikonal equation
There are many new phenomena for the solutions to the Eikonal equation. For
instances,
1. The appearance of ”contact discontinuities” [5].
2. For any point with Dg = 0 at t = 0, there might be a a family of
characteristics with direction |P | ≤ 1 from it. The phenomena of ”contact
discontinuity” is caused by those families of characteristics.
3. The set of nondifferentiable points can terminate at finite time.
4. A point having more than one minimizer does not imply that it is a
nondifferentiable point of solutions.
5. For C2 initial data, nondifferentiable points could appear right after t = 0.
6. When H is strictly convex, superlinear and smooth, there is a one- to- one
correspondence between Ri and Si, where Ri is a path connected component
of a set R˜ ⊂ Rn × {t = 0}, Si is a component of Σ ∪ T1. In another words, let
R˜i be the region that is composed of effective characteristics from points in Ri,
then each R˜i contains one and only one Si. For the Eikonal equation, we find
out that in general, it does not have this one- to- one structure.
7. We no longer have the strong regularizing effect which ensures the solu-
tions u(x, t) to be semiconcave when the initial data is only Lipschitz (See [5])
or lower semi-continuous (see [18]). This has been found already in [5] since
Theorem 7.2.3 therein tells us that u(x, t) can only be ensured to be Lipschitz
if the initial data is Lipschitz. The singularity in the initial data will propagate
along characteristics.
8. When H is strictly convex, superlinear and smooth, and initial data is C2,
Σ ∪ T1 = Σ. While for the Eikonal equation, Σ ∪ T1 ⊂ Σ and Σ ∪ T1 ∪ P 0 ⊃ Σ.
9. When H is strictly convex, superlinear and smooth, and initial data is Ck,
k ≥ 2, for any point in the complement of Σ, there is a neighborhood U of it, u
is Ck(U). While for the Eikonal equation, sometimes only in the complement
of Σ ∪ T1 ∪ P 0, for any point, there is a neighborhood U of it, u is Ck(U).
10. When H is strictly convex, superlinear and smooth, there is a one-
to- one correspondence between D∗u(x, t), the set of all reachable gradients
of u at (x, t), and the set of the minimizers for (x, t); i.e. the set of effective
characteristics. While for the Eikonal equation, it is false. We find out that
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there is a new one- to- one correspondence, it is between D∗u(x, t) and the set
of values of Dg at minimizers for (x, t).
2.2 Previous works
There are many important works about the Hamilton-Jacobi equation. Here we
only list some very closely related works. There is some relation between the
Hamilton-Jacobi equation and conservation laws: the gradient of solutions to
the Eikonal equation
v = (v1, v2, v3, ..., vn) = ∇u
satisfies the following multi-dimensional conservation laws:
(vi)t +H(v)xi = 0, i = 1, 2, ..., n. (2.1)
It is well known that the study of multi-dimensional conservation laws is very
difficult. As multidimensional conservation laws, (2.1) has a simple structure,
but it provides a picture of how solutions to multi-dimensional conservation laws
can possibly behave.
The solution to the Hamilton-Jacobi equation with convex Hamiltonian is
given by Hopf-Lax formula. It is known that the solution given by the Hopf-
Lax formula is the unique viscosity solution of the Hamilton-Jacobi equation
in many circumstances. The concept of viscosity solutions is introduced by
Crandall and Lions ([18][8][9]) to single out the physically relevant solution and
therefore guarantee the uniqueness. For general H , Alvarez, Barron, Ishii [1]
proved that the solution given by the Hopf-Lax formula is the unique lower
semi-continuous viscosity solution, when g is lower semi-continuous, possibly
with value∞ and satisfies g(y) ≥ −M(|y|+1) and H is merely continuous, finite
and convex. From the viewpoint of optimal control, it is also proved in [5] that
when g is locally Lipschitz and H is convex and locally Lipschitz, the solution
given by Hopf-Lax formula is the unique viscosity solution. Hence solutions
to the Eikonal equation defined by the Hopf-Lax formula are unique viscosity
solutions. When H is superlinear, see [3, 11, 13, 23] and references therein.
When H is superlinear, for a conservation law, the corresponding version of
viscosity solutions is closely related to entropy solutions ( see [14, 11, 21] and
reference therein). There are numerous studies about regularity of the viscosity
solutions (for instances, see [5]).
When H is strictly convex, superlinear and smooth, there are numerous
results about the set of nondifferentiable points Σ and the regularity of solutions
in the set of differentiable points. When n = 1, Schaeffer [22] proved that,
generically, for initial data having derivatives in the rapidly decreasing space,
Σ consists of finite number of curves and solutions are C∞ outside Σ. Here
generic property means that there exists an intersection of countable open dense
sets in the function class of initial data such that this property holds. For
C4,1(Ck, k ≥ 5) initial data, Li [16] proved that, generically, in any compact
set in upper half plane R × {t > 0}, Σ consists of finite number of curves
and solutions are C4(Ck, k ≥ 5) outside Σ. But this is not a generic property
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for initial data in weaker class. For C1 initial data, it is proved in [16] that,
generically, the set of nondifferentiable points Σ is dense in R×{t > 0}; that is,
Σ = R×{t ≥ 0}. For Lipschitz initial data and initial data in the class where the
derivative functions are of bounded variations, rarefaction waves might appear,
their generic properties are that Σ is dense in the exterior of rarefaction waves
[16].
When initial data is Lipschitz, Li [16] proved that the set of curves at which
the points are nondifferentiable and starting points of those curves has L2 mea-
sure 0. Furthermore, for C2 initial data, he showed that it is a closed set; i.e.
Σ ∪ St = Σ, St being the set of starting points of those ”shock” curves. So
combining above, Σ is a set of L2 measure 0. Recall from above, the generic
property for the case of C1 initial data is Σ = R × {t ≥ 0}, which implies that
the set of nondifferentiable points for the C2 case might be much smaller than
the C1 case.
When n > 1, and solutions u are semiconcave, using geometric measure
theory, it is proved that (find more details in [5]) the set of nondifferentiable
points Σ is countably n-rectifiable. For convenience of readers, we recall the
definition of n-rectifiable set here. Definition: Let C ⊂ Rn+1.
• i) C is called an n-rectifiable set if there exists a Lipschitz continuous
function f : Rn → Rn+1 such that C ⊂ f(Rn).
• ii) C is called a countably n-rectifiable set if it is the union of a countable
family of n-rectifiable sets.
• iii) C is called a countably Hn-rectifiable set if there exists a countably
n-rectifiable set E ⊂ Rn+1 such that Hn(C \ E) = 0.
In [12], when initial data is Ck, k ≥ 2, it is shown that Σ∪Γ is a closed set; i.e.
Σ∪Γ = Σ, Γ being the set of conjugate points, which are the ”generating” points
of nondifferentiable points as shown in [5]. The solutions inherit the regularity of
initial data in the complement of this closed set (also see [25][5]). Furthermore,
Σ \Γ is contained in a locally finite union of n-dimensional smooth surfaces. In
[5], Γ is a countably Hn-rectifiable set, hence Σ is a countably Hn-rectifiable
set. In [12][6], the Hausdorff dimension of the set Γ \ Σ is given.
About the propagation of singularity, in [5], when the solution u is semicon-
cave with linear modulus (this function class is stronger than C1 class, weaker
than C2 class), from any nondifferentiable point z0, there exists a Lipschitz
curve z(s) ⊂ Σ starting from z0. This curve is a generalized characteristic
defined by Dafermos [10]. Furthermore, from z0, there is a ν− dimensional
Lipschitz surface ∈ Σ, ν is the dimension of the normal cone to D+u(z0); i.e.
ν = n + 1 − dimD+u(z0). When initial data is C2, from any point z0 in Γ,
there also exists a Lipschitz curve ⊂ Σ ∪ Γ starting from z0. When initial data
is weaker, for any point z0 in Σ, it is a convergence point of points in Σ at later
time (see [5][6]).
From the topological view, when n = 1, in [15], when initial data is Lipschitz,
there is a one- to- one correspondence between path connected components of
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a set of R× {t = 0} and path connected components of the set of singularities.
A singularity here means a nondifferentiable point or a starting points of the
curves at which the points are nondiffernetiable. When n > 1, when the initial
data is in C2 and bounded, it is shown in [25] that there is a one- to- one
correspondence between path connected components of a set of Rn × {t = 0}
and path connected components of Σ (i.e.,Σ ∪ Γ) by proving the singularity
map is continuous. When the initial data is in C2 and unbounded, in [19], a
similar result is obtained with richer phenomena.
When the initial data is weaker than C2, a conjugate point can not be
defined. Following [21][15][25], the set of termination points of characteristics
such as those points have unique minimizer is defined, denoted as T1. In [25] it
is shown that when initial data is C2, T1 = Γ\Σ. Hence T1 is a generalization of
the concept of Γ \Σ for weaker class of initial data. When n = 1, a point in T1
must be a starting point of a ”shock” wave [15]. When n > 1, the lower second
derivatives of u at a point in T1 must be −∞ [19] (also see [17][15]), while for
any point in the complement of Σ ∪ T1, the lower second derivatives of u at it
is bounded. A point in T1 is a starting point of a sequence of nondifferentiable
points at later time [20].
When initial data is Lipschitz or lower semi-continuous, in [20] it is shown
that there is a one- to- one correspondence between path connected components
of a set of Rn × {t = 0} and connected (or almost connected ) components of
Σ ∪ T1. When initial data is weaker than C2, in general, Σ ∪ T1 6= Σ, it is a
proper subset of Σ.
For the Mayer problem where the Eikonal equation (1.1) is a typical case,
the tool of Pontryagin maximum priciple is used instead of usual Euler-Lagrange
condition. In [5], when initial data is C1 and semiconcave with linear modulus,
for any nondifferentiable point z0, similar to the case of strictly convex, super-
linear and smooth Hamiltonians, there still exists a Lipschitz curve z(s) ⊂ Σ
starting from z0. When 0 6= D
∗u(x, t), there is a one-to-one correspondence
between D∗u(x, t) and the effective characteristics passing through point (x, t).
3 C1 initial data
3.1 Preliminary
For convenience, we denote the open and closed ball centered at x with radius
t by
Bt(x) = {y| |y − x| < t}, Bt(x) = {y| |y − x| ≤ t}.
If u(x, t) = g(y) and |y − x| ≤ t, then y is called a minimizer for (x, t).
By Proposition 2.1.2 in [5] that if g is in C1, then g is locally semiconcave and
by Remark 7.2.9 in [5] that if initial data g is semiconcave, then u is semiconcave,
it implies that if g is in C1, then u is locally semiconcave. Since we want to
study solutions u in the framework of semiconcave functions, for convenience,
our initial data will be assumed in C1.
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First in this section, characteristics are defined, which play important role in
studying the regularity and global structure of solutions to the Eikonal equation.
For general Hamilton-Jacobi equations, given y0 ∈ Rn, the characteristic
from y0 can be written as
C = {(x, t)|x = y0 + tDH(Dg(y0)), t > 0} .
For the Eikonal equation, H(p) = |p|, it is easy to deduce DH(p) = p|p| , p 6= 0;
when p = 0, we use subdifferential
D−H(p)|p=0 = D
−|p||p=0 = {P ∈ R
n||P | ≤ 1},
recall the definition of subdifferential in Definition 3.7 later in this paper. Hence
the characteristics of the Eikonal equation can be defined as
Definition 3.1. 1) When Dg(y0) 6= 0, the characteristic from y0 is
C =
{
(x, t)|x = y0 + t
Dg(y0)
|Dg(y0)|
, t > 0
}
.
2) When Dg(y0) = 0, there is a family of characteristics from y0, C =
{(x, t)|x = y0 + tP, t > 0}, where |P | ≤ 1.
Next we prove that characteristics have the optimality, that is, for any y0 ∈
R
n, only points on the characteristic from y0 are possible to have y0 as their
minimizer; points on any other lines from y0 do not have y0 as their minimizer.
Proposition 3.2. For any y0 ∈ R
n, if a straight line l from y0 is not the char-
acteristic from y0, then any point (x, t) on l does not have y0 as its minimizer.
Proof. First we look at the case when Dg(y0) 6= 0. The characteristic is
C =
{
(x, t)|x = y0 + t
Dg(y0)
|Dg(y0)|
, t > 0
}
. If l is not the characteristic, then l =
{(x, t)|x = y0 + Pt, t > 0}, where P 6=
Dg(y0)
|Dg(y0)|
.
1. |P | > 1.
For any t, x = y0 + Pt, we have |x − y0| = |Pt| > t. Then y0 is not in
Bt(x) = {y||x− y| ≤ t}.
2. |P | < 1.
For any t, x = y0 + Pt, we have |x − y0| = |Pt| < t. y0 is in the interior of
Bt(x). Since Dg(y0) 6= 0, y0 is not minimizer for (x, t) in Bt(x).
3. |P | = 1, P 6= Dg(y0)|Dg(y0)| .
For any t, x = y0 + Pt, we have that for any y ∈ Bt(x), (y − y0) · P ≥ 0.
Since P 6= Dg(y0)|Dg(y0)| and |P | = 1, we have that the direction of P and Dg(y0) are
different. Hence there must exist some y1 ∈ Bt(x) sufficiently close to y0 such
that (y1 − y0) ·Dg(y0) < 0. Then
g(y1) = g(y0) +Dg(y0) · (y1 − y0) + o(|y1 − y0|) < g(y0).
Therefore y0 is not a minimizer for (x, t).
We look at the case when Dg(y0) = 0. If |P | > 1, the reason is same as the
case when Dg(y0) 6= 0 above.
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When Dg(y0) 6= 0, we can define two times of the characteristic and two
points of the characteristic.
Definition 3.3. Let ts be the first termination time of C, where
C :
{
(x, t)|x = y0 + t
Dg(y0)
|Dg(y0)|
, t > 0
}
,
ts(y0) = sup{t | y0 is unique minimizer for (x, t), (x, t) ∈ C}. (3.1)
Let ts(y0) be the second termination time of C:
ts(y0) = inf{t | y0 is not a minimizer for (x, t), (x, t) ∈ C}. (3.2)
Accordingly, we can define termination points when termination times are finite:
1)If ts(y0) <∞, then (xs(y0), ts(y0)) is called the first termination point of
C, where xs(y0) = y0 +
Dg(y0)
|Dg(y0)|
ts(y0).
2)If ts(y0) < ∞, then (xs(y0), ts(y0)) is called the second termination point
of C, where xs(y0) = y0 +
Dg(y0)
|Dg(y0)|
ts(y0).
It is easy to see that
ts(y0) ≤ ts(y0). (3.3)
Similarly we can define termination times and termination points of the char-
acteristic from y0 when Dg(y0) = 0. When characteristic has direction P with
|P | ≤ 1, we can write ts as ts(y0, P ), ts as ts(y0, P ).
With the help of second termination time, effective characteristics can be
defined .
Definition 3.4. 1) When Dg(y0) 6= 0, the effective characteristic is C¯ = C ∩
{t ≤ ts(y0)}.
2) When Dg(y0) = 0 and C = {(x, t)|x = y0 + tP, t > 0}, the effective char-
acteristic is C¯ = C ∩ {t ≤ ts(y0, P )}.
The definition of characteristic from y0 is defined by only using Dg(y0).
While the definition of effective characteristic from y0 is related to the optimal-
ity.
Define multifunction
L(x, t) = {y|u(x, t) = g(y), y ∈ Bt(x)}. (3.4)
That is, L(x, t) is the set of minimizers for (x, t). It is easy to see that
Lemma 3.5. y0 ∈ L(xs(y0), ts(y0)) and y0 ∈ L(xs(y0), ts(y0)).
3.2 Criterion for nondifferentiable points
Fix t, we denote the directional derivatives of u(x, t) along l ∈ Rn by ∂lu(x, t).
The following lemma holds:
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Lemma 3.6. Suppose that g is semiconcave, then we have
∂lu(x, t) = min
y∈L(x,t)
∂lg(y). (3.5)
This lemma has similar spirit as Lemma 9.2 in [24].
Proof. Assume unit vector l ∈ Rn \ 0, from the definition of directional deriva-
tive, there exist {αk}, {βk} such that
∂+l u(x, t) = lim sup
δ→0+
u(x+ lδ, t)− u(x, t)
δ
= lim
αk→0+
u(x+ lαk, t)− u(x, t)
αk
,
(3.6)
∂−l u(x, t) = lim inf
δ→0+
u(x+ lδ, t)− u(x, t)
δ
= lim
βk→0+
u(x+ lβk, t)− u(x, t)
βk
(3.7)
Set u(x, t) = g(y), ∀y ∈ L(x, t) and notice that u(x + lαk, t) ≤ g(y + lαk), we
have
u(x+ lαk, t)− u(x, t)
αk
≤
g(y + lαk)− g(y)
αk
.
Theorem 3.2.1 in [5] tell us that if g is semiconcave, then for any z and l ∈ Rn,
the directional derivative ∂lg(z) exists. Hence let αk → 0
+, the right side term
approaches ∂lg(y). Thus
∂+l u(x, t) ≤ inf
y∈L(x,t)
∂lg(y). (3.8)
Denote u(x+lβk, t) = g(yk), ∀yk ∈ L(x+lβk, t), and notice that |x−yk+lβk| ≤ t,
we have
u(x+ lβk, t)− u(x, t)
βk
≥
g(yk)− g(yk − lβk)
βk
. (3.9)
The right side
g(yk)− g(yk − lβk)
βk
=
g(yk − lβk + lβk)− g(yk − lβk)
βk
.
There is a subsequence of {yk}, still denoted as {yk}, converging to some point
y¯ ∈ L(x, t). When βk → 0+, yk− lβk → y¯. By Definition 3.1.11 in [5] about the
generalized lower derivative g0−(z, l), which is defined as lim infh→0+,z′→z
g(z′+hl)−g(z′)
h
and Theorem 3.2.1 in [5] that if g is semiconcave, then ∂lg(z) = g
0
−(z, l), now
let βk → 0+ in (3.9), we have
∂−l u(x, t) ≥ lim inf
βk→0+, yk−lβk→y¯
g(yk − lβk + lβk)− u(yk − lβk)
βk
≥ g0−(y¯, l) = ∂lg(y¯) ≥ inf
y∈L(x,t)
∂lg(y).
Therefore
∂+l u(x, t) = ∂
−
l u(x, t) = inf
y∈L(x,t)
∂lg(y).
Since L(x, t) is a closed set, infy∈L(x,t) ∂lg(y) = miny∈L(x,t) ∂lg(y). Therefore
the proof is complete.
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From the proof above, we can see that if g is assumed to be in C1, it will be
easier to prove.
The above lemma tells us the property of directional derivatives of u(x, t),
but it is well known that the existence of directional derivatives of all direction
does not imply the differentiability of u at this point. Even for any two functions
f and h, h is differentiable at (x, t) and ∂lf(x, t) = ∂lh(x, t) for any direction l,
it does not imply that f is differentiable at (x, t). To prove differentiability, first
recall some definition about classical derivatives. f is said Gateaux differentiable
at x provided 1) ∂lf(x) exists for all direction l, 2) and there exists a (necessarily
unique) element f ′G(x) (called the Gateaux derivative) that satisfies
∂lf(x) =< f
′
G(x), l >, (3.10)
for all l.(See page 31 in [7] ).
Next we have a criterion about differentiability of u(x, t) at (x0, t0). It uncov-
ers the relation between differentiability of u(x, t) at (x0, t0) and minimizers for
(x0, t0). Before giving the criterion, let us recall some generalized differentials
(see [5]), they will be needed in the proof.
Definition 3.7. Given v : Ω → R, Ω being an open subset of RN , and z ∈ Ω,
the (Frechet) subdifferential of v at z is the set
D−v(z) = {p ∈ RN | lim inf
h→0
v(z + h)− v(z)− p · h
|h|
≥ 0}.
Similarly, the (Frechet) supdifferential of v at z is the set
D+v(z) = {p ∈ RN | lim sup
h→0
v(z + h)− v(z)− p · h
|h|
≤ 0}.
We say that p is a reachable gradient of v at a point z ∈ Ω if there exists {zk}
of points at which v is differentiable such that
zk → z, Dv(zk)→ p.
We denote with D∗v(z) the set of reachable gradients of v at z.
Theorem 3.8. Suppose g(y) ∈ C1, then we have the following results:
1) If L(x0, t0) is a singleton, then u is differentiable at (x0, t0). AndDu(x0, t0) =
(∇u, ut)(x0, t0) = (Dg(y0),−|Dg(y0)|), where y0 ∈ L(x0, t0).
2) If L(x0, t0) is not a singleton, and there exists at least one, say, y1 ∈
L(x0, t0) such that D(y1) 6= 0, then u is nondifferentiable at (x0, t0).
3) If Dg(y) = 0 for all y ∈ L(x0, t0), then u is differentiable at (x0, t0). And
Du(x0, t0) = 0.
Remark 3.9. For a more general setting [5], 1) is obtained in [5, Theorem
7.3.14], 2) can be obtained by combining [5, Theorem 7.3.3], [5, Corollary 7.3.7],
and [5, Theorem 7.3.9]. The result 3) characterizes an essential difference be-
tween the Eikonal equation and strictly convex, superlinear, smooth Hamilto-
nians: a differentiable point for the Eikonal equation can have more than one
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minimizer. Example 7.2.10 in [5] has pointed it out. This should be due to the
singular point of H at 0. 3) also gives the sufficient and necessary condition to
a differentiable point which has more than one minimizer.
In below we give a self-contained proof which takes advantage of the simple
form of Hopf-Lax formula (1.2) for the Eikonal equation (1.1).
Proof. First we prove 1). If L(x0, t0) is a singleton, assume y0 is the unique
element in L(x0, t0), by Lemma 3.6, we have
∂lu(x0, t0) = ∂lg(y0).
Since g is differentiable at y0, we have
∂lu(x0, t0) = ∂lg(y0) = Dg(y0) · l.
Recall (3.10), it implies that u is Gateaux differentiable at (x0, t0) for x vari-
able. 11.20 d), in page 66 in [7], it says that if f : Rn → R is Lipschitz near
x, then at x, Gateaux differentiability implies differentiability (this is false in
general in infinite dimensional spaces). We have known u is semiconcave , and
semiconcavity implies Lipschitz continuity. Hence ∇u(x0, t0) exists. By Lemma
3.6, we know that ∇u(x0, t0) = Dg(y0).
Next we want to prove that Du(x0, t0) exists. Since ∇u(x0, t0) exists, by
Proposition 3.1.5 c) in [5], we have that ∇+u(x0, t0) = {∇u(x0, t0)}. By
Lemma 3.3.16 in [5], ΠxD
+u(x0, t0) = ∇+u(x0, t0), where Πx : Rn+1 → Rn
be the projection onto the x−space. Hence D+u(x0, t0) is a subset of the line
{(a,∇u(x0, t0))|a ∈ R}. By Theorem 3.3.6 in [5], D+u(x0, t0) = coD∗u(x0, t0),
which is the convex hull of D∗u(x0, t0). It implies that D
∗u(x0, t0) is also a sub-
set of the line {(a,∇u(x0, t0))|a ∈ R}. Therefore every element in D
∗u(x0, t0)
has the form (a,∇u(x0, t0)). It is easy to see that for any (pt, px) ∈ D∗u(x0, t0),
it satisfies the Eikonal equation ut + |∇u| = 0. Hence
pt + |px| = 0. (3.11)
Then for any two elements (a1,∇u(x0, t0)), (a2,∇u(x0, t0)) ∈ D
∗u(x0, t0), they
satisfy (3.11). Hence a1 + |∇u(x0, t0)| = 0 and a2 + |∇u(x0, t0)| = 0. It implies
that a1 = a2. Therefore D
∗u(x0, t0) is a singleton. By Theorem 3.3.6 in [5]
again, we have that D+u(x0, t0) = coD
∗u(x0, t0), it implies that D
+u(x0, t0)
is a singleton. By Proposition 3.3.4 d) in [5] that if v is semiconcave and
D+v(z) is a singleton, then v is differentiable at z, we can conclude that u
is differentiable at (x0, t0). Hence at (x0, t0), u satisfies Eikonal equation. It
implies that ut(x0, t0) = −|∇u(x0, t0)| = −|Dg(y0)|. Therefore Du(x0, t0) =
(∇u(x0, t0), ut(x0, t0)) = (Dg(y0),−|Dg(y0)|).
For 2), if L(x0, t0) is not a singleton, and there exists at least one, say,
y1 ∈ L(x0, t0) such that D(y1) 6= 0, assume y2 is another element in L(x0, t0),
then we have that Dg(y1) 6= Dg(y2). The reason is that 1., if Dg(y2) = 0, then
Dg(y1) 6= Dg(y2). 2., If Dg(y2) 6= 0, then x0 = y1+
Dg(y1)
|Dg(y1)|
t0 = y2+
Dg(y2)
|Dg(y2)|
t0,
it implies that Dg(y1)|Dg(y1)| 6=
Dg(y2)
|Dg(y2)|
, hence
Dg(y1) 6= Dg(y2). (3.12)
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Next we claim that there must exist some l and some y1, y2 ∈ L(x0, t0) with
Dg(y1) 6= 0, ∂lg(y1) 6= ∂lg(y2) holds. It will be proved by contradiction argu-
ment. Assume that for any direction l and any y1, y2 ∈ L(x0, t0) with Dg(y1) 6=
0, the directional derivatives ∂lg(y1) = ∂lg(y2) holds, then Dg(y1)·l = Dg(y2)·l.
It implies that Dg(y1) = Dg(y2), which contradicts with (3.12). Hence the proof
of the claim is complete. Assume ∂lg(y1) < ∂lg(y2). By Lemma 3.6, there exist
some y3 ∈ L(x0, t0) such that
∂lu(x0, t0) = min
y∈L(x0,t0)
∂lg(y) = ∂lg(y3) ≤ ∂lg(y1) < ∂lg(y2). (3.13)
Hence
∂lg(y3) < ∂lg(y2). (3.14)
Since g is differentiable at any point y, ∂lg(y) = −∂−lg(y). We have that
−∂−lg(y3) < −∂−lg(y2).
That is,
∂−lg(y3) > ∂−lg(y2). (3.15)
Next we observe ∂−lu(x0, t0), by (3.15), (3.13) and there exists some y4 ∈
L(x0, t0) such that
∂−lu(x0, t0) = min
y∈L(x0,t0)
∂−lg(y) = ∂−lg(y4) ≤ ∂−lg(y2) < ∂−lg(y3)
= −∂lg(y3) = −∂lu(x0, t0).
It implies that
∂−lu(x0, t0) < −∂lu(x0, t0).
Therefore u is not differentiable at (x0, t0).
Finally we will prove 3). Since Dg(y) = 0 for all y ∈ L(x0, t0), then
for any direction l ∈ Rn, by Lemma 3.6, ∂lu(x0, t0) = miny∈L(x0,t0) ∂lg(y) =
miny∈L(x0,t0)Dg(y) · l = 0. It implies that
∂lu(x0, t0) = 0 · l.
Hence u is Gateaux differentiable for x variable at (x0, t0). Then similarly to
the argument in the proof of part 1), we can obtain that u is differentiable at
(x0, t0). And Du(x0, t0) = 0 ∈ Rn+1.
We can define the set
L˜(x, t) = {Dg(y)|y ∈ L(x, t)}. (3.16)
With the definition L˜(x, t), Theorem 3.8 can be written in the following brief
form:
Corollary 3.10. Suppose g(y) ∈ C1. Then u is differentiable at (x0, t0) if and
only if L˜(x0, t0) is a singleton.
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3.3 Relation between termination points and nondifferen-
tiable points
The next proposition tells us that for the characteristic from y0 with Dg(y0) 6= 0,
when the first termination point and the second termination point coincide, it
is either a nondifferentiable point or a cluster point of nondifferentiable points
from above. When they do not coincide, every point in the line segment between
these two termination points is nondifferentiable point.
Proposition 3.11. Let y0 be any point in R
n such that Dg(y0) 6= 0 and
ts(y0) < ∞. 1. When ts(y0) = ts(y0), (xs(y0), ts(y0)) is either 1) a differ-
entiable point if (xs(y0), ts(y0)) has unique minimizer or 2) a nondifferentiable
point if (xs(y0), ts(y0)) has more than one minimizer. Furthermore, if it is a
differentiable point, or a nondifferentiable point such that all minimizers have
Dg 6= 0, then there exists h > 0 with the following property: Given any ǫ ∈ (0, h],
there exists xǫ ∈ Bǫ(xs(y0)) such that (xǫ, ts(y0)+ǫ) is a nondifferentiable point,
where Bǫ(xs(y0)) is the closed ball centered in xs(y0) with radius ǫ. 2. When
ts(y0) < ts(y0), for any point in {(x, t)|x = y0 +
Dg(y0)
|Dg(y0)|
t, t ∈ [ts(y0), ts(y0)]},
it is a nondifferentiable point.
The proof is quite similar to the proof of Lemma 6.5.1 in [5]. For the com-
pleteness of this paper, we present the proof here. Before giving the proof, a
lemma is needed here.
Lemma 3.12. If u is differentiable at (x0, t0) with ∇u(x0, t0) 6= 0, let y1 =
x0 −
∇u(x0,t0)
|∇u(x0,t0)|
t0, then y1 is the unique minimizer for (x0, t0) and there is a
unique effective characteristic passing through (x0, t0).
Proof. Since u is differentiable at (x0, t0), by Theorem 3.8, we have that∇u(x0, t0) =
Dg(y0), for any y0 ∈ L(x0, t0). Since ∇u(x0, t0) 6= 0, it implies that Dg(y0) 6= 0.
By Theorem 3.8 again, y0 is the unique minimizer for (x0, t0). Due to Propo-
sition 3.2, we have that x0 = y0 +
Dg(y0)
|Dg(y0)|
t0. Let y1 = x0 −
∇u(x0,t0)
|∇u(x0,t0)|
t0, hence
y1 = x0−
∇u(x0,t0)
|∇u(x0,t0)|
t0 = x0−
Dg(y0)
|Dg(y0)|
t0. It implies that y0 = y1. Therefore y1 is
the unique minimizer for (x0, t0). By Proposition 3.2, (x0, t0) is on the effective
characteristic from y1. If we assume that there is another effective characteristic
from y¯ passing through (x0, t0), then y¯ is also a minimizer for (x0, t0). It con-
tradicts with that (x0, t0) has unique minimizer. Hence there is unique effective
characteristic passing through (x0, t0), which is from y1.
Now we are ready for the proof of Proposition 3.11.
Proof. Case 1 when ts(y0) = ts(y0).
If (xs(y0), ts(y0)) has more than one minimizer, by Dg(y0) 6= 0 and Theo-
rem 3.8, then (xs(y0), ts(y0)) is a nondifferentiable point. If (xs(y0), ts(y0)) has
unique minimizer, by Theorem 3.8 again, we know (xs(y0), ts(y0)) is a differen-
tiable point.
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Next the statement of ”Furthermore” will be proved by contradiction argu-
ments. Suppose that there exists some ǫ ∈ (0, h] such that for any point x in
Bǫ(xs(y0)), (x, ts(y0) + ǫ) is a differentiable point. By Proposition 2.1.2, Re-
mark 7.2.9 and Proposition 3.3.4 in [5], it follows that u is locally semiconcave
and ∇u(x, ts(y0) + ǫ) is continuous on Bǫ(xs(y0)). For any y ∈ L(x, ts(y0) + ǫ)
when ǫ is sufficiently small, we have y ≈ y1, where y1 is some minimizer for
(xs(y0), ts(y0)). Since we assume that (xs(y0), ts(y0)) is a differentiable point
with Dg(y0) 6= 0 or a nondifferentiable point such that all minimizers have
Dg 6= 0, hence Dg(y) 6= 0. Then by Theorem 3.8, (x, ts(y0) + ǫ) must have
unique minimizer y and ∇u(x, ts(y0) + ǫ) = Dg(y) 6= 0.
Let
Λ(x) = xs(y0) + x−X(ts(y0), ts(y0) + ǫ, x,∇u(x, ts(y0) + ǫ)),
where
X(ts(y0), ts(y0) + ǫ, x,∇u(x, ts(y0) + ǫ)) = x−
∇u(x, ts(y0) + ǫ)
|∇u(x, ts(y0) + ǫ)|
ǫ.
By Lemma 3.12, we know that X(ts(y0), ts(y0) + ǫ, x,∇u(x, ts(y0) + ǫ)) is the
x component of the point at time ts(y0) on the unique effective characteristic
passing through (x, ts(y0)+ ǫ). It follows that Λ(x) is continuous on Bǫ(xs(y0)).
Furthermore,
Λ(x)−xs(y0) = x−X(ts(y0), ts(y0)+ǫ, x,∇u(x, ts(y0)+ǫ)) =
∇u(x, ts(y0) + ǫ)
|∇u(x, ts(y0) + ǫ)|
ǫ.
Then we have that |Λ(x) − xs(y0)| = ǫ, therefore Λ(x) maps Bǫ(xs(y0)) into
itself. By Brouwer’s fixed point theorem, there exists some xǫ ∈ Bǫ(xs(y0))
such that Λ(xǫ) = xǫ. It follows that
xs(y0) = X(ts(y0), ts(y0) + ǫ, xǫ,∇u(xǫ, ts(y0) + ǫ)).
The effective characteristic passing through (xǫ, ts(y0) + ǫ) also passes through
(xs(y0), ts(y0)). Let yǫ be the unique minimizer for (xǫ, ts(y0) + ǫ). If yǫ = y0,
then it contradicts with the definition of ts(y0). If y0 6= yǫ, then (xs(y0), ts(y0))
have y0 and yǫ as its minimizers. Since Dg(y0) 6= 0, it implies that ts(yǫ) =
ts(y0), which contradicts with that yǫ is a minimizer for (xǫ, ts(y0) + ǫ), which
means ts(yǫ) ≥ ts(y0) + ǫ.
Case 2 when ts(y0) > ts(y0).
First by the definition of ts(y0), for any t ∈ (ts(y0), ts(y0)], the point (x, t)
on the characteristic from y0 has more than one minimizer. By Theorem 3.8,
the point (x, t) is nondifferentiable. Next we observe the point (xs(y0), ts(y0)).
For any point (x, t) on the characteristic from y0 and ts(y0) < t < ts(y0), there
exists some yt ∈ L(x, t) such that g attains a local minimum in Rn at yt. Hence
we have that Dg(yt) = 0. Then there exists some subsequence {yt′} and y¯ such
that yt′ → y¯ when t′ → ts(y0) and y¯ ∈ L(xs(y0), ts(y0)). Obviously, Dg(y¯) = 0.
Hence y0 6= y¯. Therefore (xs(y0), ts(y0)) has more than one minimizer with
Dg(y0) 6= 0. It implies that it is a nondifferentiable point of u.
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Although the proof above is quite similar to the proof of Lemma 6.5.1 in [5],
the properties of the case of H being strictly convex, superlinear and smooth
and the Eikonal equation might not be the same. For the case of H being
strictly convex and smooth, any nondifferentiable point is also a cluster point
of nondifferentiable points from above (see Lemma 6.5.1 in [5]), while for the
Eikonal equation (as seen in the proposition above), so far it can only be proven
that only for those nondifferentiable points such that all minimizers have Dg 6=
0, they are cluster points of nondifferentiable points from above. For other
nondifferentiable points, it is not clear that whether the property holds or not.
The mathematical difficulty is that for the case of H being strictly convex and
smooth, if (x, t) is a differentiable point, then it implies that (x, t) has unique
minimizer; while for the Eikonal equation, if (x, t) is a differentiable point, it
does not imply that (x, t) has unique minimizer. (x, t) may have more than one
minimizer with Dg = 0. Therefore if ∇u(x, t) = 0, there might be more than
one effective characteristic passing through (x, t). From here, we can see clearly
one of the differences between the case of H being strictly convex and smooth
and the Eikonal equation: ∇u = 0 is a trouble for the Eikonal equation, while
it is not a trouble for the case of H being strictly convex and smooth.
Remark 3.13. The above proposition tells us that for the characteristic from y0
with Dg(y0) 6= 0 and ts(y0) < ∞, when ts(y0) = ts(y0), (xs, ts) is nondifferen-
tiable point or a cluster point of nondifferentiable points. When ts(y0) < ts(y0),
(xs, ts) , (xs, ts) and the points in between are all nondifferentiable points.
That is, every termination point or any point in between the first termination
point and the second termination point of the characteristic from any y0 with
Dg(y0) 6= 0 is either a nondifferentiable point or a cluster point of nondifferen-
tiable points.
Conversely, 1) it is easy to see that nondifferentiable points must be on
characteristics from some y0 with Dg(y0) 6= 0. 2) However, cluster points of
nondifferentiable points are not necessarily termination points of characteris-
tics. Example 1, if lim infyn→y0 ts(yn) < ts(y0), then (xs(yn), ts(yn)) → (x, t),
t < ts(y0). Hence (x, t) is some point before the first termination point of the
characteristic from y0. Example 2, for some (x, t) with ∇u(x, t) = 0, it is
possible to be a cluster point of nondifferentiable points as well.
3.4 Properties of termination points
Since termination points of characteristics are closely related to nondifferentiable
points, we further study their properties.
First, we define some notations. Since g is C1, for any y0 such that Dg(y0) 6=
0, by implicit theorem, there exists a n− 1 dimensional C1 surface H(y0) ⊂ Rn
such that y0 ∈ H(y0) and for any y ∈ H(y0), we have that g(y) = g(y0).
Dg(y0) is a normal vector of H(y0). H(y0) separates the neighborhood of y0
as two open sets. One is denoted as H−(y0), such that when y ∈ H−(y0),
g(y) < g(y0). Another is denoted as H
+(y0), such that when y ∈ H
+(y0),
g(y) > g(y0). For clearness, we write it as a definition.
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Definition 3.14. We denote the above surface as H(y0), the above two sets as
H−(y0) and H
+(y0).
Proposition 3.15. For any y0 with Dg(y0) 6= 0,
lim sup
yn→y0
ts(yn) = lim sup
yn→y0
ts(yn) = ts(y0). (3.17)
The above proposition also holds when ts(y0) =∞.
Before the proof, a lemma is needed here.
Lemma 3.16. If Dg(y0) 6= 0 and ts(y0) < ts(y0), then for any t such that
ts(y0) < t < ts(y0), (x, t) has more than one minimizer and all minimizers
except y0, at which g obtains local minimum in R
n, where x = y0 +
Dg(y0)
|Dg(y0)|
t.
Proof. By the definition of ts, we know that (x, t) has more than one minimizer.
Next it will be proved by contradiction argument, if y1 is another minimizer for
(x, t) and at it, g does not attain a local minimum in Rn. It implies that in
any neighborhood of y1, there exists some y2 such that g(y1) > g(y2). Then
for any t1 such that t < t1 < ts(y0), let x1 = y0 +
Dg(y0)
|Dg(y0)|
t1, we have that
Bt1(x1) ⊃⊃ Bt(x) and Bt1(x1) is tangent to Bt(x) at y0. Hence y2 ∈ Bt1(x1)
with g(y2) < g(y1) = g(y0). It implies that y0 is not a minimizer for (x1, t1).
Then we have t1 > ts(y0). It is a contradiction with assumption that t1 <
ts(y0).
Next we prove Proposition 3.15.
Proof. First we prove that lim supyn→y0 ts(yn) ≤ ts(y0).
By contradiction method, we assume lim supyn→y0 ts(yn) > ts(y0). Let
lim supyn→y0 ts(yn) = t1. Then there exists subsequence {yj} such that
limyj→y0 ts(yj) = t1. Since yj → y0, Dg(yj) → Dg(y0). Choose some t2 such
that ts(y0) < t2 < t1. Let xj = yj +
Dg(yj)
|Dg(yj)|
t2. Let x2 = y0 +
Dg(y0)
|Dg(y0)|
t2. We
have that (xj , t2)→ (x2, t2) as j →∞. Since ts(yj) > t2 when j is large, (xj , t2)
has yj as its minimizer. Then
u(xj , t2) = g(yj).
Since u(x, t) is continuous, let j →∞, we obtain that
u(x2, t2) = g(y0).
It contradicts with that y0 is not a minimizer for (x2, t2). Then we have that
lim sup
yn→y0
ts(yn) ≤ ts(y0). (3.18)
Next we prove equality (3.17). For any t < ts(y0), let x = y0 +
Dg(y0)
|Dg(y0)|
t.
By Lemma 3.16, (x, t) has unique minimizer y0 with Dg(y0) 6= 0. In other
words, if (x, t) has other minimizers, then g attains local minimum at these
minimizers.
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For any yj ∈ H−(y0) (see Definition 3.14) such that yj → y0, (xj , t)→ (x, t),
where xj = yj +
Dg(yj)
|Dg(yj)|
t. Then for any y¯j ∈ L(xj , t), we have that g(y¯j) ≤
g(yj) < g(y0). From above, we have known that except y0, at other minimizers
for (x, t) if there is any, g attains local minimum in Rn and by L(·, ·) is upper
semi-continuous multi-function, we know that y¯j can only be around y0. Since
g(y¯j) < g(y0), it implies that y¯j ∈ H−(y0) and Dg(y¯j) 6= 0.
Next we claim that for any y ∈ L(xj , t), Dg(y) 6= 0.
Proof of the claim: Recall that y¯j is one minimizer for (xj , t). For any
y ∈ Bt(xj), if y ∈ Bts(y0)(xs(y0)), then g(y) ≥ g(y0) > g(y¯j), it implies that y is
not a minimizer for (xj , t). If y is not in Bts(y0)(xs(y0)), when y¯j is sufficiently
close to y0, then y is close to y¯j . It implies that Dg(y) 6= 0. The proof of the
claim is complete.
By the claim above, we obtain that ts(y¯j) = ts(y¯j). Otherwise, if ts(y¯j) >
ts(y¯j), then there must exist a minimizer y1 such that g attains a local min-
imum in Rn at y1, which means Dg(y1) = 0. It contradicts with the claim.
Furthermore, since y¯j ∈ L(xj , t), we have that ts(y¯j) = ts(y¯j) ≥ t. Hence
lim sup
y¯j→y0
ts(y¯j) ≥ t.
It implies that
lim sup
yn→y0
ts(yn) ≥ t.
Since t is arbitrary as long as t < ts(y0), we have that
lim sup
yn→y0
ts(yn) ≥ ts(y0).
With (3.18), the following equalities hold.
lim sup
yn→y0
ts(yn) = lim sup
yn→y0
ts(yn) = ts(y0).
From the proof of the proposition above, we can see that ts(y0) can be
obtained by a limit of ts(y¯j) for some sequence {y¯j} such that y¯j ∈ H−(y0) and
y¯j → y0. Hence the more accurate version can be written as follows:
Corollary 3.17. For any y0 with Dg(y0) 6= 0,
lim sup
yn∈H−(y0), yn→y0
ts(yn) = lim sup
yn∈H−(y0), yn→y0
ts(yn) = ts(y0). (3.19)
Next how about lim sup ts(yn) when yn ∈ H+(y0)? We have the following:
Proposition 3.18.
lim sup
yn∈H+(y0), yn→y0
ts(yn) = lim sup
yn∈H+(y0), yn→y0
ts(yn) = ts(y0).
18
Proof. For any t > ts(y0), any yn ∈ H+(y0), we have that g(yn) > g(y0). Let
x = y0+
Dg(y0)
|Dg(y0)|
t. By t > ts(y0), there exists some y1 in Bt(x) such that y1 6= y0
and g(y1) ≤ g(y0). Notice that by definition, Bt(x) is an open ball. When yn
is sufficiently close to y0, we have that y1 ∈ Bt(xn), where xn = yn +
Dg(yn)
|Dg(yn)|
t.
Hence g(y1) < g(yn). It implies that ts(yn) < t. Therefore
lim sup
yn∈H+(y0), yn→y0
ts(yn) ≤ ts(y0). (3.20)
Next, for any t < ts(y0), y0 is unique minimizer for (x, t) in Bt(x), where x =
y0+
Dg(y0)
|Dg(y0)|
t. Choose a sequence {yk} ⊂ Bt(x) such that yk → y0 and Bt(xk) ⊂
Bts(y0)(xs(y0)), where xk = yk +
Dg(yk)
|Dg(yk)|
t. Since y0 is unique minimizer for
(x, t) in Bt(x) and yk ∈ Bt(x), we have that g(yk) > g(y0), it implies that
yk ∈ H+(y0).
Case 1, if ts(yk) ≥ t for all k, then lim supyn∈H+(y0), yn→y0 ts(yn) ≥ t.
Case 2, if there exists a subsequence of {yk}, (still denoted as {yk}) such
that ts(yk) < t, then let y¯k ∈ L(xk, t), there must exist some subsequence {y¯kj}
and some y¯ such that y¯kj → y¯ and y¯ ∈ L(x, t). It implies that y¯ = y0 due to
that y0 is unique minimizer for (x, t). That means that y¯kj → y0. Since y¯kj ∈
L(xkj , t), we have that ts(y¯kj ) ≥ t. Next we want to prove ts(y¯kj ) = ts(y¯kj ) by
contradiction methods. Assume that ts(y¯kj ) < ts(y¯kj ), then there exists some
y˜kj ∈ L(ykj , t) such that Dg(y˜kj ) = 0. Then there exist some subsequence of
{y˜kj}, still denoted as {y˜kj} and some y˜ such that y˜kj → y˜ with y˜ ∈ L(x, t)
and Dg(y˜) = 0. Since Dg(y0) 6= 0, we have that y0 6= y˜. It contradicts with
that y0 is the unique minimizer in L(x, t). Hence the assumption is incorrect.
ts(y¯kj ) = ts(y¯kj ) must hold. By ts(y¯kj ) ≥ t for any y¯kj , we immediately have
ts(y¯kj ) ≥ t for any y¯kj . Since y¯kj ∈ Bt(xkj ) ⊂ Bts(y0)(xs(y0)), we have that
g(y¯kj ) > g(y0), it implies that y¯kj ∈ H
+(y0). Therefore
lim sup
yn∈H+(y0), yn→y0
ts(yn) ≥ t.
Due to that t is arbitrary as long as t < ts(y0), we have that
lim sup
yn∈H+(y0), yn→y0
ts(yn) ≥ ts(y0).
By (3.20), the following holds:
lim sup
yn∈H+(y0), yn→y0
ts(yn) = lim sup
yn∈H+(y0), yn→y0
ts(yn) = ts(y0).
From Proposition 3.18, we can deduce the property of lim infyn→y0 ts(yn)
immediately.
Proposition 3.19. lim infyn→y0 ts(yn) ≤ ts(y0).
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It is trivial to see the following
lim inf
yn→y0
ts(yn) ≤ ts(y0). (3.21)
If the equality in Proposition 3.19 can be obtained, then ts is similar to a
continuous function. We can say more about the property of the set of singular-
ity points like in [25]. Actually, for C2 initial data, the equality can be obtained,
which will be seen in the next section.
But for C1 initial data, it is possible that the inequality can be obtained.
Recall we mentioned in the introduction, for strictly convex, superlinear and
smooth Hamiltonians in one dimensional case, for any initial data in a second
category in C1 class, the nondifferentiable points of the solution u are dense in
R× {t |t > 0} ([16]). So it is very likely that the inequality could also be strict
in Proposition 3.19 or (3.21) for the Eikonal equation.
Then what will happen when lim infyn→y0 ts(yn) < ts(y0)? We find out the
following proposition, it tell us that when the inequality is strict, for each point
on the characteristic segment from y0 in the time interval (lim infyn→y0 ts(yn),
ts(y0)), it is a cluster point of nondifferentiable points.
Proposition 3.20. If lim infyn→y0 ts(yn) < ts(y0), then for any t0 such that
lim infyn→y0 ts(yn) < t0 < ts(y0), let x0 = y0+
Dg(y0)
|Dg(y0)|
t0, for any ǫ, there exists
some xǫ ∈ Bǫ(x0) such that (xǫ, t0) is a nondifferentiable point, where Bǫ(x0)
is the closed ball centered in x0 with radius ǫ.
Proof. We will prove by contradiction argument. Assume there exists some ǫ
small enough such that for any x ∈ Bǫ(x0), (x, t0) is a differentiable point.
Due to the definition of ts(y0) and the upper semi-continuity of L, for any
y ∈ L(x, t0), we have that y ≈ y0, so Dg(y) 6= 0. Since (x, t0) is a differentiable
point, by Theorem 3.8, we know that (x, t0) has unique minimizer. Then Bǫ(x0)
and L(Bǫ(x0), t0) are one- to- one correspondence, where L(Bǫ(x0), t0) denotes
the set of minimizers for points (x, t0) when x ∈ Bǫ(x0).
For any y ∈ L(Bǫ(x0), t0), let x = y +
Dg(y)
|Dg(y)| t0. Let xn = yn +
Dg(yn)
|Dg(yn)|
t0,
where yn ∈ L(Bǫ(x0), t0). When yn → y, we have that xn → x. It follows
that L−1 is continuous on L(Bǫ(x0), t0). Conversely, for any x ∈ Bǫ(x0), when
xn → x, by assumption that (x, t0) has unique minimizer y ∈ L(x, t0) and the
upper semi-continuity of L, we have that yn → y, where yn is unique minimizer
in L(xn, t0). It follows that L is continuous on (Bǫ(x0), t0).
Then L(Bǫ(x0), t0) is homeomorphism to the disk (Bǫ(x0), t0). Therefore
L(Bǫ(x0), t0) is a closed simply connected set. Since y0 is an interior point of
L(Bǫ(x0), t0), for any {yn} such that yn → y0, we have that yn ∈ L(Bǫ(x0), t0).
It follows that lim infyn→y0 ts(yn) ≥ t0. It contradicts with lim infyn→y0 ts(yn)
< t0.
The above proposition holds when ts(y0) =∞.
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3.5 Global structure of Σ ∪ T1, Σ and Σ and regularity of
solutions
Next let us collect termination points of the characteristic from y0 for all y0 with
Dg(y0) 6= 0 and points in between the first termination point (xs(y0), ts(y0)) and
the second termination point (xs(y0), ts(y0)) when ts(y0) < ts(y0) as follows:
Definition 3.21. Let M = {y0 ∈ Rn|Dg(y0) 6= 0, ts(y0) < ∞}. Let T (M) =
{(x, t)|y0 ∈ M,x = y0 +
Dg(y0)
|Dg(y0)|
t, (1) t ∈ [ts(y0), ts(y0)] if ts(y0) < ∞; (2) t ∈
[ts(y0),∞) if ts(y0) = ∞}. We call T (M) the set of termination points of
characteristics from points with Dg 6= 0.
Definition 3.22. We denote the set of all nondifferentiable points as Σ. De-
note the set of termination points in T (M) such as those points have unique
minimizer as T1.
Any point in Σ has more than one minimizer. Any point in T1 is a differen-
tiable point.
Remark 3.23. Points in T1 are generating points of nondifferentiable points.
The reason is that recall Proposition 3.11 that any point in T1 is a cluster point
of nondifferentiable points at later time and in section 5, we will show that for
C2 initial data, the norm of second derivatives of u is infinite at any point in
T1. In section 5, it will also be shown that T1 is a generalization of the concept
of the set of conjugate points Γ (which can only be defined for C2 initial data)
for function classes weaker than the C2 class, since when the initial data is of
C2 class, we have that T1 = Γ \ Σ.
It is easy to see that
Proposition 3.24. T (M) = Σ ∪ T1.
Proof. For any point (x0, t0) in Σ, by Theorem 3.8, it has more than one
minimizer and one of minimizers y0 has Dg(y0) 6= 0. It implies that (x0, t0)
is on the effective characteristic from y0 with ts(y0) ≤ t0 ≤ ts(y0). Hence
(x0, t0) ∈ T (M). It implies that Σ ⊂ T (M). For any point in T (M) \ Σ,
it is a differentiable termination point of a characteristic from some y0 with
Dg(y0) 6= 0. Hence it is a point with unique minimizer in T (M) by Theorem
3.8. It follows that T (M) \ Σ = T1.
Next since by Theorem 3.8, we know that any point in T1 is a cluster point
of nondifferentiable points, so the following holds:
Proposition 3.25. T (M) = Σ.
But the question is whether T1 is an empty set or not. Let us see, when
n = 1, T1 = ∅ holds, because for any y0 with ts(y0) <∞, it is easy to prove that
(xs(y0), ts(y0)) must have more than one minimizer. The reason is that there
are only two direction −1 and 1 when Dg(y0) 6= 0. See more detail in Lemma
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4.11. While when n > 1, T1 may not be ∅. That is, (xs(y0), ts(y0)) may have
unique minimizer. For instance, for some initial data g and some point (x0, t0),
where x0 = y0 +
Dg(y0)
|Dg(y0)|
t0, the curvature of the two surfaces ∂Bt0(x0) and
H(y0) at y0 are same, and H(y0) is in the exterior of ∂Bt0(x0), and y0 is unique
minimizer for (x0, t0) (Recall H(y) is determined by initial data g, so we can
choose some g satisfying conditions above). Then for any t > t0, we have that
the curvature of ∂Bt(x) at y0 is less than the curvature of H(y0) at y0, where
x = y0+
Dg(y0)
|Dg(y0)|
t. The picture is that H(y0) is inside two surfaces ∂Bt0(x0) and
∂Bt(x). Hence locally, H(y0) is inside the ball Bt(x). Since H(y0) separates
the neighborhood of y0 into two parts H
+(y0) and H
−(y0), it implies that there
exists some y1 ∈ Bt(x) such that y1 ∈ H−(y0), i.e., g(y1) < g(y0). Hence
(x, t) does not have y0 as its minimizer. Therefore t0 = ts(y0) = ts(y0). That
is, (xs(y0), ts(y0)) coincides with (xs(y0), ts(y0)), and it has unique minimizer.
Therefore it is in T1.
For points in T1, the following lemma holds:
Lemma 3.26. For any (x0, t0) ∈ T1, let y0 be the unique minimizer for (x0, t0),
we have that ts(y0) = ts(y0).
Proof. It will be proved by contradiction methods. For any point (x0, t0) in
T1, since T1 is a subset of T (M), by Proposition 3.11, if ts(y0) < ts(y0), then
(xs(y0), ts(y0)), (xs(y0), ts(y0)) and any point in between are all nondifferen-
tiable points. Hence any of these points have more than one minimizer. It
implies that (x0, t0) has more than one minimizer, which is a contradiction.
Therefore ts(y0) = ts(y0).
No matter for C1 or C2 initial data for the Eikonal equation, in general,
T (M) = Σ ∪ T1 is a only proper subset of Σ. Σ ∪ T1 contains maybe only part
of cluster points of Σ, some cluster points of Σ could also be the termination
points of characteristics from y0 with Dg(y0) = 0.
Next the following set is defined:
Hy0 = {y ∈ R
n|(y − y0) ·Dg(y0) > 0}. (3.22)
It is easy to see that Hy0 is equivalent to the following set, (thus denote by Hy0
again)
Hy0 = {y ∈ R
n|y ∈ Bt(x),wherex = y0 +
Dg(y0)
|Dg(y0)|
t, for some t > 0}. (3.23)
It means that Hy0 covers all the balls with center y0+
Dg(y0)
|Dg(y0)|
t and radius t > 0.
With this picture, the proof of next proposition looks more transparent.
Another set is defined as follows:
D = {y0 ∈ R
n|Dg(y0) 6= 0, ∃ y¯ ∈ Hy0 such that g(y¯) ≤ g(y0)}. (3.24)
We find out that M and D are equivalent, which is the following proposition:
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Proposition 3.27. M = D. i.e., {y0 ∈ Rn|Dg(y0) 6= 0, ts(y0) < ∞} = {y0 ∈
R
n|Dg(y0) 6= 0, ∃ y¯ ∈ Hy0 such that g(y¯) ≤ g(y0)}.
Proof. For any y0 ∈M , there are two cases. 1) ts(y0) = ts(y0) <∞, then there
exists some y¯ ∈ Hy0 such that g(y¯) < g(y0).
2) ts(y0) < ts(y0), then there exists some y¯ ∈ Hy0 such that g(y¯) = g(y0).
Both cases imply that y0 ∈ {y0 ∈ Rn|Dg(y0) 6= 0, ∃ y¯ ∈ Hy0 , g(y¯) ≤ g(y0)}.
Conversely, for any y0 ∈ {y0 ∈ Rn|Dg(y0) 6= 0, ∃ y¯ ∈ Hy0 , g(y¯) ≤ g(y0)}, 1)
if g(y¯) < g(y0), then ts(y0) <∞, it implies that ts(y0) <∞.
2) If g(y¯) = g(y0), then ts(y0) <∞.
Let us define E as follows:
E = {y0 ∈ R
n|Dg(y0) 6= 0, ∃ y¯ ∈ Hy0 , such that g(y¯) < g(y0)} (3.25)
Lemma 3.28. E is an open set.
Proof. For any y0 ∈ E, we have that Dg(y0) 6= 0, and ∃y¯ ∈ Hy0 such that
g(y¯) < g(y0). There exists some open set U such that y0 ∈ U , and for any
y ∈ U , Dg(y) 6= 0 and g(y) > g(y¯), due to that Dg is continuous.
Next we prove that y¯ ∈ Hy. That is, (y¯ − y) · Dg(y) > 0. Let a =
dist(y¯, ∂Hy0), i.e. a = (y¯ − y0) ·
Dg(y0)
|Dg(y0)|
. For any ǫ > 0, there exists some
δ, such that when |y − y0| < δ, we have that |Dg(y)−Dg(y0)| < ǫ.
(y¯ − y) ·Dg(y) = (y¯ − y0) ·Dg(y) + (y0 − y) ·Dg(y)
= (y¯ − y0) ·Dg(y0) + (y¯ − y0) · (Dg(y)−Dg(y0))
+(y0 − y) ·Dg(y0) + (y0 − y) · (Dg(y)−Dg(y0))
≥ a|Dg(y0)| − ǫ|y¯ − y0| − δ|Dg(y0)| − ǫδ > 0
when ǫ, δ are sufficiently small. It implies that E is open.
Since E is open, thereforeE is composed of at most countable path connected
components. i.e.,
E =
⋃
Ei, (3.26)
where Ei is a path connected component of E.
Let us define set J as follows:
J = {y0 ∈ R
n|Dg(y0) 6= 0, ts(y0) <∞} (3.27)
We have the equivalence of E and J as follows:
Proposition 3.29. E = J ; i.e. {y0 ∈ R
n|Dg(y0) 6= 0, ∃ y¯ ∈ Hy0 , g(y¯) <
g(y0)} = {y0 ∈ Rn|Dg(y0) 6= 0, ts(y0) <∞}.
The proof is trivial. Next we have the construction of some path connected
sets Fi.
Proposition 3.30. M = D =
⋃
Fi, where Fi ⊃ Ei. Fi is also path connected.
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Proof. For any y0 ∈ D \ E, we have that Dg(y0) 6= 0 and ts(y0) < ts(y0) =∞.
By Proposition 3.18 that lim supyn∈H+(y0), yn→y0 ts(yn) = ts(y0), then there
exists a small neighborhood U of y0, such that for any y ∈ U ∩H+(y0), we have
that ts(y) < ∞. It implies that U ∩ H
+(y0) ⊂ E. Furthermore, U ∩ H
+(y0)
is path connected, then we have that U ∩H+(y0) ⊂ Ei for some i. Since y0 is
on the boundary of U ∩ H+(y0), for any point in U ∩ H+(y0), there will be a
continuous curve connecting it and y0. Therefore there is a path connected set
Fi ⊃ Ei, such that y0 ∈ Fi and Fi ⊂ D.
Lemma 3.31. Fi ∩ Fj = ∅, i 6= j.
Proof. Since Ei is a path connected component, Ei ∩ Ej = ∅ for i 6= j. By the
argument in the proof of Proposition 3.30, hence (Fj \Ej) ⊂ (D \E), therefore
Ei ∩ Fj = ∅. Next we will prove by a contradiction argument. If we assume
Fi∩Fj 6= ∅, then ∃y0 ∈ Fi∩Fj . Since Ei∩Ej = ∅, Ei∩Fj = ∅ and Fi∩Ej = ∅,
hence y0 ∈ (Fi \ Ei) ∩ (Fj \ Ej). By the argument in the proof of Proposition
3.30 again, we have that U ∩H+(y0) ⊂ Ei and U∩H+(y0) ⊂ Ej . It implies that
U∩H+(y0) ⊂ Ei∩Ej = ∅. It is a contradiction. Then the proof is complete.
From propositions above, it can be seen that for any y0 ∈ Ei, we have that
ts(y0) ≤ ts(y0) <∞. For any y0 ∈ Fi \ Ei, we have that ts(y0) < ts(y0) =∞.
Fi is path connected, but it is not necessarily a path connected component of
M . So there exists a path connected component of M , we call it Rj , such that
Rj ⊃ Fi. Then we have M =
⋃
Rj , where Rj is a path connected component
of M .
The number of path connected components of M may be less than the num-
ber of path connected components of E. Since for some i and j, Ei and Ej
are two path connected components of E, there may exist a path connected
component Rk of M such that Rk ⊃ Ei ∪Ej .
Proposition 3.32. T (Ei) is 1) either a connected set, 2) or if T (Ei) is not a
connected set, then for any two disjoint closed subset A and B of T (Ei) such
that T (Ei) = A ∪B, we have distance(A,B) = 0.
Proof. T (Ei) is the set of all termination points of characteristics from y0 ∈
Ei and points between (xs(y0), ts(y0)) and (xs(y0), ts(y0)). If T (Ei) is not a
connected set, then for any two disjoint closed subsets A and B of T (Ei) such
that T (Ei) = A ∪ B, we have that (L(A) ∩ L(B)) ∩ Ei = ∅ and (L(A) ∪
L(B)) ∩ Ei = Ei, due to that for any y0 ∈ Ei, Dg(y0) 6= 0, hence there is
only one characteristic starting from y0. Recall (3.4), L(A) here means the set
of minimizers for all points (x, t) in A. Since Ei is connected, L(A) ∩ Ei and
L(B) ∩ Ei can not both be closed sets of Ei.
We assume that L(A)∩Ei is not a closed set of Ei. Then there exists some
sequence {yn} ∈ L(A) ∩ Ei and some y0 ∈ L(B) ∩ Ei, such that yn → y0. Let
t1 = lim supyn∈L(A)∩Ei,yn→y0 ts(yn).
1.First if we assume t1 ≥ ts(y0), since ts(y0) <∞, then there must exist some
sequence {yj} ⊂ L(A)∩Ei such that yj → y0 and (xs(yj), ts(yj))→ (x, t), where
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x = y0 +
Dg(y0)
|Dg(y0)|
t and t ∈ [ts(y0), ts(y0)], due to that lim supyn→y0 ts(yn) =
ts(y0) in Proposition 3.15. Since (xs(yj), ts(yj)) ∈ A, and (x, t) ∈ B, it contra-
dicts with that A and B are disjoint closed subsets of T (Ei). Hence we must
have t1 < ts(y0).
2. Then when t1 < ts(y0), for any t such that t1 < t < ts(y0), let x =
y0 +
Dg(y0)
|Dg(y0)|
t, by Proposition 3.20, we have that for any ǫ, there exists some
xǫ ∈ Bǫ(x) such that (xǫ, t) is a nondifferentiable point.
Next we need to prove (xǫ, t) ∈ B. Since t < ts(y0), y0 is unique element
in L(x, t). Due to that L is upper semi-continuous, when ǫ is sufficiently small,
for any element yǫ in L(xǫ, t), we have that yǫ ≈ y0. Since Ei is an open set,
yǫ ∈ Ei.
Due to that t > t1, hence yǫ ∈ L(B). It follows that (xǫ, t) is in B. By the
arbitrarity of t as long as t > t1, (x1, t1) is a cluster point of points in B, where
x1 = y0 +
Dg(y0)
|Dg(y0)|
t1. At the same time, (x1, t1) is also a cluster point of points
in A. So we have that distance(A,B) = 0.
Since 2) in Proposition 3.32 is a natural phenomena coming from the proof,
we give a definition for it.
Definition 3.33. We define that a set C is almost connected if for any two dis-
joint closed subset A and B of C such that C = A∪B, we have distance(A,B) =
0.
Next we will see what happens to T (Fi).
Proposition 3.34. If T (Ei) is a connected set, then T (Fi) is also a connected
set. If T (Ei) is an almost connected set, then T (Fi) is also an almost connected
set.
Proof. For any (x0, t0) ∈ T (Fi \ Ei), ∃y0 ∈ L(x0, t0) such that Dg(y0) 6= 0.
Therefore y0 ∈ Fi \ Ei. First by the result in the proof of Proposition 3.30, we
know that there is some small neighborhood U of y0 such that U∩H+(y0) ⊂ Ei.
Then by Proposition 3.18 that lim supyn∈H+(y0), yn→y0 ts(yn) = ts(y0), there ex-
ists some sequence {yk} ⊂ H+(y0) ⊂ Ei such that yk → y0 and limn→∞ ts(yk) =
ts(y0). Therefore (xs(yk), ts(yk)) ∈ T (Ei) goes to (xs(y0), ts(y0)) ∈ T (Fi \ Ei).
(x0, t0) is connected with (xs(y0), ts(y0)) by the characteristic segment which is
a subset of T (Fi \ Ei). Hence we obtain the desirable result.
T (Fi) may intersect with T (Fj), for some i 6= j. Hence the number of
connected components or almost connected components of T (M) may be less
than the number of i of M =
⋃
Fi.
It is obvious that we have the following proposition:
Proposition 3.35. If for some (x, t), L(x, t) = {y0, y1, y2, ..., yn}, yi ∈ Fi and
T (Fi) is a connected set, for i = 0, 1, ..., n, Then
⋃i=n
i=0 T (Fi) is a connected set.
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The above property is same for almost connected sets.
Combine Proposition 3.30, Σ∪T1 = T (M) =
⋃
T (Fi), Proposition 3.32 and
Proposition 3.34, the following theorem can be obtained:
Theorem 3.36. Σ∪T1 is composed of at most countable connected components
or almost connected components. That is, Σ∪ T1 =
⋃
Sj, each Sj is 1) either a
connected component, 2) or an almost connected component. Each Sj is a finite
or countable union of some T (Fi).
Next we study Σ, the set of all nondifferentiable points of u. It is easy to
see that the following lemma holds:
Lemma 3.37. Σ = T (M) \ {(x, t)|(x, t) has unique minimizer}.
Therefore
Σ = (∪T (Fi)) \ {(x, t)|(x, t) has unique minimizer}
=
⋃
(T (Fi) \ {(x, t)|(x, t) has unique minimizer}).
We study the property of T (Fi) \ {(x, t)|(x, t) has unique minimizer} first. The
following lemma holds:
Lemma 3.38. T (Fi) \ {(x, t)|(x, t) has unique minimizer} is a connected set or
an almost connected set.
Proof. 1) If T (Fi)\{(x, t)|(x, t) has unique minimizer} is connected, then propo-
sition holds.
2) If T (Fi)\{(x, t)|(x, t) has unique minimizer} is not connected, then for any
two disjoint closed subsets A and B of T (Fi)\{(x, t)|(x, t) has unique minimizer}
such that A∪B = T (Fi) \ {(x, t)|(x, t) has unique minimizer}, we need to prove
that distance(A,B) = 0.
It will be proved by contradiction method. Assume that distance(A,B) 6= 0.
First we see the set T (Fi)∩{(x, t)|(x, t) has unique minimizer}. For any (x, t) ∈
T (Fi) ∩ {(x, t)|(x, t) has unique minimizer}, (x, t) must be in T (Ei). It implies
that the unique minimizer y for (x, t) is in Ei. By Proposition 3.11, there exist
(xn, tn) ∈ Σ such that (x, t) is a cluster point of {(xn, tn)}. Let yn ∈ L(xn, tn),
we have that yn → y. Since Ei is open, yn ∈ Ei. Therefore (xn, tn) ∈ T (Ei),
furthermore, (xn, tn) ∈ T (Fi) \ {(x, t)|(x, t) has unique minimizer}. That is,
(xn, tn) is in A or B. It implies that (x, t) must be a cluster point of points in
A or B. Let A1, B1 be two subsets of T (Fi), where
A1 = {(x, t) ∈ T (Fi)|(x, t) has unique minimizer, and (x, t) is a cluster point ofA},
B1 = {(x, t) ∈ T (Fi)|(x, t) has unique minimizer, and (x, t) is a cluster point ofB}.
Hence (x, t) is in A1 or in B1. It implies that
T (Fi) ∩ {(x, t)|(x, t) has unique minimizer} = A1 ∪B1.
We also have that A1∩B1 = ∅, due to the assumption that distance(A,B) 6= 0.
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Those imply that (A∪A1)∪ (B ∪B1) = T (Fi) and (A∪A1)∩ (B ∪B1) = ∅.
We also have distance(A ∪ A1, B ∪ B1) 6= 0, due to that distance(A,B) 6= 0
again. Therefore A∪A1 and B∪B1 are two disjoint closed subsets of T (Fi) with
distance(A ∪ A1, B ∪ B1) 6= 0. That contradicts with that T (Fi) is connected
or almost connected. Hence the proof is complete.
Therefore by the above lemma, we have the following theorem about Σ:
Theorem 3.39. Σ is composed of at most countable connected components or
almost connected components. That is, Σ =
⋃
Σj. Each Σj is a finite or
countable union of some T (Fi) \ {(x, t)|(x, t) has unique minimizer}.
Although Rn×{t > 0}\Σ is not necessarily open, by the similar argument in
Proposition 3.3.4 in [5], we have the following proposition about the regularity
of u on Rn × {t > 0} \ Σ.
Proposition 3.40. u is C1 on Rn × {t > 0} \ Σ.
Next we consider the property about connected components of Σ. First we
see Sj , recall Sj is a connected component or an almost connect component
of T (M). The following proposition tells us that no matter Sj is connected or
almost connected, Sj is a connected set.
Proposition 3.41. Sj is connected.
Proof. We will prove by contradiction. Assume that Sj is not connected. Then
there exist two disjoint closed sets A and B of Sj such that A∪B = Sj . Hence
A ∩ Sj and B ∩ Sj are two disjoint closed sets of Sj . Since Sj is connected or
almost connected, we have that distance(A ∩ Sj , B ∩ Sj) = 0. Therefore there
exist some sequence {(xn, tn)} ⊂ A ∩ Sj , {(x¯n, t¯n)} ⊂ B ∩ Sj and some point
(x0, t0) such that (xn, tn) → (x0, t0) and (x¯n, t¯n) → (x0, t0). It implies that
(x0, t0) ∈ Sj . Hence (x0, t0) is in A or B. If we assume that it is in A, then we
have that (x¯n, t¯n) ∈ B∩Sj ⊂ B such that (x¯n, t¯n)→ (x0, t0) ∈ A. It contradicts
with that A and B are two closed disjoint sets of Sj .
By Proposition 3.25, Σ = T (M) = ∪Sj . In general, ∪Sj ⊃
⋃
Sj . For
any (x, t) ∈ ∪Sj \
⋃
Sj , it is a cluster point of points from different Sj. This
case is quite complicate, perhaps we could not guarantee that ∪Sj has at most
countable connected components. Hence a simpler case is considered, which is
the case when ∪Sj =
⋃
Sj . For instance, when the number of connected and
almost connected components of T (M) is finite.
Therefore we have the following theorem:
Theorem 3.42. If ∪Sj =
⋃
Sj, then Σ is composed of at most connected
components.
It is trivial to obtain the following corollary.
Corollary 3.43. If Σ is composed of finite connected components or almost
connected components, then Σ is composed of finite connected components.
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Since Σ is closed, Rn × {t > 0} \ Σ is an open set. Similarly, we can have
the regularity of u on this open set.
Proposition 3.44. u is C1 on Rn × {t > 0} \ Σ.
3.6 Relation between D∗u(x, t) and minimizers of (x, t)
Next we discuss the relation between D∗u(x, t) and minimizers of (x, t). For the
case of strictly convex, superlinear and smooth Hamiltonians, in [5], Theorem
6.4.9 tells us that there is a one-to-one correspondence between D∗u(x, t) and
the set of minimizers of (x, t). For the Eikonal equation, we can see from
Theorem 3.8 that the one-to-one correspondence between D∗u(x, t) and the
set of minimizers of (x, t) does not hold anymore. A differentiable point may
correspond to more than one minimizer, even infinitely many minimizers. In
[5], for the Eikonal equation with more general setting and assumption that g is
semiconcave with linear modulus, it tells us the following: if 0 is not inD∗u(x, t),
then there is still a one-to-one correspondence between D∗u(x, t) and the set of
minimizers of (x, t). But what if D∗u(x, t) may include 0? Without assumption
that g is semiconcave with linear modulus, only assume that g is C1, we can
have the following proposition: there is still a one-to-one correspondence, while
not between D∗u(x, t) and the set of minimizers of (x, t), but between D∗u(x, t)
and another set, which is the set of value Dg at these minimizers of (x, t).
Proposition 3.45. There is a one-to-one correspondence between D∗u(x, t)
and L˜(x, t) = {Dg(y0)|y0 ∈ L(x, t)}.
Proof. For any l ∈ D∗u(x, t), by the definition of D∗u, there exists some se-
quence {(xn, tn)} such that (xn, tn) → (x, t) and Du(xn, tn) → l. Let yn ∈
L(xn, tn), since L is upper semi-continuous multi-function, there exists some
subsequence {ynk} and some y0 such that ynk → y0 and y0 ∈ L(x, t). By
Theorem 3.8, we have that ∇u(xnk , tnk) = Dg(ynk). Hence Du(xnk , tnk) =
(Dg(ynk),−|Dg(ynk)|). Let k → ∞, we have that l = (Dg(y0),−|Dg(y0)|).
Hence D∗u(x, t) ⊂ {(Dg(y0),−|Dg(y0)|)|y0 ∈ L(x, t)}.
Next, for any y0 ∈ L(x, t), there are two cases:
Case 1,Dg(y0) 6= 0. By Proposition 3.15, we have that lim supyn→y0 ts(yn) =
ts(y0). Hence there exists some sequence {yk} such that yk → y0 and
limyk→y0 ts(yk) = ts(y0). We have known that t ≤ ts(y0). Let xk = yk +
Dg(yk)
|Dg(yk)|
tk, where tk < ts(yk) and tk → t. Since (xk, tk) has unique mini-
mizer yk, by Theorem 3.8, Du(xk, tk) = (Dg(yk),−|Dg(yk)|). Let k → ∞,
Du(xk, tk) → (Dg(y0),−|Dg(y0)|). Since (xk, tk) → (x, t), we have that l =
(Dg(y0),−|Dg(y0)|) ∈ D∗u(x, t).
Case 2, Dg(y0) = 0. There exists some P0 with |P0| ≤ 1 such that x =
y0 + P0t. Let tn < t and tn → t. Let xn = y0 + P0tn.
Claim: For any y ∈ L(xn, tn), we have that Dg(y) = 0.
Proof of the claim: By contradiction arguments. If assume ∃ y¯ ∈ L(xn, tn)
with Dg(y¯) 6= 0. Then g(y¯) = g(y0) and y¯ ∈ Btn(xn) ⊂ Bt(x). Hence ∃y1 ∈
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Bt(x) such that g(y1) < g(y¯) = g(y0). It contradicts with that y0 is a minimizer
for (x, t). The proof of the claim is complete.
By the claim above and Theorem 3.8 3), u is differentiable at (xn, tn) and
Du(xn, tn) = 0 ∈ Rn+1. It implies that Du(xn, tn)→ 0 = (Dg(y0),−|Dg(y0|) ∈
D∗u(x, t).
From above, it implies that
D∗u(x, t) = {(Dg(y0),−|Dg(y0)|)
∣∣ y0 ∈ L(x, t)}. (3.28)
Next we will prove that there is a one-to-one correspondence between
{(Dg(y0),−|Dg(y0)|)
∣∣ y0 ∈ L(x, t)} and L˜(x, t) = {Dg(y0)|y0 ∈ L(x, t)}. It is
easy to see that for any y0, y1, (Dg(y0),−|Dg(y0)|) = (Dg(y1),−|Dg(y1)|) if
and only if Dg(y0) = Dg(y1).
3.7 Cause for the formation of the singularity points
Finally in this section, we consider the reason for the appearance of the sin-
gularity points. Here a singularity point means a point in Σ ∪ T1. For one
dimensional case, local maximum is the reason for the appearance of the set of
singularity points. But for the multi-dimensional case, local maximum is not
the only reason. First we show some examples:
Example 1: g is a saddle surface with the saddle point at 0.
There is no local maximum for g, but for any point y0 ∈ Rn \ {0}, we have
Dg(y0) 6= 0 and ∃ y¯, s.t. y¯ ∈ Hy0 and g(y¯) < g(y0). It implies that ts(y0) <∞.
Therefore the set of singularity points appears. Furthermore M = Rn \ {0},
which only has one connected component, so by Theorem 3.36, T (M) = Σ
only has one connected component or one almost connected component (see in
Definition 3.33).
Example 2: g is a oblique saddle surface.
There is no local maximum for g, furthermore, there is no point with Dg = 0.
Similar to the argument in example 1, for any y0 ∈ Rn, ∃ y¯, s.t. y¯ ∈ Hy0 and
g(y¯) < g(y0). It implies that ts(y0) <∞. Therefore the set of singularity points
appears. Every characteristic touches the set of singularity points. Furthermore,
M = Rn, which only has one connected component. T (M) = Σ only has one
connected component or one almost connected component.
Next, we show that when initial data has a strict local maximum, the set of
singularity points does appear as one dimensional case.
Proposition 3.46. If y0 is a strict local maximum; i.e. there is a bounded and
closed set A ∋ y0 such that for any y in A, g(y) = g(y0), and there is a bounded
and open set U ⊃ A such that for any y in U \A, g(y) < g(y0), then there exists
some y1, such that ts(y1) <∞.
Proof. There exist some y1, y2 such that y2 ∈ A and y1 ∈ U \ A, y2 ≈ y1 and
Dg(y1) 6= 0. Since g(y2) > g(y1), it is easy to see that y2 ∈ Hy1 . By that U
is open and A ⊂ U , there exists some y3 such that y3 ∈ U \ A, y3 ∈ Hy1 and
g(y3) < g(y1).
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We can see that local maximum or Dg = 0 is not only reason to produce the
set of singularity points. From the above arguments or by Proposition 3.27, it
can be emphasized that the reason to the appearance of the set of singularity
points is that ∃ y¯, s.t. y¯ ∈ Hy0 and g(y¯) ≤ g(y0).
4 C2 initial data case: global structure
In this section, we consider a better class of initial data, C2 case. Some better
results can be obtained. The tool of curvatures of surfaces can also be applied.
4.1 Better properties of termination points
First we study properties of termination times of characteristics from y0 with
Dg(y0) 6= 0.
Proposition 4.1. If Dg(y0) 6= 0, then ts(y0) > 0.
Proof. Since g is in C2, then there exists a C2 n− 1 dimensional surface H(y0)
(recall Definition 3.14). Let Dg(y0) be normal vector of H(y0) at y0. The
principal curvatures of H(y0) at y0 are λn−1(y0) ≤ ... ≤ λ2(y0) ≤ λ1(y0). It is
known that all the principal curvatures of a ball with inner normal vector and
radius t are 1
t
. Then there exists a t0 such that the maximal principal curvature
λ1(y0) of H(y0) at y0 with λ1(y0) <
1
t0
. Hence λn−1(y0) ≤ ... ≤ λ2(y0) ≤
λ1(y0) <
1
t0
. When t0 is sufficiently small, we have that Bt0(x0) \ {y0} ⊂⊂
H+(y0), where x0 = y0 +
Dg(y0)
|Dg(y0)|
t0. It implies that y0 is unique minimizer for
(x0, t0). Therefore ts(y0) ≥ t0 > 0.
Contrast to C2 case, when initial data is C1, for some y0 such that Dg(y0) 6=
0, ts(y0) may be 0. The reason is the following: For any t > 0, let x =
y0 +
Dg(y0)
|Dg(y0)|
t. Since H(y0) is in C
1 and ∂Bt(x) is in C
2, it is not necessary
to exist a ball Bt(x) such that H(y0) is in the exterior of Bt(x). If there does
not exist such ball for any t, then y0 is not a minimizer for (x, t). That implies
ts(y0) = 0.
Recall in the previous section, we have that for C1 initial data,
lim infyn→y0 ts(yn) ≤ ts(y0). Now for C
2 initial data, a better result holds.
Proposition 4.2.
lim inf
yn→y0
ts(yn) = lim inf
yn→y0
ts(yn) = ts(y0).
Proof. We only need to prove lim infyn→y0 ts(yn) ≥ ts(y0). For any t < ts(y0),
let x = y0+
Dg(y0)
|Dg(y0)|
t. For any yn ≈ y0, let xn = yn+
Dg(yn)
|Dg(yn)|
t, so xn ≈ x. Since
y0 is unique minimizer for (x, t), for any y˜n ∈ L(xn, t), y˜n ≈ y0 holds. It implies
that y˜n ≈ yn. Next we want to prove that yn is unique minimizer for (xn, t).
Since g is C2, H(y0) and H(yn) are C
2 surfaces. We have that the maximal
principal curvature λ1(y0) of H(y0) at y0 is approximately equal to the maximal
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principal curvature λ1(yn) of H(yn) at yn when yn is sufficiently close to y0.
Since t < ts(y0), y0 is unique minimizer for (x, t). It implies thatH(y0) is outside
of Bt(x) \ {y0}. Hence λ1(y0) <
1
t
, recall that all the principal curvatures of a
ball with inner normal vector and radius t are 1
t
. Therefore λ1(yn) <
1
t
; i.e. all
the principal curvatures of H(yn) at yn are smaller than
1
t
. It implies that in a
small neighborhood of yn, H(yn) is outside of Bt(xn)\{yn}. Hence in that small
neighborhood of yn, Bt(xn)\{yn} ⊂ H+(yn). That is, for any y ∈ Bt(xn)\{yn}
and y ≈ yn, g(y) > g(yn) holds. Since for (xn, t), the minimizer y˜n ≈ yn, we
have that yn = y˜n, i.e., yn is that unique minimizer. It implies that ts(yn) ≥ t.
Since the above inequality holds for all yn ≈ y0, we have that
lim inf
yn→y0
ts(yn) ≥ t.
t is arbitrary as long as t < ts(y0), so
lim inf
yn→y0
ts(yn) ≥ ts(y0).
Then combine Proposition 3.19 and ts(yn) ≤ ts(yn), the proof is complete.
For C2 initial data, we can conclude that
lim sup
yn→y0
ts(yn) = lim sup
yn→y0
ts(yn) = ts(y0)
lim inf
yn→y0
ts(yn) = lim inf
yn→y0
ts(yn) = ts(y0).
From their proof, we can see that the above equalities also holds when ts(y0) =
∞ or ts(y0) =∞.
From above equalities, it is easy to see that the following corollary holds:
Corollary 4.3. If ts(y0) = ts(y0), then limyn→y0 ts(yn) = limyn→y0 ts(yn) =
ts(y0).
Furthermore the following holds:
Corollary 4.4. If g does not have local minimum, then for any y0 with Dg(y0) 6=
0, we have that ts(y0) = ts(y0). On {y|Dg(y) 6= 0}, ts(·) is a continuous func-
tion. It may be equal to ∞ at some points.
Next we consider what will happen when ts(y0) < ts(y0). If ts(y0) < ts(y0),
by Proposition 3.11, then the line segment connecting (xs(y0), ts(y0)) with
(xs(y0), ts(y0)) belongs to Σ. Is there a continuous n− dimensional surface
containing this line segment that belongs to Σ too?
Proposition 4.5. For any y0 with Dg(y0) 6= 0, if ts(y0) < ts(y0), then on
H(y0), ts(·) and ts(·) are continuous at y0.
Recall that H(y0) is the n − 1 dimensional C2 surface ⊂ Rn such that
y0 ∈ H(y0) and for any y ∈ H(y0), g(y) = g(y0) defined in Definition 3.14.
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Proof. First by Proposition 4.2, we have
lim inf
yn∈H(y0),yn→y0
ts(yn) ≥ lim inf
yn→y0
ts(yn) = ts(y0).
Next we need to prove lim supyn∈H(y0),yn→y0 ts(yn) ≤ ts(y0). For any t ∈
(ts(y0), ts(y0)), x = y0 +
Dg(y0)
|Dg(y0)|
t. L(xs(y0), ts(y0)) = {y0, y˜, yˆ, ...}, where g
attains local minimum in Rn at y˜, yˆ,...and these points are in Bts(y0)(xs(y0)).
Due to Dg(y0) 6= 0, ∃ ǫ > 0 such that L(xs(y0), ts(y0))\{y0} ⊂ Bts(y0)(xs(y0))\
Bǫ(y0) ⊂ Bt(x). For any yn ∈ H(y0) and yn ≈ y0, let xn = yn +
Dg(yn)
|Dg(yn)|
t.
Since Bt(xn) ≈ Bt(x) and Bts(y0)(xs(y0))\Bǫ(y0) is a closed set, it implies that
Bt(xn) ⊃ Bts(y0)(xs(y0)) \Bǫ(y0), hence L(xs(y0), ts(y0)) \ {y0} ⊂ Bt(xn).
Next we want to prove yn ∈ L(xn, t). Since ts(y0) < t < ts(y0), similar
to the argument in the proof of Proposition 4.2, it implies that the maximal
principal curvature of H(y0) at y0 ≤ the principal curvature of ∂Bts(y0)(xs(y0))
at y0 < the principal curvature of ∂Bt(x) at y0; i.e. λ1(y0) ≤
1
ts(y0)
< 1
t
, so
λ1(yn) <
1
t
; i.e. the maximal principal curvature of H(yn) < the principal
curvature of ∂Bt(xn) at yn. It implies that there exists some small ǫ > 0 such
that when y ∈ Bt(xn) ∩ Bǫ(yn), g(yn) ≤ g(y). When y ∈ Bt(xn) \ Bǫ(yn),
since Bt(xn) \ Bǫ(yn) is a closed set, Bt(xn) \ Bǫ(yn) ≈ Bt(x) \ Bǫ(y0) and
Bts(y0)(xs(y0)) ⊃ Bt(x)\Bǫ(y0), we have that Bts(y0)(xs(y0)) ⊃ Bt(xn)\Bǫ(yn),
i.e., y ∈ Bts(y0)(xs(y0)), hence g(y) ≥ g(y0) = g(yn). Therefore
yn ∈ L(xn, t). (4.1)
Since g(yn) = g(y0) = g(y˜) = g(yˆ) = ..., we have that yn, y˜, yˆ, ... ∈ L(xn, t).
It implies that ts(yn) < t. Since it is true for any yn ∈ H(y0) and yn ≈
y0, lim supyn∈H(y0),yn→y0 ts(yn) ≤ t. Therefore lim supyn∈H(y0),yn→y0 ts(yn) ≤
ts(y0). So far we have that
lim
yn∈H(y0),yn→y0
ts(yn) = ts(y0). (4.2)
Next by Proposition 3.15, we have that
lim sup
yn∈H(y0),yn→y0
ts(yn) ≤ lim sup
yn→y0
ts(yn) = ts(y0).
Finally we need to prove that lim infyn∈H(y0),yn→y0 ts(yn) ≥ ts(y0). For any
t < ts(y0), let x = y0+
Dg(y0)
|Dg(y0)|
t. For any yn ∈ H(y0) and yn ≈ y0, let xn = yn+
Dg(yn)
|Dg(yn)|
t. From (4.1), we already know yn ∈ L(xn, t). It implies that ts(yn) ≥
t. Hence lim infyn∈H(y0),yn→y0 ts(yn) ≥ t. Then lim infyn∈H(y0),yn→y0 ts(yn) ≥
ts(y0). Therefore
lim
yn∈H(y0),yn→y0
ts(yn) = ts(y0). (4.3)
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By Proposition 4.5, we see that for any y0 with Dg(y0) 6= 0 and ts(y0) <
ts(y0), there is a continuous n− dimensional surface through (xs(y0), ts(y0)),
which is a subset of Σ.
If combine Corollary 4.3 and Proposition 4.5, on H(y0), the following holds:
Corollary 4.6. For any y0 with Dg(y0) 6= 0, on {y ∈ H(y0)|Dg(y) 6= 0, ts(y) <
∞}, ts(·) and ts(·) are continuous functions.
Proposition 4.5 is about what happens when yn ∈ H(y0). Next we consider
what will happen when yn ∈ H+(y0) or H−(y0). Then the following proposition
holds:
Proposition 4.7.
lim
yn∈H+(y0),yn→y0
ts(yn) = lim
yn∈H+(y0),yn→y0
ts(yn) = ts(y0).
And
lim
yn∈H−(y0),yn→y0
ts(yn) = lim
yn∈H−(y0),yn→y0
ts(yn) = ts(y0).
Proof. By Proposition 3.18, we have that
lim sup
yn∈H+(y0),yn→y0
ts(yn) = lim sup
yn∈H+(y0),yn→y0
ts(yn) = ts(y0).
By Proposition 4.2,
lim inf
yn→y0
ts(yn) = lim inf
yn→y0
ts(yn) = ts(y0)
Hence limyn∈H+(y0),yn→y0 ts(yn) = limyn∈H+(y0),yn→y0 ts(yn) = ts(y0).
Next we want to prove lim infyn∈H−(y0), yn→y0 ts(yn) ≥ ts(y0). For any yn ∈
H−(y0) with yn ≈ y0, it is true that g(yn) < g(y0).
Since g is in C2, H(y0) and H(yn) are C
2. For any t < ts(y0), we have that
H(y0) is outside of Bt(x)\{y0}, hence the maximal principal curvature of H(y0)
at y0 is smaller than the principal curvature of ∂Bt(x), so the maximal principal
curvature ofH(yn) at yn is smaller than the principal curvature of ∂Bt(xn) when
yn is sufficiently close to y0, here x = y0 +
Dg(y0)
|Dg(y0)|
t, xn = yn +
Dg(yn)
|Dg(yn)|
t. It
implies that when y ∈ Bt(xn) \ {yn} and y ≈ yn, we have that g(y) > g(yn).
For any y ∈ Bt(xn) \ {yn} and y is not close to yn, y is in Bts(y0)(xs(y0))
when yn is sufficiently close to y0. It implies that g(y) ≥ g(y0) > g(yn). That
is, yn is unique minimizer for (xn, t). Then we obtain
ts(yn) ≥ t.
So
lim inf
yn∈H−(y0), yn→y0
ts(yn) ≥ t.
Since t is arbitrary as long as t < ts(y0),
lim inf
yn∈H−(y0), yn→y0
ts(yn) ≥ ts(y0).
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By ts(y) ≤ ts(y), we have that
lim inf
yn∈H−(y0), yn→y0
ts(yn) ≥ lim inf
yn∈H−(y0), yn→y0
ts(yn) ≥ ts(y0).
By Proposition 3.15, lim supyn→y0 ts(yn) = lim supyn→y0 ts(yn) = ts(y0). Hence
limyn∈H−(y0),yn→y0 ts(yn) = limyn∈H−(y0),yn→y0 ts(yn) = ts(y0).
From the proof above, we can see that the proposition above holds when
ts(y0) =∞ or ts(y0) =∞.
4.2 Path connected components of Σ ∪ T1
Finally, when g is C2, better results can be obtained than the case when g is
C1 in Theorem 3.36. Recall Fi in Proposition 3.30.
Proposition 4.8. If g is C2, then T (Fi) is path connected.
Proof. First we prove that T (Ei) is path connected. By equation (3.26) and
Proposition 3.29, we know that for any y0 ∈ Ei, ts(y0) <∞.
For any two points (x1, t1), (x2, t2) in T (Ei), there exist y1 ∈ L(x1, t1) and
Ei, y2 ∈ L(x2, t2) and Ei such that t1 ∈ [ts(y1), ts(y1)] and t2 ∈ [ts(y2), ts(y2)].
1. If y1 = y2, then (x1, t1) and (x2, t2) are connected by the line segment which
is a subset of {(x, t)|x = y1 +
Dg(y1)
|Dg(y1)|
t, t ∈ [ts(y1), ts(y1)]}.
2. If y1 6= y2, since Ei is path connected, there is a continuous curve h¯(s) ⊂
Ei with h¯(0) = y1 and h¯(1) = y2. On the basis of h¯(s), we can construct a
continuous curve h(s) still with h(0) = y1 and h(1) = y2 such that for each
s0 ∈ (0, 1], there exists some s1 < s0 with {h(s)|s ∈ [s1, s0)} ⊂ H(h(s0)) or
{h(s)|s ∈ [s1, s0)} ⊂ H+(h(s0)) or {h(s)|s ∈ [s1, s0)} ⊂ H−(h(s0)) and for
each s0 ∈ [0, 1), there exists some s2 > s0, similar properties hold. If h¯(s)
satisfies properties above, then this h¯(s) = h(s). Otherwise, if for some s0
such that there does not exist any s1 < s0 with {h¯(s)|s ∈ [s1, s0)} included
in H(h¯(s0)) or H
+(h¯(s0)) or H
−(h¯(s0)), then we can construct h(s) as the
following: for any sm ≈ s0 and sm < s0, we have that h¯(sm) ∈ H(h¯(s0)) or
H+(h¯(s0)) orH
−(h¯(s0)), since in any neighborhood of h¯(s0), H(h¯(s0)) separates
it into these three parts. 1. If h¯(sm) ∈ H(h¯(s0)), then let h(s) ∈ H(h¯(s0))
for any s ∈ (sm, s0). 2. h¯(sm) ∈ H+(h¯(s0)). Since H(y) is some kind of
level set along the direction Dg(y), there will be a continuous curve h(s) with
s ∈ (sm, s0) transverse those level sets such that g(h(s)) strictly decreases. 3.
If h¯(sm) ∈ H−(h¯(s0)), then similarly to 2, there will be a continuous curve h(s)
with s ∈ (sm, s0) transverse those level sets such that g(h(s)) strictly increases.
The case of sm > s0 is same as the case of sm < s0. By this way, we can have
the desirable h(s), s ∈ [0, 1].
For any s0 ∈ [0, 1], 1) if ts(h(s0)) = ts(h(s0)), by Corollary 4.3, we have
that lims→s0 ts(h(s)) = lims→s0 ts(h(s)) = ts(h(s0)). It implies that ts(h(s))
and ts(h(s)) are both continuous at s0. 2) If ts(h(s0)) < ts(h(s0)), then
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Case 1. ∃s1, s2, such that s0 ∈ [s1, s2], (s1 may be equal to s2), and {h(s)|s ∈
[s1, s2]} ⊂H(h(s1)). And ∃s3, s4 such that {h(s)|s ∈ (s3, s1]} ⊂ H+(h(s1)) and
{h(s)|s ∈ [s2, s4)} ⊂ H+(h(s2)). Then by Proposition 4.7, we know that
lim
s→s−
1
ts(h(s)) = lim
s→s−
1
ts(h(s)) = ts(h(s1)),
lim
s→s+
2
ts(h(s)) = lim
s→s+
2
ts(h(s)) = ts(h(s2)).
If s1 = s2; i.e. s0 = s1 = s2, then ts(h(s)) and ts(h(s)) are both continuous at
s0. If s1 < s2, then by Proposition 4.5,
T1 = {(x, t)|x = h(s) +
Dg(h(s))
|Dg(h(s))|
t, t ∈ [ts(h(s)), ts(h(s)], s ∈ [s1, s2]}
is a continuous n dimensional surface which is a subset of T (Ei), it is ob-
vious to be able to find a curve on T1 connecting (xs(h(s1)), ts(h(s1))) and
(xs(h(s2)), ts(h(s2))).
Case 2. ∃s1, s2, such that s0 ∈ [s1, s2], (s1 may be equal to s2), and {h(s)|s ∈
[s1, s2]} ⊂H(h(s1)). And ∃s3, s4 such that {h(s)|s ∈ (s3, s1]} ⊂ H+(h(s1)) and
{h(s)|s ∈ [s2, s4)} ⊂ H−(h(s2)). Then by Proposition 4.7, we know that
lim
s→s−
1
ts(h(s)) = lim
s→s−
1
ts(h(s)) = ts(h(s1)),
lim
s→s+
2
ts(h(s)) = lim
s→s+
2
ts(h(s)) = ts(h(s2)).
If s1 = s2; i.e. s0 = s1 = s2, then ts(h(s)) and ts(h(s)) are both continuous
from left and from right at s0. (xs(h(s1)), ts(h(s1))) and (xs(h(s1)), ts(h(s1)))
can be connected by characteristic segment from h(s1) . If s1 < s2, then it is
obvious to be able to find a curve on T1 connecting (xs(h(s1)), ts(h(s1))) and
(xs(h(s2)), ts(h(s2))).
Similarly, for the left two cases, the similar results can be obtained. Therefore
T (Ei) is path connected.
Next for any point (x, t) in T (Fi \ Ei), ∃y0 ∈ Fi \ Ei, such that x =
y0 +
Dg(y0)
|Dg(y0)|
t and ts(y0) ≤ t < ts(y0) = ∞. By the argument in the proof
of Proposition 3.30, we have known that there exist some U which is a neigh-
borhood of y0 such that U ∩ H+(y0) ⊂ Ei. For any point y1 in U ∩ H+(y0),
there is a continuous curve h(s) connecting y0 and y1 such that h(0) = y0,
h(1) = y1 and {h(s)|s ∈ (0, 1]} ⊂ U ∩H+(y0). By Proposition 4.7, we have that
lims→0+ ts(h(s)) = lims→0+ ts(h(s)) = ts(y0). Then combine the argument in
the proof of that T (Ei) is path connected, it is true that (xs(h(s)), ts(h(s))) and
(xs(h(s)), ts(h(s))) are both continuous curves on [0, 1]. Finally it is easy to see
that (xs(y0), ts(y0)) is connected with (x, t) by characteristic segment which is
a subset of T (Fi \ Ei). Therefore T (Fi) is path connected.
So combine Proposition 3.30 and T (M) = Σ ∪ T1, the following holds:
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Theorem 4.9. If g is C2, then the set of singularity points Σ∪T1 is composed of
at most countable path connected components, that is, Σ∪T1 =
⋃
T (Fi) =
⋃
Sj,
where Sj is a path connected component of Σ ∪ T1.
T (Fi) is path connected, but not necessarily a path connected component of
T (M). T (Fi) may intersect with other T (Fj). A path connected component Sk
may include one or many T (Fi).
Similar to the C1 initial data case, on the other hand, Fi is path connected,
but not necessarily a path connected component of M . Rj is a path con-
nected component of M . Then there exist some Fl, such that Rj =
⋃
Fl, so
T (Rj) =
⋃
T (Fl). Hence T (Rj) is not necessarily path connected, it may include
several path connected components. The reason is that for any y0 ∈ Fl \El, we
have that ts(y0) < ts(y0) =∞. By Proposition 4.7, limyn∈H+(y0),yn→y0 ts(yn) =
limyn∈H+(y0),yn→y0 ts(yn) = ts(y0) and limyn∈H−(y0),yn→y0 ts(yn) = ∞, T (Fl \
El) may separate different path connected components. For one dimensional
case, it is easy to see that T (Fl \ El) must separate two neighboring path con-
nected components.
So far by Theorem 4.9, we can easily obtain a result about Σ for one dimen-
sional case.
Corollary 4.10. For one dimensional case, the set of all nondifferentiable
points Σ is composed of at most countable path connected components.
Before giving the proof, we give a lemma first.
Lemma 4.11. For one dimensional case,
T (M) ∩ {(x, t)|(x, t) has unique minimizer} = ∅.
Proof. For any y0 ∈ M , 1. if ts(y0) < ts(y0), then by Proposition 3.11, for any
(x, t) on the characteristic from y0 and ts(y0) ≤ t ≤ ts(y0), (x, t) has more than
one minimizer. 2. If ts(y0) = ts(y0), for any (x, t) on the characteristic from y0
and t > ts(y0), (x, t) does not have y0 as its minimizer. Let yt ∈ L(x, t). 1) If
Dg(yt) = 0, since Dg(y0) 6= 0, there exists an open set U such that y0 ∈ U and
for any y ∈ U , Dg(y) 6= 0, then yt is not in U . 2) If Dg(yt) 6= 0, due to that
it is one dimensional case, the characteristic from y with Dg(y) 6= 0 only has
two choices of slope, 1 or −1. We must have Dg(yt)|Dg(yt)| = −
Dg(y0)
|Dg(y0)|
. Otherwise,
yt = y0, it contradicts with that t > ts(y0). Hence |yt−y0| = 2t. When t goes to
ts(y0), for both cases 1) and 2), there exists some y¯ such that y¯ is a minimizer
for (xs(y0), ts(y0)) and y¯ 6= y0. Therefore (xs(y0), ts(y0)) has more than one
minimizer.
Now we complete the proof of Corollary 4.10.
Proof. By the above lemma, Σ = T (M) \ {(x, t)|(x, t) has unique minimizer} =
T (M), hence by Theorem 4.9, Σ is compose of at most countable path connected
sets; i.e. Σ =
⋃
T (Fi). Therefore it is composed of at most countable path
connected components.
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5 Ck initial data case, k ≥ 2: regularity proper-
ties
In section 3, when the initial data is in C1, it is proved that u is in C1(Rn×{t >
0} \ Σ). In this section, we want to find out that when the initial data is in
Ck, k ≥ 2, what are the regularity properties of solutions u. First T1 is further
studied, the relation T1 = Γ \ Σ is identified, where the set of conjugate points
Γ is only defined for Ck initial data, k ≥ 2. Then it is shown that there is a
blow-up of second derivatives of u at any point in T1. For any point before the
first termination point on the characteristic from y0 with Dg(y0) 6= 0, we find a
neighborhood U of it, u is Ck(U), k ≥ 2. For characteristics from points with
Dg = 0, a subtle region P0 is detected. Therefore if Σ ∪ T1 ∪ P0 is cut off, then
for any point, there is a neighborhood U of it, u is Ck(U), k ≥ 2.
For the case of strictly convex, superlinear and smooth Hamiltonians, it is
proved that if Σ∪T1 is cut off, then u has Ck regularity, k ≥ 2 (see [12][25])[5]).
The argument in the proof in [25] uses that the range of minimizers is in Rn,
so the criterion of a local minimum in Rn can be used. While for the Eikonal
equation, the range of minimizers for (x, t) is Bt(x), if y0 is a minimizer for (x, t)
with Dg(y0) 6= 0, then y0 is on the boundary of Bt(x), so it is not an interior
point of Bt(x). The argument in the proof for the case of strictly convex,
superlinear and smooth Hamiltonians can not be applied here. But the idea of
the usage of some kind of linearity for the characteristic can be borrowed from
[25]. First we prove that except n moments on the effective characteristic, u is
Ck in the neighborhood of any point. Then two important eigenvalues of Xy
are identified, and the desirable result is obtained.
Recall that the characteristic from y0 with Dg(y0) 6= 0 has the following
form:
X(y0, t) = y0 +
Dg(y0)
|Dg(y0)|
t. (5.1)
Since in this section, Ck initial data are considered, k ≥ 2, the derivative of X
(in definition 5.1) in term of y coordinate is meaningful. Similarly, we follow
the definition in [5]:
Definition 5.1. (Conjugates points)
A point (x, t) is called conjugate if there exists y ∈ Rn such that Dg(y) 6= 0,
x = X(y, t) = y + Dg(y)|Dg(y)| t, y is a minimizer for (x, t), and
detXy(y, t) = 0.
We denote by Γ the set of conjugate points.
Next we want to study the relation between T1 and Γ.
Proposition 5.2. If Dg(y0) 6= 0 and (xs(y0), ts(y0)) has unique minimizer y0,
then detXy(y0, ts(y0)) = 0.
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Proof. It will be proved by a contradiction argument. Assume that
detXy(y0, ts(y0)) 6= 0. Define a map f : (y, t) → (X(y, t), t). Since g is C2,
we have that f is a C1 map. By assumption that detXy(y0, ts(y0)) 6= 0 and
the inverse function theorem, there exist two open subsets V and W of Rn+1
such that (y0, ts(y0)) ∈ V and (xs(y0), ts(y0)) ∈ W , and the map f from V to
W is bijective. Since (xs(y0), ts(y0)) has unique minimizer y0, for any (x, t) ≈
(xs(y0), ts(y0)) and y ∈ L(x, t), we have that y ≈ y0. It implies that when (x, t)
is sufficiently close to (xs(y0), ts(y0)), for any y ∈ L(x, t), y ∈ V . Due to the
bijection of f from V to W , y is unique minimizer for (x, t). By Theorem 3.8,
(x, t) is a differentiable point of u. It contradicts with that (xs(y0), ts(y0)) is a
cluster point of nondifferentiable points of u shown in Proposition 3.11.
Hence the proposition above immediately implies T1 ⊂ Γ. We will prove
T1 = Γ \Σ later.
Combining Proposition 3.11 and the proposition above, we have that a termi-
nation point of the characteristic from y0 with Dg(y0) 6= 0 is either a nondiffer-
entiable point or a conjugate point. How about the points on the characteristic
before the first termination point (xs(y0), ts(y0))? We already know that these
points are differentiable points of u. So the question is that whether there are
some conjugate points i.e., detXy(y0, t) = 0 holds for some t < ts(y0).
First the following lemma helps us to rule out most points.
Lemma 5.3. When Dg(y0) 6= 0, on the characteristic from y0, there are at
most n moments ti, i = 1, 2..., n such that detXy(y0, ti) = 0.
Proof. Since X(y0, t) = y0 +
Dg(y0)
|Dg(y0)|
t,
Xy(y0, t) = Id +A(y0)t, (5.2)
where A(y0) = (
z
|z|)
′|z=Dg(y0)D
2g(y0).
If detXy(y0, t0) = 0, then there exists some θ ∈ Rn such that
Xy(y0, t0)θ = θ +A(y0)θt0 = 0.
It implies that
A(y0)θ = −
θ
t0
.
Hence − 1
t0
is an eigenvalue of A(y0) with eigenvector θ. Since A(y0) has at most
n real eigenvalues, we complete the proof.
Next we find out that by using the lemma above and two special eigenvectors,
it is proved that on the characteristic from y0 with Dg 6= 0, before the first
termination time, actually, every point is not a conjugate point. This result
is similar to the case of strictly convex, superlinear and smooth Hamiltonians,
and it is worth mentioning that for the case of strictly convex, superlinear and
smooth Hamiltonians, there is only one termination time for every characteristic,
in stead of possible two termination time for the Eikonal equation.
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Theorem 5.4. For any y0 with Dg(y0) 6= 0, and any t < ts(y0), we have that
detXy(y0, t) 6= 0.
Proof. We will prove by a contradiction argument. Assume that there exists
some t < ts(y0) such that detXy(y0, t) = 0. Let x = y0 +
Dg(y0)
|Dg(y0)|
t. Since
t < ts(y0), by Lemma 3.8, u is differentiable at (x, t) and
u(x, t) = g(y0).
Take differentiation in term of y, then
∇u(x, t)Xy(y0, t) = Dg(y0).
By Lemma 3.8, we know that ∇u(x, t) = Dg(y0), hence we have that
Dg(y0)Xy(y0, t) = Dg(y0).
It implies that Dg(y0) is left eigenvector of Xy(y0, t) with eigenvalue 1. Ac-
cordingly, there exists a vector r1, which is a right eigenvector of Xy(y0, t) with
eigenvalue 1.
Next due to detXy(y0, t) = 0, there exists θ such that
Xy(y0, t)θ = 0.
Hence θ is a right eigenvector of A(y0) in (5.2) with eigenvalue −
1
t
.
By Lemma 5.3, we know that there are at most n moments ti such that
detXy(y0, ti) = 0, so there is some t˜ ∈ (t, ts(y0)) such that detXy(y0, t˜) 6= 0.
Due to that the length of θ and r1 is arbitrary, we can let |θ| = |r1| << 1.
First observe that
Xy(y0, t˜)ar1 = ar1, a ∈ (−1, 1)
Xy(y0, t˜)θ = −
t˜− t
t
θ.
Let l denote the line segment from y0+θ to X(y0, t˜)−
t˜−t
t
θ. Let AB denote the
parallelogram with four vertices y0− r1, y0+ r1, X(y0, t˜)− r1 and X(y0, t˜)+ r1.
It is easy to see that the characteristic segment from y0 and t ∈ [0, t˜] is the mid
line of AB. Since − t˜−t
t
is negative, θ and r1 are independent, we have that l
must intersect with AB into the point (X(y0, t), t) on the mid line. Next
X(y0 + ar1, t˜) = X(y0, t˜) +Xy(y0, t˜)ar1 + o(|r1|)
= X(y0, t˜) + ar1 + o(|r1|),
X(y0 + θ, t˜) = X(y0, t˜) +Xy(y0, t˜)θ + o(|θ|)
= X(y0, t˜)−
t˜− t
t
θ + o(|θ|).
Let l˜ denote the characteristic segment from y0+θ, t ∈ [0, t˜]. Let A˜B denote the
set containing all characteristic segments from y0+ar1, a ∈ (−1, 1), t ∈ [0, t˜]. By
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the equalities above, the distance between l and l˜ and the distance between AB
and A˜B are o(|r1|); i.e. o(|θ|). It can be considered as a very small disturbance
of order of o(|θ|). Hence A˜B and l˜ must intersect with each other into one point
as well. Let
(xˆ, tˆ) = A˜B ∩ l˜,
we have that tˆ < t˜ < ts(y0). (xˆ, tˆ) is on the characteristic from y0 + θ and on
the characteristic from y0 + a0r1 for some a0 ∈ (−1, 1). That is,
xˆ = y0 + θ +
y0 + θ
|y0 + θ|
tˆ
= y0 + a0r1 +
y0 + a0r1
|y0 + a0r1|
tˆ.
It implies that y0 + θ and y0 + a0r1 are on the ∂Btˆ(xˆ). Then there are four
cases: 1. If g(y0 + θ) = g(y0 + a0r1) and y0 + θ, y0 + a0r1 are minimizers
for (xˆ, tˆ), then (xˆ, tˆ) has more than one minimizer with Dg 6= 0, hence tˆ =
ts(y0 + θ) = ts(y0 + a0r1). 2. If g(y0 + θ) = g(y0 + a0r1) and y0 + θ, y0 + a0r1
are not minimizers for (xˆ, tˆ), then tˆ > ts(y0 + θ) and tˆ > ts(y0 + a0r1). 3. If
g(y0 + θ) < g(y0 + a0r1), then tˆ > ts(y0 + a0r1). 4. If g(y0 + θ) > g(y0 + a0r1),
then tˆ > ts(y0 + θ).
From above, we can conclude that ts(y0+ θ) ≤ tˆ or ts(y0+ a0r1) ≤ tˆ. Hence
ts(y0 + θ) ≤ t˜ or ts(y0 + a0r1) ≤ t˜. Due to that |θ| and |r1| can be arbitrarily
small, the follwing holds,
limyn→y0ts(yn) ≤ t˜ < ts(y0).
It contradicts with that limyn→y0ts(yn) = ts(y0) in Lemma 3.19. Hence we
obtain the desired result.
By the theorem above, we immediately know that any point in Γ must be a
termination point. With Proposition 5.2, the following holds:
Corollary 5.5. T1 = Γ \ Σ.
That is, the following equivalence holds:
Corollary 5.6. If (x0, t0) has unique minimizer y0 with Dg(y0) 6= 0, then
detXy(y0, t0) = 0 iff t0 = ts(y0) = ts(y0).
Next similar to the proof of Theorem 6.4.10 in [5], the following holds:
Corollary 5.7. For any y0 with Dg(y0) 6= 0 and any t0 < ts(y0), there exists
a neighborhood W of (X(y0, t0), t0) such that u is C
k on W .
Proof. Recall the map f : (y, t)→ (X(y, t), t). By Theorem 5.4, for any y0 with
Dg(y0) 6= 0 and any t0 < ts(y0), detXy(y0, t0) 6= 0 holds. By the inverse function
theorem, there exist two open sets V , W of Rn+1 such that (y0, t0) ∈ V and
(X(y0, t0), t0) ∈ W , and the map f from V to W is one- to- one and onto and a
Ck−1 diffeomorphism. For any (x, t) ∈ W , let (y, t) = f−1(x, t). Hence (y, t) ∈
40
V . When W is sufficiently small, due to Proposition 4.2 that limyn→y0ts(yn) =
ts(y0), we have that t < ts(y). It implies that y is unique minimizer for (x, t).
Hence by Theorem 3.8, u is differentiable at (x, t) and ∇u(x, t) = Dg(y) =
Dg(Πyf
−1(x, t)). Therefore ∇u is Ck−1 on W . ut(x, t) = −|∇u(x, t)|, since
∇u(x, t) = Dg(y) 6= 0, we have that ut is Ck−1 on W . Therefore u is Ck on
W .
For any (x0, t0) ∈ T1, we have known that it is a differentiable point of u.
Can it be considered as a ”good” point? From Proposition 3.11, it is a cluster
point of nondifferentiable points from later time. Next proposition tells us that
the norm of second derivatives is going to blow up when t → t−0 along the
characteristic. So roughly speaking, the points in T1 are generating points of
the nondifferentiable points of u. Theorem 6.5.4 in [5] shows the same property
for the case of strictly convex, superlinear and smooth Hamiltonians.
Proposition 5.8. Let (x0, t0) ∈ T1 and y0 be the unique minimizer for (x0, t0),
then
lim
t→t−
0
||∇2u(X(y0, t), t)|| = +∞.
Proof. Since (x0, t0) ∈ T1, t0 = ts(y0) = ts(y0). When t < ts(y0), by Corollary
5.7, we know that there is a neighborhood W of (X(y0, t), t), u ∈ Ck(W ). By
Lemma 3.8,
∇u(X(y0, t), t) = Dg(y0),
hence
∇2u(X(y0, t), t)Xy(y0, t) = Dg
2(y0). (5.3)
Recall X(y0, t) = y0 +
Dg(y0)
|Dg(y0)|
t and
Xy(y0, t) = Id +K
′(Dg(y0))D
2g(y0)t,
where K(z) = z|z| . By Corollary 5.6, detXy(y0, t0) = 0. It implies that there
exists some θ ∈ Rn \ {0} such that
0 = Xy(y0, t0)θ = θ +K
′(Dg(y0))D
2g(y0)θt.
From it, we know that D2g(y0)θ 6= 0. Go back to (5.3), then
∇2u(X(y0, t), t)Xy(y0, t)θ = Dg
2(y0)θ.
It implies that
||∇2u(X(y0, t), t)|| ≥
|Dg2(y0)θ|
|Xy(y0, t)θ|
→ +∞
as t→ t−0 due to 0 = Xy(y0, t0)θ.
Actually, by the argument above, for any (x0, t0) ∈ Γ, let y0 be a minimizer
for (x0, t0) with detXy(y0, t0) = 0, then limt→t−
0
||∇2u(X(y0, t), t)|| = +∞ also
holds.
Next we take a look at characteristics from some point y0 with Dg(y0) = 0.
First when |P | < 1, we have the following:
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Proposition 5.9. For any point y0 with Dg(y0) = 0, 1) if there exists some P
such that |P | < 1 and ts(y0, P ) > 0, then g attains a local minimum at y0. 2)
For any point (x0, t0), where t0 < ts(y0, P ), x0 = X(y0, P, t0) = y0 + Pt0 and
|P | < 1, there exists a neighborhood U of (x0, t0) such that u ≡ g(y0) on U . 3)
For (xs(y0, P ), ts(y0, P )) with |P | < 1, it is either a nondifferentiable point of
u or a point on the characteristic from another point y1 with Dg(y1) = 0 and
with some direction P1 such that |P1| = 1.
Proof. Since y0 is a minimizer for (xs(y0, P ), ts(y0, P )), for any y in the ball
Bts(y0,P )(xs(y0, P )), g(y0) ≤ g(y). Due to |P | < 1, we have that y0 is inside the
ball, hence g attains a local minimum at y0.
Next we will prove 2). For any y in the ball Bts(y0,P )(xs(y0, P )), g(y0) ≤
g(y). Since |P | < 1, y0 is an interior point of Bt0(x0). There exists a neighbor-
hood U of (x0, t0) such that U is inside the cone with the vertex (xs(y0, P ), ts(y0, P ))
and the base Bts(y0,P )(xs(y0, P )), and for any (x, t) ∈ U , y0 ∈ Bt(x). Hence
Bt(x) ⊂ Bts(y0,P )(xs(y0, P )). Therefore y0 is a minimizer for (x, t). We con-
clude that u(x, t) ≡ g(y0) when (x, t) ∈ U .
Finally we will prove 3). For the second termination point (xs(y0, P ), ts(y0, P )),
it must have another minimizer, otherwise it will contradict with 1). If there
is a minimizer y1 with Dg(y1) 6= 0, then (xs(y0, P ), ts(y0, P )) ∈ Σ. If there is
no minimizer with Dg 6= 0, then there is a minimizer y1 with Dg(y1) = 0,
and (xs(y0, P ), ts(y0, P )) lies in the characteristic from y1 with some direc-
tion P1 such that |P1| = 1. Otherwise, it will contradicts with 1) and that
(xs(y0, P ), ts(y0, P )) is the second termination point of the characteristic from
y0 with the direction P .
For the case of strictly convex, superlinear and smooth Hamiltonians, Theo-
rem 6.4.11 in [5] tells us that if g ∈ Ck(Rn), k ≥ 2, then u ∈ Ck(Rn×{t > 0}\Σ).
But next simple examples show that it does not hold for the Eikonal equation.
Example 1: If g = y2, y ∈ R, then u(x, t) = 0 when |x| ≤ t, u(x, t) =
g(x− t) = (x − t)2 when |x| > t.
It is easy to see that u ∈ C2({(x, t)||x| 6= t}) and is not C2 on lines |x| = t.
Since there is no nondifferentiable points of u, Σ = ∅. Hence u ∈ C2(R× {t >
0} \ Σ) = C2(R× {t > 0}) does not hold.
Example 2: If g = y3, then u is in C3(R× {t > 0}).
Example 3: If g = y4, then u is in C2(R×{t > 0}), but not in C4(R×{t >
0}).
From example 1, we can see that when Ck regularity is considered, points
on characteristics from 0 with Dg(0) = 0 and |P | = 1 are not good points from
the starting time, instead of the termination time. From example 3, points on
characteristics from 0 with Dg(0) = 0 and |P | = 1 are good points from t = 0 to
∞. Hence the Ck regularity remains uncertain for characteristics from some y0
with Dg(y0) = 0 and |P | = 1. If we cut out these characteristics from t = 0 to
ts(y0, P ); i.e. these effective characteristics, then the situation is clear. Hence
the following main theorem about Ck regularity of u holds. First let
P 0 = {(x, t)|x = y0 + Pt, t ∈ [0, ts(y0, P )], Dg(y0) = 0, |P | = 1}).
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Theorem 5.10. For any point (x, t) ∈ Rn×{t > 0}\ (Σ∪T1∪P 0), there exists
a neighborhood U of (x, t) such that u ∈ Ck(U).
Proof. For any point (x, t) not in Σ ∪ T1 ∪ P 0, if (x, t) has a minimizer y0
with Dg(y0) 6= 0, since the set of termination points from points with Dg 6= 0
T (M) = Σ ∪ T1, then (x, t) is not in T (M), hence t < ts(y0). By Corollary 5.7,
the result holds.
If all minimizers y0 for (x, t) have Dg(y0) = 0, since (x, t) is not in P
0, (x, t)
is on the characteristic from y0 with the direction P such that |P | < 1. By 3) in
Proposition 5.9, we have that t < ts(y0, P ), then by 2) in Proposition 5.9, the
result is proved.
We have known that Σ ∪ T1 ⊃ Σ and Σ ⊃ Σ ∪ T1, from the theorem above,
it can be immediately obtained that for C2 initial data, the following holds:
Corollary 5.11. (Σ ∪ T1 ∪ P 0) ⊃ Σ.
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