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Abstract 
In the qualitative part of this paper we present substantial evidence 
for that the dynamical patterns of food-chains predicted by Gragnani, 
DeFeo and Rinaldi (Bull. Math. Biol., 1998) are robust with respect 
to discrete birth processes. Our theoretical study contains a rigorous 
proof of the discrete Hopf-bifurcation of the interior fixed point of 
the three dimensional system using the Schur-Cohn and the Routh-
Hurwitz criteria. A detailed numerical investigation establishes the 
predicted patterns for non-equilibrium cases. 
The statistical part is motivated by the increasing interest for us-
ing statistical methods outside their basic scope. Examples may in-
clude predicting number of species taking part in a given ecology or 
Lyapunov exponents from biological time-series. We fit both autore-
gressive models and multivariate adaptive regression splines (MARS) 
to data generated by our theoretical model and compare the statistical 
properties of the time series to our theoretical analysis. 
Running head: Relations between statistically and mechanistically 
Note: This report will be submitted for publication elsewhere 
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1 Introduction 
The discussion about dynamical properties of food-chains is often traced back 
to Rosenzweig (1973). A detailed study of the properties ofthe equilibria of a 
continuous food-chain is found in his paper. Rosenzweig discussed mainly five 
equilibria in his paper, one corresponding to the origin, one corresponding to 
plants in the absence of other species, one corresponding to plant-herbivore 
interaction, and two corresponding to interaction between all species. If two 
equilibria of the last kind exist then at least one of them is unstable. Hence, 
four equilibria are usually important, one corresponding to each possible 
length of the food-chain. Furthermore, Rosenzweig noted that an invading 
carnivore either stabilizes or destabilizes plant-herbivore dynamics. Such 
stability properties have been related to food-chain length, cf. May (1971), 
May (1974), Pimm and Lawton (1977) and Pimm (1982). 
The results by Freedman and Waltman (1977) open possibilities for relat-
ing the stabilizing properties of an invading carnivore to its unsaturatedness: 
An unsaturated carnivore keeps at least one interior equilibrium locally stable 
(if one exists). Stabilizing properties related to unsaturatedness in continu-
ous systems are well known in the case of two-trophic level interaction, see 
Kuang and Freedman (1988). These stabilizing scenarios induced by invad-
ing carnivores were further studied with respect to enrichment by Oksanen, 
Fretwell, Arruda, and Niemela (1981). 
Possible destabilizing properties of saturated invading carnivores have 
been discussed by many authors recently, among them Gragnani, De Feo and 
Rinaldi (1998). They predicted that the dynamical complexity of a tritrophic 
food-chain first increases with respect to enrichment and then decreases until 
the carnivore goes extinct. Barren environments does not support a third 
trophic level at all (Chiu and Hsu (1998)) and if a system is supplied slightly 
above this level, stable coexistence is feasible. As the carrying capacity in-
creases stable coexistence is not more allowed and a low-frequency cyclic co-
existence occurs. The dynamical complexity still increases with enrichment 
and chaotic coexistence follows. The tea-cup attractor (Hastings and Powell 
(1991)) found here describes a transition between low- and high-frequency 
cycles. If the carrying capacity is still increased, these attractors become cut 
tea-cup attractor and resemble more and more simple cycles until a transition 
from chaos to cyclic behavior occurs. The cycles born in this transition have 
been called high-frequency cycles and resemble two-dimensional herbivore-
vegetation cycles in that the carnivore density remain almost constant during 
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the oscillations. If the carrying is increased at this level the mean carnivore 
density goes down and if it is increased enough, the carnivore goes extinct. 
Depending on the exact choice of the parameter values one or several 
phases of the above scenario can be short or omitted. The stability of 
the herbivore-vegetation system can also be regulated independently from 
carnivore-invasion. Thus, the boundary between the stabilizing and desta-
bilizing scenarios is not sharp and certain mixes are allowed for. Klebanoff 
and Hastings (1994) also give examples for how multiple attractors (initial 
value dependent behavior) may evolve. 
Models involving discrete birth-processes for interacting species have been 
introduced by Gyllenberg, Hanski, and Lindstrom (1996). In this paper a 
model for predator-prey interaction involving scramble competition at the 
lowest trophic level was introduced. Scramble-type competition is not the 
correct competition type for food-chains involving vegetation as their low-
est trophic level, see Lomnicki (1988). An idea for including contest-type 
competition at the lowest trophic level in discrete models was given by Lind-
strom (1999). In this paper we follow the approach taken in this paper, 
but because of the complexity of the model more restrictive assumptions 
are needed. Especially, we assume semelparity for all involved species which 
means that they reproduce once upon their life-time, cf. Cole (1954). Typ-
ical ecosystems possessing semelparity with non-overlapping generations at 
all trophic levels are those of terrestrial arthropods, cf. Borror, DeLong, and 
Thiplehorn (1976). Further simplifications are that we approximate all ex-
pressions involving exponential integrals with elementary functions. These 
estimates are chosen with care and are valid for large parts of the phase- and 
parameter-space. 
We continue with a detailed analytical investigation of the introduced 
model. Surprisingly, a rigorous proof of a discrete Hopf-bifurcation with 
respect to enrichment is obtained despite the formidable algebraic complexity 
in the stability analysis of most three dimensional discrete systems arising 
in applications. The Hopf-bifurcation is proven to be regular, ie it satisfies 
the transversality criterion with respect to enrichment and does not possess 
strong resonances. 
In the numerical part we establish that the patterns predicted by Grag-
nani et. al. (1998) seem robust with respect to discrete birth processes. 
This result can be related to the fact that discrete and continuous systems 
seem comparable only when the same type of competition is appended to 
the lowest trophic level and scenarios related to the stabilizing properties of 
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unsaturatedness in continuous systems are neglected. Our study also reveals 
how possible violations of the assertions by Gragnani et. al. (1998) might 
arise. 
Based on a study by Hassell, Lawton, and May (1976), Morris (1990) 
pointed out that problems exist when long-term qualitative behavior is pre-
dicted from models fitted to population data. The fitting techniques have 
later been developed, but the appropriateness of statistical models are still 
usually determined through some criterion related to "leave-one-out cross-
validation". Therefore, we expect statistical models to be optimal with re-
spect to one-step-ahead prediction and the available set of data. We remark 
that although relations between short-term prediction and chaos exist (Sug-
ihara and May (1990)), they do not imply statistical models to be optimal 
in some other way. The debate concerning detection of density dependence 
from census data is related to this issue, too, cf. Nisbet, Blythe, Gurney, 
Metz, and Stokes (1989). 
Nevertheless, an increasing interest for using statistical methods out-
side their scope of short-term prediction has been observed during the past 
decade. New attempts to determine the long-term qualitative behavior from 
census data (e. g. Turchin (1996)) have appeared and other examples exist, 
too. Stenseth, Bj¢rnstad, and Falck (1996) demonstrate the use of time-series 
methods for determining possible processes being important in ecological in-
teraction and an attempt to predict the number of trophic levels taking part 
in a given ecology has been made by Stenseth, Falck, Bj¢rnstad, and Krebs 
(1997). The list could easily be extended and new methods assessing new 
quantities from census data are announced almost monthly. Concerning this 
era of techniques we feel that only the calculation of Lyapunov exponents 
from time-series data has received a part of the relevant criticism, cf. Vibe 
and Vesin (1996). 
In the statistical part (Sections 5-6) we fit statistically motivated models 
to the data generated by our discrete model. The relationship between sta-
tistical and mechanistical models is not simple and we think that there is a 
need for knowing what to expect when models are fitted to data. We address 
some of the questions related to the new quantities announced predictable 
from census data. The coefficients and dimensions of autoregressive models 
are evaluated first and then multivariate adaptive regression splines are fitted 
to data using lagged variables as surrogates for unknown variables, cf. Lewis 
and Stevens (1991). 
4 
2 A discrete model for a food-chain 
In this section we build up our main model. A number of authors have in-
vestigated discrete food-chains possessing scramble competition at the lowest 
trophic level. These models possess possibilities for two major scenarios: the 
invasion of higher trophic levels may both stabilize or destabilize the dynam-
ics at lower trophic levels, see e. g. Beddington and Hammond (1977). The 
same holds for continuous food-chains, but here the stabilizing scenario is 
related to the level of unsaturatedness of the invading higher trophic level, 
cf. Section 1. The competition-type assumed for continuous food-chains have 
usually been of contest-type since other competition types would require tak-
ing into account the structure of the population at the lowest trophic level, 
cf. Gyllenberg, Hanski, and Lindstrom (1997). 
In order to make discrete models comparable to continuous ones it is nec-
essary to assume a competition form which is close to the commonly assumed 
logistic competition of the continuous models. Doing so we obtain a discrete 
food-chain which differs from the continuous food-chains only in that discrete 
birth processes are assumed. Also other reasons exist: neglecting competi-
tion would result in models as unstable as the Nicholson-Bailey (1935) model, 
cf. May (1973). In comparison, the Lotka (1925) and Volterra (1926) model 
possesses bounded oscillations and we take this as a preliminary confirmation 
that unsaturatedness has a stabilizing impact on continuous systems which 
is absent in discrete systems. 
The inclusion of contest competition at the lowest trophic level of a dis-
crete model is not a straightforward process. Contest-competition usually 
operates over longer parts of the season than scramble competition. Thus, 
we must take into account that some of the individuals taking part in the 
competition are removed by other processes, in our case predation. This puts 
limits on how complicated models we can build up and is one reason for why 
continuous modeling has been preferred for modeling purposes, cf. Metz and 
Diekmann ( 1984). 
We assume that both the carnivore and the herbivore are unsaturated 
and divide the vegetation into plants receiving enough light for reproduction 
in the beginning of the next season and plants not doing so. In the beginning 
of the season all new-born plants have the potential to reproduce, but as the 
season goes on more of them are excluded. For simplicity, we assume that this 
exclusion process is governed by the death processes of the logistic equation. 
We also assume that vegetation excluded from reproduction remains equally 
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exposed to herbivores as vegetation with potential to reproduce. Following 
Lindstrom (1999) we obtain the following equations for the death processes 
XR -kx~- axRy, XR(O) Xo 
Xp +kx~- axpy, Xp(O) 0 
y -byz, y(O) Yo 
z 0, z(O) zo. 
We have assumed no natural death since we are going to assume semelparity 
and this limits lifetime of the individuals. Put x = xR+xF so that±= -axy. 




( 1-exp(-bz0t)) Xo exp -ay0t · b , 
zot 
Yo exp( -bzot), 
zo. 
These equations denote the individuals still alive at the end of the season. 
In the case of plants, some of them are able to reproduce. They are given by 
X exp (-ay t. 1-exp(-bzot)) 
( ) 0 0 bzot X R t = ------;-----,--',----,----,------=----,------'-----~ 
1 + !sEJJ. exp (-!!:1l.Q1.) (Ei (!!:1l.Q1.) - Ei (!!:1l.Q1. exp(-bz t)))' bzot bzot bzot bzot 0 
where 
Ei(x) = j_xoo ex~( e) de. 
is to be evaluated as a Cauchy principal value. 
Now assume that the reproducing plants XR reproduce with a mean of M0 
offspring at the time instant T. Simultaneously, we assume that a fraction of 
the consumed vegetation and herbivore biomass is converted into herbivore 
and carnivore biomass, respectively. We take into account that the whole 
consumption does not correspond to herbivores or carnivores alive at the 
end of the season. We get 
x(T) = 
M X exp (-ay T. 1-exp(-bzoT)) 
0 0 0 bzoT 
1 + kxoT exp (- ayoT) (Ei (~) - Ei (~ exp(-bz T)))' bzoT bzoT bzoT bzoT 0 
y(T) 
1 ( T .::....1---'e.::..::;xp"-'(--;;-b';"-z=o T'-'-) ) 
- exp -ayo · 
m1xoayoT · exp( -bz0T) · T bzoT , 
a yo 
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(T) b T 1- exp( -bz0T) 
z = m2Yo zo . bzoT ' 












(1 - exp( -"!)) /"!, 
- exp(-p)(Ei(p)- Ei(ap))/ log a, 
ay0TK(bz0T). 
We can assume T = 1 without loss of generality and get 
MoXt exp ( -Ut) 
1 + XtH ( exp(-Zt), l-ex~( -Zt)) ' 
M1XtUt exp( -Zt)K(Ut) · K (M2UtZt), 
Zt+l M2Utzt. 
(1) 
We remark that the introduction of the new variable U left our subsequent 
statistical analysis (Sections 5-6) largely unchanged. It is therefore conve-
nient to represent the herbivores by this variable throughout the paper. It 
follows from Lindstrom (1999), Proposition 3.1(f) that the rather compli-
cated function H can be estimated by 
H(exp( -Z), U /(1- exp( -Z))) Pd max(exp( -U), K(Z)K(U)). 
and the system to be studied takes the form 
MoXt exp ( -Ut) 
1 + Xt max(exp( -Ut), K(Zt)K(Ut)) 
M1XtUt exp( -Zt)K(Ut) · K (M2UtZt) 
Zt+l M2UtZt. 
(2) 
We verified the above estimate also numerically for the parameters values 
used in our numerical analysis and only minor differences were detected, see 
in particular Remark (b) after Theorem 3.4. Since the model (1) remain 
more complicated than (2) also numerically we have replaced the model (1) 
with (2) throughout the rest of the paper for simplicity. 
We begin with the following basic lemma. 
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Lemma 2.1. Solutions of (2) remain positive and bounded. 
Proof. Positiveness follows directly from the equations. From the equation 
for Xt+l it follows that succeeding values of Xt are bounded by M0 . From 
the equation for Ut+l we get 
From the last equation we get 
in the next iteration. Thus, all solutions starting in the positive cone enter 
the box 0 <X < M0 , 0 < U < M0M 1 , 0 < Z < M0 M 1M2 within three 
iterations. 0 
The system (2) admits at most four equilibria, one corresponding to each 
possible length of the food-chain. We label them as (0, 0, 0), (M0 - 1, 0, 0), 
(X*, u*, 0), and (X, u, Z). The uniqueness (X, u, Z) follows from the fact 
that the right-hand side of 
is a continuous and strictly decreasing function of Z. Since the X Z-plane and 
the UZ-plane do not introduce any new asymptotic behavior, the persistence 
criteria for vegetation and herbivores remain unchanged with respect to the 
herbivore-vegetation system. That is, if M0 > 1 and M0 > (M1 + 1)/M1 then 
vegetation and herbivores persist, respectively. 
The following lemma shows together with the dynamical properties of the 
herbivore-vegetation system that persistence criteria for the carnivore must 
be considered separately and can be a difficult to formulate. The proof of 
the lemma follows from the equation for Zt+l in (2). 
Lemma 2.2. If 
(3) 
then (2) predicts limn-+oo Zn = 0. 
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Lemma 2.2 states together with Lemma 2.1 that the asymptotic geometric 
mean of the herbivore population must equal1/M2 , otherwise the carnivores 
go extinct. Since asymptotic behavior of the herbivore-vegetation system nor-
mally includes multiple attractors ( cf. Aronson, Chory, Hall, and McGehee 
(1982)) it can be a delicate matter to find out weather all possible coexist-
ing attractors have the same properties with respect to (3). As long as this 
question does not have answer there might be one attractor in the herbivore-
vegetation plane allowing local carnivore invasion together with one giving 
rise to local extinction. However, according to our numerical analysis it seems 
that we are likely to observe is an interval with respect to M0 which allows 
carnivore invasion and persistence. This can be explained in two ways: either 
possible coexisting attractors possess asymptotic geometric means which re-
main close to each other or carnivore invasion occurs usually for parameter 
values not allowing multiple attractors in the herbivore-vegetation system. 
3 Equilibria 
As concluded in Section 2, (2) possesses at most four equilibria which we 
referred to as (0, 0, 0), (Mo - 1, 0, 0), (X*, u*, 0), and (X, 0, Z). The Jaco-
bian of (2) evaluated at the first two of these equilibria allows triangular or 
diagonal representation and thus, the stability properties of these equilibria 
are simple. The coordinates of the third equilibrium are given by 
(4) 
The second coordinate of ( 4) and Lemma 2.2 give: 
Corollary 3.1. The carnivores go extinct near (X*, U*, 0) if 
(5) 
The carnivores invade near (X*, U*, 0) if the converse inequality holds. 
On the basis of the above corollary we know all stability properties of 
(4) which are related to motion outside the invariant XU-plane. We shall 
therefore restrict the further stability analysis of ( 4) to that plane. The 
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system (2) restricted accordingly takes the form 
MoXt exp ( -Ut) 
1 + XtK-(Ut) ' 
MIXt(1- exp(-Ut)). (6) 
The next theorem follows using the ideas of Lindstrom (1999). Its proof is 
included for convenience. 
Theorem 3.2. The equilibrium (4) is locally stable in the invariant XU-
plane when 
(7) 
and unstable when the converse inequality holds. If equality holds in (7) and 
M 0 is used as bifurcation parameter, then (4) undergoes a Hopf-bifurcation. 
Proof. Note that K-'(U) = (exp(-U) -K-(U))/U. The Jacobian of the system 
(6) at (X*, U*) is given by 
We require 
-1 + ITrJ*(X*, U*)l- detJ*(X*, U*) < 0, 
for local stability and get 
-1 + detJ*(X*, U*) < 0 
MI 
MI + 1 +Mix* - u* 





Since u* < MIX*, expression (9) is equivalent to -U* < 0 which is identically 
true. It follows from the relationship between roots and coefficients of a 
quadratic equation that if (X*, U*) undergoes a bifurcation, then J*(X*, U*) 
must possess complex eigenvalues with positive real parts. Thus, strong 
resonances connected to a discrete Hopf-bifurcation are excluded. 
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We proceed to (10). It states that (X*, U*) is stable if, 
X* < __.!__ . M1 + 2 
M1 M1 + 1' 
(11) 
and unstable, if the converse inequality holds. Since X* is a strictly increasing 
function of M0 , the transversality condition holds using M0 as bifurcation 
parameter. It follows that the Hopf-bifurcation occurs for exactly one value of 
M0 as it increases. Strong resonances were earlier excluded and substitution 
of (4) in (11) gives the stability criterion (7). 0 
We proceed with the fourth equilibrium (X, U, Z). As long as 
max( exp( -U), r,;(U)r,;(Z)) = r,;(U)r,;(Z) (12) 





__.!__ log M 1 ( M 0e- ,J2 - 1)) 
r,; (~J r,; (log M 1 ( M0e- ,J2 - 1))' M 2 ' . (13) 
Our numerical analysis (Section 4) reveals that (13) yields the relevant co-
ordinates for (X, U, Z) as long as it remains locally stable for most realistic 
values of M0 , M 1 , and M 2 . The following lemma gives some preliminary 
estimates needed for the proof of the next theorem. The lemma follows from 
the equation for Ut+l in (2) and the definition of r,;. 
Lemma 3.3. We have: 
(a) max(1, U) < ~>(O) = M1X exp( -Z)r,;(Z), 
(b) _~>'(~) = ~>(2)-exp(-::-z) < r,;(Z). 
~>(Z) 1-exp( -Z) 
Theorem 3.4. Let M = M 1 exp(-Z) and JC = -r,;'(Z)fr,;(Z). Assume (12) 
and 
M 1 > min ( 1 - exp (-~2 ) , r,; (~2 )) . (14) 
The equilibrium (13) is locally stable if 
MX r,;(Z) < 2 + M- MZ- JCZ- A ~ A (15) 
1 + M U(1 + M) + JCZ(2 + M) + MZ 
and unstable when the converse inequality holds. If equality in (15) holds and 
M 0 is used as bifurcation parameter, then (13) undergoes a Hopf-bifurcation. 
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Remarks 
(a) Since a regular Hopf-bifurcation occurs, we expect periods larger than 
four to be observed. This is a first indication that herbivore-vegetation 
cycles cannot be distinguished from carnivore-herbivore cycles by mea-
suring periods close to a bifurcation, cf. also Theorem 3.2. Section 4 
provides further evidence of this fact. 
(b) For some parameter values satisfying (12), (14), and (15) we detected 
also quasi- or high-periodic behavior, ie attractors involving alterna-
tives to stable dynamics. One example is M0 = 3.052, M 1 = .9355, 
and M2 = 4.0. We did not observe multiple attractors for the smooth 
system (1) at the corresponding parameter values so this phenomenon 
might have been introduced by our approximation (2). The parame-
ter range possessing this phenomenon was usually narrow and hard to 
detect. 
(c) Condition (14) was needed in our proof to exclude strong resonances. 
It can probably be removed from the theorem but we did not found 
this condition too restrictive, either. 
(d) We conjecture that the implication (15) ::::} (7) holds but it seems dif-
ficult to construct a proof of this fact for the whole parameter range 
(12) and (14). Numerical experiments indicated something similar to 
hold also outside (12) and (14). Remarkable ecological consequences 
follow if this implication remains true. The result is reminiscent of 
those obtained by May (1971) and excludes the possibility for food-
web complexity induced stability in (2). 
Proof. The Jacobian of (2) evaluated at (13) assumed (12) is given by 
( 
____M_ -X . MU+MXK(Z)-1 XJC ) 
M+l (r M+l M+l 
u;x MXK,(Z! -~ 0- JCZ -0- fJJC 
0 Z/U 1 
(16) 
The characteristic equation of (16) takes the form 
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i-
-\-1- (J + 2K(Z)M2X + Z + M- MU + 2K(Z)MX + MZ- MJCZ 
1+M + 
1 - K(Z)MX- K(Z)M2 X - JCZ- MZ 
1+M =O 
The Schur-Cohn criteria, see e.g. Schur (1917,1918), Cohn (1922), Jury 
(1964), Marden (1966), and May (1974) for the ct~bic equation 
are given by 
,\3 + o:-\2 + j3-\ + 'Y = 0 
1 - 1'2 > lo:ry- /31 
11+/31 > lo:+ryl 
Note that Lemma 3.3 yields 
Condition (18) can be stated as 
'Y < 0, 





I2K(Z)M2 X- MU + 2K(Z)MX- (J + MZ +2M- JCMZ + Zl > 
1- 2K(Z)M2 X+ MU- 2K(Z)MX + (J- MZ- 2M+ JCMZI. 
From Lemma 3.3 we get 
2K(Z)M2X- MU + 2K(Z)MX- (J + MZ +2M- JCMZ > 0. (21) 
Thus, (18) holds identically. It follows from the relationship between roots 
and coefficients for a cubic equation that a pair of complex eigenvalues must 
be involved in any exchange of stability of the fixed point (13). 
Now consider (17). By (19), we require -1 < 'Y < 0 for stability. De-
pending on the sign inside the absolute sign, (17) assumes one of the forms 
1 + J3 > ry('Y + o:), 
1- J3 > ry('Y- o:). 
(22) 
(23) 
Superfluousness of (22) follows from (18), (19), and (21). Accordingly, pos-
sible bifurcations satisfy 
(24) 
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Let "/i, i = 1, 2 be the two solutions of (24). Lemma 3.3 gives 
-2- (; + 2K(Z)M2 X+ z- MU + 2K(Z)MX + M(1- JC)Z > (25) 
~ M ~ ~ 
- min(1, U) + -~ + Z + M(1- JC)Z (26) 
K(U) 
which implies {3 > 1 for M1 ~ 1 or Z ~ 1. If M1 < 1 and Z < 1 then 
(26) increases with Z and {3 > 1 follows from (14). It follows from (20) and 
(24) that a{3 < a < 'YI :S "(2 < 0. Thus, the characteristic equation of (16) 
possesses the Hurwitz determinant sequence {1, a, a(af3- "/), 'Y }, cf. Marden 
(1966, p 180), which has three sign-changes. This implies the real part of 
all characteristic roots to be positive. The bifurcation is a Hopf-bifurcation 
and strong resonances are excluded. The stability criterion (15) follows from 
direct substitution in (23). 
We continue by checking the transversality condition with respect to M 0 . 
The left-hand side of (15) is constant with respect to M 0 and greater than one 
(Lemma 3.3). The second term of the right-hand side is strictly decreasing 
(consider its reciprocal). We write the first term as 
2 + M- MZ- JCZ _ exp(-Z) ( M 1 ) --~----- - 1 + ~ 1 - ---
1 +M K(Z) 1 +M 
The above expression is strictly decreasing as long as it remains greater than 
one. It tends to one as Z tends to infinity. It follows that equality occurs 
in (15) for a unique value of Z. When equality occurs, the right-hand side 
of (15) has strictly negative derivative with respect to Z. Since Z is an 
increasing function of M 0 it follows from the chain rule that the right-hand 
side of (15) decreases with respect to M 0 when equality occurs. Thus, the 
transversality criterion of the Hopf-bifurcation theorem holds. D 
4 Numerical investigation of the food-chain 
model 
We complete the above theoretical study with a numerical study. The results 
for M1 = 1. and M2 = 4. appear quite typical and can be found in Figure 
1. These parameter values satisfy (12) and (14) as long as (X, U, Z) remains 
locally stable. The dynamics of the complete chain (2) is represented by a 
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solid line whereas the corresponding dynamics ofthe carnivore-free system (6) 
is represented with a dotted line. The vertical dotted lines denote different 
regions of the parameter space including those predicted by Lemma 2.2, 
Corollary 3.1, Theorem 3.2, and Theorem 3.4. 
Region A denotes small values of the bifurcation parameter M 0 . For such 
values the vegetation persists and is stable. Region B represents persistent 
and stable vegetation and herbivore populations. In region C stable coexis-
tence between all species is permitted. Between C and D the Hopf-bifurcation 
predicted by Theorem 3.4 occurs and D represent non-chaotic oscillatory co-
existence. Figure 1(a) confirms that the amplitude of the oscillations grows 
as a parabola in region D and Figure 1 (c) shows a dominating period (pe-
riod corresponding the maximum of the Fourier-transform of the solution) 
larger than four, as predicted by Remark (a) after Theorem 3.4. At the end 
of region C a narrow region possessing alternative quasi- or high-periodic 
attractors may exist, cf. Remark (b) after Theorem 3.4. These attractors 
had approximately the same dominating periods as the attractors observed 
in the beginning of region D. 
A complicated transition to chaos is predicted to occur after the Hopf-
bifurcation, cf. Aronson et. al. (1982). This transition involves quasiperiodic 
and periodic solutions. The pattern is confirmed by Figure 1(b) which gives 
the periods of the solutions (if any below 1024 was found). Figure 1( d) gives 
the Lyapunov exponent which remains close to zero throughout region D. 
The transition to chaos is complete in region E but we note simulta-
neously that the solutions interact to a large extent with the fixed point 
dynamics of the carnivore-free system (6). It seems therefore unclear to 
what extent the transition to chaos at this stage in general occurs due to 
such interaction, cf. Gragnani et. al. (1998) or can be reduced to occur 
in some two-dimensional invariant manifold, cf. Aronson et. al. (1982). 
When interaction occurs, a torus-like attractor (Ives and Jansen (1998)) de-
scribes the motion. The Hopf-bifurcation predicted by Theorem 3.2 occurs 
between regions E and F. The carnivore-herbivore oscillations start to in-
teract with unstable herbivore-vegetation dynamics. A tea-cup like attrac-
tor (Hastings and Powell (1991)) is formed and the dynamics is described 
by a mixture of low-frequency (carnivore-herbivore) oscillations and high-
frequency (herbivore-vegetation) oscillations. 
Note that despite the high-frequency character of the herbivore-vegetation 
and the low-frequency character of the carnivore-herbivore cycles, these two 
kinds of cycles are indistinguishable from each other with respect to their pe-
15 
riods when not interfering with each other. That is, the oscillations emerging 
from the interior Hopf-bifurcation of (2) between C and D and the oscilla-
tions emerging from the Hopf-bifurcation of (6) between E and F possess 
almost the same dominating periods as already indicated by Remark (a) af-
ter Theorem 3.4. Therefore we do not expect pure carnivore-herbivore cycles 
(region D) to differ essentially from pure herbivore-vegetation cycles (regions 
H-I). 
This scenario is most visible in Figure 1(c) although we do not expect 
properties like dominating periods to be invariant with respect to one-to-
one coordinate transformations here. In region F the vegetation time-series 
(solid line) often take dominating periods almost equal to those observed in 
(6) (dotted line). In fact, the vegetation time-series follow the patterns of 
two-dimensional high-frequency (herbivore-vegetation) oscillations for long-
periods and are for short periods only affected by high carnivore densities. 
The same does not hold for the carnivore time-series (dashed line) and low-
frequency behavior dominates the Fourier-spectrum. 
The amplitude of the oscillations, Figure 1(a), reaches its maximum be-
tween F and G and here carnivore oscillations are the most dominating. 
In region G the high-frequency (herbivore-vegetation) oscillations dominate 
more and more and in region H the carnivore-induced chaos disappears, cf. 
Figure 1 (d). We get herbivore-vegetation cycles with co-oscillating carni-
vores. Lemma 2.2 excludes carnivores in region I. For parameter-values far 
beyond those interesting in the three-dimensional case and moderate values 
of M2 , the two-dimensional oscillations undergo a transition to chaos, cf. 
Aronson et. al. (1982). 
Figure 2 illustrates the above patterns in the three-dimensional parameter 
space (M0 , M1 , M2). If M2 = 0 the system (2) is fully described by the 
two-parameter system (6) (Lemma 2.2). Figure 2(a) gives a description of 
(6) in the parameter plane (M0 , M1). Herbivore extinction is indicated by 
green dots, locally stable coexistence by black dots, low-periodic solutions by 
yellow dots, high-periodic solutions by light blue dots, and quasi-periodic-
or bifurcating solutions by blue dots. Finally, red dots denote the chaotic 
solutions. 
When M2 =/= 0 certain areas of the parameter plane in Figure 2(a) are af-
fected by carnivore invasion. The lower bound of these areas are determined 
by the equality corresponding to (5). A white line in Figure 2(a) demon-
strates this boundary in the cases M2 = 3. (solid) and M2 = 4. (dashed). 
The areas above these boundaries are partially affected by carnivore invasion 
16 
and the areas affected have been plotted in Figure 2 (b) and Figure 2 (c) for 
M2 = 3. and M2 = 4., respectively. 
As a reference, the boundary between the locally stable and oscillating 
solutions in Figure 2(a) has been denoted by a black line in Figures 2(b)-(c). 
This line corresponds to the bifurcation predicted by Theorem 3.2 and to 
substantially higher values of M 0 than the transition between locally stable 
and oscillatory solutions predicted by Figures 2(b)-(c). This is in concordance 
with our expectation that the implication (15) ::::} (7) should be valid in a 
wide sense and shows that carnivore-invasion is expected to destabilize the 
dynamics of (2), cf Remark (d) after Theorem 3.4. 
To check the applicability range of Theorem 3.4 we also plotted a purple 
line in Figures 2(b)-(c). It denotes maximal M 0 for which (12) holds. We 
see that Theorem 3.4 contains enough information to describe the transition 
from locally stable to oscillatory dynamics when M2 = 3. for all values of M1 
used in Figure 2 (b). The applicability range of Theorem 3.4 is not that clear 
in the case M2 = 4. (Figure 2(c)). We enlarged the critical parts of this case 
in Figure 2(d). We also denoted the transition between locally stable and os-
cillating dynamics as predicted by (15) with a dashed purple line. The dashed 
line intersects the solid line approximately at (M0 , M1) = (3.1056, .91501). 
Thus, the transition from locally stable to oscillating dynamics with enrich-
ment is no longer described by Theorem 3.4 as M1 < .91501 when M2 = 4.0. 
The patterns involving interaction between low- and high-frequency cy-
cles suggest further analysis of the relationship between yield and dynamic 
behavior (Gragnani et. al. (1998)). Figure 3(a) shows how the mean carni-
vore abundance responds to enrichment in our discrete food-chain. Actually, 
it has two local maxima and one local minimum. The first local maximum 
corresponds to the Hopf-bifurcation between regions C and D. This is the 
highest level of enrichment that gives rise to a stable carnivore population. 
The local minimum corresponds to the boundary between F and G, and we 
concluded earlier that this value corresponds to the most unstable carni-
vore population. A second local maximum occurs when the low-frequency 
oscillations disappear together with the chaos at the boundary between G 
and H. Region H denotes a new regime with quite stable carnivore popula-
tions. Thus, the boundary between chaos and non-chaos has the optimizing 
properties described by Gragnani et. al. (1998) also in this discrete system. 
Simultaneously, our result yields possibilities for seeing under what con-
ditions this result might be violated. If the herbivore-vegetation cycles are 
chaotic, there will not be a transition from chaos to periodic or quasi-periodic 
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behavior as carnivore-herbivore oscillations turn over to herbivore-vegetation 
oscillations. According to our experiments very high values of M 2 must be 
used to demonstrate such violations. The transition from stable to oscillating 
dynamics would not be described by Theorem 3.4 in this case but it can be 
a delicate matter for a subsequent study. Since the transition to chaos of (6) 
normally includes multiple attractors, the region is interesting with respect 
to carnivore invasion, too, cf. our comments regarding Lemma 2.2. 
5 Autoregressive modeling of the food-chain 
We added normally distributed noise on a logarithmic scale to (2) as de-
scribed by Cushing, Dennis, Desharnais and Costantino (1996) and Ives and 
Jansen (1998). Such a stochastic version of (2) incorporates environmental 
variability and takes the form 
Mo exp( 'Plt)Xt exp ( -Ut) 
1 + Xt max(exp( -Ut), YO(Zt)YO(Ut))' 
M1 exp( 'P2t)XtUt exp( -Zt)YO(Ut) ·YO (M2UtZt), 
M2 exp('P3t)UtZt. 
(27) 
Here ('Pit, cp2t, cp3t) is a random vector assumed to have trivariate normal dis-
tribution and covariances close to zero. In region A the standard deviations 
of 'Pit, i = 1, 2, 3 were .1, in regions B and I they were .1/V'i, and in re-
gions C-H they were .1/.;3. Thus, in the relevant (logarithmic) phase-space 
we perturbed the location by a mean distance of .1 in a randomly chosen 
direction after each iteration. 
To avoid transient dynamics we iterated the models a substantial amount 
of times before three time-series (one for vegetation, herbivores, and carni-
vores, respectively) of length 256 were randomly chosen for each parameter 
value. In several cases statistical methods have been applied to ecological 
time-series considerably shorter than that, see e. g. Stenseth, Bj¢rnstad, 
and Saitoh (1996) and Stenseth et. al. (1996)[47]. 
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respectively, were determined for each time series. The expected value of au 
for the vegetation series in region A is given by the slope of the Beverton 
and Holt (1957) model at its positive equilibrium. Similarly, in region B 
the Cayley-Hamilton theorem gives that the expected values for a21 and a22 
of the vegetation- and the herbivore-series are determined up to their sign 
by the coefficients of characteristic equation of (8), cf Akaike (1974). This 
argument applies for region C, too, so that a31 , a32 , and a33 are determinable 
through the coefficients of the characteristic equation of (16). The noise 
assumed for the autoregressive models are given by c/Jit, i=1,2,3. We remark 
that this noise is not a dynamical quantity like the noise added in (27) in the 
beginning of this section; it describes the distance from the models (28)-(30) 
to the data generated by (27). 
In Figure 3 (b)- (d) the results are shown for the vegetation series (b), 
the herbivore series (c), and the carnivore series (d). In region A dark dots 
represent au for the vegetation series and the values expected from the Bev-
erton and Holt (1957) model are denoted with solid line. In regions B and 
I, dark dots represent the obtained values of a21 whereas grey dots represent 
the obtained values of a22 for the vegetation- and the herbivore-series. The 
corresponding values determined by the characteristic equation of (8) are de-
noted with a solid and a dashed line, respectively. In regions C-H, dark dots 
and grey dots represent a 31 and a32 , respectively, and light dots represent 
a33 for all time series. Solid, dashed, and dashdotted lines represent the cor-
responding values calculated from the characteristic equation at (X, 0, Z). 
In vast parts of regions D-H (12) was invalid and (16) was modified accord-
ingly. The numbers given in Figures 3(b )-(d) represent the mean dimension 
estimates according to the AICc criterion, a variant of the Akaike (1973) 
information criterion, which includes correction terms for small sample sizes 
(Hurvich and Tsai (1989)). 
Now consider the values for the coefficients obtained for the vegetation 
time-series, Figure 3(b). In region A they agree greatly with those predicted 
by the Beverton and Holt (1957)-model and the AIC0 -estimated dimension 
equals one as long as these predictions remain sufficiently different from zero. 
However, many of these coefficients are close to zero at the end of this region 
and the mean dimension equals zero. In region B these values do not agree 
with the values estimated by the Cayley-Hamilton theorem and (8). It seems 
like the autoregressive modeling approach tend to mix the two-dimensional 
dynamics with the one-dimensional Beverton-Holt dynamics. This is to a 
large extent confirmed by the AICc estimated dimension for the time series 
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which equals zero in this region because both coefficients remain as close to 
zero as the single coefficient was at the end of region A. 
If we consider the herbivore time series, Figure 3(c) in region B, we observe 
that the coefficients a21 and a22 agree better with those predicted by the 
Cayley-Hamilton theorem and (8). We think that this is due to the fact that 
there is no single species model which is as close to the herbivore dynamics 
as was the case with the vegetation time-series. In this case a22 is predicted 
close to zero and remain so. Consequently, the AICc-criterion tries to neglect 
this additional coefficient and estimates the dimension of the herbivore-series 
to one for most parameter values. 
We continue with region C. Here the expected values should agree with 
those predicted by the Cayley-Hamilton theorem and (16). From Figures 
3(b )-(d) we deduce that this pattern is most valid for the carnivore series, 
since the fitting procedure again tends to mix the three level trophic inter-
action with two level trophic interactions and simple competition processes 
when herbivore and vegetation series are considered, respectively. The mean 
value of the dimension estimates for the vegetation series remains zero be-
cause a31 is not different enough from zero. A similar pattern dominates 
the herbivore series but here a32 becomes sufficiently different from zero at 
the end of the region, thus giving rise to the mean AICc dimension two. 
For the carnivore series both a31 and a32 are sufficiently different from zero 
throughout the interval and the AICc dimension equals two throughout the 
interval. 
This pattern is continued in region D which describes carnivore-herbivore 
oscillations, but in such nonlinear regions neither Jacobians nor the Cayley-
Hamilton theorem gives predictions of what is expected to occur. The AICc-
dimension of the vegetation series equals zero in the beginning of the interval 
and increases so that it reaches two in the middle of the interval and this 
dimension is kept because a33 remains too close to zero to be taken into 
account. The AICc-dimension of the herbivore series remains two almost 
throughout the interval but starts approaching three at the end of the inter-
val. The AICc-dimension of the carnivore series approaches the value three 
already in the beginning of the interval and several values higher than three 
were observed at the end of the interval. 
For the rest of the parameter space with oscillating dynamics quite high 
dimensional models were considered as the most appropriate ones according 
to the AICc-criterion. But the variation is large here. Usually more lags 
were required for describing higher trophic levels and this was the pattern 
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already observed when fixed point dynamics in region C were considered. For 
instance, in regions E and F most vegetation series were described properly 
with respect to the AICc-criterion with two lags whereas most carnivore 
series required four lags. Usually the herbivore series required three lags but 
a large variation was present. In regions G and H the number of lags required 
for a description of the series varies from 2-7 for the vegetation series, from 
3-6 for the herbivore series, and from 3-7 for the carnivore series. All types 
of series possessed roughly the same mean values for the number of required 
lags. In region I only vegetation- and herbivore series were available and 
their AICc-dimensions varied around six. We had the impression that the 
highest dimensional linear models were fitted when an almost periodic orbit 
was under consideration. This observation was clearest when low noise-levels 
were appended to (27). 
The coefficients marked for the fitted models (28)-(30) in Figures 3(b )-
(d) only occasionally described non-stationary models. A few cases were 
noted for the carnivore series in the end of region Hand we denoted them 
by x-marks. When noise is added to the model it will give rise to sustained 
oscillations with roughly the same periods as those found in the original 
time-series ( Akaike ( 1969)). Further evidence of this fact is given by the 
observation that the values obtained for the coefficients agree roughly with 
those obtained for empirical time-series with periods in the vicinity of ten, 
cf. Stenseth et. al. ( 1997). 
The above coefficients have often been given interpretations in terms of 
direct- and delayed density dependence (Stenseth et. al. (1996)[48]) and in 
some cases they have been interpreted in terms of self-regulation and trophic 
interaction, (Stenseth et. al. (1996)[47]). Such interpretations have a clear 
connection to fundamental ideas in ecological literature, cf. May (1974) and 
Varley, Gradwell, and Hassell (1973). However, one should keep in mind 
that the relationship between delayed density dependence and population 
regulation is not simple, cf. Murdoch and Walde (1986) and Lindstrom 
(1999). Another complicated relationship remains between delayed density 
dependence and oscillation generating mechanisms. Note finally concerning 
our analysis that in no single case has intraspecific competition been assumed 
at other trophic levels than at the vegetation level and in no single case any 
observed oscillations have been caused by intraspecific competition. 
Attempts to interpret the optimal number of lags can be found in the 
literature, too, and one of them interprets it as the "number of trophic levels 
influencing the species under consideration" (Stenseth et. al. (1997)). In 
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this way they conjecture that the snowshoe hare in boreal forests of North 
America is regulated from above and below whereas the Canadian lynx is 
primarily influenced by the snowshoe hare. In this section we used the AICc-
criterion to determine the optimal number of lags but found no evidence for 
that the number of trophic levels taking part in the interaction could be 
predicted in such a way. Instead, we found a number of other (geometric) 
quantities affecting these dimension measures. We think that this holds for 
other automatic selectors of the smoothing parameters as well. In particular, 
we verify this conjecture for the generalized cross-validation criterion (GCV) 
in Section 6. 
6 Nonparametric modeling of the food-chain 
One characteristic feature of the deterministic dynamics of our model (2) is 
the presence of stable periodic orbits and chaos. These patterns cannot be 
recovered using AR-models fitted to data generated by (27), cf. Tong (1990). 
In this section we check into what extent and to what costs these patterns 
can be recovered using MARS (multivariate adaptive regression splines), a 
non-parametric modeling approach suggested by Friedman (1991). It has 
also been applied to one-observable time-series data, cf Lewis and Stevens 
(1991) and Lewis and Ray (1997). Their adaptations of MARS follow the 
guidelines given by Takens (1981) who concluded that lagged variables can 
be used as surrogates for unknown quantities. 
If a general smooth model allowing interaction between all lags is fitted 
to data generated by a smooth dissipative model, then a sufficient number of 
lags is twice the number of variables included in the original smooth model, 
cf. Sauer, Yorke, and Casdagli (1991). The (lower) box-counting dimension 
is used for strange attractors in this context. We shall refer to this estimate 
as the 2D-estimate for further reference. It holds as long as a fully determin-
istic non-transient time-series is used and properties inside the attractor are 
predicted. It is of importance to note that positive and negative Lyapunov 
exponents are associated with properties inside and outside the attractor, 
respectively. 
In our case several of the above assertions are violated. The model (2) 
is not smooth though its close relative (1) is smooth. In the deterministic 
case (2) possesses a number of parameter values corresponding to negative 
Lyapunov exponents, cf. Figure 1(b). We hope that these patterns can be 
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captured using model (27). We added noise to the models in Section 5, too, 
and the idea behind this procedure was to supply information regarding the 
map outside the attractor. We shall also focus on what can be predicted 
using continuous non-smooth additive models. Additive models have been 
preferred because biological data are usually expensive and short time-series 
are governing. The question concerning non-additivity should be set: To 
what extent is it to be detected from our time-series and how much data 
is needed for that. Non-smooth models were preferred because in terms of 
accuracy, no gain is received if smoothness is required (Friedman {1991)). 
We shall also experience that properties associated with the first partial 
derivatives of the map, like Lyapunov exponents are not predicted correctly 
anyway. 
MARS models of fours types were fitted to each time series, the one-
dimensional autoregressive model {28), a general linear model, a general ad-
ditive model, and a non-additive model allowing interaction between two 
lags. MARS requires some upper limit for the number of lags to be included 
in the model and a 2D-estimate was calculated from the number of species 
taking part in the interaction. Since most of the assertions for this estimate 
were violated, it was corrected upwards so that the AICc-dimension calcu-
lated in Section 5 was used when higher. Then the deterministic versions of 
the fitted additive MARS-models were iterated and analyzed numerically as 
we did with the map (2) in Section 4. 
The results are shown in Figures 4-6. Figure 4 shows the results for the 
vegetation-series. In Figure 4(a) we plotted three different amplitudes. A 
solid line denotes the amplitude for the vegetation series as predicted by 
{2). As small amount of noise was added and {27) predicts the amplitude 
indicated by the light dots. Finally, as the deterministic MARS-model was 
iterated, the amplitude corresponding to the circles was predicted. Some 
of the fitted MARS-models predicted diverging solutions and the density of 
these models are indicated with black dots above the letters indicating the 
dynamic region of the map (2). 
Similarly, we have indicated the periods and the dominating periods in 
the Figures 4(b )-(c). In general, the dominating periods are predicted at least 
as well as the amplitude. The period-diagram in Figure 4(b) shows why mea-
suring Lyapunov exponents for the MARS-models would be unnecessary. In 
several cases the fitted MARS model predicts a periodic solution when a 
deterministically chaotic or quasiperiodic was what was obtained using (2). 
The problem is present also in the converse direction; the fitting procedure 
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might destabilize periodic attractors obtained by (2). Our investigation in-
dicated that this phenomenon was extremely robust ie it did not disappear 
by adding smoothness to neither generating maps nor fitted models. The 
presence of diverging solutions indicated by the density-plot in Figure 4(a) 
were strongly related to this phenomenon. 
Figure 4( d) shows the GCV-estimates for the different types of models 
fitted to the time-series. The higher solid line shows the GCV for (28). Sim-
ilarly, the higher dotted line gives the GCV for a general linear model. The 
mean of the number of lags used in this linear model for each dynamical 
region is given by a number in this figure. Comparing these dimension esti-
mates with those obtained by AICc in Figure 3(b) shows that the optimal 
model according to GCV generally has higher dimension than that obtained 
by AICc. We see that (28) works well in terms of GCV throughout regions 
A, B, and for large parts of C. The lower solid line in Figure 4( d) gives 
the GCV for the additive model and the mean number of lags used in this 
model is given by the numbers in Figure 4(b). A comparison between the 
numbers given in Figures 4(b) and (d) shows that an additive model has a 
higher capacity to detect lags than the linear model. The lower dotted line 
in Figure 4( d) gives the GCV for a non-additive model allowing interaction 
between two lags. With 256 data-points a non-additive model is not much 
better than the additive except for possibly in regions Hand I. A linear model 
works surprisingly well not only in regions A-C but also in region D. 
We analyzed the herbivore and the carnivore series as we did with the 
vegetation series above and plotted the results in Figures 5-6. About 60-80% 
of the models fitted to the herbivore series generated diverging solutions in 
regions E-G, cf. our density plot in the upper part of Figure 5(b). The 
amplitudes of the rest of the fitted models did in general not correspond to 
those predicted by (2) and (27). From Figure 5(d) we see that (28) ceases 
to be an appropriate model outside region B. A general linear model works 
well throughout regions B and C and for some of the parameter values in 
region D. MARS detects clearly non-additivity in regions E-G but our tests 
with non-additive models fitted to data in these regions possessed diverging 
solutions as often as the fitted additive models. 
Models fitted to the carnivore series possessed fewer diverging solutions 
than the models fitted to the vegetation and herbivore series. This result was 
evident for several regions, cf. the density plot in the top of Figure 6(a). The 
solutions of (2) and (27) were most different in region H, cf. the light dots and 
the solid line in Figure 6(a) and (c). Nevertheless, the deterministic MARS-
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models fitted to (27) have a tendency to recover the deterministic dynamics 
of (2) as long as amplitudes and dominating periods only are analyzed. From 
Figure 6( d) we see that non-additive models were just slightly better in terms 
of GCV than the additive ones at the 256 data point level for the carnivore 
series. 
7 Summary 
In this paper we have derived and analyzed qualitatively a discrete model for 
a food-chain. Our qualitative analysis divides the parameter space roughly 
into nine different regions with respect to carrying capacity: persistence of the 
lowest trophic level (A), stable coexistence of vegetation and herbivores (B), 
stable coexistence of all three species possible (C), carnivore-herbivore oscil-
lations (D), carnivore-herbivore oscillations interacting with stable herbivore-
vegetation dynamics (E), increasing low-frequency carnivore-herbivore oscil-
lations interacting with high-frequency herbivore-vegetation oscillations (F), 
decreasing carnivore-herbivore oscillations (G), herbivore-vegetation oscilla-
tions with co-oscillating carnivores (H), and pure herbivore-vegetation oscil-
lations (I). Our analysis confirms an assertion by Gragnani et. al. (1998) 
which states that the mean carnivore-density is expected to have a local 
maximum at the boundary of chaos but shows also how violations of this 
principle may arise. 
We were unable to detect cases where an invading carnivore can stabilize 
an oscillating herbivore-vegetation system and conjecture this to be true for 
(2). This stays in contrast to the stabilizing pattern found in continuous 
food-chains, cf. Freedman and Waltman (1977) and Oksanen et. al. (1981). 
This might be due to a stabilizing property of unsaturated carnivores which 
is absent in discrete systems. 
The above division of the parameter-space has the advantage that we 
know what trophic level and mechanism stay behind the observations. In 
region D the oscillations are caused by carnivores. In region E carnivores 
cause possible chaos and oscillations. In regions F-G the oscillations can be 
caused by either herbivores or carnivores but possible chaos is caused by the 
carnivores. The same holds for possible low-frequency behavior in addition to 
high-frequency behavior. In region H carnivores exist but their impact on the 
observed dynamics is negligible; the observed oscillations can be described 
through herbivore-vegetation interaction. In region I all observed oscillations 
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are caused by herbivores. Behind region I also herbivore induced chaos may 
occur. 
We expect that these patterns can be captured using of statistical meth-
ods when long time-series of all species are simultaneously available, see e. 
g. Ives and Jansen (1998). Most difficulties should occur when distinguish-
ing regions D and H. In both cases the system have persistent carnivore-
populations and no low-frequency behavior indicating the impact of carni-
vores can be detected. The system possesses also periods of approximately 
the same frequency in both regions. These two cases respond, however, very 
differently to both carnivore-removal and enrichment. In region D the dy-
namics become more unpredictable through enrichment and stable through 
carnivore-removal. In region H enrichment will eliminate the carnivores and 
carnivore-removal will not change the dynamics significantly. 
In many cases long simultaneous time-series of all involved species and 
age-classes do not exist. The question is then whether possibilities for detect-
ing the above patterns using time-series methods based on one-observables 
remain. A number of attempts for doing this have been suggested and we 
verified that use of autoregression coefficients leaves only limited possibilities 
for creation of a working method. 
We continued by checking what was predicted by fitted non-linear statisti-
cal models (MARS). The result was that usually amplitudes and dominating 
periods are predicted quite well but larger errors than those introduced by the 
noise added to the model were visible. In several regions MARS showed some 
tendency to recover the deterministic dynamics of the original model despite 
the added noise. The cost of using non-linear models was that we had in gen-
eral no control over when a diverging solution was predicted. This problem 
was only occasionally present for the autoregressive (linear) approach. The 
presence of diverging solutions was related to the failure to predict periods 
and Lyapunov exponents correctly and the fitting procedure both stabilized 
and destabilized attractors as was the case with noise added to models, cf. 
Rand and Wilson (1991). It is interesting to note that attempts to repair the 
divergence problems exist in contexts where the purpose is the determina-
tion of the Lyapunov exponent from time-series data, cf Turchin and Taylor 
(1992). 
The different types of models were compared with respect to their GCV-
values, an automatic smoothing parameter selection criterion possessing a 
potential to handle outliers, cf. Green and Silverman (1994). Despite the 
presence of non-additive data in all regions except A, non-additivity was de-
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tected at the 256 data points level in a few cases only. In some of these 
cases a high number of models possessing diverging solutions were observed 
when fitted to the herbivore series but the use of non-additive models did 
not provide a solution to this problem. Our amounts of data and the added 
amount of noise were in general large enough to reject linear models in terms 
of GCV outside regions A-D. Region D possessed deterministic oscillations 
and fitting linear models here gives rise to false conclusions about the under-
lying reason for the oscillations. In addition, statistical methods have been 
applied to data-sets much shorter than the data-sets analyzed in this work 
and we are afraid of a large underlying potential for oversimplification when 
biological data is analyzed statistically. 
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Figure 1: Deterministic dynamics of the approximative food-chain model (2) 
(solid line) and the corresponding two-dimensional model ( 6) (dotted line) 
in different regions of the parameter space separated by dotted lines. (a) 
amplitudes. (b) periods. (c) dominating periods calculated from vegetation 
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Figure 2: Deterministic dynamics of the approximative food-chain model ( 2). 
In (a) the dynamics of (6) is given in the (M1 , M0)-plane as follows: Green 
dots represent dynamics governed by the fixed point (Mo - 1, 0, 0), black 
dots locally stable coexistence, yellow dots low-periodic solutions, light blue 
dots high-periodic solutions where no period below 1024 was found, blue dots 
quasiperiodic or bifurcating solutions, and finally red dots represent chaotic 
solutions. In (b) the region affected by carnivore invasion at M2 = 3. is 
plotted and the corresponding solutions are given as in (a). In (c) the region 
affected at M2 = 4. is given in the same way and (d) gives details of (c) close 
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Figure 3: (a) The mean deterministic carnivore abundance has a local op-
timum at the boundary of chaos and high-frequency cycles. (b)-(d) Time 
series describing each trophic level has been generated by (27) and different 
regression coefficients are calculated for the log-transformed results. (b) Re-
gression coefficients of the vegetation time series. (c) Regression coefficients 
of the herbivore time series. (d) Regression coefficients of the carnivore time 
series. The numbers indicate the mean AICc-dimension of the time-series in 
the corresponding region. 
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Figure 4: In (a)-(c) the deterministic predictions of (2) for the vegetation 
time-series are given by a solid line. A small amout of noise is added ( cf. 
(27)) and the prediction given by grey dots is obtained. The corresponding 
prediction given by iteration of a fitted MARS-model is given by -circles. 
A density-plot along the upper line of the diagram of (a) tells how many 
MARS-models predicted diverging solutions. (a) Amplitude. (b) Periods. 
The numbers indicate the mean dimension of the fitted additive models in 
each of the regions, A, B, etc. (c) Dominating periods. (d) From above: 
GCV for the best AR(l) model (solid), linear model (dotted), additive model 
(solid), non-additive model found by MARS (dotted). The numbers indicate 
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Figure 5: In (a)-( c) the deterministic predictions of (2) for the herbivore time-
series are given by a solid line. A small amout of noise is added ( cf. (27)) and 
the prediction given by grey dots is obtained. The corresponding prediction 
given by iteration of a fitted MARS-model is given by circles. A density-plot 
along the upper line of the diagram of (a) tells how many MARS-models 
predicted diverging solutions. (a) Amplitude. (b) Periods. The numbers 
indicate the mean dimension of the fitted additive models in each of the 
regions, B, C, etc. (c) Dominating periods. (d) From above: GCV for the 
best AR(l) model (solid), linear model (dotted), additive model (solid), non-
additive model found by MARS (dotted). The numbers indicate the mean 
dimension of the fitted linear models in each of the regions, B, C, etc. 
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Figure 6: In (a)-( c) the deterministic predictions of (2) for the carnivore time-
series are given by a solid line. A small amout of noise is added ( cf. (27)) and 
the prediction given by grey dots is obtained. The corresponding prediction 
given by iteration of a fitted MARS-model is given by circles. A density-plot 
along the upper line of the diagram of (a) tells how many MARS-models 
predicted diverging solutions. (a) Amplitude. (b) Periods. The numbers 
indicate the mean dimension of the fitted additive models in each of the 
regions, C, D, etc. (c) Dominating periods. (d) From above: GCV for the 
best AR(l) model (solid), linear model (dotted), additive model (solid), non-
additive model found by MARS (dotted). The numbers indicate the mean 
dimension of the fitted linear models in each of the regions, C, D, etc. 
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