For any r-order {0, 1}-tensor A with e ones, we prove that the spectral radius of A is at most e r−1 r with the equality holds if and only if e = k r for some integer k and all ones forms a principal sub-tensor 1 k×···×k . We also prove a stability result for general tensor A with e ones where e = k r + l with relatively small l. Using the stability result, we completely characterized the tensors achieving the maximum spectral radius among all r-order {0, 1}-tensor A with k r + l ones, for −r − 1 ≤ l ≤ r, and k sufficiently large.
Introduction
For a real nonnegative square matrix A the spectral radius ρ(A) is the largest eigenvalue of A in modulus, which is real as guaranteed by the Perron-Frobenius theorem. The problem of finding the maximal spectral radius for all {0, 1}-matrices with prescribed number of ones was introduced by Brualdi and Hoffman [1] in 1985. Let g(e) be the maximal spectral radius of A among all {0, 1}-matrices A with e ones. They proved that for each positive integer k, g(k 2 ) = g(k 2 + 1) = k. When e = k 2 , the equality holds if A is essentially a k × k all-1-matrix (inserted by possibly extra rows/columns of 0's). When e = k 2 + 1 and k ≥ 3, the equality is attained for only when a useless additional 1 is put at any place else to a k × k all-1-matrix. (But for k = 1, or 2, there is another A with ρ(A) = k.) Friedland [5] solved another cases when e = k 2 − 1, e = k 2 − 4, or e = k 2 + l for a fixed l and k sufficiently large. In all cases, the matrices with maximum spectral radius are characterized.
In this paper, we consider a similar problem for {0, 1}-tensor (of order r > 2) with a fixed number of 1's. We ask which tensor attains the maximum spectral radius.
An n-dimension r-order tensor A in real field R is a multi-dimensional array consisting of n r entries:
a i1···ir ∈ R, where indexes i 1 , i 2 , . . . , i r ranges from 1 to n.
A is called nonnegative if every element a i1···ir ≥ 0; it is called symmetric if its entries are invariant under any permutation of their indices, i.e. a i1···ir = a i σ(1) ···i σ(r) for all σ ∈ S r , where S r is a symmetric group on [r] . For every i ∈ [n], the ith slice A i is an sub-tensor of A consisting of all elements a ii2···ir with the first index being fixed to i. For a tensor A of order r ≥ 2 and dimension n ≥ 2, a pair (λ, x) ∈ C × (C n \ {0}) is called an eigenvalue and an eigenvector of A, if they satisfy That is, for all i = 1, 2, . . . , n, n i2,...,ir=1
a ii2···ir x i2 · · · x ir = λx r−1 i
.
The spectral radius ρ(A) is defined to be the largest modulus of eigenvalues of A.
ρ(A) = max{|λ| : λ is an eigenvalue of A}.
If x is a real eigenvector of A, clearly the corresponding eigenvalue λ is also real. In this case, x is called an H-eigenvector and λ an H-eigenvalue. Furthermore, if x ∈ R n + , where R n + = {x ∈ R n : x ≥ 0}, then λ is an H + -eigenvalue of A. If x ∈ R n ++ , where R n ++ = {x ∈ R n : x > 0}, then λ is said to be an H ++ -eigenvalue of A. The classical Perron-Frobenius theorem for matrix has been generalized to nonnegative tensors: Theorem 1. (Perron-Frobenius theorem for nonnegative tensors)
(Yang and Yang 2010 [16]) If
A is nonnegative tensor of order r and dimension n, then the spectral radius ρ(A) is an H + -eigenvalue of A. [6] ) If furthermore A is weakly irreducible, then ρ(A) is the unique H ++ -eigenvalue of A, with the unique eigenvector x ∈ R n ++ , up to a positive scaling coefficient.
(Frieland, Gaubert and Han 2011

(Chang, Pearson and Zhang 2008 [3]) If moreover A is irreducible, then
ρ(A) is the unique H + -eigenvalue of A, with the unique eigenvector x ∈ R n + , up to a positive scaling coefficient.
In this paper, we will focus on {0, 1}-tensors, in which every entry a i1···ir is either 0 or 1. An n-dimension r-order {0, 1}-tensor A can be viewed as a general linear-ordered hypergraph H = (V, E), where V = [n] and E consists of all r-tuples (i 1 , i 2 , . . . , i r ) such that a i1i2···ir = 1. A {0, 1}-tensor is always nonnegative, thus the spectral radius ρ(A) is an H + -eigenvalue, and the associated eigenvector x ∈ R n + . Consider the set of all {0, 1}-tensors with a fixed number of 1's. For fixed integer r ≥ 3 and e ≥ 1, let T r n,e = { all {0, 1}-tensors of order r and dimension n with exactly e 1's}, and T r e = ∪ n T r n,e . Now we consider the objective function g r (e) = max For a fixed r and e, we say A ∈ T r e is a maximum tensor if ρ(A) = g r (e). We are interested in the following questions:
1. What are the values of g r (e)? Can we prove a tight upper bound?
What does A look like if ρ(A) is very closed to g r (e)?
There are several operations on T r e that keep both the spectral radius and the number of 1's.
Permutation on vertices ( [9] ): For any permutation ϕ ∈ S n and any tensor A = (a i1i2···ir ) ∈ T r n (e), define a new tensor as follows:
Transpose on indexes greater than 1: For any permutation τ on the index set {2, 3, . . . , r}, define a new tensor A τ as follows:
Deleting/inserting isolated vertices: An index/vertex v is called isolated if a i1i2···ir = 0 as long as v appears in the index {i 1 , i 2 , . . . , i r }. Deleting/Inserting an isolated vertex keeps the spectral radius.
We say two tensors in T r e are equivalent if one can be obtained from the other one by a sequence of the above operations. Denote J r k as the k-dimension r-order all-1-tensor 1 k×...×k , it plays a special role in the maximum tensors.
In this paper, we prove the following theorem:
Theorem 2. For any r-order {0, 1}-tensor A with e ones, the spectral radius ρ(A) satisfies ρ(A) ≤ e r−1 r , with the equality holds if and only if e = k r for some positive integer k and A is equivalent to J r k .
We also characterize the structure of maximum tensors for e = k r + l with sufficiently large k and l ∈ {−r − 1, −r, . . . , −1, 0, 1, 2, . . . , r}.
Theorem 3. Let r, k be positive integers with r ≥ 3 and k sufficiently large.
1. For e = k r + 1, the maximum tensors in T r e are exactly the tensors which can be obtained from J r k by inserting an 1 to an arbitrary 0-position. All these maximum tensors have spectral radius k r−1 .
2. For 2 ≤ l ≤ r, e = k r +l, the maximum tensors in T r e is uniquely equivalent to the tensor obtained from J r k by inserting l ones at first l positions of the list:
3. For 1 ≤ l ≤ r + 1, e = k r − l, the maximum tensors in T r e is uniquely equivalent to the tensor obtained from J r k by placing l zeros at the first l positions from the list:
A special symmetric tensor, the adjacency tensor A(H) of an r-uniform hypergraph H on n vertices is defined as A = (a i1···ir ) where a i1···ir = 1 (r−1)! if {i 1 , . . . , i r } ∈ E(H), and equals 0 otherwise. In our previous paper [2] , we gave a bound on spectral radius of r-uniform hypergraph with e edges using an α-normal labeling method [10] , which is ρ(H) ≤ f r (e), where f r (x) is a function such that f r n r = n−1 r−1 . The equality holds if and only if e = k r , for integers k, r and k ≥ r. Although the results (of two papers) are comparable, the methods are quite different.
The paper is organized as follows: In section 2, we prove some important lemmas on nonnegative tensors. In section 3, we prove Theorem 2 and also give lower bounds of the spectral radius. In section 4, we show the structure of the maximum {0, 1}-tensor when e = k r + l with relatively small l. In section 5, we determine the maximum tensors for −r − 1 ≤ l ≤ r to finish the proof of Theorem 3.
Lemmas on nonnegative tensors
In this section, we will prove important properties for nonnegative tensors. We start with some definitions and known facts.
Definition 1.
[8] An n-dimension r-order tensor A = (a i1i2···ir ) is called reducible if there exists a nonempty proper subset I ⊂ {1, . . . , n} such that a i1i2···ir = 0 for all i 1 ∈ I and i 2 , . . . , i r / ∈ I. A tensor A is said to be irreducible if it is not reducible.
Definition 2.
[7] A nonnegative matrix G(A) is called the representation associated to the nonnegative tensor A, if the (i, j)-th element of G(A) is defined to be the summation of a ii2···ir with indices j ∈ {i 2 , . . . , i r }. A nonnegative tensor A = (a i1i2···ir ) is said to be weakly reducible if G(A) is a reducible matrix. It is weakly irreducible if it is not weakly reducible.
Theorem 4. [6, 11] For an n-dimension r-order tensor A = (a i1i2···ir ), let G A = (V (G A ), E(G A )) be the digraph of the tensor A with vertex set V (G A ) = {1, 2, . . . , n} and arc set E(G A ) = {(i, j)|a ii2···im = 0, j ∈ i 2 , . . . , i m }. A is weakly irreducible if the corresponding directed graph G(A) is strongly connected. That is for any pair of vertices i and j, there exist directed paths from i to j and j to i.
Theorem 5.
[14] Let A be an n-dimension r-order tensor, r ≥ 2. Then there exists positive integers k ≥ 1 and n 1 , . . . , n k with n 1 + · · · + n k = n such that A is permutational similar to some (n 1 , . . . , n k )-lower triangular block tensor, where all the diagonal blocks A 1 , . . . , A k are weakly irreducible. And we have:
n−n i , and thus
where φ A (λ) is the characteristic polynomial of the tensor A, that is φ A (λ) = Det(λI − A).
Please refer to [14] for more details on the definitions of determinants and the characteristic polynomial of tensor A. Since λ is an eigenvalue of A if and only if it is a root of the characteristic polynomial of A, Theorem 5 says that the spectral radius of tensor A is the spectral radius of lower triangular block tensor A i for some i. This allows us to consider weakly irreducible tensor only.
We first prove the following lemma on general nonnegative tensors.
Lemma 1. Let A be an n-dimension r-order nonnegative tensor. If there exists a nonzero vector x ∈ R n + and a scalar λ such that Ax
Moreover, if A is weakly irreducible then the equality holds if and only if x is an eigenvector corresponding to ρ(A).
Before proving this lemma, we have a simple corollary. Let A and B are two tensors of the same dimension and the same order. We say A ≥ B if A − B is nonnegative. We also write A > B if A ≥ B and A = B. 
Applying Lemma 1, we have ρ(A) ≥ ρ(B). If further B is weakly irreducible, then x ∈ R n ++ . Since A > B, one of Inequalities 2 is strict. In particular, x is not an eigenvector of A. Thus, we must have ρ(A) > ρ(B).
Proof of Lemma 1: When λ = 0, it is trivial. Without loss of generality, we assume λ > 0.
First we consider the case when A is weakly irreducible. We claim that we can modify x so that x ∈ R n ++ . That is, if there exists a nonzero vector x ∈ R n + and a scalar λ such that Ax
Assume J i is stabilized after s steps; i.e., J s = J s+1 . Since A is weakly irreducible, J s = ∅. Let δ be the minimum among all positive entries of A. Let ǫ > 0 be a tiny positive number satisfying
s−j , and
We define a new variable y = (y 1 , y 2 , . . . , y n ) T ∈ R n ++ by
We claim that Ay
there exist an entry a jj2...jr > 0 and at least one index
Here we applied the equality
which can be verified directly by the definition of a i . Hence, without loss of generality, we can assume x ∈ R n ++ . For any λ > 0, we define two sets S λ and S + λ as follows: ] and at least one inequality is strict}.
For any λ ∈ Λ, there exists x ∈ R n ++ satisfying the following system:
Let A i be the i-th equation in (3) and I be the index such that the equality
}.
Assume I = ∅. Since G A is strongly connected, there exist at least one pair vertices i ∈ I and u ∈ [n] \ I such that (i, u) ∈ E(G A ), for this to happen, we have a ii2···ir = 0 when u = i l for some l ≥ 2. Then x u appears in equation
u is a strictly inequality, we can add appropriate positive tiny value ǫ u to x u so that A u remains a strictly inequality. Now the i-th equation A i becomes a strictly inequality while other strictly greater inequalities remain strict. By induction on |I|, after finite steps, we can obtain a new vector x ′ to replace x and we will have a new system with all strictly greater inequalities. That is, for
Therefore there exists an ǫ > 0 such that
Since ρ(A) exists, Λ is a bounded set. Let λ 0 = sup(Λ). Claim 2: λ 0 is an eigenvalue of A. In particular, λ 0 ≤ ρ(A).
In the definition of S λ , the system of inequalities are homogeneous in x. Without loss of generality, we can normalize x so that x r = 1. Note that the sphere in the first quadrant {x ∈ R n + : x r = 1} is a compact set. Thus any sequence has a convergent subsequence and the limit point is also in this set. It implies that there is a x ∈ R n + so that
Now we show that x > 0. Assume not, let J = {i ∈ [n] : x i = 0}. By the previous argument, we can find a y ∈ R n ++ still satisfying
Also notice that A i are strictly inequality for all i ∈ J. Thus λ 0 ∈ Λ. Contradiction to the fact that Λ is an open set. Hence x ∈ R n ++ and Ax
If the inequality λ = ρ(A) holds, then x is an eigenvector for ρ(A). Now we consider general A. By Theorem 5, A is permutationally similar to some (n 1 , n 2 , . . . , n k )-lower triangular block tensor, where all the diagonal blocks A 1 , . . . , A k are weakly irreducible. Denote by I i the i-th block of indexes of size n i . We have
If x| I1 = 0, then the weakly irreducible tensor A 1 satisfies the condition of lemma. Thus by previous argument, we are done:
If x| I1 = 0, we consider I 2 , and so on. Let j be the first indexes so that x| Ij = 0. We have
Now the weakly irreducible tensor A j satisfies the condition of lemma. We still have
Lemma 1 plays an important role in characterizing the largest eigenvalue and thus can be applied to determine the maximum tensors in the last section. In fact, this lemma gives another proof for the existence of the Perron-Frobenius vector for nonnegative tensor. Cooper and Dutle [4] proved a similar result on adjacency tensor of connected uniform hypergraph, that is, on a symmetric nonnegative weakly irreducible tensor.
Next, we will generalize a theorem of Schwarz [13] on general nonnegative r-order tensors with r ≥ 3. For n, r ≥ 3, let σ be a given set of n r nonnegative real numbers (not necessarily pairwise distinct) and let F (σ) be the set of all ndimension r-order tensors A for which σ is the set of their elements. Denote f (σ) as the largest spectral radius among tensors in F (σ). Let F * (σ) be the subset of F (σ) consisting of these tensors having the property that in each slice A i the elements decrease according to the dictionary order; i.e. a ii2···ir ≥ a ij2···jr whenever (i 2 , . . . , i r ) ≤ (j 2 , . . . , j r ) under the dictionary order. Let f * (σ) be the largest spectral radius among tensors in F * (σ). We first show that f (σ) is attained by some tensor in F * (σ).
Proof. Let A be a tensor that attains the largest eigenvalue in
+ be the eigenvector associated to f (σ). Since permutation on vertices keeps the spectral radius, without loss of generality, we can assume x 1 ≥ x 2 ≥ . . . ≥ x n ≥ 0. Now fix the vertex order of vertices.
Suppose that A ∈ F * (σ). Then A contains a pair of entries a i1i2···ir and a i1j2···jr satisfying a i1i2···ir < a i1j2···jr but (i 2 , . . . , i r ) < (j 2 , . . . , j r ).
We call such pair as a disordered pair.
By sequentially switching a disordered pair until no disordered pair is found, we create a sequence of tensors B 0 , B 1 , B 2 , . . . , B s ∈ F (σ) satisfying 1. B 0 = A, and B s ∈ F * (σ).
2. For each k from 1 to s, B k is created from B k−1 by switching one disordered pair.
We claim that for each k,
Suppose that (b i1i2···ir , b i1j2···jr ) is the disordered pair of B k−1 , which is switched to create B k . Then for any i = i 1 , the i-th row is not affected by switching:
Since (b i1i2···ir , b i1j2···jr ) is a disordered pair, we have b i1i2···ir < b i1j2···jr and (i 2 , . . . , i r ) < (j 2 , . . . , j r ). This implies x j2 . . . x jr ≤ x i2 . . . x ir since x 1 ≥ x 2 ≥ · · · ≥ x n > 0. Thus, for the i 1 -th row, we have
The claim is proved. Therefore, we have
Applying Theorem 1, we get
Since A has the maximum spectral radius in F (σ), so is B s . Thus f * (σ) = f (σ). The proof is finished.
Remark: Note that if we restrict all tensors in F (σ) to be symmetric, we can get a stronger condition on the maximum tensor A: a i1i2···ir ≥ a j1j2···jr whenever (i 1 , . . . , i r ) ≤ (j 1 , . . . , j r ). The proof is easy, we only need to use the fact that the spectral radius of symmetric tensor is invariant under permutations of the indices [r]. Note there is a slightly different but similar fact on the adjacency tensor of uniform hypergraphs. In [15] , Li-Shao-Qi introduced the operation of moving edges on uniform hypergraphs to increase the spectral radius. That is, for this special symmetric nonnegative tensor with zeros on the diagonals, we have, a i1i2···ir ≥ a j1j2···jr whenever (i 1 , . . . , i r ) ≤ (j 1 , . . . , j r ).
However, for non-symmetric tensor, the case is different. In [14] , ShaoShan-Zhang proved that determinant of a tensor could change after a transpose operation on indices. Here we provide an example to show that the even spectral radius could be changed under transpose operation. 
. When r = 2, ρ(M ) = ρ(A) is always true. However, when r ≥ 3, it is not true generally. Here is an counter-example. Let A be an 2-dimension 3-order tensor with slices:
The spectral radius ρ(A) = 7. Let M = (a ′ i1i2···ir ) be a transpose of A with permutation τ such that τ (i) = 4 − i for i ∈ [3] . That is a ′ ijk = a kji for any tuple (i, j, k). Then
However ρ(M ) = 6.91618 . . ..
A general bound on g r (e)
For a nonnegative tensor A, we can associate a multivariable polynomial p A as follows:
This quality is well-defined and is closely related to ρ(A). By taking x to be the Perron-Frobenius vector, we have
The equality holds if A is symmetric. We call a lower dimensional tensor B a principal sub-tensor of A if B consists of m r elements in A: for any set N that composed of m elements in {1, 2, . . . , n},
The concept was first introduced and used by Qi for the higher order symmetric tensor [12] . We will use several important inequalities in following sections:
Theorem 7 (Young's Inequality). Assume a and b are nonnegative real numbers, p, q > 1 and
Theorem 8 (Hölder's Inequality). Let a i , b i be nonnegative reals for i = 1, 2, . . . , n, let p, q > 1 and
Theorem 9 (Power Mean Inequality). For nonnegative real numbers a 1 , . . . , a n , if
Let us prove Theorem 2.
Proof of Theorem 2. Suppose that p A (x) reaches the maximumλ(A) at x = (x i , . . . , x n ) T on the unit sphere under r-norm. Then n i=1 x r i = 1. Using Hölder's Inequality, we havē
The equality holds if all a i1i2···ir are nonzeros as long as x i1 · · · x ir = 0. Thus A = J r k , where J r k is a k-dimension r-order all-1-tensor, for any positive integer k.
Here is a lower bound onλ(A).
Lemma 2. If A is an n-dimension r-order {0, 1}-tensor with e 1's, then
Proof. Let x = (n −1/r , . . . , n −1/r ). We havē
Corollary 2. If there is a symmetric k-dimension r-order {0, 1}-tensor with at least e 1's, then we have g r (e) ≥ e k .
For e = k r − l, l > 0, there exists a symmetric k-dimension r-order {0, 1}-tensor with at least e − r! ones. Thus
For sufficiently large k > r!, we have
This fact can be used to prove the structural theorem for e = k r − l with small l.
Lemma 3.
If e is not form of k r + 1 and A ∈ T r e is a maximum tensor, then A is weakly irreducible.
Proof. For any integer k, it is easy to verify the case when e = k r . Let e ≥ k r + 2, if A is not weakly irreducible, we can re-order the elements in [n] so that A is a general lower-diagonal block tensor with weakly irreducible blocks A 1 , A 2 , . . . , A s on the diagonal. Note that ρ(A) = ρ(A i ) for some i by Theorem 5. If A i is not the tensor of all 1's, we can move some 1 to A i to get a new block A 
, and A has at least two more 1's outside A i , we have
Contradiction.
Remark: The reason we exclude the case for e = k r + 1 is that g r (k r + 1) = g r (k r ) = k r−1 , which will be proved in the last section. 
Thus ρ(A) <λ(B).
Since B is symmetric, we haveλ(B) = ρ(B).
Stability results
In this section, we will first prove a stability result; then apply it to obtain the structure of the maximum tensors. Let us begin with the following lemma, which will be used to strengthen the Young's inequality. Given the same r, e as in previous sections, we consider the following function:
We have the following lemma. Throughout this section, we will consider r ≥ 3 as a fixed constant, and let an integer k go to infinity. The proof of this theorem is the most difficult part of the paper. We will break it into several lemmas.
Let A be the tensor stated in the theorem, x = (x 1 , . . . , x n ) T be the PerronFrobenius eigenvector associated to the largest eigenvector ρ(A). Assume 
then the difference of two sides in above inequality is exactly f (x i1···ir ):
Lemma 6. We have
Proof. Summing up f (x i1i2···ir ) over all indexes in I, we get
On the other hand,
Therefore inequality (6) holds.
Lemma 7.
We have
Proof. By the Power Mean Inequality, we have
Thus,
Now we are ready to prove Theorem 10.
Proof of Theorem 10. Let c 2 = ( 2 r − 2ǫ r−1 )l. We claim
Otherwise, say x r 1 > 1+c2 k . We have
Applying Item 3 of Lemma 5, we have
Contradiction to inequality (6) by the choice of c 2 as k goes to infinity. Now let c 1 be a constant such that :
We separate the index set {1, 2, . . . , n} into two sets L and S, where L is called the large set that contains element i such that x r i ≥ c1 k , S is called the small set that contains the rest elements, i.e.
Let A L = (a i1···ir ) be the principal sub-tensor of A restricted to the large set L, i.e. for every element a i1···ir ∈ A L , the index r-tuple (i 1 , . . . , i r ) ∈ L r . Denote the number of zeros in A L as N . By Lemma 7, we have
By the assumption |l| = o(k
r , by Inequality (9) and the value of c 1 , we have
e. the number of 1's outside of A L . By Inequality (6), we have
Solving M , we get
Since the total number of 1's in tensor A is |L| r + M − N = k r + l, we have
Since both |L| and k are integers, it implies |L| = k. Therefore, the dimension of A L is k.
To finish Item (a), observe
Next, we will further determine the number of zeros in A L and number of ones outside of A L for the maximum tensors A in T r e .
Theorem 11. For fixed r, sufficiently large k, and l > 0 a constant, let e = k r +l. Let A be the maximum tensor in T r e , then A contains a principal subtensor J r k . Proof. Assume the dimension of A is n. Let ρ(A) be the largest eigenvalue of A, x be the corresponding eigenvector, with x 1 ≥ x 2 ≥ · · · ≥ x n . By Corollary 2, ρ(A) ≥ k r−1 . By Theorem 10, A contains a principal subtensor A k so that there are at most O(l) zeros inside of A k and at most O(l) ones outside of A k . This fact implies that
Here is the reason: for any i ∈ {1, 2, · · · , n}, denote R i as the summation of elements in ith slice A i of A. Using Hölders Inequality (Theorem 8), we have
. Then
Let s ≥ k + 1, we have R s ≤ M ≤ O(l), and
Sum on s, we have
we get
together with (10),
We also have
together with (10) and x k ≤ x 1 , we have for any 1 ≤ i ≤ k,
By (11), we have
Thus for s ≥ k + 1,
We observe that the contribution to p A (x) from the outside of A k is at most
Applying Lemma 4, when k is sufficiently large, we have ρ(A) < ρ(B) = k r−1 .
Contradiction!
Still let l > 0, a similar argument can be applied to e = k r − l. We have the following theorem.
Theorem 12. For fixed r, sufficiently large k, and l > 0 a constant, let e = k r − l. Let A be a maximum tensor in T r e with no isolated vertices. Then the dimension of A is exactly k.
Proof. Let ρ(A) be the largest eigenvalue of A, x be the corresponding eigenvector, with
. By a similar argument as in above theorem, we have
Assume there are M > 0 ones outside of A k , then there are at least l + M zeros inside of A k . Thus we have
Contradicts to Corollary 2 for sufficiently large k. Since there is no one outside A L , the dimension of A is exactly k.
5 Maximum tensors in T r e with small l
In this section, we will completely determine the maximum tensors A in T r e for e = k r + l, 0 ≤ l ≤ r, and e = k r − l, 1 ≤ l ≤ r + 1. Let x = (x 1 , . . . , x n ) be the eigenvector associated to ρ(A). Without loss of generality, we assume that x 1 ≥ x 2 · · · ≥ x n . The tool in Theorem 6 allows to shift 1's to left in the same row to increase the spectral radius of tensor A. Although we couldn't shift 1's up across rows, for example, we cannot compare the elements a ii2···ir and a (i+1)i2···ir in a maximum tensor. But as to {0, 1}-tensors, we have the following easy fact:
Corollary 3. Let A be a maximum n-dimension r-order {0, 1}-tensors. If a j1···1 = 1 for some j, then a i1···1 = 1 for all i < j. 
By Theorem 6 and Corollary 3, we have the following property for the maximum tensor A in T r e : in each slice A i , the '1' elements are always to the left and above of the '0' elements.
For e = k r + l, we have proved that the maximum tensor A contains J r k as principal sub-tensor (see Theorem 11), so we just need to determine the positions for the rest of l ones outside of J r k . For l = 0, A = J r k . For l = 1, the maximum tensor is not unique. No matter where to put the additional 1, the resulting tensor A is not weakly irreducible. Thus it will not increase the spectral radius. We have
For 2 ≤ l ≤ r, it is sufficient to prove the following facts regarding the maximum tensor A:
Lemma 8. For the maximum tensor A ∈ T r e with e = k r + l, 2 ≤ l ≤ r, we have 1. There is no '1' element in slice A k+2 , i.e. a (k+2)11···1 must be 0.
2. There is only one '1' element in slice A k+1 , which is a (k+1)11···1 = 1. For 2 ≤ l ≤ r, we need to prove the following lemma:
Lemma 9. Let A ∈ T r e be the tensor that '0' elements appear at the end of slices A k−1 and A k , let B ∈ T r e be the tensor that '0' elements only appear at the end of slice A k . Then ρ(B) ≥ ρ(A).
The details of the proof of Lemma 9 can be found at Appendix. Now let us we prove Theorem 3, Item 3.
Proof of Theorem 3, Item 3. The idea in Lemma 9 is to compare the tensor when '0' elements only appear at the slice A k with tensor when '0' elements also appear at slice A k−1 . Following this idea in Lemma 9, we repeatedly compare the tensor when '0' elements only appear at slice A k with tensor when '0' elements also appear at slice A k−i , for i ≥ 2. There are only finite cases. It is tedious to include all computations here. The proof and result for each comparing is similar with the proof of Lemma 9. In the end we conclude: For a maximum tensor A, the l '0' elements can only appear at slice A k . The proof is complete. .
Thus By r−1 ≥ λy r−1 . By Lemma 1, we have ρ(B) > λ, a contradiction. Therefore a (k+2)11···1 must be 0, it follows the dimension of A is at most k + 1.
For Item 2: Suppose a (k+1)12···1 = 0. Let λ be the largest eigenvalue of A, x be the corresponding eigenvector, with
Let B be a tensor obtained from A by moving '1' from a (k+1)12···1 to some '0' elements in set R, here R is defined as above. Let y be a new vector obtained from x such that y i = x i for 1 ≤ i ≤ k, and y k+1 = 2 To see above system, we only need to verify the first and the last inequalities. Note that x 2 < x 1 , then
For the first inequality, we need to show that
It is equivalent to show l − 2 < 2 .
Replace x k+1 by x 1 , and let z = (x 1 + · · · + x k ), the above system is equivalent to the following: Let B be a tensor obtained from A by moving these t '0' elements in A 2 to set R. Still apply Lemma 1, we want to find a new vector y such that By r−1 ≥ λy r−1 . I.e. Since w = x k−1 x k ≥ 1, when s = t, w = 1, it is easy to verify that the left handside of (14) is increasing on λ and goes to 1 as λ → ∞. Thus inequality (14) is verified. We consider the case s > t, so w > 1. Let w = 1 + ǫ, we have λ((1 + ǫ) r−1 − 1) = (s − t)(1 + ǫ)
Solve for ǫ, we get ǫ ≈ 
Thus inequality (14) is verified. By Lemma 1, we have ρ(B) ≥ λ. A contradiction.
