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Introduction
The class of transition metal oxide compounds exhibit a broad range of func-
tional properties, such as high dielectric permittivity, piezoelectricity and
ferroelectricity, superconductivity, colossal magnetoresistance and ferromag-
netism. Almost all this phenomenology arises from the strong correlation
between electronics, which is responsible for the sensitive to external param-
eters: electric and magnetic fields, internal or external pressure and so on.
Nowadays, oxides attracted a large interest in view of device applications,
by integrating them in the silicon technology (for instance growing epitaxial
high-K oxide films on Si substrates) and in the challenging field of oxide elec-
tronics, which aims to develop new electronics based on oxides. Advantages
of this new electronics lie in: a) the exploitation of new functionalities exhib-
ited by oxides, which are completely absent in conventional semiconductors,
b) the similarity of their structures, which allows the vertical integration of
multiple devices through epitaxial heterostructures, c) striking possibility of
size reduction due to the nanometric characteristic lengths.
Very recently, high quality atomic-scale ”digital” heterostructures con-
sisting of combination of transition metal oxide materials have been realized.
Indeed, heterostructures represent the first steps to use correlated oxide sys-
tems in realistic devices. Moreover, at the interface, the electronic properties
can be drastically changed in comparison with those of the bulk. Recent
examples include the formation of a thin metallic layer at the interface be-
tween band and Mott insulators as, for example, between SrT iO3 (STO) and
LaTiO3 oxides (1) or between the band insulators (2) LaAlO3 and STO.
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Among transition metal oxides, manganese oxidesR1−xAxMnO3 (R stands
for a rare earth as La, A represents a divalent alkali element such as Sr or Ca
and x the hole doping), known as manganites, have been studied intensively
both for their very rich phase diagram and for the phenomenon of colossal
magnetoresistance (3). This effect is often exhibited in the doping regime
0.2 < x < 0.5, where the ground state of the systems is ferromagnetic. The
ferromagnetic phase is usually explained by invoking the double exchange
mechanism in which hopping of an outer-shell electron from a Mn3+ to a
Mn4+ site is favored by a parallel alignment of the core spins (4). In addition
to the double-exchange term that promotes hopping of the carriers, a strong
interaction between electrons and lattice distortions plays a non-negligible
role in these compounds giving rise to formation of polaron quasi-particles
(5).
The physics of manganites is very rich and even more complex in the
case of films, where the role of vertical confinement, strain and disorder is
crucial (6). In particular, the interface between the films and the substrate
can play an important role giving rise to phase separated regions with dif-
ferent magnetic structures and affecting the transport properties especially
in very thin films. Recently, a number of experimental observations in thin
films have been reported showing an unexpected strong anisotropy in the
in-plane properties (7; 8; 9) below the metal-insulator transition. For very
thin films (thickness < 100A˚) of La1−xSrxMnO3 (LSMO), grown on dif-
ferent substrates, the resistance curves R(T ), along the ab crystallographic
axes, have been found remarkably different. In particular, along one of the
crystallographic directions, the R(T ) curve exhibits a “bump” at tempera-
tures around 120K while, along the other one the behaviour of the resistivity
appears very close to the one expected for thicker films and bulk samples:
metallic up to 320K. On the other hand, for thick (> 400A˚) films, the re-
sistance curves in different directions of the ab plane did not show sizable
differences. The observed anisotropy in the resistance has been attributed to
the substrate interface that can exhibit step-like terraces (9; 7). However, the
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persistence of the effect with changing the substrate makes this suggestion
doubtful.
Very interesting examples of heterostructure are given by the superlat-
tices (LaMnO3)m/(SrMnO3)n with n/(m + n) average hole doping. Here
LaMnO3 (LMO) (one electron per Mn eg state) and SrMnO3 (SMO) (no
electrons per Mn eg state) are the two end-member compounds of the alloy
La1−xSrxMnO3 and are both antiferromagnetic insulating. In these systems,
not only the chemical composition but also the thickness of the constituent
blocks specified by m and n is important for influencing the properties of
superlattices. Focus has been on the case m = 2n corresponding to the
average optimal hole doping x = 1/3. (10; 11) The superlattices exhibit a
metal-insulator transition as function of temperature for n ≤ 2 and behave as
insulators for n ≥ 3. The superlattices undergo a rich variety of transitions
among metal, Mott variable range hopping insulator, interaction-induced
Efros-Shklovskii insulator, and polaronic insulator.
Interfaces play a fundamental role in tuning the metal-insulator transi-
tions since they control the effective doping of the different layers. Even
when the system is globally insulating (n ≥ 3), some nonlinear optical
measurements suggest that, for a single interface, ferromagnetism due to
double-exchange mechanism can be induced between the two antiferromag-
netic blocks (12). Moreover, it has been found that the interface density of
states exhibits a pronounced peak at the Fermi level whose intensity cor-
relates with the conductivity and magnetization (13). These measurements
suggest the occurrence the possibility of a two-dimensional half-metallic gas
for the double-layer (14) whose properties have been studied by using ab-
initio density functional approaches. However, up to now, this interesting
two-dimensional gas has not been experimentally assessed in a direct way by
using lateral contacts on the region between the LMO and SMO blocks.
In analogy with thin films, strain is another important quantity in order
to tune the properties of manganite heterostructures. For example, far from
interfaces, inside LMO, electron localization and local strain favor antiferro-
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magnetism and eg (3z
2− r2) orbital occupation (15). The magnetic phase in
LMO is compatible with the C type. Moreover, by changing the substrate,
the ferromagnetism in the superlattice can be stabilized (16).
In this thesis the electron-lattice and strain effects are analyzed in man-
ganite heterostructures.
In first chapter, the electron reconstruction at surface and interface of
correlated electron material is discussed. In particular, some key issues such
as strain fields, interdiffusion, etc. in correlated heterostructures are high-
lighted. The effects of these controlling factors are specialized to manganite
heterostructures.
In the second chapter of the thesis, the effects of substrate-induced strain
are analyzed in manganite thin films (17). It is proposed that an alternative
explanation for the peculiar experimentally observed anisotropy can be based
on the formation of magnetic-stripe phases (MS). In MS phases the order of
t2g spin is such that ferromagnetic stripes alternate with opposite magne-
tization. The stability of such a phase is discussed without assuming any
extrinsic effect at the interface with the substrate. The magnetic physical
origin of the observed anisotropy stems from several experimental observa-
tions that suggest the existence of a ”dead layer”, at the interface with the
substrate, exhibiting an insulating non-ferromagnetic behaviour (18; 19). A
further insight into the problem comes from the well-known observation that
these compounds exhibit a strong tendency towards ferromagnetic and an-
tiferromagnetic nanoscopic phase separation (20; 21). Finally, it is worth
noticing that the possible existence of extrinsic effects can work as a further
stabilizing factor for the magnetic phase we discuss.
The numerical comparison with the isotropic phases (ferromagnetic and
G-type antiferromagnetic phases) allows to build up a phase diagram in the
plane defined by the transfer integral (hopping amplitude) between nearest-
neighbour sites, t, and temperature, T . The hopping amplitude plays an
important role since its variations are able to model the presence of strain
in the film. Phase diagrams are obtained for different thicknesses. The
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stability region for the anisotropic phase moves slightly towards larger values
of t with increasing the film thickness and reaches a saturation limit around
100 planes. At the same time, for small values of T the magnetic-stripe phase
becomes wider. The film-resistivity has also been calculated as function of
the temperature at fixed values of hopping, for different sizes, recovering the
in-plane anisotropy observed in the experiments. The anisotropy is obtained
when the transition from ferromagnetic to magnetic-stripe phase takes place.
In the third chapter, phase diagrams, spectral and optical properties
are discussed for a very large bilayer (LMO)2n/(SMO)n (up to size of 48
planes allowing for a comparison with fabricated heterostructures) starting
from a tight binding model (22). A correlated inhomogeneous mean-field ap-
proach has been developed taking into account the effects of electron-lattice
anti-adiabatic fluctuations. Strain is simulated by modulating hopping and
spin-spin interaction terms. It is found that a metallic ferromagnetic in-
terface forms for a large range of the electron-lattice couplings and strain
strengths. For this regime of parameters, the interactions are able to change
the size of the interface region. A general structure with three phases run-
ning along growth z-direction is found: antiferromagnetic phase with local-
ized/delocalized (depending on the model parameters) charge carriers inside
LMO block, ferromagnetic state at the interface with itinerant carriers, lo-
calized polaronic G-type antiferromagnetic phase inside SMO block. The
type of antiferromagnetic order inside LMO depends on the strain induced
by the substrate.
The spectral and optical properties corresponding to different parameter
regimes are discussed. Due to the formation of the metallic interface, the
density of states is finite at the chemical potential. With increasing the
electron-phonon interaction, it gets reduced at the chemical potential, but it
never vanishes even in the intermediate to strong electron-phonon coupling
regime. Finally, we have studied both the in-plane and out-of-plane optical
conductivities pointing out that they are characterized by marked differences:
the former shows a metallic behavior, the latter a transfer of spectral weight
xat high frequency due to the effects of the electrostatic potential well trapping
electrons in LMO block. The in-plane response at low frequency is mainly
due to the region between the two insulating blocks, so that it can be used
as a tool to assess the formation of the metallic ferromagnetic interface.
Chapter 1
Electron reconstruction at
surfaces and interfaces of
correlated electron materials
The intellectual challenges posed by correlated electron materials (those classes
of compounds which exhibit interesting and unusual electronic behavior such
as colossal magnetoresistence, high temperature superconductivity, magnetic,
charge and orbital order, ”heavy fermion” behavior, quantum criticality, etc)
are a central focus of condensed matter physics. It is generally accepted that
the unusual behavior is due to in large part to strong electron-electron inter-
actions, whose effects cannot be adequately represented by density functional
band theory techniques. Over the past decade our understanding of the bulk
properties of correlated electron materials has dramatically improved (23).
A fundamental observation has been that in bulk, correlated electron mate-
rials exhibit a wide range of novel phases, involving various permutations of
metallic and insulating behavior, and of superconducting, magnetic, charge
and orbital order. It is argued here that the time is now ripe for a systematic
investigation correlated electron surface/interface, i.e. of the changes in cor-
related electron behavior which may occur near the surface of a correlated
electron compound or in the vicinity of an interface between a correlated
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2electron material and another material (either strongly correlated or not). It
is further argued that just as the fundamental question in traditional surface
science is of surface reconstruction, in other words, of how atomic positions
differ on the surface relative to bulk, so the fundamental question of corre-
lated electron surface/interface science is electronic reconstruction: how the
rich and interesting electronic phase behavior characteristic of the correlated
electron materials changes near a surface or interface.
The issue of the surface and interface induced changes in correlated elec-
tron behavior is of fundamental interest as a basic question in condensed mat-
ter physics and materials science, but is also important from other points of
view. The possibility of exploiting the unusual properties of correlated elec-
tron systems to make novel devices has intrigued workers for many years;
for example, an important motivation for the study of colossal magnetore-
sistence manganites has been the possibility of exploiting the very high de-
gree of spin polarization in some kind of spin valve device (24). However,
almost any prospective device involves an interface through which electrons
pass; an understanding of the factors controlling the near-interface behav-
ior of correlated electron compounds is therefore essential to rational design
and optimization of possible devices. Similarity, there has been much dis-
cussion recently of correlated electron nanostructures and correlated electron
nanoparticles. But by definition, nanostructures and nanoparticles posses a
very large surface to volume ratio, their electronic properties are likely to be
determined by surface effects.
In this work the focus will be mainly on transition metal oxides, because
an impressive body of controlled experimental data is accumulating and in-
teresting effects have been revealed. Surface science is a very well developed
subject, and much important work on surfaces of transition metal oxides has
been done (25). The field of correlated electron surface science is however
still in its infancy. Only recently has systematic experimental attention been
focused on the surface or interface-induced changes in the novel electronic
properties which make the correlated electron materials so interesting (26),
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and only recently have appropriate theoretical techniques (27) become avail-
able.
A very interesting example of heterostructures has been given by Adamo
(28) et al., which have systematically investigated the temperature depen-
dence of the transport properties of (SMO)n(LMO)2n superlattices with
different values of n (n = 1, 2, 3, 4, 5, 6, 8, 16). Here n denotes the number
of pseudocubic unit cells comprising the thickness of each SMO layer in the
superlattices. due to the very low spatial disorder of the used samples, they
have been observed several transitions from metal to insulator as function of
n and temperature (See Fig. 1.1 ). Such a variety of transport regimes, ob-
served at very different dopings in an A-site alloy, can be tuned at changing
only the interface number. These analysis point out the fundamental role
played by interfaces in clean layered systems. This effect is relevant even in
the case of a single interface, where an electronic reconstruction nucleates at
the interface.
1.1 Controlling factors
The central physics of transition metal oxide compounds is the ”Mott” metal
insulator transition occurring at commensurate band fillings and associated
with magnetic, charge and orbital order. The basic questions, therefore,
are how the Mott insulating behavior differs at the surface from the bulk,
and whether the associated magnetic, charge and orbital ordering patterns
(if any) are the same at a surface or interface as they are in the bulk, or
different.
Important factors controlling the Mott physics include carrier concentra-
tion, relative strength of interaction and band width, orbital degeneracy and
disorder. These are changed by proximity to a surface or interface. Some
key issues include:
• Strain fields, induced by lattice mismatch at an interface or by recon-
struction at a surface: these may extend a long distance from a surface
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Figure 1.1: (Upper panel) The measured resistivity as a function of tem-
perature for several values of n. The circles mark the experimental Curie
temperatures which are always very close to TMI . (Lower panel) The car-
toon summarizes all the different transport regimes obtained changing n. M
stands for metal, I stands for insulator, and VRH for variable range hopping.
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or an interface, and act to lift orbital degeneracy and also to change
hopping amplitudes.
• Interdiffusion of atoms across an interface may be an important source
of disorder: expecially in heterostructures composed of different types
of transition metal oxides, the chemical similarity makes it difficult to
prevent interdiffusion, while the different physical properties associated
with different transition metals implies that the associated disorder will
be very large.
• Atomic reconstructions : electronic band-width is controlled by the in-
teratomic distance and by the geometrical arrangement of atoms, both
of which may change because the structure of the surface (or sometimes
an interface) may be reconstructed relative to bulk, while interaction
strength is strongly affected by the polarizability of surrounding ions
which may also change near a surface or an interface.
• Surface charge layers, due for example to the need to compensate a
polar surface will lead to substantial band-bending and thus to near-
surface charge variation.
• Leakage of carriers across an interface from one material to another
also implies local variation of charge density.
In the following section we summarize recent experimental work relating
to each of these phenomena. The identification of well-controlled experimen-
tal systems which isolate (to the extent possible) one factor or the other is
important, because many factors may contribute to a difference in behavior
between surface and bulk, and what is most important in practice may not
always be clear a priori.
1.1.1 Strain fields: effects in manganites
Strain Growth of thin (10−100nm) films and heterostructures of interesting
oxides on (relatively) inert substrates in an important activity pursued by
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many groups world-wide. Most suitable substrates have a significant lattice
mismatch with material of interest. This mismatch strains the material of
interest, and research over the last five years has made it clear that this
strain can strongly affect physical properties, especially of materials, such as
colossal magnetoresistence manganites, in which orbital degeneracy plays an
important role. Early evidence of the importance of anisotropic strain was
provided by A. J. Millis et al.(29), who showed via theoretical calculations
and ultrasound experiments that an infinitesimal anisotropic strain strongly
suppressed the ferromagnetic transition temperature of manganite materials.
Subsequently, the University of Maryland group (30) and, independently, the
University of Tokyo group (31) showed that substrate-induced compressive
strain could actually change the ground state of la0.7Ca0.3MnO3 from metal-
lic to insulating. The length scales relevant for strain effects in manganite
films appear to be of the order of 0.2−40nm; beyond this length one form of
structural defect or another appears, allowing the substrate-induced strain
to heal.
The theoretical understanding of these results is not complete. Fang and
colleagues (32) presented local spin density approximation band calculations
which indicated that compressive strain of this order of magnitude could
change the magnetic state from ferromagnetic to antiferromagnetic. How-
ever, it is not clear how antiferromagnetism in a partly filled band could
produce the observed insulating behavior. In bulk manganite materials, in-
sulating behavior is now known to be due to charge and orbital order (which
often, although not always, leads to antiferromagnetism as well). Biswas
and co-workers (30) showed that their compressively strained films exhib-
ited a field driven insulator-metal transition with transport properties very
similar to those observed in bulk materials with charge and orbital order-
ing. These results suggest that strain induces a charge and orbitally ordered
insulating state, but this state has not yet directly detected and theoreti-
cal explorations of the possibility are lacking. The effects of strain on the
properties of manganites and other complex oxides is attracting increasing
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attention due to the rapidly expanding research interest in complex oxides
heterostructures (33). In fact, phase transitions driven by strains have been
discussed in manganite thin films for several years. The physical mechanism
of these phase transition is mostly orbital-order-mediated (34). For example,
according to density functional theory (DFT) calculations, the ground states
of LaMnO3/SrMnO3 superlattices can be tuned between A-type antiferro-
magnetic phases when the ratio c/a is in the range 0.96 ∼ 1.04, where c (a) is
the out-of-plane (in-plane) lattice constant (35). Even for LaMnO3 itself, the
ground state may become ferromagnetic (FM) if the |3x2− r2 > /|3y2− r2 >
type orbital order is fully suppressed in the cubic lattice, according to both
the DFT and model calculations (34).
Recently, a number of experimental observations in thin films have been
reported showing an unexpected strong anisotropy in the in-plane proper-
ties below the MI transition. For very thin films (thickness < 100A˚) of
La1−xSrxMnO3 (LSMO), grown on different substrates, the resistance curves
R(T ), along the ab crystallographic axes, have been found remarkably differ-
ent (See Fig. 1.2). In particular along one of the crystallographic directions
the R(T ) curve exhibits a “bump” at temperatures around 120K while along
the other one the behaviour of the resistivity appears very close to the one ex-
pected for thicker films and bulk samples: metallic up to 320K. On the other
hand, for thick (> 400A˚) films, the resistance curves in different directions
of the ab plane did not show sizable differences. The observed anisotropy in
the resistance has been attributed to the substrate interface that can exhibit
step-like terraces. However, the persistence of the effect with changing the
substrate makes this suggestion doubtful.
Very recently, Ward et al., have observed high anisotropic resistivities in
strained La 5
8
−xPrxCa 3
8
MnO3 (LPCMO) thin films (36). LPCMO is a pro-
totype phase-separated material (37). The coexistence of FM and charge-
orbital-insulating (COI) clusters at the (sub)micrometer-scale can seriously
affect the electric transport properties, especially the metal-insulator tran-
sition (MIT). The electric conductance in the phase-separated LPCMO is
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Figure 1.2: (Upper panel) In the inset, the schematic diagram of the Van
der Pauw geometrical configurations of the two current injection is reported;
aside, the corresponding current flowing direction is sketched using colored
arrows. The resistance vs temperature behavior corresponding to the dif-
ferent current direction arrangement for 10nm-thick LSMO film is reported.
(Lower panel) Temperature dependence of resistance as a function of an ex-
ternal magnetic field for the bump configuration(in the inset the no-bump
configuration is also reported). The are relative to LSMO film grown on a
STO substrate.
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dominated by the percolation mechanism (38). For example, giant discrete
steps in the MIT and a reemergent MIT occur in an artificially created mi-
crostructure of LPCMO when the size confinements in two directions become
comparable to the phase-separated cluster sizes (39). Therefore, Ward et al.
proposed that the anisotropic percolation might be responsible for the highly
anisotropic resistivities in strained LPCMO (36). The results of Monte Carlo
simulation (40) shows that the highly anisotropic resistivities are associated
with an unbalanced in orbital populations which is driven by the anisotropic
double-exchange and anisotropic Jahn-Teller distortions. Therefore, it is ex-
pected that this anisotropic state could be realized in a variety of manganites
and other complex oxides as well, if a sufficiently large lattice mismatch can
be achieved in the growth of the manganite films.
1.1.2 Interdiffusion
Interdiffusion of ions across an interface is a fundamental difficulty in the
preparation of heterostructures. The situation is exacerbated in the case
of transition metal oxide compounds by the relative similarities in size and
chemical bonding tendencies of different transition metals. For example,
fabrication of high quality bulk double perovskite samples of materials such
as Sr2FeMoO6 (a high Curie-temperature half-metal which could be very
promising for spintronic applications (41)) is severely complicated by ten-
dency towards mis-site disorder (42) (Fe sitting where Mo should and vice-
versa). This dramatically degrades the properties and is very difficult to
prevent even though Fe is in the 3d series and Mo is in the 4d series and in
a different column of the periodic table.
In recent years the Kawaski group at the University of Tokyo, for ex-
ample, has undertaken a systematic study of many transition metal oxide
superlattices (43) and has presented evidence that interdiffusion of transi-
tion metal ions across interfaces fundamentally affects the properties when
layers are thinner than about 0.1nm. Experimentalists however are making
continuing impressive progress on the difficult problem of controlling growth
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on the atomic scale, and it seems likely that interdiffusion will become less
of an issue in the future.
1.2 Atomic reconstruction and other changes
near a surface
Atoms near a surface or interface experience a different local environment
than those in the bulk of a material, with evident consequences for near-
surface electronic behavior. One obvious effect is that the coordination of
atoms near the surface is lower than in bulk. The concomitant reduction
of net carrier delocalization will tend to increase the effects of correlations.
Photoemission studies of Li/CaV O3 (44) and V2O3 (45) have been inter-
preted in this way (46). The effects may be expected to be relatively subtle
because the relative change in coordination is often small (1/6 for the (001)
surface of a cubic lattice, for example). For this reason some of the theo-
retical works (47) have argued that a fine tuning of a interaction parameter
to close proximity to the Mott critical value is necessary to understand the
data.
Other effects however also may occur. As noted by Duffy and Stoneham
(48) and verified, extended and emphasized by G. A. Sawatzky and collab-
orators (49), one important consequence of the change in local environment
is a change in screening, which leads to change in the effective Hubbard U
or charge transfer gap, which is the crucial interaction parameter control-
ling the nature of the electronic phase. The change may become larger, for
a transition-metal-oxide-normal metal interface or smaller, for a transition
metal oxide-vacuum interface.
The difference in local environment between a surface or interface and
bulk may lead to changes in positions of near-surface atoms. These changes
may lead to a different lattice symmetry at the surface or simply to changes
in interatomic distances and bond angles. In either case, changes in near
surface electronic structure will result, changing the interplay between band-
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width and interaction, and possibly changing the electronic phase. For ex-
ample, some experimental results (50) report photoemission evidence for a
correlation-driven charge disproportionation at the surface of Ca/SrV O3
which, it is suggested, may be due to a rotation of the V O6 octahedra at
the surface.
1.2.1 Surface charge layers
One important class of surface (or interface) is the polar surface. Issues asso-
ciated with polar surfaces are particularly important for strongly correlated
transition metal oxides, many of which form in some variant of the simple
ABO3 perovskite structure. For many materials in this structure most of
the obvious surface planes (for example, the (001) plane of LaTiO3 are po-
lar in the absence of significant reconstruction relative to bulk. While the
conventional expectation is that the charge in balance caused by a polar sur-
face is compensated by atomic surface reconstruction (either a high degree
of vacancies or adatoms, or by faceting so the surface is locally nonpolar),
it has been proposed theoretically that instead an electronic reconstruction
many occur, leading for example to a metallic layer at the surface of insulat-
ing ZnO. This effect would certainly change correlated electron properties;
for example, insulating phases are favored at commensurate densities, and
metallic phases at incommensurate densities. G.Sawatzky and collaborators
have presented evidence that this behavior occurs at polar surfaces a corre-
lated system (namely K3C60).
1.2.2 Charge leakage
At an interface between two different materials, leakage or charge density
from one material to the other means that the electronic density near the in-
terface is different from the bulk density in either material. This effect leads,
of course, to the Schottky barrier physics essential to semiconductor junc-
tions. It may also have important implications for correlate electron physics,
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because the behavior of correlated electron systems depends strongly on the
carrier density. Kawasaki and collaborators have presented experimental evi-
dence of the importance of this effect in the context of heterostructures grown
of different magnetic transitions metal oxides.
Recent experimental work provides a dramatic illustration of the effects
of charge leakage. Ohtomo, Muller, Gredul and Hwang have succeeded in
fabricating digital heterostructures LaTiO3/SlT iO3. LaTiO3 is a ”Mott”
insulator in which the formal valence is such that there is one d-electron per
Ti and La is in the +3 state, whereas SrT iO3 is a band insulator, with (in the
formal balance language) no d-electrons per Ti and with Sr in the +2 state.
These two materials have essentially identical crystal structures and lattice
constants, and in a tour de force of film growth, Ohtomo et al. succeeded
in growing a wide range of heterostructures in which an arbitrary (small)
number n of LaTiO3 layers alternated with a different, arbitrary number m
of SrT iO3 layers. For all heterostructures studied, metallic conduction in
the plane of the heterostructures was observed, whereas the bulk material is
insulating.
Finally, Ohtomo et al. were able to use the electron energy loss mode
of a transmission, electron microscope to map out the distribution of Ti d-
electrons significant ”leakage” of the Ti d-electron density from the LaTiO3
region to the SrT iO3 region was observed.
Chapter 2
Low temperature magnetic and
transport anisotropy in
manganite thin film
In this chapter the studying on the magnetic and transport anisotropy in
La1−xAxMnO3 thin films is presented. The stability of striped magnetic
phases in films of La1−xAxMnO3 perovskites is investigated. A variational
analysis is developed for different film thicknesses at fixed hole density (x =
0.3) and the competition among magnetic phases as a function of the transfer
integral and the temperature is analysed. The stabilization of an in-plane
striped magnetic phase is observed with reducing the film thickness at low
temperatures below the metal-insulator transition temperature. Within the
adopted variational scheme, treating perturbatively the residual electron-
phonon interaction, the dependence of the in-plane resistivity on temperature
for different thicknesses is calculated. At low temperatures, due to the striped
magnetic phase, the resistivity shows an important in-plane anisotropy. The
obtained results are found to be consistent with experiments.
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2.1 The model and the variational approach
The so-called single orbital approximation for manganite is adopted. This
model, qualitatively accurate for x < 0.5, describes the dynamics of the
eg electrons subjected to the double-exchange mechanism and coupled to
the lattice distortions. It also takes into account super-exchange interaction
between neighbouring localized t2g electrons. The coupling to longitudinal
optical phonons arises from the Jahn-Teller effect that splits the eg double
degeneracy (51). Then the Hamiltonian reads:
H = −t
∑
i,~δ
(
Si,i+
~δ
0 + 1/2
2S + 1
)
c†ici+~δ + ω0
∑
i
a†iai
+gω0
∑
i
c†ici
(
ai + a
†
i
)
+

2
∑
i,~δ
~Si · ~Si+~δ − µ
∑
i
c†ici. (2.1)
Here t is the transfer integral of electrons occupying eg orbitals between near-
est neighbor (nn) sites, Si,i+
~δ
0 is the total spin of the subsystem consisting of
two localized spins on nn sites and the conduction electron, ~Si is the spin of
the t2g core states (S = 3/2), c
†
i (ci) creates (destroys) an electron with spin
parallel to the ionic spin at the i-th site in the eg orbital. The coordination
vector ~δ connects nn sites. The first term of the Hamiltonian describes the
double-exchange mechanism in the limit where the intra-atomic exchange
integral J is far larger than the transfer integral t. Furthermore in eq.(2.1)
ω0 denotes the frequency of the local optical phonon mode, a
†
i (ai) is the
creation (annihilation) phonon operator at the site i, the dimensionless pa-
rameter g indicates the strength of the electron-phonon interaction in the
Holstein model (52),  represents the antiferromagnetic super-exchange cou-
pling between two nn t2g spins and µ is the chemical potential. The hopping
of electrons is supposed to take place between the equivalent nn sites of a
simple cubic lattice separated by the distance |n − n′| = a. The units are
such that the Planck constant ~ = 1, the Boltzmann constant kB=1 and
2.1 The model and the variational approach 15
the lattice parameter a=1. In order to treat the electron-phonon interaction
variationally, it has been used a scheme already proposed in a similar con-
text (53) based on a modified Lang-Firsov canonical transformation and the
Bogoliubov inequality (54; 55). The latter allows to fix an upper limit for
the Free Energy F :
F ≤ Ftest + 〈H˜ −Htest〉t, (2.2)
where Ftest and Htest are the Free Energy and the Hamiltonian corresponding
to the model that has been assumed as the ansatz. The symbol <>t indicates
a thermodynamic average performed by using the test Hamiltonian.
Following ref.[(53)], it has been chosen Htest in such a way that electron,
phonon and spin degrees of freedom are not interacting:
Htest = H
el
test + ω0
∑
i
a†iai +
+Nω0g
2(1− x)2(1− f)2 − gsµB
∑
i
~heff · ~Si. (2.3)
Here N = NxNyNz is total number of the lattice sites, gs is the dimension-
less electron spin factor (gs ' 2), µB is the Bohr magneton. Furthermore,
f and heff represent, respectively, the polaron localization parameter and
the effective molecular magnetic field that are determined by the variational
approach. In the test Hamiltonian (2.3), Heltest reads
Heltest = −te−ST
∑
i,~δ
γ~δc
†
ici+~δ − µeff
∑
i
c†ici, (2.4)
where the factor e−ST controls the band renormalization due to the polaron
formation and γ~δ indicates the thermal average of the double-exchange spin
operator
γ~δ =
〈(
Si,i+
~δ
0 + 1/2
2S + 1
)〉
t
, (2.5)
that depends on relative orientation of the t2g spin localized on (nn) sites.
Furthermore, µeff represents the effective chemical potential. From the in-
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Figure 2.1: The picture schematically shows the magnetic-stripe order cor-
responding to in-plane anisotropic magnetic solutions.
equality (2.2) we obtain the variational free energy for single site:
F
N
= f eltest + T log
(
1− e−βω0)+ ω0g2(1− f)2(1− x)2
−T log νS + f ordtest + TλmS, (2.6)
where f eltest represents the electronic contribution to the free energy and f
ord
test
depends on the magnetic order of the system. Both will be discussed in some
details in the following. In Eq. (2.6) β is the inverse of the temperature, νS is
the partition function of the localized spins, λ is a dimensionless variational
parameter proportional to the effective magnetic field.
In order to calculate f eltest, we need to know the energy spectrum of Htest.
In particular we have to calculate the associated electronic eigenvalues. This
calculation is carried out by diagonalizing the electronic contribution to the
test hamiltonian. For MS solutions the derivation of the electron dispersion
relation has to take into account the periodic nature of the solution. Actu-
ally, this solution introduces a positional dependence of the double-exchange
factor that, in turn, modulates the effective transfer integral. In order to
fix the ideas, the x-axis as the direction along which the MS alternate (a-
direction) is assumed. Assuming that the transverse width of a single stripe
is L, the corresponding dimension of the magnetic unit cell will be (2L, 1, 1).
(See the Fig. 1)
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As mentioned above, the electronic part of Htest needs to be diagonalized
Heltest|kxkykz, α〉 = ξ(kx, ky, kz, α)|kxkykz, α〉. (2.7)
Here kx, ky, kz indicate the wave vectors of the magnetic lattice, α is the
index of the magnetic unit cell and ξ(kx, ky, kz, α) the electronic dispersion.
In the ab plane, we employ periodic boundary conditions. On the other hand,
the finite size of the film is taken into account considering the system made of
a finite number of planes and imposing open boundary conditions along the
out-of-plane direction of growth (56). The eigenvalue equation (2.7) with
the boundary conditions mentioned above is equivalent to diagonalize the
following matrix 2L× 2L
D(ky, kz) F · · · Ee−i2Lkx
F D(ky, kz) · · · 0
...
...
. . .
...
Eei2Lkx 0 · · · D(ky, kz)
 ,
where
F = −te−ST γδy
E = −te−ST γδx (2.8)
represent the effective transfer integrals (2.5) for nearest-neighboring t2g spin
aligned and anti-aligned, respectively, while
D(ky, kz) = 2F (cos(ky) + cos(kz)) (2.9)
represents the partial dispersion relation connected to directions where the
t2g spin are aligned. The electron free energy for a generic solution reads
f eltest =
− T
(2pi)2Nz
∑
kz
∑
α
∫ pi
2L
− pi
2L
dkx
∫ pi
−pi
dky log
(
1 + e−βξ(k,α)
)
. (2.10)
In eq.(2.10) Nz is the number of planes in the z direction.
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The behavior of the MS solutions with different transverse widths L have
been analyzed. In particular, L = 1 has been compared with L = 2 and L = 3
(this last case is sketched in Fig.1). In every case, in the magnetic super-cell,
we stress that there is only one anti-ferromagnetic bond along the x-axis.
The solutions differ each other for the number of the ferromagnetic bonds:
0 for L = 1, 2 for L = 2, 4 for L = 3. In the parameter range where the
anti-ferromagnetic solutions are favored (smaller t), the solution with L = 1
becomes more stable in comparison with MS phases characterised by larger
values of L. On the contrary, in the parameter range where ferromagnetic
solutions are favoured (larger t), phases with larger value of L have lower
energies with respect to the case L = 1. However, in this case, the phases with
L larger than 1 have always energies higher than those of the homogeneous
ferromagnetic phase by varying the parameters hopping t, temperature T and
number of planes Nz in the z direction. Therefore, the most stable solution,
among the MS ones, corresponds to that with the minimal transverse width
of the stripes (L = 1). For this magnetic order we can exhibit the electronic
band in a closed form:
ξk = Ecos(kx) + Fcos(ky) + Fcos(kz)− µeff . (2.11)
For L = 1 we obtain also a simple compact form for f ordtest:
f ordtest =
(
±3− 1
Nz
)
εS2m2S, (2.12)
where the top and bottom signs hold, respectively, for the ferromagnetic and
antiferromagnetic solutions. While for magnetic-stripe solution this becomes
f ordtest =
(
1− 1
Nz
)
εS2m2S. (2.13)
In the present study an important role is played by the hopping ampli-
tude. Actually, the change of the hopping amplitude is able to trigger the
stabilization of the MS phase. It is well known that there is a close con-
nection between t and the biaxial strain due to the substrate. It has been
carefully shown (7; 8) that in epitaxial thin film of La1−xCaxMnO3, grown on
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substrates with significant tensile lattice mismatch, the in-plane parameter
increases while the out-of-plane lattice constant is reduced. Similar results
are also reported in Ref.(9), where the out-of-plane lattice parameter, c, in
LSMO epitaxial thin film was measured as a function of the film thickness
showing a reduction of c for thinner films. These results suggest that when
the film’s thickness is smaller than 400A˚ some tensile strain is present in the
ab plane. Consequently, the in-plane parameter increases and the hopping
amplitude decreases. Summarizing, the conjecture is that the reduction of
the thickness drives a reduction of the transfer integral.
In Fig.(2.2) the hopping amplitude-temperature phase diagram, for the
case of Nz = 2 is showed. It is clear that the anisotropic phase with (L = 1)
stabilizes in a wide region between antiferro-magnetic and ferro-magnetic
phases. The existence of the MS phase can be understood as a reasonable
compromise between the two homogeneous phases that at their interface
exhibit a higher energy. Furthermore, the phase separation between magnet-
ically ordered and paramagnetic phase is not modified by the presence of the
MS phase suggesting that the MI transition (driven by the FM -PM transi-
tion) is not modified by the stabilisation of the MS phase. It is also notable
the re-entrant shape of the stability region for the MS phase, that determines,
for suitable values of hopping amplitude t, an interesting sequence of order-
order transition: FM7→MS and MS 7→FM. Finally, I would emphasize that
the numerical results, for the set of parameters used in this work and suitable
for LSMO (9), provide itinerant wave-functions for the electrons. The mass
renormalization, due to the electron-phonon coupling, is not very large and
we do not see any polaron self-trapping in the magnetically ordered phases.
Moreover the stability of the MS phase [see Fig.(2.3)] for different num-
bers of planes has been studied and it has been found that the MS phase
moves slightly towards larger t values when the number of layers increases,
saturating around 100 layers. We also observe that, at very low tempera-
tures, the range of hopping, where the MS solution stabilizes, decreases as
the number of layers increases.
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Figure 2.2: Phase diagram in the hopping-temperature plane for Nz = 2 at
fixed hole density (x = 0.3), correspondig to g = 2 and ε = 0.05ω0. PM
means paramagnetic metal, FM ferromagnetic metal, G-AFM G-type anti-
ferromagnetic metal and finally MS indicates the magnetic-stripe solution.
The transfer integral t and the temperature T are expressed in units of ω0.
It is worth noticing that, starting from a value of the hopping amplitude
corresponding to the region where FM stabilizes, the MS phase stabilizes
reducing the hopping amplitude. In the numerical results the extent of re-
duction of hopping amplitude that leads to transition FM 7→MS is compatible
to the typical extent of in-plane lattice parameter caused by tensile strain.
I end this section with a general remark on the anisotropy observed in thin
films of LSMO grown on different substrates. As matter of the fact, for
suitable values of hopping, where the MS stabilizes, we have shown that an
anisotropic behavior in the in-plane properties of the film takes in. How can
this be linked to the experimental data? As already mentioned, for epitaxial
thin film coherently strained by in-plane tensile strain, for thickness such that
the mismatch causes an increase of the in-plane lattice parameter we expect
a decrease of the effective hopping amplitude. Actually, even for moderate
compressive strain, a decrease of the c-axis has been observed in those very
thin films exhibiting anisotropic behavior. This sugges that, also in this case,
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Figure 2.3: Comparison among the phase diagrams corresponding to differ-
ent thicknesses: Nz = 5 (full circles, green), Nz = 10 (full squares, blue) and
Nz = 100 (full triangles, red). PM means paramagnetic metal, FM ferromag-
netic metal, G-AFM G-type antiferromagnetic metal and finally MS indicates
the magnetic-stripe solution. The transfer integral t and the temperature T
are expressed in units of ω0.
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the effective hopping amplitude could decrease.
2.2 Resistivity: in-plane anisotropy
In order to show that the stabilisation of the MS phase can, indeed, lead
to the anisotropy observed experimentally, in this section, the resistivity for
temperatures lower than FM7→PM transition has been calculated.
It is well known that the resistivity is given by the inverse of the ω 7→ 0
limit of the real part of σα,α(ω) that is related to the current-current corre-
lation function, Πretα,α(ω), by
<σα,α(ω) = −
=Πretα,α(ω)
ω
. (2.14)
Therefore our problem reduces to evaluate the current-current correlation
function. Following the scheme introduced in Ref.[(53)] and limiting our
analysis only to the coherent contribution of the conductivity, it is possible
to show that, in Matsubara frequencies, Πcohα,α(iωn) becomes
Πcohα,α(iωn) = 4e
2t2e−2ST
(
1
(2pi)2Nz
)
γ2δα∑
kz
∫ pi
−pi
dkx
∫ pi
−pi
dky sin
2(kα)
∫ β
0
eiωnτ G˜(k,−τ)G˜(k, τ), (2.15)
where the index α refers to one of the two in-plane directions. In this ap-
proach Π depends on γδα defined in eq.(2.5). The restriction to coherent
processes for the current-current correlation function is justified at low tem-
peratures where the multi-phonon in-coherent contribution is expect not to
play a main role. We remember that, below the FM 7→PM critical tem-
perature, our variational analysis does not support the existence of phonon
induced localization for the charge carriers that is, usually, associated to the
incoherent transport. On the contrary the charge electrons have an itiner-
ant nature both in FM and MS phases. The situation changes in the high
temperature paramagnetic phase where the formation of small polarons are
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Figure 2.4: Resistivity vs temperature in the ab-plane for a 5-layer thick film:
ρxx (full line, red) and ρyy (dashed line, green) corresponding to g = 2 and
ε = 0.05ω0 for a fixed value of hopping amplitude t = 2.15ω0. The resistivity
is expressed in unit of e
2
a~ and T in units of ω0. In the inset the phase diagram
(T − t), corresponding to 5 layers, is shown.
favoured giving rise to an insulating phase due to the cooperative effect of
disorder.
Making the analytic continuation iωn → ω+ iδ in (2.15) and by using eq.
(2.14), it is possible to get the conductivity tensor and, hence, the in-plane
resistivity, both along the stripes and perpendicular to them. However, in
order to calculate the current-current correlation function [eq.(2.15)] we still
need a reasonable approximation for G˜. Following again Ref.[(53)], the Green
function can be carried out using the Lehmann representation
G˜(k, iωn) =
∫ +∞
−∞
dω
2pi
A˜(k, ω)
iωn − ω (2.16)
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Figure 2.5: Resistivity vs temperature in the ab-plane for a 10-layer thick
film: ρxx (full line, red) and ρyy (dashed line, green) corresponding to g = 2
and ε = 0.05ω0 for a fixed value of hopping amplitude t = 2.2ω0. The
resistivity is expressed in unit of e
2
a~ and T in units of ω0. In the inset the
phase diagram (T − t), corresponding to 10 layers, is shown.
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and assuming for the spectral function A˜
A˜(k, ω) =
Γ(k)
[Γ(k)]2/4 + (ω − ξk)2, (2.17)
with Γ(k) corresponding to the itinerant polaron scattering rate. Due to
the finite size along z-axis, the contribution of the single-phonon (55) to the
scattering rate Γ(k) reads
Γ1−phon(k) =
∑
k′z
[
t2e−2STCord(kz, k′z)I1(s) sinh
(
βω0
2
)
+g2ω20(1− f)2
]
h(k, k′z).
(2.18)
In eq.(2.18) the dependence on magnetic solution is contained in the factor
Cord(kz, k
′
z) = 4(γ
2
δx + γ
2
δy + γ
2
δz)Φ1(kz, k
′
z) +
(4γ2δx + 4γ
2
δy + 2γ
2
δz)Φ2(kz, k
′
z),
(2.19)
where Φ1(kz, k
′
z) and Φ2(kz, k
′
z) are given by
Φ1(kz, k
′
z) =
Nz−1∑
l=2
φ2(lkz)φ
2(lk′z)
Φ2(kz, k
′
z) = φ
2(kz)φ
2(k′z) + φ
2(Nzkz)φ
2(Nzk
′
z) (2.20)
and φ(lkz) represents the projection of the electron eigen-states of the test
hamiltonian along the z-axis (56). Moreover h(k, k′z) is given by
h(k, k′z) = 2pie
−ST g(k′z)
[1 + 2nB(ω0) + nF (ω0 + ξk)− nF (ξk − ω0)] , (2.21)
where nB and nF indicate boson and fermion average occupation numbers,
respectively. Furthermore g(k′z) is the constant density of states for fixed k
′
z,
while I1(s) is the modified Bessel function calculated for s = 2f
2g2[nB(ω0)(nB(ω0)+
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1)]1/2. It is worth noting that the single phonon scattering approximation has
been already successfully used in the case of manganite films and bulk (56).
The reason why we can do this is that we have treated the residual electron-
phonon interaction at the lowest order, after considering the interaction itself
at the variational Lang-Firsov level.
In the figures (2.4) and (2.5) we show the resistivity obtained by our
approach. Clearly the resistivity exhibits a strong anisotropy depending if the
current is flowing along the stripes or perpendicular to them. The resistivity
anisotropy is tightly related to the magnetic transition FM7→MS.
Along the stripes the core spins are all aligned, both in the FM and MS
phases, and the resistivity shows a metallic behavior very similar to the one
expected in the homogenous FM phase and observed in thicker films and
bulk samples. On the other hand, along the direction perpendicular to the
MS, where the spins are aligned in the FM phase and anti-aligned in MS
phase, the resistivity jumps at the temperatures corresponding to the FM 7→
MS and MS 7→ FM transitions, respectively. The jumps are related to the
different role played by the double exchange in the FM and MS phases. In
the latter the antiferromagnetic order reduces the double exchange effective
transfer integral reducing the mobility of the eg electrons as it is evident
from eq.(2.8). It should be noticed here that the abrupt jump could be
related to the fact that disorder effects are not included in our analysis.
Actually, disorder effects are able to smooth first-order transitions. In this
case, therefore, disorder should be able to affect the transition between the
ferromagnetic and MS phase. In any case, it is important to observe that
the size of the jump (around a factor 2) is in a good agreement with the
value reported in the experiments. The reduction of the mobility of the eg
electrons in the MS phase finds confirm, also, in the insulating behavior
exhibited by the resistivity along the direction perpendicular to the stripes
between the two jumps. This behavior can be explained by the dependence
on temperature of the double-exchange spin factor (2.5) for anti-aligned (nn)
t2g spin. Indeed, the latter increases as the temperature increases improving
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the mobility of the eg electrons. For this reason the resistivity along such
direction decreases into the range where MS solution stabilizes. Finally, into
the range of temperatures where ferromagnetic solution stabilizes again, the
in-plane components of the resistivity tensor, along the MS and perpendicular
to them, coincide and resume to increase with temperature.
Chapter 3
Manganite heterostructures:
the case of a single interface
In this chapter a correlated inhomogeneous mean-field approach is proposed
in order to study a tight-binding model of the manganite heterostructures
(LaMnO3)2n/(SrMnO3)n with average hole doping x = 1/3. Phase dia-
grams, spectral and optical properties of large heterostructures (up to 48
sites along the growth direction) with a single interface are discussed analyz-
ing the effects of electron-lattice anti-adiabatic fluctuations and strain. The
formation of a metallic ferromagnetic interface is quite robust with varying
the strength of electron-lattice coupling and strain, though the size of the
interface region is strongly dependent on these interactions. The density
of states never vanishes at the chemical potential due to the formation of
the interface, but it shows a rapid suppression with increasing the electron-
lattice coupling. The in-plane and out-of-plane optical conductivities show
sharp differences since the in-plane response has metallic features, while the
out-of-plane one is characterized by a transfer of spectral weight to high fre-
quency. The in-plane response mainly comes from the region between the
two insulating blocks, so that it provides a clear signature of the formation
of the metallic ferromagnetic interface.
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3.1 The variational approach
3.1.1 Model Hamiltonian
For manganite superlattices, the hamiltonian of the bulk H0 has to be supple-
mented by Coulomb terms representing the potential arising from the pattern
of the La and Sr ions, (? ) thus
H = H0 +HCoul. (3.1)
In order to set up an appropriate model for the double layer, it is important
to take into account the effects of the strain. The epitaxial strain produces
the tetragonal distortion of the MnO6 octahedron, splitting the eg states into
x2 − y2 and 3z2 − r2 states. (? ) If the strain is tensile, x2 − y2 is lower in
energy, while, if the strain is compressive, 3z2 − r2 is favored. In the case of
n = 8 and three interfaces, (15) the superlattices grown on STO are found to
be coherently strained: all of them are forced to the in-plane lattice parameter
of substrate and to an average out-of-plane parameter c ' 3.87A˚. (15) As
a consequence, one can infer that LMO blocks are subjected to compressive
strain (−2.2%) and SMO blocks to tensile strain (+2.6%). For the case
of LMO block, the resulting higher occupancy of 3z2 − r2 enhances the
out-of-plane ferromagnetic interaction owing to the larger electron hopping
out-of-plane. For the case of SMO block, the reverse occurs. A suitable
model for the bilayer has to describe the dynamics of the eg electrons which
in LMO block and SMO block preferentially occupy the more anisotropic
3z2 − r2 orbitals and more isotropic x2 − y2 orbitals, respectively. For this
reason, in this paper we adopt an effective single orbital approximation for
the bulk manganite.
The model for the bulk takes into account the double-exchange mecha-
nism, the coupling to the lattice distortions and the super-exchange interac-
tion between neighboring localized t2g electrons on Mn ions. The coupling
to longitudinal optical phonons arises from the Jahn-Teller effect that splits
the eg double degeneracy. Then, the Hamiltonian H0 reads:
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H0 = −
∑
~Ri,~δ
t|~δ|
(
S
~Ri, ~Ri+~δ
0 + 1/2
2S + 1
)
c†~Ric~Ri+~δ
+ω0
∑
~Ri
a†~Ria~Ri + gω0
∑
~Ri
c†~Ric~Ri
(
a~Ri + a
†
~Ri
)
+
1
2
∑
~Ri,~δ
|~δ|
~S~Ri · ~S~Ri+~δ − µ
∑
~Ri
c†~Ric~Ri . (3.2)
Here t|~δ| is the transfer integral of electrons occupying eg orbitals between
nearest neighbor (nn) sites, S
~Ri, ~Ri+~δ
0 is the total spin of the subsystem con-
sisting of two localized spins on nn sites and the conduction electron, ~S~Ri
is the spin of the t2g core states (S = 3/2), c
†
~Ri
(
c~Ri
)
creates (destroys) an
electron with spin parallel to the ionic spin at the i-th site in the eg or-
bital. The coordination vector ~δ connects nn sites. The first term of the
Hamiltonian describes the double-exchange mechanism in the limit where
the intra-atomic exchange integral J is far larger than the transfer integral
t|~δ|. Furthermore, in eq.(3.2), ω0 denotes the frequency of the local optical
phonon mode, a†~Ri
(
a~Ri
)
is the creation (annihilation) phonon operator at the
site i, the dimensionless parameter g indicates the strength of the electron-
phonon interaction. Finally, in Eq.(3.2), |~δ| represents the antiferromagnetic
super-exchange coupling between two nn t2g spins and µ is the chemical
potential. The hopping of electrons is supposed to take place between the
equivalent nn sites of a simple cubic lattice (with finite size along the z axis
corresponding to the growth direction of the heterostructure) separated by
the distance |n−n′| = a. The units are such that the Planck constant ~ = 1,
the Boltzmann constant kB=1 and the lattice parameter a=1.
Regarding the terms due to the interfaces, one considers that La3+ and
Sr2+ ions act as +1 charges of magnitude e and neutral points, respectively.
In the heterostructure, the distribution of those cations induces an interaction
term for eg electrons of Mn giving rise to the Hamiltonian
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HCoul =
∑
~Ri 6= ~Rj
1
2d
e2n~Rin~Rj
| ~Ri − ~Rj|
+
∑
~RLai 6=~RLaj
1
2d
e2
|~RLai − ~RLaj |
−
∑
~Ri, ~RLaj
1
d
e2n~Ri
|~Ri − ~RLaj |
, (3.3)
with n~Ri = c
†
~Ri
c~Ri electron occupation number at Mn site i,
~Ri and ~R
La
i
are the positions of Mn and La3+ in ith unit cell, respectively, and d is
the dielectric constant of the material. In this calculation the long-range
Coulomb potential has been modulated by a factor η inducing a fictitious
finite screening-length. This factor was added only for computational reasons
since it allows to calculate the summations of the Coulomb terms over the
lattice indices. The heterostructures have been modulated by slabs whose
in-plane size is infinite.
In order to describe the magnitude of the Coulomb interaction, it has
been defined the dimensionless parameter α = e2/(adt|~δ|) which controls the
charge-density distribution. The order of magnitude of α can be estimated
from the hopping parameter t|~δ| ∼ 0.65eV , lattice constant a = 4A˚, and
typical value of dielectric constant  ∼ 10 to be around 0.2.
Strain plays an important role also by renormalizing the heterostructure
parameters. Strain effects can be simulated by introducing an anisotropy into
the model between the in-plane hopping amplitude tδ|| = t (with δ|| indicating
nearest neighbors in the x − y planes) and out-of-plane hopping amplitude
t|δz | = tz (with δz indicating nearest neighbors along z axis). (57) Moreover,
the strain induced by the substrate can directly affect the patterns of core
spins. (32) Therefore, in the used model, it has also been considered the
anisotropy between the in-plane super-exchange energy |δ||| =  and the out-
of-plane one |δz | = z. We have found that the stability of magnetic phases
in LMO blocks is influenced by the the presence of compressive strain, while
in SMO the sensitivity to strain is poor. Therefore, in all the treating, it
has been taken as reference the model parameters of the SMO layers and
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it will be considered anisotropy only in the LMO blocks with values of the
ratio tz/t larger than unity and of the ratio z/ smaller than unity.
Finally, in order to investigate the effects of the electron-lattice coupling,
it will be used the dimensionless quantity λ defined as
λ =
g2ω0
6t
. (3.4)
In all the paper we will assume ω0/t = 0.5.
3.1.2 Test Hamiltonian
In this work, it will be considered solutions of the hamiltonian that break the
translational invariance in the out-of-plane z-direction. The thickness of the
slab is a parameter of the system that will be indicated by Nz. It will be build
up a variational procedure including these features of the heterostructures.
A simplified variational approach similar to that developed in this work has
already been proposed by some of the authors for manganite bulks (58) and
films. (59; 17)
In order to treat variationally the electron-phonon interaction, the Hamil-
tonian (3.1) has been subjected to an inhomogeneous Lang-Firsov canonical
transformation. (60) It is defined by parameters depending on plane indices
along z-direction:
U = exp
−g∑
i||,iz
(fizc
†
i||,izci||,iz + ∆iz)(ai||,iz − a
†
i||,iz)
 , (3.5)
where i|| indicates the in-plane lattice sites (ix, iy), while iz the sites along
the direction z. The quantity fiz represents the strength of the coupling
between an electron and the phonon displacement on the same site belonging
to iz-plane, hence it measures the degree of the polaronic effect. On the
other hand, the parameter ∆iz denotes a displacement field describing static
distortions that are not influenced by instantaneous position of the electrons.
In order to obtain an upper limit for free energy, the Bogoliubov inequality
has been adopted:
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F ≤ Ftest + 〈H˜ −Htest〉t, (3.6)
where Ftest and Htest are the free energy and the Hamiltonian correspond-
ing to the test model that is assumed with an ansatz. H˜ stands for the
transformed Hamiltonian H˜ = UHU †. The symbol 〈〉t indicates a thermo-
dynamic average performed by using the test Hamiltonian. The only part of
Htest which contributes to 〈H˜ −Htest〉t is given by the spin freedom degrees
and depends on the magnetic order of the t2g core spins. For the spins, this
procedure is equivalent to the standard mean-field approach.
The model test hamiltonian, Htest, is such that that electron, phonon and
spin degrees of freedom are not interacting with each other:
Htest = H
sp
test +H
ph
test +H
el
test. (3.7)
The phonon part of Htest simply reads
Hphtest = ω0
∑
i||,iz
a†i||,iizai||,iiz , (3.8)
and the spin term is given by
Hsptest = −gSµB
∑
i||
∑
iz
hzi||,izS
z
i||,iz , (3.9)
where gS is the dimensionless electron-spin factor (gS ' 2), µB is the Bohr
magneton, and hzi||,iz is the effective variational magnetic field. In this work,
we consider the following magnetic orders modulated plane by plane:
F, hzi||,iz = |hziz |;
A, hzi||,iz = (−1)iz |hziz |;
C, hzi||,iz = (−1)ix+iy|hziz |;
G, hzi||,iz = (−1)ix+iy+iz|hziz |. (3.10)
For all these magnetic orders, the thermal averages of double-exchange oper-
ator, corresponding to neighboring sites in the same plane iz γiz ;i||,i||+δ|| and
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in different planes ηiz ,iz+δz ;i|| , preserve only the dependence on the z plane
index:
γiz ;i||,i||+δ|| = 〈
S
i||,iz ;i||+δ||,iz
0 + 1/2
2S + 1
〉t = γiz
ηiz ,iz+δz ;i|| = 〈
S
i||,iz ;i||,iz+δz
0 + 1/2
2S + 1
〉t = ηiz ,iz+δz . (3.11)
In order to get the mean-field electronic Hamiltonian, we make the Hartree
approximation for the Coulomb interaction. The electronic contribution Heltest
to the test Hamiltonian becomes
Heltest = −t
∑
i||
Nz∑
iz=1
∑
δ||
γize
−Viz c†i||,izci||+δ||,iz
−tz
∑
i||
Nz∑
iz=1
∑
δz
ηiz ,iz+δze
−Wiz,iz+δz c†i||,izci||,iz+δz
+
∑
i||
Nz∑
iz=1
[φeff (iz)− µ] c†i||,izci||,iz
+NxNy(T1 + T2) +NxNyg
2ω0
∑
iz
∆iz .
(3.12)
In Eq.(3.12), the quantity φeff (iz) indicates the effective potential seen by
the electrons. It consists of the Hartee self-consistent potential φ(iz) (see
Appendix A) and a potential due to the electron-phonon coupling:
φeff (iz) = φ(iz) + g
2ω0Ciz , (3.13)
with
Ciz = f
2
iz − 2fiz + 2∆iz(fiz − 1). (3.14)
The factors e−Viz and e−Wiz,iz+δz represent the phonon thermal average of
Lang-Firsov operators:
e−Viz = 〈Xi||,izX†i||+δ||,iz〉t
e−Wiz,iz+δz = 〈Xi||,izX†i||,iz+δz〉t, (3.15)
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where the operator X~Ri reads
X~Ri = e
gfiz (a~Ri
−a†
~Ri
)
.
Finally, the quantity T1 and T2 derive from the Hartree approximation (see
Appendix A), Nx and Ny denote the size of the system along the two in-plane
directions, respectively. In order to calculate the variational free energy, we
need to know eigenvalues and eigenvectors of Heltest which depend on the
magnetic order of core spins through the double exchange terms.
3.1.3 Effective electronic Hamiltonian: the inclusion
of the Hartree approximation
In this section we give some details about the effective electronic Hamiltonian
derived within our approach. After the Hartree approximation for the long-
range Coulomnb interactions, the mean-field electronic Hamiltonian reads:
Heltest = −t
∑
i||
Nz∑
iz=1
∑
δ||
γize
−Viz c†i||,izci||+δ||,iz
−t
∑
i||
Nz∑
iz=1
∑
δz
ηiz ,iz+δze
−Wiz,iz+δz c†i||,izci||,iz+δz
+
∑
i||
Nz∑
iz=1
[φ(iz)− µ]c†i||,izci||,iz +NxNy(T1 + T2)
+NxNyg
2ω0
∑
iz
∆iz +
∑
i||
Nz∑
iz=1
Ciz(g
2ω0)c
†
i||,izci||,iz . (3.16)
The self-consistent Hartee potential is given by
φ(iz) =
e2

[
∑
jz>iz
χ(jz)S(iz − jz) +∑
jz<iz
χ(jz)S(iz − jz) + S1(0)χ(iz)− S2(iz)], (3.17)
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where the quantity T1 is
T1 =
−e2
2
[
Nz∑
iz=1
Nz∑
jz>iz
χizχjzS(iz − jz) +
Nz∑
jz<iz
χizχjzS(iz − jz) + S1(0)
Nz∑
iz
χ2iz ], (3.18)
and T2
T2 =
e2
2
[
NLa∑
Iz=1
NLa∑
Jz>Iz
S(Iz − Jz) +
NLa∑
Jz<Iz
S(Iz − Jz) +NLaS1] (3.19)
with S(nz), S1(0) end S2(nz) obtained by adding the Coulomb terms on
in-plane lattice index. The summations have been made modulating the
Coulomb interaction with a screening factor: e
2
|~ri−~rj | → e
2e−ηS |~ri−~rj |
|~ri−~rj | , where
1
ηS
is a fictitious finite screening length in units of the lattice parameter a.
Therefore, S(nz) is
S(nz) =
∑
mx,my
exp
(−ηS√m2x +m2y + n2z)√
m2x +m
2
y + n
2
z
, (3.20)
S1(0) is given by
S1(0) =
∑
mx,my
exp
(−ηS√m2x +m2y)√
m2x +m
2
y
, (3.21)
with (mx,my) 6= (0, 0), and S2(iz − jz) is
S2(nz) =
∑
mx,my
lz∑
iz=1
exp
(−ηS√h2x + h2y + h2z)√
h2x + h
2
y + h
2
z
, (3.22)
with lz number of the planes of LMO block, hx = mx − 0.5, hy = my − 0.5,
and hz = nz − iz − 0.5.
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3.1.4 Magnetic order and diagonalization of the elec-
tronic mean-field Hamiltonian
In order to develop the calculation, we need to fix the magnetic order of core
spins. The patters of magnetic orders is determined by the minimization of
the total free energy. By exploiting the translational invariance along the
directions perpendicular to the growth axis of the heterostructure, the diag-
onalization for Heltest reduces to an effective unidimensional problem for each
pair of continuous wave vectors (kx, ky) = ~k||. For some magnetic patterns,
the electronic problem is characterized at the interface by a staggered struc-
ture. Therefore, we study the electron system considering a reduced first
Brillouin zone of in-plane wave vectors. To this aim, we represent Heltest with
the 2Nz states
|kx, ky, iz〉, |kx + pi, ky + pi, iz〉, (3.23)
with the wave vectors such that −pi/2 < kx < pi/2, −pi/2 < ky < pi/2, and
iz going from 1 to Nz. The eigenstates of electronic test Hamiltonian are
indicated by E(kx, ky, n), with the eigenvalue index n going from 1 to 2Nz.
The eigenvector related to n is specified in the following way: biz(~k||, n) for
the first Nz components, piz(~k||, n) for the remaining Nz components.
The variational procedure is self-consistently performed by imposing that
the total density of the system ρ is given by NLa/Nz, with NLa the number
of layers of LMO block, and the local plane density χ(iz) is equal to 〈n~Ri〉.
Therefore, one has to solve the following Nz + 1 equations:
ρ =
1
NxNyNz
∑
~k||
∑
n
nF
[
E(~k||, n)
]
(3.24)
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and
χ(iz) =
1
NxNy
∑
~k||
∑
n
nF
[
E(~k||, n)
]
[
|biz(~k||, n)|2 + |piz(~k||, n)|2 +
[b∗iz(
~k||, n)piz(~k||, n) + p
∗
iz(
~k||, n)biz(~k||, n)]
]
,
(3.25)
where nF (z) is the Fermi distribution function. These equations allow to
obtain the chemical potential µ and the the local charge density χ(iz). As
result of the variational analysis, one is able to get the charge density profile
corresponding to magnetic solutions which minimize the free energy.
3.2 Static properties and phase diagrams
We have found the magnetic solutions and the corresponding density pro-
files that are stable for different sizes of the LMO and SMO blocks. The
inhomogeneous variational approach allows to determine the values of the
electron-phonon parameters fiz and ∆iz , and the magnetic order of the t2g
spins through the effective magnetic fields hiz . We will study the systems in
the intermediate to strong electron-phonon regime characteristic of mangan-
ite materials focusing on two values of coupling: λ = 0.5 and λ = 0.8. The
maximum value of in-plane antiferromagnetic super-exchange is  = 0.01t.
The value of the Coulomb term α is fixed to α = 0.2. The heterostrucures
will be analyzedin the low-temperature regime: T = 0.05t.
The general structure of the solutions is characterized by three phases run-
ning along z-direction. Actually, according to the parameters of the model,
we find G or C antiferromagnetic phases corresponding to localized or delo-
calized charge carriers inside LMO block, respectively. The localization is
ascribed to the electron-phonon coupling which gives rise to the formation of
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Figure 3.1: Comparison among density profiles corresponding to different
sizes at λ = 0.5 and  = 0.01t. The index 0 indicates the interface Mn-plane
between the last La-plane in LMO block and the first Sr-plane in SMO
block.
small polarons. For the values of λ considered in this paper, a ferromagnetic
phase always stabilizes around the interface. The size of the ferromagnetic
region at the interface is determined by the minimization of the free energy
and depends on the values of the system parameters. Only for larger values of
λ and , the possibility of interface ferromagnetism is forbidden. Inside the
SMO block, a localized polaronic G-type antiferromagnet phase is always
stable.
At first, the scaling of the static properties as function of the size of
the system along the z growth direction, has been analized. Therefore, a
comparison of the density profiles has been done with (LMO)8/(SMO)4,
(LMO)16/(SMO)8 and (LMO)32/(SMO)16 systems. In Fig. 3.1, we show
the density profiles in a situation where strain-induced anisotropy has not
been introduced. It is worth noticing that we indicate the interface Mn-plane
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between the last La-plane in LMO block and the first Sr-plane in SMO
block with the index 0. For a sufficiently large numbers of planes, the charge
profile along z shows a well-defined shape. Indeed, the local density is nearly
unity in LMO block, nearly zero in SMO block, and it decreases from 1 to 0
in the interface region. The decrease of charge density for the first planes of
LMO is due to the effect of open boundary conditions along the z direction.
In the intermediate electron-phonon coupling regime that we consider in Fig.
(3.1), the region with charge dropping involves 4 − 5 planes between the
two blocks. We notice that the local charge density for (LMO)16/(SMO)8
and (LMO)32/(SMO)16 systems are very similar around the interface. Fur-
thermore, the numerical results show close values of variational free energy
corresponding to above mentioned systems. Given the similarity of the prop-
erties of these two systems, in the following, we will develop the analysis on
the role of interface studying the system (LMO)16/(SMO)8.
For the same set of electron-phonon and magnetic couplings, the varia-
tional parameters and the Hartree self-consistent potential along z-axis are
shown in Fig. 2. The effective magnetic fields are plotted for the most stable
magnetic solution: antiferro G orders well inside LMO (planes 1 − 15) and
SMO (planes 19 − 24), and ferromagnetic planes at the interface (planes
16 − 18). The peak in the plot of the magnetic fields signals that ferro-
magnetism is quite robust at the interface. The variational electron-phonon
parameters fiz are small on the LMO side and at the interface, but close to
unity in SMO block. This means that, for these values of the couplings, car-
riers are delocalized in LMO up to the interface region, but small polarons
are present in the SMO block. The quantities ∆iz , entering the variational
treatment of the electron-phonon coupling, are determined by fiz and the
local density < niz > through the equation: ∆iz =< niz > (1 − fiz). The
Hartree self-consistent potential Φ indicates that charges are trapped into a
potential well corresponding to the LMO block. Moreover, it is important to
stress the energy scales involved in the well: the barrier between LMO and
SMO block is of the order of the electron band-width. Furthermore, at the
3.2 Static properties and phase diagrams 41
2 4 6 8 10 12 14 16 18 20 22 24
-6
-4.5
-3
φ(i
z)
2 4 6 8 10 12 14 16 18 20 22 240
0.5
1
f i z
2 4 6 8 10 12 14 16 18 20 22 24
Sites along z-direction
8
16
24
|hz i
z|
Chemical potential   µ
Figure 3.2: Self-consistent Hartree potential φ(iz) (upper panel, in units of
t), variational parameters fiz (mid panel) and effective magnetic fields |hziz |
(lower panel) along the z-axis for λ = 0.5 and  = 0.01t.
interface, the energy difference between neighboring planes is of the order of
the hopping energy t.
As mentioned above, for these systems, strain plays an important role. In
order to study quantitatively its effect, the phase diagram under the variation
of the hopping anisotropy tz/t has been investigated for two different values
of z (z =  = 0.01t, z = 0). Indeed, we simulate the compressive strain
in the LMO block increasing the ratio tz/t and decreasing z/. On the
other hand, the tensile strain in the SMO block favour the more isotropic
x2 − y2 orbital and does not yield sizable effects. Therefore, for the SMO
block, in the following, we choose tz = t and z = . For what concerns the
electron-phonon interaction, we assume an intermediate coupling, λ = 0.8.
As shown in the upper panel of Fig. 3, with increasing the ratio tz/t up
to 1.7 for z = , the magnetic order in LMO does not change since it
remains G antiferromagnetic. However, the character of charge carriers is
varied. Actually, for λ = 0.8, in the absence of anisotropy, small polarons are
present in the LMO block. Moreover, at tz/t ' 1.5, in LMO, a change from
small localized polarons to large delocalized polaron occurs. For all values
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Figure 3.3: Phase diagram in the hopping anisotropy-energy plane for
LMO16SMO8 system, corresponding to λ = 0.8 for z = 0.01t (upper panel)
and z = 0 (lower panel).
of the ratio tz/t, the interface region is characterized by ferromagnetic order
with large polaron carriers and SMO by G antiferromangnetic order with
small polaron carriers.
It has been shown that it is also important to consider the anisotropy in
super-exchange (z 6= ) parameters as consequence of strain. (32) In order
to simulate the effect of compressive strain in LMO, a reduction of z will
be considered. We discuss the limiting case: z = 0. For this regime of
parameters, the effect on the magnetic phases is the strongest. As shown
in the lower panel of Fig. 3, for 1.28 ≤ tz/t ≤ 1.5, in LMO block, a C-
type antiferromagnetic phase is the most favorable. The transition from
small to large polaron again takes place at tz/t ' 1.5. Therefore, we have
shown that there is a range of parameters where LMO block has C-type
antiferromagnetic order with small localized polarons. Due to the effect
of strain, the magnetic solution in LMO turns out to be compatible with
experimental results in superlattices. (15) The interface is still ferromagnetic
with metallic large polaron features. In the figure A/B/C refers to magnetic
orders and character of charge carriers inside LMO (A), at interface (B),
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inside SMO (C).
In order to analyze the effects of the electron-phonon interaction, a com-
parison between two different electron-phonon couplings is reported in Fig.
4. We have investigated the solutions which minimize the variational free en-
ergy at fixed value of the anisotropy factors tz/t = 1.3 and z = 0 at λ = 0.5
and λ = 0.8. The magnetic solution in LMO block is C antiferromagnetic
until the 15th plane. For both values of λ, polarons are small. In SMO
block, starting from the 19th plane, the solution is G-type antiferromagnetic
together with localized polarons. Three planes around the interface are fer-
romagnetically ordered. For λ = 0.5, all the three planes at the interface
are characterized by delocalized polarons, while, for λ = 0.8, only the plane
linking the ends of LMO and SMO blocks is with delocalized charge carriers.
As shown in Fig. 4, the quantity λ has important consequences on the
physical properties such as the local particle density. Actually, for λ = 0.8
the transition from occupied to empty planes is sharper at the interface.
Only one plane at the interface shows an intermediate density close to 0.5.
For λ = 0.5 the charge profile is smoother and the three ferromagnetic planes
with large polarons have densities different from zero and one.
For the analysis of the spectral and optical quantities, we will consider
the parameters used for the discussion of the results in this last figure.
3.3 Spectral properties
In the following section the spectral properties of the heterostructure will be
calculated for the same parameters used in Fig. 4.
Performing the canonical transformation (3.5) and exploiting the cyclic
properties of the trace, the electron Matsubara Green’s function becomes
G(~Ri, ~Rj, τ) = −〈Tτc~Ri(τ)X~Ri(τ)c
†
~Rj
(0)X†~Rj(0)〉. (3.26)
By using the test Hamiltonian (3.7), the correlation function can be disen-
tangled into electronic and phononic terms. (58; 59) Going to Matsubara
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Figure 3.4: Comparison between local particle density corresponding to λ =
0.5 and λ = 0.8.
frequencies and making the analytic continuation iωn → ω + iδ, one obtains
the retarded Green’s function and the diagonal spectral function A
ixiy
iz
(ω)
corresponding to ~Ri = ~Rj
A
ix,iy
iz
(ω) =
eS
iz
T
∞∑
l=−∞
Il(S
iz)e
βlω0
2 [1− nF (ω − lω0)]gix,iyiz (ω − lω0)
+eS
iz
T
∞∑
l=−∞
Il(S
iz)e
βlω0
2 nF (ω + lω0)g
ix,iy
iz
(ω + lω0),
(3.27)
where SizT = g
2f 2iz(2N0 + 1), S
iz = 2g2f 2iz [N0(N0 + 1)]
1
2 , Il(z) modified Bessel
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Figure 3.5: Comparison between density of states (in units of 1/t) as a
function of the energy (in units of t) corresponding to λ = 0.5 and λ = 0.8.
functions, and g
ix,iy
iz
(ω) is
g
ix,iy
iz
(ω) =
2pi
NxNy
∑
~k||
2Nz∑
n=1
δ[ω − E(~k||, n)]
×
[
|biz(~k||, n)|2 + |piz(~k||, n)|2 +
(−1)ix+iy [b∗iz(~k||, n)piz(~k||, n) + p∗iz(~k||, n)bicz(~k||, n)]
]
.
(3.28)
The density of states D(ω) is defined as
D(ω) =
1
NxNyNz
1
2pi
∑
ix,iy ,iz
A
ix,iy
iz
(ω). (3.29)
In Fig. 5 is reported the density of state of the system (LMO)16/(SMO)8.
It has been calculated measuring the energy to the chemical potential µ. This
comparison has been made at fixed low temperature (KBT = 0.05t), therefore
we can consider the chemical potential very close to the Fermi energy of the
system. At λ = 0.5, the spectral function exhibits a residual spectral weight
at µ. The main contribution to the density of states at the chemical potential
µ comes from the three ferromagnetic large polaron planes at the interface.
Indeed, the contributions due to the (LMO) and (SMO) blocks is negligible.
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For stronger electron-phonon coupling at λ = 0.8, it has been observed
an important depression of the spectral function at µ. Hence the formation
of a clear pseudogap takes place. This result is still compatible with the
solution of our variational calculation since, for this value of λ = 0.8, there
is only one plane with delocalized charge carriers which corresponds to the
plane indicated as the interface (iz = 17), while the two further ferromag-
netic planes around the interface are characterized by small polarons. The
depression of the density of the states at the Fermi energy is due also to the
polaronic localization well inside the LMO and SMO block. In any case it
is found that, even for λ = 0.8, the density of states never vanishes at the
interface in agreement with experimental results. (13)
In this section it is found strong indications that a metallic ferromagnetic
interface can form at the interface between LMO and SMO blocks. This
situation should be relevant for superlattices with n ≥ 3, where resistivity
measurements made with contacts on top of LMO show a globally insulating
behavior. In this analysis it has completely been neglected any effect due to
disorder even if, both from experiments (10; 11) and theories (33), it has
been suggested that localization induced by disorder could be the cause of
the metal-insulator transition observed for n ≥ 3. We point out that the
sizable source of disorder due to the random doping with Sr2+ is strongly
reduced since, in superlattices, La3+ and Sr2+ ions are spatially separated by
interfaces. Therefore, the amount of disorder present in the heterostructure
is strongly reduced in comparison with the alloy. However, considering the
behavior of the LMO (SMO) block as that of a bulk with a small amount of
holes (particles), one expects that even a weak disorder induces localization.
On the other hand, a weak disorder is not able to prevent the formation of the
ferromagnetic metallic interface favored by the double-exchange mechanism
and the charge transfer between the bulk-like blocks: the states at the Fermi
level due to the interface formation have enough density (13) so that they
cannot be easily localized by weak disorder. In this section, it has been shown
that this can be the case in the intermediate electron-phonon coupling regime
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appropriate for LMO/SMO heterostructures.
In the next section it will be analyze the effects of electron-phonon cou-
pling and strain on the optical conductivity in the same regime of the pa-
rameters considered in this section.
3.4 Optical properties
To determine the linear response to an external field of frequency ω, the
conductivity tensor σα,β is derived by means of the Kubo formula. In order
to calculate the absorption, the real part of the conductivity is calculated
Reσα,α(ω) = −
ImΠretα,α
ω
, (3.30)
where Πretα,β is the retarded current-current correlation function. Following a
well defined scheme (58; 59) and neglecting vertex corrections, one can get a
compact expression for the real part of the conductivity σα,α. It is possible to
get the conductivity both along the plane perpendicular to growth axis, σxx,
and parallel to it, σzz. In order to calculate the current-current correlation
function, one can use the spectral function A~k||;iz ,jz derived in the previous
section exploiting the translational invariance along in-plane direction. It is
possible to show that the components of the real part of the conductivity
become
Re[σxx](ω) =
e2t2
NxNy
∑
kx,ky
4sen2(kx)
1
Nz
∑
iz ,jz
γizγjz
× 1
ω
∫ ∞
−∞
dω1
4pi
[nF (ω1 − ω)− nF (ω1)]
×Akx,ky ;iz ,jz(ω1 − ω)Akx,ky ;iz ,jz(ω1), (3.31)
and
Re[σzz](ω) =
e2t2
NxNy
∑
kx,ky
1
Nz
∑
iz ,jz
∑
δ1z ,δ2z
δ1zδ2z
×ηiz ,iz+δ1zηjz ,jz+δ2z
1
ω
∫ ∞
−∞
dω1
4pi
[nF (ω1 − ω)− nF (ω1)]
×Akx,ky ;iz+δ1z ,jz+δ2z(ω1 − ω)Akx,ky ;iz ,jz(ω1). (3.32)
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Figure 3.6: The conductivity (in units of e2/(mt), with m = 1/(2t)) into the
plane perpendicular to growth direction of the (LMO)16/(SMO)8 bilayer as
a function of the energy (in units of t) for different values of λ.
In Fig. 6, is reported the in-plane conductivity as function of the fre-
quency at λ = 0.5 and λ = 0.8. We have checked that the in-plane response
mainly comes from the interface planes. Both conductivities are charac-
terized by a Drude-like response at low frequency. Therefore, the in-plane
conductivity provides a clear signature of the formation of the metallic ferro-
magnetic interface. However, due to the effect of the interactions, it is found
that the low frequency in-plane response is at least one order of magnitude
smaller than that of free electrons in the heterostructures. Moreover, addi-
tional structures are present in the absorption with increasing energy. For
λ = 0.5, a new band with a peak energy of the order of hopping t = 2ω0
is clear in the spectra. This structure can be surely ascribed to the pres-
ence of large polarons at the three interface planes. (58) Actually, this band
comes from the incoherent multiphonon absorption of large polarons at the
interface. This is also confirmed by the fact that this band is quite broad,
therefore it can be interpreted in terms of multiple excitations. For λ = 0.8,
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the band is even larger and shifted at higher energies. In this case, at the in-
terface, large and small polarons are present with a ferromagnetic spin order.
Therefore, there is a mixing of excitations whose net effect is the transfer of
spectral weight at higher frequencies.
The out-of-plane optical conductivities show significant differences in com-
parison with the in-plane responses. In Fig. 7, is reported out-of-plane con-
ductivity as function of the frequency at λ = 0.5 and λ = 0.8. First, it
has been observed the absence of the Drude term. Moreover, the band at
energy about 2ω0 is narrower than that in the in-plane response. Therefore,
the origin of this band has to be different. Actually, the out-of-plane optical
conductivities are sensitive to the interface region. A charge carrier at the
interface has to overcome an energy barrier in order to hop to the neighbour
empty site. As shown in Fig. 2, the typical energy for close planes at the
interface is of the order of the hopping t. Therefore, when one electrons hops
along z, it has to pay at least an energy of the order of t. In the out-of-plane
spectra, the peaks at low energy can be ascribed to this process. Of course,
by paying a larger energy, the electron can hop to next nearest neighbors.
This explains the width of this band due to inter-plane hopping.
Additional structures are present at higher energies in the out-of-plane
conductivities. For λ = 0.5 the band at high energy is broad with small
spectral weight. For λ = 0.8, there is an actual transfer of spectral weight
at higher energies. A clear band is peaked around 10t. This energy scale
can be intepreted as given by 2g2ω0 = 9.6t for λ = 0.8. Therefore, in the
out-of-plane response, the contribution at high energy can be interpreted as
due to small polarons. (58; 61)
Unfortunately, experimental data about optical properties of the LMO/SMO
bilayers are still not available. Therefore, comparison with experiments is not
possible. Predictions about the different behaviors among σxx and σzz can
be easily checked if one uses in-plane and out-of-plane polarization of the
electrical fields used in the experimental probes. More important, the for-
mation of two-dimensional gas at the interface expects to be confirmed by
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Figure 3.7: The conductivity (in units of e2/(mt), with m = 1/(2t)) along
the growth direction of the (LMO)16(SMO)8 bilayer as a function of the
energy (in units of t) for λ = 0.5 and λ = 0.8.
experiments made by using lateral contacts directly on the region between
the LMO and SMO blocks. The d.c. conductivity of the sheet could directly
measure the density of carriers of the interface metal and confirm the Drude-
like low frequency behavior of in-plane response. Finally, one expects that
a weak disorder present in the system and not included in our analysis can
increase the scattering rate of the carriers reducing the value of the in-plane
conductivity for ω → 0.
Conclusions
The elements of novelty of this thesis are the study of the effects induced by
substrates on the ferromagnetic (FM) and transport properties in manganite
thin films and the investigation to the role of the interface between two
different insulating manganites.
The stability of MS phases in thin films of La1−xAxMnO3 perovskites
has been analyzed. A variational approach previously proposed for man-
ganite bulk and films has been generalized in order to consider magnetically
anisotropic phases. It is found that a reduction of the eg electron hopping
between nn sites, t, stabilizes a phase characterized by ferromagnetic planes
perpendicular to the substrate with alternating up and down magnetizations.
This phase exhibits an interesting re-entrant behavior shape into hopping-
temperature plane determining, for suitable values of hopping, an interesting
sequence of order-order transitions: FM7→MS and MS7→FM. Furthermore,
the stability region moves toward larger values of the hopping amplitude as
the number of the planes increases reaching saturation around 100 plane.
All these results can have an interesting impact on a number of experimental
results showing a strong anisotropy in the low-temperature resistivity of very
thin films. In fact, the strain induced by the substrate triggers a decrease of
the lattice parameter that, in turns, suggests a reduction of the in plane hop-
ping. This is clearly understood for tensile strain but experimental data seem
to indicate that it is true also for moderate compressive strain. As matter
of fact, the calculated resistivity tensor in the ab plane shows an important
anisotropy and reproduces the broad bump observed in the experiments at
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around 100K. This structure is due to re-entrant behavior of the MS phase
and, therefore, is triggered by the double exchange mechanism. Indeed, in
the range of temperatures where MS stabilizes, along the direction which
presents anti-aligned t2g spin, the resistivity decreases as temperature in-
creases because the double-exchange effective hopping reduces. On the other
hand, along the direction parallel to the stripes, the resistivity exhibits the
expected metallic behavior.
It is worth noticing that all the results presented in this study have been
obtained without assuming any extrinsic effect at the interface with the sub-
strate. It is reasonable to believe that the possible existence of extrinsic
effects can work as a further stabilizing factor for the MS phase. In the
case of very thin films, the interplay between intrinsic and extrinsic effects
can become stronger possibly giving rise to more complex magnetic patterns.
The inclusion of the extrinsic effects in the analysis would require the proper
study of the interface between film and substrate, that, in the present work,
is taken into account in a average way assuming a reduction of the in-plane
effective electron hopping.
Finally, it is important to note that in the present analysis the role of
double exchange mechanism is studied at the level of variational mean-field
that is able to grasp the main contribution able to stabilise the MS phases.
Going beyond this approach would require to take into account the role of the
scattering of electrons by magnons (64). This could affect the temperature
profile of the resistivity, but not the anisotropy in different directions.
In the previous chapter phase diagrams, spectral and optical properties
have been presented for a very large bilayer (LMO)2n/(SMO)n (up to 48
sites along the growth direction). A correlated inhomogeneous mean-field
approach has been developed in order to analyze the effects of electron-lattice
anti-adiabatic fluctuations and strain. A metallic ferromagnetic interface is a
quite robust feature of these systems for a large range of the electron-lattice
couplings and strain strengths. Furthermore, the size of the interface region
depends on the strength of electron-phonon interactions. At low temperature,
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the general structure is characterized by three phases running along growth z-
direction: antiferromagnetic phase with localized/Delocalized charge carriers
inside LMO block, ferromagnetic state with itinerant carriers at the interface,
localized polaronic G-type antiferromagnetic phase inside SMO block. The
type of antiferromagnetic order inside LMO depends on the strain induced
by the substrate.
Spectral and optical properties have been discussed for different param-
eter regimes. Due to the formation of the metallic interface, even in the in-
termediate to strong electron-phonon coupling regime, the density of states
never vanishes at the chemical potential. Finally, in-plane and out-of-plane
optical conductivities are sharply different: the former shows a metallic be-
havior, the latter a transfer of spectral weight at high frequency due to the
effects of the electrostatic potential well trapping electrons in LMO block.
The in-plane response provides a signature of the formation of the metallic
ferromagnetic interface.
In this investigation focus has been on static and dynamic properties
at very low temperature. The used approach is valid at any temperature.
Therefore, it could be very interesting to analyze not only single interfaces,
but also superlattices with different unit cells at finite temperature. Further-
more, in order to analyze the heterostructures in the regime of weak strain
and in absence of orbital order, a double-orbital model should be adopted,
for carefully treating the two eg-like orbitals which make up Mn conduc-
tion band. Finally, it is worth noticing that the inclusion into the model of
the disorder could work as a further factor to improve the comparison with
experiments.
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