Abstract. A lecture hall partition of length n is a sequence (λ 1 , λ 2 , . . . , λ n ) of nonnegative integers satisfying 0 ≤ λ 1 /1 ≤ · · · ≤ λ n /n. M. Bousquet-Mélou and K. Eriksson showed that there is an one to one correspondence between the set of all lecture hall partitions of length n and the set of all partitions with distinct parts between 1 and n, and possibly multiple parts between n + 1 and 2n. In this paper, we construct a bijection which is an identity mapping in the limiting case.
Introduction
A finite weakly increasing sequence of nonnegative integers λ = (λ 1 , λ 2 , . . . , λ n ) satisfying
is called a lecture hall partition of length n, and we denote the set of all lecture hall partitions of length n by L n . The generating function for lecture hall partitions of length n is given by
where |λ| = λ 1 +λ 2 +· · ·+λ n . This identity has been proved in many ways [2, 3, 4, 5, 7] . In [6] , Bousquet-Mélou and Eriksson introduced a refinement of identity (1), namely,
where λ/n = ( λ 1 /1 , λ 2 /2 , . . . , λ n /n ), | λ/n | = λ 1 /1 + λ 2 /2 + · · · + λ n /n , and o( λ/n ) is the number of odd parts in λ/n . Identity (2) yields identity (1) when u = v = 1, but the right hand side of identity (2) is not directly interpreted as the generating function for partitions with odd parts less than 2n. Therefore, we cannot apply the bijection in [7] to show identity (2) . Consider the set P n which consists of all partitions with distinct parts between 1 and n, and possibly multiple parts between n + 1 and 2n. Since the right hand side of identity (2) is the generating function for partitions in P n , Bousquet-Mélou and Eriksson [6] found a bijection between L n and P n to explain identity (2) . In this paper, we present a new bijection different from theirs. In Section 2, we define the bijection, and then in Section 3, we consider the limiting case of identity (2) when n tends to infinity, and show that the bijection is the identity mapping.
The bijection
In this section, we first investigate the lecture hall condition, and then prove identity (2) .
For a given t = (t 1 , t 2 , . . . , t n ), we say that t satisfies the lecture hall condition if
and for some i = 1, . . . , n − 1, t i and t i+1 satisfy the lecture hall condition if
For a sequence t = (t 1 , t 2 , . . . , t n ) of nonnegative integers, we uniquely write each t i as
In other words, t is associated with (q 1 , . . . , q n ; r 1 , . . . , r n ). Hence, using (q 1 , . . . , q n ; r 1 , . . . , r n ), we can rewrite the lecture hall condition as follows (see [6] , Lemma 2.1): t i and t i+1 satisfy the lecture hall condition if and only if
In the sequel, we regard L n as the set of all sequences (q; r) := (q 1 , . . . , q n ; r 1 , . . . , r n ) satisfying (4), and let
A partition λ = λ 1 λ 2 · · · λ r of a positive integer N is a finite weakly decreasing sequence of positive integers which sum to N , where the λ i 's are called the parts of λ (see [1] ). In the sequel, let
Let G n be the set of all partitions whose parts are between n + 1 and 2n, and D n be the set of all partitions with distinct parts less than or equal to n. Then P n can be associated with G n × D n by
where λ s > n and λ s+1 ≤ n.
Then we can rewrite identity (2) as
Hence, we need to find a bijection ϕ n from G n ×D n onto L n , denoted by ϕ n ((σ, ρ)) = (q; r), satisfying |σ| + |ρ| = iq − r, 2 (σ) + (ρ) = |q|, and (ρ) = o(q).
The relation between G n and E n We first consider the subset E n of L n consisting of (q; r) satisfying o(q) = 0. Identity (5) implies that there is a bijection between E n and G n .
For a given σ = σ 1 σ 2 · · · σ l ∈ G n , we start with (0, . . . , 0; 0, . . . , 0) ∈ E n which consists of 2n zeros, and build a sequence by inserting parts in σ, one by one from the largest one until all parts of σ run out.
We first introduce an insertion f n , which takes a pair ((q; r), k) as an input, where (q; r) is a sequence in E n and k is an integer between n + 1 and 2n. We subtract one from each r i of r beginning with r n , until we meet an r c = 0, and then replace r c by n + c − k, and add (k − n + c)/c to q c . We denote the new sequence by (q;r).
It is clear that n+c−k < c since k > n. We will show in Lemma 1 that n+c−k ≥ 0. Since n + c − k = 2c − (k − n + c) and 0 ≤ n + c − k < c, (k − n + c)/c = 2. From elementary computations, we see that |iq − r| + k = |iq −r|. Let f n ((q; r), k) = (q;r).
By iterating f n with (0, 0, . . . , 0) ∈ E n and σ = σ 1 σ 2 · · · σ l , we obtain a sequence (q;r), which is in E n , since the insertion f n increases |q| by 2 and (q;r) satisfies (4).
Since we iterate f n with σ i in decreasing order, c indicates the smallest n + j −r j in (q;r) for 1 ≤ j ≤ n. Hence, the insertion f n is reversible. This implies that (5) holds for E n ⊂ L n and G n × ∅ ⊂ G n × D n .
Example. Let n = 5 and σ = 9 8 8 7 6 6. Then we get (0,0,0,0,2; 0,0,0,0,1) with σ 1 = 9, since r 5 = 0, 5 + 5 − 9 = 1, and 9/5 = 2. In (0,0,0,0,2; 0,0,0,0,1), since r 4 = 0, we subtract 1 from r 5 , add 1(= 5 + 4 − 8) to r 4 and add 7/4 = 2 to q 4 . Hence, we obtain (0,0,0,2,2; 0,0,0,1,0) with σ 2 = 8.
Similarly, we get (0,0,0,2,4; 0,0,0,1,2) with σ 3 = 8; (0,0,2,2,4; 0,0,1,0,1) with σ 4 = 7; (0,0,2,4,4; 0,0,1,3,0) with σ 5 = 6, and (0,0,2,4,6; 0,0,1,3,4) with σ 6 = 6. Hence, σ is mapped to (0, 0, 2, 4, 6; 0, 0, 1, 3, 4) ∈ E 5 . In fact, we know that (0,0,2,4,6; 0,0,1,3,4) associates with the lecture hall partition (0, 0, 5, 13, 26).
In the following lemma, we show that n + c − k ≥ 0 if (q; r) is a sequence obtained by iterating f n with τ ∈ G n , the smallest part of which is greater than or equal to k, and r c = 0.
Lemma 1 Let τ = τ 1 τ 2 · · · τ l ∈ G n , where τ l ≥ k, and let (q; r) ∈ E n be a sequence obtained by iterating f n with τ . If c is the largest i satisfying r i = 0, then n + c − k ≥ 0.
Proof. We use induction on l.
If l = 0, then (q; r) = (0, 0, . . . , 0). Thus c = n. Since k ≤ 2n, n + c − k ≥ 0. Suppose that the statement is true for l > 0. Let us assume that n + c − k < 0, i.e., c < k − n. From the definition of (q; r) and the induction hypothesis, 0 ≤ r i ≤ n + i − τ l for all i. Since c is the largest i satisfying r i = 0, then r c+1 ≥ 1. Hence, n + c + 1 − τ l ≥ r c+1 ≥ 1. However, we assumed that k − n > c, so k > τ l . This is a contradiction.
2 Lemma 1 implies that the iteration of the insertion f n is well defined.
The relation between E n × D n and L n Now we construct a bijection between E n × D n and L n . Let (q;r) ∈ E n and ρ = ρ 1 · · · ρ l ∈ D n . What we want to do is to obtain a sequence (q;r) ∈ L n by inserting each part ρ i into (q;r) increasing o(q) by 1.
We first construct an insertion g n which take ((q; r), k) as an input for (q; r) ∈ L n and 1 ≤ k ≤ n. For the given k, o(q) is increased by 1 by adding 1 to q k . However, the new sequence (q;r) does not satisfy (4) if q k+1 = q k . Let d be the largest i satisfying q i = q k . To preserve the lecture hall condition, replace r i by r i+1 for k ≤ i < d, and r d by d − k + r k , where 0 ≤ d − k + r k < d, and then add 1 to q d . We denote the new sequence by (q;r). Let g n ((q; r), k) = (q;r).
By elementary computation, we find that |iq − r| + k = |iq −r|. Since we increase
By iterating g n with (q;r) ∈ E n and ρ i from i = 1, . . . , l, where ρ = ρ 1 · · · ρ l ∈ D n , we get a new sequence (q;r). Since the ρ i are distinct and less than or equal to n, and we iterate g n with ρ i in decreasing order, q d is even in each step. Hence, o(q) = l. Moreover, if q d+1 = q d + 1, i.e., q d+1 is odd, then r d+1 must be d + 1
. Hence, the map between E n × D n and L n is well defined.
The insertion g n is also reversible, since d indicates the smallest j such thatq j is odd. Thus there exists a bijection between E n × D n and L n .
Example. Let n = 5 and ((q;r), ρ) = ((0, 2, 2, 2, 2; 0, 1, 1, 0, 0), 5 3 2). Since ρ 1 = 5, we add 1 to q 5 . We get (0,2,2,2,3; 0,1,1,0,0) with ρ 1 = 5. Next, ρ 2 = 3, but q 3 = q 4 = 2. We replace r 3 by r 4 = 0, and r 4 by 4 − 3 + r 3 (= 2), and then add 1 to q 4 . We get (0,2,2,3,3; 0,1,0,2,0). Similarly, we get (0,2,3,3,3; 0,0,2,2,0) with ρ 1 = 2. Hence, ((0,2,2,2,2; 0,1,1,0,0), 5 3 2) is mapped to (0,2,2,3,3; 0,1,0,2,0).
The bijection between G n × D n and L n We define a bijection ϕ n from G n × D n to L n by ϕ n ((σ, ρ)) = (q;r), where (q;r) is obtained by iterating f n with (0, . . . , 0) and σ, and then iterating g n with ρ.
The limiting case
In this section, we consider the stability of ϕ n . If m is greater than or equal to 2n, then ϕ m is defined only on the subset D n of P n , and ϕ m (σ) becomes stable for a given σ ∈ D n ⊂ P n . Furthermore, ϕ m corresponds to the identity map.
Proposition 2 Let σ = σ 1 σ 2 · · · σ l be a partition with distinct parts. Then ϕ n (σ) is defined for n ≥ 2 σ l . Let N = 2 σ l and (q; r) = ϕ N (σ). Then for i = 1, . . . , N − l, q i = r i = 0 and for i = N − l + 1, . . . , N , q i = 1 and r i = i − σ N −i+1 .
Proof. Recall the definition of ϕ n . Since n ≥ 2σ l = N , we only iterate g n . From the definition of g n , we deduce the statement.
2 From Proposition 2, we can define ϕ = lim n→∞ ϕ n . In fact, ϕ coincides with the identity map if we ignore all empty parts of the image under ϕ.
