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Detectability of Small Flaws in Advanced Engine Alloys
Abstract
As advanced materials are introduced into aircraft engines, operating under higher temperatures at greater
stresses for longer lifetimes, the need to detect small, internal defects becomes increasingly important.
Ultrasound is often the preferred inspection tool because of its ability to penetrate to the interior of a
component. However, sound energy reflected from microstructural features in the component produces a
background inspection "noise" which is seen even when no defects are present. This noise can inhibit the
detection of sound energy reflected from critical internal defects such as cracks, pores, or inclusions.
The primary objectives of this work are to develop a quantitative understanding of the factors which influence
the detectability of small defects in advanced engine alloys, and to lay the foundation for an engineering
methodology to predict detection capabilities. To focus the work we concentrate on the specific problem of
ultrasonically detecting "hard-alpha" inclusions in titanium aircraft engine alloys. These inclusions result from
excess local concentrations of oxygen or nitrogen which occasionally occur during processing. Such impurities
tend to occupy interstitial sites and cause excess brittleness. An engineering understanding of their
detectability requires three elements: (1) knowledge of the strength of the backscattered noise signals
associated with normal microstructural inhomogeneities such as grain and phase boundaries; (2) knowledge
of the strength of the competing ultrasonic signal reflected by the inclusion; and (3) the use of this
information to predict quantities which bear on the probability of detection. Major progress was made in each
of these three areas.
In the course of the project, three models were developed for the prediction of absolute noise levels in normal-
incidence, pulse/echo, ultrasonic immersion inspections. These are identified as the Independent Scattering
Model for Tone Burst pulse inspections (ISMTB), the Independent Scattering Model for Broad Band pulse
inspections (ISMBB), and the Monte-Carlo noise Model (MCM). Each model assumes that the
backscattered noise is primarily due to single scattering by the individual grains in the metal specimen, and the
models consequently apply to low-noise materials. The observed absolute noise level in a given setting will
depend upon the microstructure of the specimen, and upon the details of the measurement system (e.g., the
transducer and pulsing unit used, the inspection waterpath, the amplifier gain settings, etc.) Both types of
dependencies are incorporated into our models. In the ISMTB and ISMBB, the dependence on
microstructure enters primarily through a Figure-of-Merit (FOM) for inherent noise severity, which is a
property of the specimen alone and is determined by the density of grains and the average scattering capability
of a single grain. These two models relate the FOM and measurement system parameters to average noise
characteristics, such as the position-averaged root-mean-square (rms) noise level. Either the ISMTB or
ISMBB can be employed in two distinct ways: to deduce the FOM of a specimen from measured noise
signals; or to predict average absolute noise levels for various inspection scenarios when the FOM is known.
For the MCM, the microstructural inputs are more detailed, but predicted noise properties are more detailed
as well: e.g., both peak and average noise levels can be estimated.
In our report we document the underlying assumptions and mathematical development for each noise model,
and we report on extensive experimental studies carried out to validate the models. For single-phased,
equiaxed, randomly-oriented metals it is possible to estimate the FOM from photographs of the
microstructure and knowledge of the elastic constants. The FOM value so obtained can be directly compared
to that deduced from our model-dependent analysis of backscattered noise. The two values are generally
found to agree to within a factor of 2. This level of agreement is considered to be quite good since the noise
model contains no adjustable parameters and the predicted average noise level is typically 50-60 dB below a
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measured front-surface "reference" signal. For two-phase commercial titanium alloys, it is not yet feasible to
determine the FOM from microphotographs and related information. However, it is straightforward to
determine the FOM by analyzing backscattered noise data. In such cases the deduced FOM is found to be
approximately independent of the measurement system parameters, as expected. However, the FOM has been
found to vary significantly from specimen to specimen in a suite of commercial alloys, and with direction
within a given specimen. These variations are believed to originate from "macrostructural" details related to
the processing history of the specimen. We describe how particular etching and photographic methods can be
used to reveal this macrostructure, and how supporting data can be obtained from x-ray diffraction studies.
To estimate the strength of ultrasonic signals reflected from hard-alpha inclusions, one requires a knowledge
of how the elastic moduli and density of the inclusions differ from those of the host alloy in which they reside.
Based on reviews of the literature plus additional experiments conducted as needed, the influence of
interstitial oxygen and nitrogen on those properties has been determined. It is clear that, at solute
concentrations of a few percent, there are sufficient changes in the moduli to produce significant ultrasonic
signals from hard-alpha inclusions in single-phase microstructures. In two-phase titanium alloys, the
hardening of the alpha phase can be accompanied by a conversion of the beta phase to alpha. When it occurs,
this conversion may diminish the impedance difference between the inclusion and host metal, and
consequently make ultrasonic detection more difficult. For specific, reasonable choices of hard-alpha
properties, we have used previously developed models to predict absolute defect signal amplitudes for a range
of inclusion diameters. These have been combined with noise model predictions to obtain estimates of signal-
to-noise (SIN) ratios for hard-alpha inclusions in representative titanium alloys. Such calculations were
performed for hypothetical inspections using both focussed and planar transducers. The calculations indicate
that the SIN ratio is approximately inversely proportional to the width of the incident sound beam in the
vicinity of the defect. Thus, defect detection can be substantially improved by properly focussing and scanning
the beam in the interior of the component being inspected. In addition to performing illustrative SIN
calculations, we have developed approximate formulas which allow rapid estimation of relative and absolute
SIN ratios. These can be used to estimate the optimal choices of transducer diameter, focal length, and
waterpath for inspecting a given region of the component's interior.
Much of the formalism developed in this work is fairly general in scope, and is consequently applicable to a
wide range of defect-detection problems. Our noise models and associated formulas for SIN ratios can be
readily extended to the case of normal-incidence inspection through a curved water/metal interface, and such
extensions are currently in progress under different sponsorship. These developments will allow one to
estimate SIN ratios for simulated inspections of cylindrical metal billets, and hence to determine the optimum
inspection parameters. Straightforward extensions to oblique-incidence inspections are also feasible. The SIN
ratio alone cannot be used to fully assess the probability of flaw detection (POD). POD calculations require a
complete understanding of both mean noise levels, and the manner in which the noise varies about its mean.
Although we have made a good start toward understanding and quantifying the relationship between average
and peak noise levels, more work is required on that front.
The above accomplishments may be summarized as follows:
• Developed experimental techniques and data-acquisition software for measuring noise levels and noise
spectra.
• Developed three models for predicting absolute backscattered noise levels (and other noise characteristics)
seen in a given UT inspection:
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• ISMTB: For toneburst-pulse inspections. Predicts rms average noise level.
• ISMBB: For broadband-pulse inspections. Predicts rms average spectral components.
• Monte-Carlo Model: For arbitrary pulse types. Predicts typical noise wave-forms, and hence any
average or peak noise characteristic.
The first two models relate backscattered ultrasonic noise to a frequency-dependent material figure-of-merit
(FOM) and to details of the measurement system.
• Performed numerous tests of the models using noise data gathered from specimens with simple
microstructures (Cu, Stainless Steel, Alpha-Ti) and from titanium alloy specimens supplied by engine
manufacturers.
• Demonstrated (in collaboration with J. H. Rose) that the FOM could be predicted from first principles for
single-phased, equi-axed, randomly-oriented microstructures.
• Measured and analyzed noise data from representative Ti-6246 specimens. Noted strong dependence of
noise level on direction of sound propagation in some specimens.
• Used x-ray diffraction to investigate the sources of the noise anisotropy. It is now thought to arise from
localized texture within the boundaries of "prior beta grains".
• Prepared specimens containing artificial hard-alpha material (oxygen contaminated case layer, nitrogen
contaminated volumes). Measured sound speeds. Analyzed results using theories based on "rule of mixtures".
• Demonstrated how hard-alpha detectability could be assessed by combining noise models with models
which predict echoes from defects.
• Predicted signal-to-noise ratios for focussed and planar transducer inspections of embedded hard-alpha
inclusions of various diameters.
We have thus developed a firn scientific foundation for understanding the interrelationship of material and
measurement parameters in determining the detectability of small flaws, particularly hard-alpha inclusions in
titanium alloys. The next steps in the application of this knowledge should include: 1.) more extensive
validation studies in collaboration with potential users; 2.) their use of the models to optimize the design of
inspection systems for billets and other components where normal-incidence inspection is preferred; and 3.)
use of the models to improve the quantification of detection reliability based on an analysis of field and
laboratory data.
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EXECUTIVE SUMMARY 
As advanced materials are introduced into aircraft engines, operating under higher temper-
atures at greater stresses for longer lifetimes, the need to detect small, internal defects becomes 
increasingly important. Ultrasound is often the preferred inspection tool because of its ability to 
penetrate to the interior of a component However, sound energy reflected from microstructural 
features in the component produces a background inspection "noise" which is seen even when no 
defects are present. This noise can inhibit the detection of sound energy reflected from critical 
internal defects such as cracks, pores, or inclusions. 
The primary objectives of this work are to develop a quantitative understanding of the fac-
tors which influence the detectability of small defects in advanced engine alloys, and to lay the 
foundation for an engineering methodology to predict detection capabilities. To focus the work 
we concentrate on the specific problem of ultrasonically detecting "hard-alpha" inclusions in tita-
nium aircraft engine alloys. These inclusions result from excess local concentrations of oxygen 
or nitrogen which occasionally occur during processing. Such impurities tend to occupy 
interstitial sites and cause excess brittleness. An engineering understanding of their detectability 
requires three elements: (1) knowledge of the strength of the backscattered noise signals asso-
ciated with normal microstructural inhomogeneities such as grain and phase boundaries; (2) 
knowledge of the strength of the competing ultrasonic signal reflected by the inclusion; and (3) 
the use of this information to predict quantities which bear on the probability of detection. Major 
progress was made in each of these three areas. 
In the course of the project, three models were developed for the prediction of absolute 
noise levels in normal-incidence, pulse/echo, ultrasonic immersion inspections. These are identi-
fied as the Independent Scattering Model for Tone Burst pulse inspections (ISMTB), the Inde-
pendent Scattering Model for Broad Band pulse inspections (ISMBB), and the Monte-Carlo 
noise Model (MCM). Each model assumes that the backscattered noise is primarily due to single 
scattering by the individual grains in the metal specimen, and the models consequently apply to 
low-noise materials. The observed absolute noise level in a given setting will depend upon the 
microstructure of the specimen, and upon the details of the measurement system (e.g., the trans-
ducer and pulsing unit used, the inspection waterpath, the amplifier gain settings, etc.) Both 
types of dependencies are incorporated into our models. In the ISMTB and ISMBB, the 
dependence on microstructure enters primarily through a Figure-of-Merit (FOM) for inherent 
noise severity, which is a property of the specimen alone and is determined by the density of 
grains and the average scattering capability of a single grain. These two models relate the FOM 
and measurement system parameters to average noise characteristics, such as the position-
averaged root-mean-square (rms) noise level. Either the ISMTB or ISMBB can be employed in 
two distinct ways: to deduce the FOM of a specimen from measured noise signals; or to predict 
average absolute noise levels for various inspection scenarios when the FOM is known. For the 
MCM, the microstructural inputs are more detailed, but predicted noise properties are more 
detailed as well: e.g., both peak and average noise levels can be estimated. 
In our report we document the underlying assumptions and mathematical development for 
each noise model, and we report on extensive experimental studies carried out to validate the 
models. For single-phased, equiaxed, randomly-oriented metals it is possible to estimate the 
FOM from photographs of the microstructure and knowledge of the elastic constants. The FOM 
value so obtained can be directly compared to that deduced from our model-dependent analysis 
of backscattered noise. The two values are generally found to agree to within a factor of 2. This 
level of agreement is considered to be quite good since the noise model contains no adjustable 
parameters and the predicted average noise level is typically 50-60 dB below a measured front-
surface "reference" signal. For two-phase commercial titanium alloys, it is not yet feasible to 
determine the FOM from microphotographs and related information. However, it is 
straightfoiward to determine the FOM by analyzing backscattered noise data. In such cases the 
deduced FOM is found to be approximately independent of the measurement system parameters, 
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as expected. However, the FOM has been found to vary significantly from specimen to speci-
men in a suite of commercial alloys, and with direction within a given specimen. These varia-
tions are believed to originate from "macrostructural" details related to the processing history of 
the specimen. We describe how particular etching and photographic methods can be used to 
reveal this macrostructure, and how supporting data can be obtained from x-ray diffraction stu-
dies. 
To estimate the strength of ultrasonic signals reflected from hard-alpha inclusions, one 
requires a knowledge of how the elastic moduli and density of the inclusions differ from those of 
the host alloy in which they reside. Based on reviews of the literature plus additional experi-
ments conducted as needed, the influence of interstitial oxygen and nitrogen on those properties 
has been determined. It is clear that, at solute concentrations of a few percent, there are 
sufficient changes in the moduli to produce significant ultrasonic signals- from hard-alpha inclu-
sions in single-phase microstructures. In two-phase titanium alloys, the hardening of the alpha 
phase can be accompanied by a conversion of the beta phase to alpha. When it occurs, this 
conversion may diminish the impedance difference between the inclusion and host metal, and 
consequently make ultrasonic detection more difficult. For specific, reasonable choices of hard-
alpha properties, we have used previously developed models to predict absolute defect signal 
amplitudes for a range of inclusion diameters. These have been combined with noise model 
predictions to obtain estimates of signal-to-noise (SIN) ratios for hard-alpha inclusions in repre-
sentative titanium alloys. Such calculations were performed for hypothetical inspections using 
both focussed and planar transducers. The calculations indicate that the SIN ratio is 
approximately inversely proportional to the width of the incident sound beam in the vicinity of 
the defect. Thus, defect detection can be substantially improved by properly focussing and scan-
ning the beam in the interior of the component being inspected. In addition to performing illus-
trative SIN calculations, we have developed approximate formulas which allow rapid estimation 
of relative and absolute SIN ratios. These can be used to estimate the optimal choices of 
transducer diameter, focal length, and waterpath for inspecting a given region of the compo-
nent's interior. 
Much of the formalism developed in this work is fairly general in scope, and is conse-
quently applicable to a wide range of defect-detection problems. Our noise models and asso-
ciated formulas for SIN ratios can be readily extended to the case of normal-incidence inspection 
through a curved water/metal interface, and such extensions are currently in progress under 
different sponsorship. These developments will allow one to estimate SIN ratios for simulated 
inspections of cylindrical metal billets, and hence to determine the optimum inspection parame-
ters. Straightforward extensions to oblique-incidence inspections are also feasible. The SIN 
ratio alone cannot be used to fully assess the probability of flaw detection (POD). POD 
calculations require a complete understanding of both mean noise levels, and the manner in 
which the noise varies about its mean. Although we have made a good start toward understand-
ing and quantifying the relationship between average and peak noise levels, more work is 
required on that front. 
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The above accomplishments may be summarized as follows: 
• Developed experimental techniques and data-acquisition software for measuring noise lev-
els and noise spectra. 
• Developed three models for predicting absolute backscattered noise levels (and other noise 
characteristics) seen in a given UT inspection: 
ISMTB 
ISMBB 
Monte-Carlo 
Model 
For toneburst-pulse inspections. Predicts nns average 
noise level. 
For broadband-pulse inspections. Predicts nns average 
spectral components. 
For arbitrary pulse types. Predicts typical noise wave-
forms, and hence any average or peak noise characteristic. 
The first two models relate backscattered ultrasonic noise to a frequency-dependent mate-
rial figure-of-merit (FOM) and to details of the measurement system. 
• Performed numerous tests of the models using noise data gathered from specimens with 
simple microstructures (Cu, Stainless Steel, Alpha-Ti) and from titanium alloy specimens 
supplied by engine manufacturers. 
• Demonstrated (in collaboration with J. H. Rose) that the FOM could be predicted from first 
principles for single-phased, equi-axed, randomly-oriented microstructures. 
• Measured and analyzed noise data from representative Ti-6246 specimens. Noted strong 
dependence of noise level on direction of sound propagation in some specimens. 
• Used x-ray diffraction to investigate the sources of the noise anisotropy. It is now thought 
to arise from localized texture within the boundaries of "prior beta grains". 
• Prepared specimens containing artificial hard-alpha material (oxygen contaminated case 
layer, nitrogen contaminated volumes). Measured sound speeds. Analyzed results using 
theories based on "rule of mixtures". 
• Demonstrated how hard-alpha detectability could be assessed by combining noise models 
with models which predict echoes from defects. 
• Predicted signal-to-noise ratios for focussed and planar transducer inspections of 
embedded hard-alpha inclusions of various diameters. 
We have thus developed a finn scientific foundation for understanding the interrelationship 
of material and measurement parameters in determining the detectability of small flaws, particu-
larly hard-alpha inclusions in titanium alloys. The next steps in the application of this knowl-
edge should include: 1.) more extensive validation studies in collaboration with potential users; 
2.) their use of the models to optimize the design of inspection systems for billets and other 
components where normal-incidence inspection is preferred; and 3.) use of the models to 
improve the quantification of detection reliability based on an analysis of field and laboratory 
data. 
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I. INTRODUCTION: PROJECT OBJECTIVE, BACKGROUND, AND APPROACH 
A. OBJECTIVE 
As advanced materials are introduced into aircraft engines, operating under higher temper-
atures at greater stresses for longer lifetimes, the need to detect small, internal defects becomes 
increasingly important. Ultrasound is often the preferred inspection tool because of its ability to 
penetrate to the interior of a component However, sound energy reflected from microstructural 
features in the component produces a background inspection "noise" which is seen even when no 
defects are present. This noise can inhibit the detection of sound energy reflected from critical 
internal defects such as cracks, pores, or inclusions. 
The primary objective of this work is to develop a quantitative understanding of the factors 
which influence the detectability of small defects in advanced engine alloys. To focus the work, 
we concentrate on the specific problem of detecting so-called "hard-alpha" inclusions in titanium 
alloys. However, much of the formalism developed in this work is fairly general in scope, and is 
consequently applicable to a wide range of defect-detection problems in metals and other materi-
als with internal structure. It is hoped that this fonnalism can seive as an engineering base for 
improving ultrasonic inspections. Possible applications of this work include: the development 
of criteria to detennine the reliability of flaw detection in alloys with particular microstructures; 
the design of improved ultrasonic techniques for detecting internal defects; and the development 
of improved material processing procedures which produce "low-noise" microstructures and 
hence enhance detectability. 
B. TITANIUM ALLOYS AND HARD-ALPHA DEFECTS 
On a microscopic scale, metal solids are composed of many adjoining single crystals, 
which are commonly referred to as "grains". Each grain typically has an irregularly shaped bor-
der, but within this border the atoms are arranged in a regular lattice. The sizes of the grains will 
depend upon the particular metal alloy and its processing history. The average grain diameter 
may be only a few microns in one metal specimen, and several centimeters in another. In com-
mercial titanium alloys, two types of "phases" of grains can occur: "alpha" grains, in which the 
titanium atoms are arranged into a close-packed hexagonal pattern (Figure 1. la); and "beta" 
grains, in which the underlying crystal structure is body-centered cubic (Figure 1.1 b). In pure 
titanium, only the alpha phase is stable at temperatures below 882° C. Thus, in a specimen of 
pure titanium at room temperature, all of the grains are alpha phase. Beta phase crystals can 
exist at room temperature if certain alloying elements (e.g., vanadium or molybdenum) are pres-
ent. In a commercial titanium alloy of the kind used in jet engine components, both alpha and 
beta grains are present The microstructure (i.e., the alpha/beta ratio and the sizes and shapes of 
the grains) are determined by the alloying elements present and by the processing history (heat 
treatment and working) of the specimen. 
A "hard-alpha" inclusion is a localized region of alpha-phase grains which have a substan-
tially higher hardness and brittleness than the surrounding material. The property changes are 
due to the presence of contaminants, generally oxygen and/or nitrogen atoms, which occupy 
interstitial sites in the alpha-phase lattice. These contaminants are occasionally introduced to the 
metal during processing, usually in the molten stage. If they are not detected, hard-alpha inclu-
sions can become crack initiation sites, with the growing cracks eventually leading to component 
failure. Such an event occuring in a titanium turbine disk has been suggested to be the cause of a 
commercial jetliner crash near Sioux City, Iowa in 1989. 
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Alpha phase (HCP) 
(a) 
Beta phase (BCC) 
(b) 
Figure 1.1 Arrangements of atoms in the two basic crystalline phases occuring in titanium 
and titanium alloys: (a.) hexagonal close packed; (b.) body centered cubic. 
The black dots indicate the positions of titanium atoms (or of alloy atoms sub-
stituting for titanium). 
An example of a hard-alpha inclusion with an associated void is shown in Figure 1.2. The 
small dark specks in the photo are beta grains, the light regions are alpha grains, and the large 
dark region to the left of center is a void. Notice that the region immediately surrounding the 
void is principally alpha-phase, which, as it turns out, has been embrittled by nitrogen contam-
ination. In this case the defect was ultrasonically detected by the manufacturer in the billet stage 
by observing the strong reflected echo from the void. Hard-alpha inclusions without an 
accompanying crack or void are expected to produce much weaker ultrasonic reflections, and are 
consequently much harder to detect. 
C. HARD-ALPHA DETECTION USING ULTRASOUND 
The use of a pulse/echo ultrasonic technique to inspect a titanium component for a hard-
alpha inclusion is schematically illustrated in Figure 1.3. A single transducer serves as both a 
generator and receiver of sound waves. The component is immersed in water, and the transducer 
emits a sonic pulse of short-duration, propagating toward the component. Some of this incident 
sound energy penetrates into the metal and is subsequently reflected back toward the transducer. 
All echoes received by the transducer are then plotted as a function of time, generally by using 
an oscilloscope to display the output electrical voltage in the coaxial cable attached to the trans-
ducer. (The earliest echo seen after the "main bang" would result from the reflection of sound by 
the top surface of the metal specimen in the figure. This large "front-surface" echo does not 
appear in lower half of Figure 1.3a; only later arriving echoes are indicated.) 
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Figure 1.2 
VOI D 
LENGTH 
0.05 cm 
Hard-alpha defec t and associated void discovered in a commercially prepared 
billet of titanium alloy. The hard-alpha region appears as a light-colored halo 
surrounding the dark void. Photo courtesy of Lisa Brasche, CNDE, Ames, 
Iowa. 
When a propagating sound wave encounters an interface or boundary, some of the incident 
sound energy will generally be transmitted through the interface, and some will be reflected from 
it. The fraction of sound reflected is proportional to the difference in the acoustic impedances 
(velocity x density) between the materials on the two sides of the interface. In a single crystal 
(e.g., a metal grain), the speed of sound depends upon the direction of propagation relative to the 
crystal lattice. Because the crystal lattices of two adjacent grains are usually not aligned with 
one another, there is generally a change in velocity, and hence a change in impedance, as a sound 
beam crosses a grain boundary. This results in a portion of the incident sound energy being 
reflected from the boundary, as indicated in Figure l.3b. These reflections from the various 
grain boundaries encountered by the beam arrive at our detector, giving rise to what we will term 
"microstructural noise" or "grain noise". These reflections are also responsible for the "attenua-
tion" (i.e., the decrease in intensity) of the forwardJy propagating beam. 
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Figure 1.3 
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Flaw signal 
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TIME 
Grain Scattering results in : 
noise echoes; 
attenuation of incident beam. 
(a.) Pulse/echo ultrasonic inspection for a hard-alpha inclusion in a titanium 
alloy component. The echo reflected from the defect will compete with "grain 
noise" echoes. (b.) The noise echoes arise from reflection of sound at grain 
boundaries. 
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If a hard-alpha defect is present, we expect that its acoustic impedance will be different 
from that of the surrounding material. Consequently, some of the sound energy incident on the 
inclusion will be reflected from its boundary. The fraction of the incident sound reflected will 
depend upon the magnitude and abruptness of the impedance change, and on the size and shape 
of the inclusion. This reflected sound will result in a "flaw signal", as displayed in the lower 
portion of Figure 1.3a, which is superimposed upon the grain noise background. ff the flaw sig-
nal can be readily differentiated from the noise background, the inclusion can be detected. In 
practice, the likelihood of such differentiation is primarily determined by the relative amplitude 
levels of the noise and the flaw signal. 
D. BACKGROUND AND TECHNICAL APPROACij 
Consider the problem of predicting the reliability of using ultrasound to· detect a hard-alpha 
inclusion. One can postulate a specific "thought problem" in which the pertinent properties of 
the metal alloy, the inclusion, and the inspection system are specified. One can then proceed to 
calculate one or more quantities which bear on detectability. Perhaps the simplest such quantity 
is the signal-to-noise (SIN) ratio, i.e. the ratio of the flaw signal amplitude to the mean amplitude 
of the microstructural noise. The SIN ratio alone cannot be used to fully assess the probability of 
flaw detection. However, it can serve as an initial indicator of the likelihood of detection. To 
estimate the S/N ratio, one must make independent predictions of: 
i.) The absolute level of the microstructurally-induced noise, and 
ii.) The absolute level of the ultrasonic signal produced by the 
hard-alpha inclusion. 
Our approach is to develop models which quantitatively predict each of these quantities. In gen-
eral, there is a good understanding of the principles governing the strengths of signals reflected 
from defects [l], although the inputs to the theories (i.e. material properties) are not always well 
known for particular cases. However, such is not the case for noise signals. Certain general fea-
tures have been known for a long time, e.g., the fact that at low frequencies the noise will 
increase as the square of frequency due to Rayleigh scattering. More recently, attention has been 
placed on quantitatively understanding the rate of decay of noise signals with depth, and using 
this information to study attenuation and material properties. Important pioneering work was 
done by Goebbels, who demonstrated the ability to determine grain size from backscattering 
measurements in components in wh~ch only single-sided access was available [2]. Within the 
Advanced NDE Technology Program, Tittmann and Ahlberg studied the attenuation and back-
scattering noise in nickel based alloys and demonstrated the important contribution that can be 
made by microporosity [3]. In the context of developing techniques to measure porosity in cast 
aluminum, Nagy, Adler, and Rypien studied the relationship of the decay of the noise signals to 
the attenuation that would be obseived in a coherent pulse-echo measurement, and demonstrated 
some fundamental differences between the two [4,5]. However, prior to the present work, there 
has been little effort devoted towards quantitative study of the absolute level of the noise, as 
needed to make detectability predictions. One exception is the work of Gray and Thompson 
[6,7], also conducted in a previous project of the Advanced NDE Technology Program, which 
seives as the starting point for the work reported here. 
We begin by addressing the problem of microstructural noise in titanium alloys. In Section 
11 we describe the measurement of noise signals in the laboratory, and their subsequent analysis 
to extract average quantities which characterize the noise. In a given trial, the observed absolute 
noise level will depend upon: 
1.) the microstructure of the specimen, and 
2.) details of the measurement system (the transducer and pulsing 
unit used, the waterpath, the amplifier gain settings, etc.) 
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ThuS, useful noise models must incorporate both specimen-dependent and system-dependent 
parameters. Three such noise models, distinct but related, are developed and demonstrated in 
Section III. These models are 
1.) the Independent-Scatterer Model for Toneburst inspections (ISMTB), 
2.) the Independent-Scatterer Model for Broad-Band inspections (ISMBB), and 
3.) the Monte-Carlo noise Model (MCM). 
As its name implies, the ISMTB applies to cases in which an incident ultrasonic pulse is a near-
harmonic toneburst possessing a narrow frequency spectrum. The ISMBB, on the other hand, 
applies to general incident pulses. Strictly speaking, the ISMTB is not merely a special case of 
the ISMBB, since the two models predict different noise attributes. The ISMTB predicts the 
rms-average noise level (voltage) observed at a given time after the appearance-of the front-
surface (FS) echo. The ISMBB predicts average spectral components of the noise signal com-
puted on a finite time interval following the FS echo. The ISMTB and ISMBB are designed to 
predict only rms-average noise attributes. In contrast, the MCM predicts a series of typical 
time-domain noise signals. From these individual signals, one can determine both the average 
noise level and the degree of fluctuation of the noise signals about this average. The latter fluc-
tuations play a key role in determining the frequency of "false calls", where abnormally large 
noise signals are mistaken for defect signals. The MCM thus complements the other two 
models. Therms-average quantities predicted by the ISMTB or ISMBB may be viewed as mea-
sures of the "width" of the distribution of likely noise voltages. In some cases (i.e., when many 
individual grains contribute appreciably to the total noise signal) the observed noise signals are 
governed by a Gaussian probability distribution. In such cases, knowledge of the average quanti-
ties is sufficient to completely specify the noise voltage distribution. In other cases, the noise 
voltage distribution is non-Gaussian, and information beyond that supplied by the ISMTB or 
ISMBB will be required to complete the detectability assessment. Section HID discusses the cir-
cumstances under which the noise distribution is Gaussian, and the manner in which non-
Gaussian behavior is manifested. 
In the ISMTB and ISMBB, the pertinent microstructural features of the specimen enter 
through a factor referred to as the "Figure-of-Merit" (FOM), which is a measure of the inherent 
"noisiness" of the specimen. It is a function of frequency which is determined by the number of 
grains per unit volume and the average sound-scattering ability per grain. Either the ISMTB or 
the ISMBB may be employed in two ways. If the FOM of a specimen is unknown, it can be 
deduced by using the noise model to process experimental backscattered noise data from the 
specimen. Once the FOM is known, the model can be used to predict the absolute noise level 
that would be observed in the same specimen under some other inspection scenario (e.g., using a 
different transducer). These uses are demonstrated in Section III. The MCM, as currently for-
mulated, cannot be conveniently used to analyze experimental data. Its sole use in this work is to 
predict noise signals, given sufficient information of the metal microstructure. 
The three models which are introduced and validated in Section III can be used to predict 
noise levels for inspections of titanium alloy components. The assessment of hard-alpha detect-
ability also requires the prediction of flaw signals from postulated defects within such compo-
nents. The Ultrasonic Measurement Model of Thompson and Gray [8] can be used to make such 
flaw-signal predictions if the pertinent material properties (spatial distribution of density and 
elastic moduli) of the inclusions are known. It is to be expected that the properties of hard-alpha 
inclusions will depend upon the level of interstitial oxygen or nitrogen contamination. This 
dependency is complicated by the fact that sound speeds are different in the alpha and beta 
phases of titanium, and the hardening induced by the impurities may be accompanied by the con-
version of beta phase to alpha. In Section IV we report on measurements of hard-alpha proper-
ties carried out on specially prepared specimens. These include a commercial Ti-64 specimen on 
which a surface layer of oxgenated hard-alpha was grown, and several titanium specimens with 
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-varying degrees of nitrogen contamination produced using powder metallurgy methods. Hard-
alpha properties determined by these measurements are then used as inputs for ensuing calcula-
tions of SIN ratios in Section V. In particular, the noise models of Section III and the 
Thompson-Gray Measurement Model are combined to predict SIN ratios for spherical hard-alpha 
inclusions of various diameters in representative Ti-6246 alloys. Inspections using both planar 
and focussed transducers are considered. These calculations demonstrate the manner in which 
the models can be employed as engineering tools to draw preliminary conclusions concerning 
inspection design and hard-alpha detectability. 
Sections VI-VII of the present work discuss two advanced topics whose relevance is sug-
gested by the general findings of the earlier sections. Measurements on commercial alloys reveal 
that the FOM for noise severity can vary significantly with propagation direction in a given 
specimen. The sources of this anisotropy in the observed noise are discussed in.Section VI. The 
ultrasonic reflectivity of an internal hard-alpha inclusions depends, in part, upon the differences 
between the properties of the inclusion and those of the surrounding metal. Section VII dis-
cusses the many factors which determine the density and wavespeeds in unflawed commercial 
titanium alloys, and the changes that are induced by the presence of interstitial oxygen or 
nitrogen. 
Section VIII, presents a brief summary of our findings and discusses fruitful avenues for 
future work. 
The reader should be aware that a companion research study, "Detection of Hard Alpha 
Inclusions in Titanium Jet Engine Materials" by J. H. Rose, was conducted concurrently with our 
work. One aspect of that work deals with the relationship between the material's FOM for noise 
severity and the details of its microstructure. Formulae developed by Rose are used in certain 
model validation tests appearing in Section III herein. We have taken the further liberty of sum-
marizing selected results from Rose's work in Appendix C. 
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II. MEASUREMENT AND CHARACTERIZATION OF BACKSCA TIERED GRAIN 
_NOISE 
In this section we describe our experimental technique for measuring backscattered noise 
signals, and the data analysis methods used to extract average quantities which characterize the 
noise severity. We begin by describing the apparatus used, and the metal specimens studied. 
We then display typical noise signals seen when the specimens are insonified using either tone-
burst or broadband ultrasonic pulses. The detailed appearances of the noise signals vary as the 
transducer is scanned across the specimen. If many transducer positions are used, the 
distribution of noise voltages seen at a given instant in time can be determined. We describe 
how this distribution is analyzed to extract a mean noise voltage (typically near zero), a standard 
deviation from the mean, and a peak noise voltage. The standard deviation, referred to as the 
position-averaged root-mean-square (nns) noise level, is a simple measure of noise severity. 
When focussed probes are used, the nns noise level is seen to be a peaked function of time, 
reflecting the depth dependence of the incident radiation pattern in the metal specimen. We 
briefly discuss the relationship between nns average noise and peak noise, and show how the lat-
ter can be estimated from the former when the noise voltage distribution is Gaussian. Finally, we 
describe an additional technique for analyzing noise signals which makes use of Fast Fourier 
Transform (FFT) operations performed on finite time intervals. 
A. APPARATUS AND SPECIMENS 
All experimental work described in this report was carried out using the ultrasonic 
pulse/echo inspection system summarized by Figure 2.1. A pulsing unit supplied an initial volt-
age pulse to a transducer, resulting in the generation of an ultrasonic pulse traveling toward a 
submerged metal specimen. Sound echoes, arising from reflection at the front (i.e., top) surf ace 
of the specimen and from grain scattering in the interior, returned to the transducer at later times. 
These returning sound echoes were converted to electrical voltage signals by the transducer, 
amplified, and input to a digitizing oscilloscope. Digitized waveforms, sampled at a frequency 
of 100 MHz, were then sent to a computer for storage and subsequent analysis. The transducer 
was mounted on a goniometer with two rotational degrees of freedom. The goniometer was in 
turn attached to a bridge allowing motor-controlled translational motion in the two lateral dimen-
sions. Such translations were accomplished using a Klinger CCl.2 Programmable Stepping 
Motor Controller under the control of the computer. The minimum stepsize for translations in 
either lateral direction was 1/400 inch (0.00635 cm). Thus, the lateral position of the transducer 
above the specimen was under computer control for scanning operations. All adjustments in the 
angular degrees of freedom, which controlled the angle of incidence of the beam on the speci-
men, were made by hand. The height of the transducer above the specimen was also set by hand. 
The Panametrics 5052 pulser shown in the figure was used when broadband voltage pulses (and 
consequently broadband incident sonic pulses) were desired. When input toneburst pulses were 
desired, the Panametrics pulser was replaced by a Matec 6600 pulse modulator. In either case, 
the receiver portion of the Panametrics 5052 was used to amplify the returning echoes. 
Both planar and spherically-focussed piezoelectric transducers were used in our studies. 
Their characteristics are summarized in Table 2.1. The majority of the measurements reported in 
this work were made using the 15-MHz focussed transducer designated P4. The model-based 
analysis of grain noise, discussed in Section III, requires estimates of the effective radius (a) and 
geometric focal length (F) of each transducer used. The nominal values for these parameters, as 
quoted by the transducer manufacturer, appear in Table 2.1. Most of the transducers were further 
characterized by beam-mapping experiments in water. For these probes the table also lists alter-
native values of a and F, determined by fitting the radiation pattern of an ideal (planar or 
focussed) piston probe to the measured radiation pattern. Details of the fitting procedure will be 
discussed in Section IIIA5. 
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Figure 2.1 Instrumentation for broadband signal acquisition and storage. 
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Figure 2.2 
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Microstructures of two Ti-6246 specimens. (a): PWL side 1, (b): PWS side 3. 
The acicular (needle-like) appearance of the light-colored alpha-phase grains in 
PWL is also seen in Ti-6246 specimen Cl. The less-elongated appearance of the 
alpha grains in PWS is similar to that seen in Ti-6246 specimens A 1, A2, and B2. 
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Figure 2.3 
Transducer 
designation 
Pl 
P2 
P3 
P4 
P5 
P6 
P7 
Water 
Metal 
Reference Signal 
Acquisition 
(a) 
Zos 
Z1 
Metal 
SCAN 
.. 
Noise Signal 
Acquisition 
(b) 
Transducer positioning for acquisition of front-surface reference signal (a) and 
backscattered noise signals (b ). 
Manufacturer/ Nominal center Nominal radius Nominal focal Fitted radius Fitted focal 
serial number frequency (cm) length (cm) (cm) length (cm) 
(MHz) 
Panametrics 15 0.318 00 0.30 00 
48361 
Panametrics 15 0.635 00 0.60 00 
61735 
KB-Aerotech 15 0.476 7.62 0.469 7.45 
C28923 
Panametrics 15 0.635 9.00 0.607 9.65 
92078 
Panametrics 15 0.635 7.62 a a 
40471 
Panametrics 5 0.635 10.16 0.636 9.49 
41423 
Panametrics 5 0.318 00 0.318 00 
118800 
•Transducer PS was not characterized using the fitting procedure described in Section IIIA5. However, previous 
experience indicated that the nominal parameters of PS provide a reasonably accurate description of the radiation 
pattern. 
Table 2.1 Principal Transducers Used for Grain Noise Measurements. 
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The metal specimens studied were primarily samples of Ti-624~ (i.e., Ti-6Al-2Sn-
4Zn-6Mo) supplied to us by jet engine manufa~tur~rs [9]. These specu:nens possess two-phase 
microstructures, examples of which are s~own. m Figu~e 2.2. For ce~n aspects of the mode! 
validation work, other specimens possessing simple (smgle-phase) micro.stru.ctures were st~died. 
These included equiaxed copper, stainless steel_, and p~e (alpha-phase) tltamum. All spe_c1mens 
were machined into rectangular blocks and polished with 600-gnt (or finer) sandpaper pn?r to 
insonification. In addition, small coupons were cut from each specimen for further pohshmg, 
etching, and photography of the microstruc.ture. As summariz~ _in Table 2.~, specimen. dimen-
sions were generally on the order of 1 to 5 mches. For the maJonty of the Ti-6~46 specimens, 
the level of backscattered noise was observed to be strongly dependent on the direction of 
ultrasonic beam propagation. Thus it was important to number the faces of each specimen and to 
record the beam entry surf ace for each experiment. Three mutually-orthogonal faces were enu-
merated 1, 2, and 3 as illustrated in Table 2.2; the three opposite faces were then enumerated 4, 
5, and 6 respectively. 
B. DAT A ACQUISITION PROCEDURES 
The normal-incidence probe/specimen geometry used for all measurements is shown in 
Figure 2.3. The principal effect of the geometry is to produce a longitudinally-polarized sound 
beam travelling downward through the specimen. Prior to data acquisition, the specimen was 
carefully levelled and the incident beam was made perpendicular to the entry surface. Levelling 
was accomplished by adjusting the lengths of three screw-like legs on the platform supporting 
the specimen, and observing the time-of-flight of the front surface (FS) echo. In particular, the 
leg lengths were set such that no time-shifting of the FS echo was seen when the transducer was 
scanned in either the x or y direction. (This operation does not require the incident beam to be 
precisely normal to the entry surface of the specimen.) Normalization (perpendicularization) of 
the incident beam was accomplished by adjusting two orientation angles of the goniometer 
which supported the transducer. One angle, ell, oriented the transducer in the xz plane of Figure 
2.3; the other, eYZ' oriented it in the yz plane. Each angle was independently adjusted to locate 
the "symmetry point" for the FS echo, i.e., the point from which rotations in either sense are seen 
to have similar effects on the appearance of the FS echo. The high-frequency components of the 
FS echo are most sensitive to small changes in ell or eyz. During normalization these compo-
nents were emphasized by placing a high-pass filter between the pulser and transducer. For 
example, a 16-MHz high-pass filter was used when normalizing a broadband beam from a 
transducer with a nominal 15-MHz center frequency. High pass filters were not generally 
needed for orienting transducers when toneburst pulses were used. 
With the incident beam normal to the specimen, a FS "reference" echo was acquired and 
stored for later use in re-scaling the noise data. This reference echo serves to encode the pulser 
settings and the efficiency of the transducer. When a focussed transducer was used, as was gen-
erally the case, the waterpath for the ref ere nee signal (ZoR) was equal to the geometric focal 
length of the transducer (i.e., in the absence of diffraction the incident ultrasonic beam would 
focus to a point on the front (top) surface of the specimen). After reference signal acquisition, 
the waterpath was then shortened (to some value Zos) to focus the beam in the interior of the 
specimen. With the waterpath fixed, the transducer was scanned above the specimen in both the 
x and y directions. Backscattered grain-noise echoes were acquired at each of several hundred 
transducer positions. At each position, 100-200 separate signals were acquired and averaged to 
reduce electronic noise. The same procedure was followed for planar transducers, except that the 
same waterpath was used for both reference and noise signals. If possible, this common water-
path was chosen such that the specimen was in the "far field" zone of the transducer's radiation 
pattern+. 
+ Here, the far field of a planar transducer in water begins at s = (z0 v 0 )/(fa2) = 1 where z0 , v 0, f and 
a are the waterpath, soundspeed in water (0.148 cm/µsec), frequency, and transducer radius, 
respectively. 
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Specimen Material 
PWL Ti-6246 
PWS Ti-6246 
Al Ti-6246 
A2 Ti-6246 
B2 Ti-6246 
Cl Ti-6246 
Cu Copper 
SS 304 
Stainless 
Steel 
TIA Alpha-
Titanium 
TIB Alpha-
Titanium 
TIC Alpha-
Titanium 
Side2 
Side 1 
Dimensions (cm) 
.L .L .L 
Side 1 Side 2 Side 3 
6.00 6.30 10.67 
5.21 5.26 5.29 
1.74 2.61 5.63 
1.52 2.77 6.15 
1.73 2.41 4.05 
1.54 2.29 6.19 
2.55 2.66 4.15 
4.87 17.1 17.2 
2.54 1.64 5.90 
2.19 1.65 7.09 
2.49 1.65 5.90 
Density 
(gm/cm3) 
4.64 
4.64 
4.64 
4.64 
4.64 
4.64 
8.93 
-8.0 
4.52 
4.52 
4.52 
Longitudinal Sound 
Speed (cm/µsec) 
.L .L .L 
Side 1 Side2 Side3 
0.605 0.609 0.607 
0.605 0.607 0.607 
0.602 0.603 0.604 
0.604 0.602 0.604 
0.598 0.593 0.597 
0.604 0.605 0.605 
0.472 0.472 0.472 
0.574 
0.606 0.606 0.607 
0.607 0.606 0.605 
0.607 0.605 0.605 
Table 2.2 Principal Specimens Used for Grain Noise Measurements. 
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Notice the coordinate naming conventions used in Figure 2.3. Subscripts o. and .1 refer to 
water and metal respectively, and subscripts R and S denote the reference and n01se-signal 
geometries. The origin of the (x1, y1, z1) coordinate system in the metal is the entry point of the 
center of the ultrasonic beam. When displaying time-domain grain-noise ~choes, ~e time o!1gin 
(t = O) is generally chosen at the center of the observed fr<?nt-s~a~e echo . The tu~1e coordinate 
is then directly proportional to the depth of beam penetration withm the metal .specimen. When 
displaying FS reference signals, which usually involve a longer waterpath, a different t = 0 
choice is made. 
Typical A-scans showing backscattered noise echoes from titanium specimen TIC are dis-
played in the lower portion of Figure 2.4. The two traces were obtained using the same focussed 
transducer positioned at the same point above the specimen. The only difference in the 
experiments was the manner in which the transducer was excited. In one case an input toneburst 
voltage was used, and in the other a voltage spike was input to excite a broadband UT pulse. 
The corresponding front-surface reference signals are shown in the upper portion of Figure 2.4. 
The two reference signals are seen to have approximately the same peak-to-peak.amplitudes, but 
the toneburst pulse carries more energy and leads to considerably more backscattered grain 
noise. Although both toneburst and broadband noise measurements are reported in the present 
work, the majority of measurements were made using tonebursts of approximately one microsec-
ond duration (like the one shown in Figure 2.4). Toneburst measurements were preferred for two 
reasons: (1.) the observed noise signals are considerably larger for the toneburst case, facilitating 
the accurate measurement of noise levels in low-noise alloys; and (2.) the measured noise can be 
analyzed using the simpler "single frequency" ISMTB model. This model does not require that 
Fast Fourier Transform (FFT) operations be performed on noise signals. The ISMTB is conse-
quently believed to be more robust in the presence of electronic noise than its broadband coun-
terpart, the ISMBB. 
As can be seen in Figure 2.4, there are generally large differences (50-70 dB) between the 
amplitudes of the reference and noise signals, necessitating different amplification settings for 
the two classes of signals. In our subsequent model-based analysis of the signals, we assumed 
that the electronic equipment behaved in a linear manner over the voltage range in question. 
C. ANALYSIS OF NOISE SIGNALS: INSTRUMENTATION BACKGROUND AND 
MEAN NOISE LEVEL 
As the transducer in Figure 2.3b is scanned, the observed front-surface echo is not notice-
ably altered, but rapid variations in the detailed appearance of the noise signal are seen. Repre-
sentative A-scans acquired at three transverse locations above a Ti-6246 specimen are displayed 
in Figure 2.5. In this case a spike excitation of the focussed transducer was used to produce an 
incident broadband ultrasonic pulse with a center frequency near 15-MHz. In Figure 2.5, the 
front-surface echo is centered near t=0.4 µs and greatly exceeds the vertical range shown. At 
subsequent times one can observe signal features common to all A-scans which arise from the 
instrumentation. These include the gradual rise toward zero of the mean voltage on the interval 
2µs < t < 6 µs, and the small echo near t=2.3 µs which is thought to arise from a reverberation of 
the FS echo within the transducer housing. Grain scattered noise signals are superimposed on 
the instrumentation background, and are generally observed to be largest in amplitude near the 
center of the time interval displayed. By processing many such signals, one can deduce the 
instrumentation background level (b) and a measure of the average noise level (nrms) as functions 
of time [10]. The meanings of these two quantities are illustrated in Figure 2.6. b(t) is the time 
+ Figure 2.5, which follows shortly, is a notable exception to this rule. 
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Backscattered noise signals observed at one transducer position for specimen TIC 
(side 3 insonified, Zos = 1 cm, transducer P4). Different pulsing devices were used 
in the two cases, and the corresponding front surface reference echoes are shown 
near the top of the figure in the same absolute units. 
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domain signal which would be seen if no grain scattering occurred in the specimen. nnns(t) is 
defined as the root-mean-squared (rms) positional average of the difference between the 
observed noise signal and the instrumentation background. To calculate these quantities, let Vj(t) 
denote the measured signal voltage at time t for transducer position j. If signals are acquired at 
M transducer positions, then the background voltage which would be observed in the absence of 
grain noise may be estimated as 
1 M 
b(t) = M .:E Vj(t) 
J=l 
(2.1) 
The rms deviation of the noise voltage from this background is 
[ 
1 M ]1/2 
J\ms(t) = Mj~t (Vj(t)- b(t))2 
[ 
l M 2 l ( M )2] l/2 
= M·I, Vj(t)--2 I, Vt(t) J=• M t=1 (2.2) 
To compute b(t) and nnns(t), it is not necessary to store the entire waveform for each transducer 
position, j. One needs only to store the running sums :E; V;(t) and I;[V;(t)]2 for each discrete time 
tat which digitization is performed. In our work, time-domain waveforms are always sampled at 
100 MHz, and the interval between consecutive time points is thus 0.01 µs. To eliminate the 
dependence of measured noise on equipment gain settings, dimensionless versions of b(t) and 
nrms(t) are obtained by dividing by Emaxt the peak amplitude of the reference signal: 
B(t) = b(t)/Emax (2.3) 
For broadband pulses, Emax is defined as one-half of the peak-to-peak voltage of the reference 
signal. For near-harmonic toneburst pulses, Emax is defined as half the peak-to-peak value of the 
envelope function. We refer to N(tt as the "normalized rms noise level" in either case. The 
meaning of Emax is illustrated in Figure 2. 7. 
Figure 2.8 displays normalized background and rms noise functions deduced from 500 
noise A-scans like those shown in Figure 2.5. Immediately following t=O, there is a time interval 
during which the trailing half of the front surface echo swamps the grain noise signals. Accurate 
noise measurements are not possible within this interval. The broad maximum of N(t) seen in 
Figure 2.8 arises from the focussing of the ultrasonic beam within the metal. The vertical arrow 
in the figure locates the position of the time-scaled focal point: a metal grain located at the geo-
metrical focus would return an echo that is centered at the time indicated by the arrow. The rms 
grain noise, which is shown as a function of time, may also be regarded as a function of depth (d) 
within the specimen. The speed of longitudinal waves in the metal was 0.609 cm/µs, and time-
to-depth conversion is consequently effected using d = (0.305 cm/µs]t. For effect in Figures 2.5 
and 2.8, the instrumentation was set up such that the background signal is seen to rise slowly 
toward zero following the FS echo. In practice, this recovery time was substantially reduced by 
employing a 0.3 MHz or 1.0 MHz high-pass filter when acquiring all reference and noise signals. 
+ Nrms(t) and nnns(t) will often be abbreviated as N(t) and n(t), respectively. 
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Figure 2.8 Normalized background and nns noise levels seen in a focussed-probe examina-
tion of Ti-6246 specimen PWL. (Transducer P4, 15-MHz broadband pulse, side 
2, Zos = 2.0 cm, 500 positions). Here t = 0 at the center of the FS echo, in contrast 
to Figure 2.5. 
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The "smoothness" of the deduced N(t) function will depend upon the number of spatially-
independent noise waveforms used in the averaging procedure. We generally used 200-1000 
waveforms per analysis, with 500 being a common choice. The corresponding transducer 
positions were chosen to be as widely separated as possible, within the constraint that the ultra-
sonic beams have little interaction with the vertical sides of the specimen. For some of the 
smaller specimens, noise waveforms at adjacent transducer positions were not completely 
uncorrelated+. The levelness of the specimen with respect to the scanning directions influences 
the extracted background level, and hence the deduced rms noise level. For this reason, great 
care was taken in levelling the specimen, particularly when the noise level was low. 
Figure 2.9 shows three N(t) functions observed during a toneburst inspection of alpha-
titanium specimen TIC. As the number of noise waveforms used in the analysis is increased, 
general progress toward a smooth curve is seen. The time interval over which usable noise data 
may be gathered is bounded by the end of the front-wall echo and the beginning of the back-wall 
echo. Thus the usable time interval is determined by the soundspeed and thickness of the speci-
men, and by the duration of the pulse. For focussed probe measurements it is desirable to have 
the time-scaled focal point fall within the usable time interval, because the beam models used in 
subsequent data analysis are most accurate in the focal zone. In our standard coordinate system, 
where t = 0 corresponds to the center of the front-surface echo for waterpath Zos, the time-scaled 
geometric focus is at 
(2.4) 
where Fis the geometrical focal length in water, and v0 and v1 are the longitudinal wavespeeds 
in water and metal. For a thin specimen of thickness h, ti: occurs midway between the front and 
back wall echoes when the waterpath is chosen to be 
Zos = 
hv1 F--
2v0 
(2.5) 
As will be discussed in Section III, diffraction shifts the actual focal point closer to the trans-
ducer, and the peak in N(t) consequently occurs slightly earlier than tF. 
The measured N(t) curve will depend upon both the specimen under study, and details of 
the inspection system such as the transducer, waterpaths, water temperature (which affects the 
attenuation of water) and the pulser settings. As was mentioned in the introduction, the N(t) 
curve can depend rather dramatically upon the side of the specimen chosen for insonification. 
Such a dependence is common for the Ti-6246 specimens, and is illustrated in Figure 2.10. The 
titanium alloy specimens were rectangular blocks cut from cast, worked cylindrical billets. 
Because of the cylindrical symmetry of the grain patterns in the billets, the rectangular speci-
mens did not possess an inherent orthorhombic symmetry. 
D. NOISE VOLTAGE DISTRIBUTIONS AND PEAK NOISE LEVELS 
Suppose that in a noise measurement experiment, we focus our attention on one fixed 
moment in time (t) following the occurance of the front surface echo. Suppose further that we 
+For the calculation of N(t), this presents no problem. For the calculation of peak noise levels, 
however, one would prefer that all noise signals be independent. 
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record the voltage observed at this time instant for each of many transducer positions. These 
voltages could then be binned, and the number of occurances in each bin plotted in histogram 
form.as in Figure 2.1 la. The histogram, suitably nonnalized, approximates the probability distri-
bution function P(V) for noise voltages at time t+: 
P(V)dV = probability of obsetving a voltage between V and V + dV (2.6) 
When assessing flaw detectability, one would prefer to know the noise probability distribution in 
detail. The two quantities defined earlier, b and nnns, describe two attributions of the distribution 
function: b is the mean value, and hence locates the center of the distribution; nnns is the standard 
deviation about the mean, and hence describes the width of the distribution. In practice, mea-
sured voltage distributions are often seen to have a Gaussian shape at each instant in time. In 
such cases the values of b and nnm serve to completely specify the voltage distribution. When 
noticeable deviations from a Gaussian shape are seen, the manner of the deviation is usually as 
shown in Figure 2.11. The measured deviation has longer "tails" than the Gaussian function with 
the same mean and standard deviation, and a taller peak as well. In such circumstances, one is 
more likely to obsetve extreme voltage values than a Gaussian analysis would predict. 
The peak noise voltage likely to be seen during a scan of a component plays a role in 
choosing an appropriate threshold voltage for defect detection. Let us estimate the peak noise 
voltage, < V peak>, likely to be seen at time t as the transducer moves through M independent 
positions++. At one transducer position, the probability that the observed voltage is less than 
some value V 0 is 
(2.7a) 
Similarly, the probability that the observed voltage in each of the M independent measurements 
is less than V 0 is 
p Mirfak[~ v .l = [ r P(V)dV r (2.7b) 
The likely peak voltage is determined by the following condition: 
For a given trial of M measurements, we have a 50% chance of observing a peak voltage 
higher than< V peak>, and a 50% chance of observing a peak voltage lower than< V peak>. 
+In this section, a number of variables are understood to be functions of the observation time, 
but for brevity the time dependence is not explicitly shown. These variables include 
P(V), b, nnns, P, and< V peak>. 
++The notation< >is used here to denote an average over many "ensembles". Imagine having 
many specimens which were fabricated in the same manner. They will be macroscopically simi-
lar but will, of course, differ in their microscopic details. For each specimen, we record the peak 
voltage value observed at time t for the set of M transducer positions. < V peak> is the average of 
these peak values for the many specimens. 
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Thus, the likely peak voltage can be found by solving 
- l [ <Vpcat> JM 
PMlriab [:;;< V,,.._>) = 2 = J_ P(V)dV (2.8) 
If the probability distribution P(V) is known, then < V put> may be readily determined. 
For example, if P(V) is a Gaussian distribution with mean b and standard deviation nnns 
1 -(V-b>2{2n2 ) 
P(V) ..J2X nnns e nn• (2.9) 
and if M = 500, one finds that 
< vput>-b 
= 2.98 (at fixed time, t) (2.10) 
nnns 
Thus, on average, the dimensionless ratio of peak noise (measured from the instrumentation 
background level) to rms noise is expected to be about 3. Figure 2.12 displays the results of an 
experimental test of the Gaussian hypothesis. Noise signals were acquired at 500 transducer 
positions above Ti-6246 specimen PWL using a focussed transducer. At each instant of time, the 
rms average noise level (nrms) and the peak noise voltage (above background) were determined. 
Their ratio is displayed in the lower panel of the figure. The horizontal line is the Gaussian pre-
diction. The measured and predicted ratios are seen to be in generally good agreement, although 
the measured ratio tends to be higher than predicted near the time-scaled focal zone. Near the 
focal zone, the beam is narrowest and the backscattered noise signals arise from fewer grains. 
As we shall later demonstrate using the Monte Carlo noise model, the probability distribution for 
noise voltages approaches a Gaussian distribution as the number of contributing grains increases. 
This is a consequence of the central limit theorem (11]. 
E. FURTHER PROCESSING OF BROADBAND NOISE SIGNALS 
As will be demonstrated in Section IIIB, for a toneburst inspection the ISMTB can be used 
to deduce a specimen's Figure-of-Merit for noise severity from the measured N(t) value at any 
time instant. For broadband (BB) inspections, however, a different method of processing noise 
signals is called for, in accordance with the requirements of our BB noise model. To deduce the 
FOM from BB noise signals, the ISMBB requires averaged values for noise spectral compo-
nents. The manner in which these are determined is illustrated in Figure 2.13. During the exper-
imental scan, all M acquired noise signals are stored in full. At the conclusion of the scan, the 
user specifies a finite time interval for spectral analysis. This interval may contain 32, 64, 128, 
256, 512, ... discrete time points, and is specified by its beginning (ta) and ending(~) times, rela-
tive to the center of the FS echo. As before, the simple average of all noise signals is performed 
to find the background level b(t) at each time point in the interval. For each noise signal (j = 1, 
2, ... ,M) we then calculate the FFf of the difference of the noise signal from the background: 
I rj(f) I = magnitude of Fourier transform of Vj(t)- b(t) on the time interval [1a, ti,]. (2.11) 
This magnitude will be determined at m frequencies, namely 
f= 0, Hf,± 2.Af, ... ,={ ;-1 }r,+; ~t 
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where m is the number of time points in the FFf interval and At is the time separation between 
adjacent digitized points. (The frequencies may be alternatively described in terms of the angu-
lar frequency ro = 21tf.) Because the measured noise voltages are real, spectral components at 
frequencies f and-fare related by lj(-f) = rJ*(f). Spectral component magnitudes are 
consequently only calculated for the non-negative frequencies in Eqn. (2.12). At each such fre-
quency, the nns value of the spectral magnitude is then calculated, averaged over the transducer 
positions: 
(2.13) 
The FFT of the front-surface reference signal is then computed on a time interval of similar dura-
tion+, and the magnitudes of the spectral components, I r ra(f) I, are stored. Finally, for each fre-
quency in Eqn. (2.12) at which I r rms I and I r rer I are appreciable, we compute the dimensionless 
ratio I r rms(f) 11 I r rerCf) I. As we shall see in Section IIIC, this ratio plays a key role in the 
broadband version of the independent-scatterer noise model. 
+As long as the non-zero portion of the reference signal fits into the time interval, the magni-
tudes of the spectral components are independent of the signal's location. Only the phases of the 
spectral components are affected when the signal is shifted within the time interval. 
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III. MODELING BACKSCA TIERED NOISE IN WEAKLY-SCA TIERING MATERIALS: 
THEORY AND EXPERIMENTAL VALIDATION 
-Tue data analysis techniques of Section II can be used to process measured noise signals 
and "distill" them to a few quantities [e.g., Nrms(t), r rms(f), V peat(t)] which summarize the sever-
ity and character of the noise. However, the values of these quantities depend on both the speci-
men under study and the measurement system used. If all measurement system parameters are 
held fixed, one can compare the values of N(t) for different specimens and hence assess relative 
noise severity under a given inspection prescription. To proceed further, models of the noise 
measurement process are needed. With such models, one can: understand the manner in which 
specimen properties and measurement system properties contribute to the observed noise; devise 
schemes for further processing of noise data to isolate the material dependent factors; and predict 
noise levels for various inspection scenarios. 
As stated in the introduction, three models for the calculation of backscattered noise char-
acteristics were developed in the course of our research. In chronological order of development, 
they are 
i) 
ii) 
iii) 
the Independent Scatterer Model for Tone-Burst inspections (ISMTB), 
the Independent Scatterer Model for BroadBand inspections (ISMBB), and 
the Monte Carlo noise Model (MCM). 
The derivations of these models and demonstrations of their use are the topics of this lengthy 
section. 
All three models are based on the assumption that the total noise signal observed at a given 
transducer position may be obtained by adding up the individual backscattered signals from each 
insonified grain. For this reason, our three models may be viewed as three versions of a single 
generic "single scatterer" or "independent scatterer" noise model. Under the single-scattering 
assumption, as illustrated in Figure 3.1, we consider only events in which sound propagates 
directly from the transducer to a grain and directly back. Multiple scattering events are 
neglected. In this view, the contribution of a given grain to the total noise signal is independent 
of the contributions from the other grains. These other grains serve only to define an "effective 
medium" in which the grain in question is embedded. Because of the single-scattering assump-
tion the models are designed to apply to "weakly-scattering" materials, in which a given grain 
scatters only a small portion of the sound energy incident upon it. · 
Figure 3.1 
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Our noise models treat single-scattering events and neglect multiple-scattering 
events. 
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We begin this section by briefly summarizes the similarities and differences of the three 
model versions. Certain common elements are employed in all of the models. These include 
- i) the treatment of transducers and the calculation of their radiation patterns; 
ii) the use of a "scattering amplitude" to describe the scattered field 
propagating away from a given grain; and 
iii) the use of the Thompson-Gray Measurement Model to develop expressions 
for the FS reference signal, and for the noise-signal contribution from 
a single grain. 
These common elements are discussed in some detail. Following this discussion we present, for 
each model in turn, derivations of key formulae, comments on their implementation, and applica-
tions of their use. 
A. OVERVIEW OF THE MODELS 
1. Model Assumptions, Inputs, and Predicted Quantities 
Key similarities and differences of the three models are summarized in Figure 3.2. All 
three versions neglect multiple scattering events, and assume that the observed noise signal may 
be calculated by superimposing the backscattered voltage signals from the individual grains. In 
the MCM, the backscattered signal from every grain is explicitly calculated, and these signals are 
then directly summed. This approach requires that an "ensemble" of single-crystal grains be 
generated, with the location, size, orientation, and elastic properties known for each grain. The 
output of a basic MCM calculation is a single time-domain total noise signal, as might be 
observed at a single transducer position. Calculations are repeated for many ensembles of grains 
to gather enough signals for statistical analysis. Because noise signals are directly predicted by 
the MCM, any average or peak noise characteristic can be easily determined. The principal 
drawback of the MCM is the extensive computation time required to handle the thousands or 
millions of insonified grains. In the ISMTB and ISMBB, on the otherhand, no attempt is made 
to track individual grains, nor to directly calculate total noise signals. Rather, one directly calcu-
lates rms noise characteristics, averaged over many independent transducer positions. These 
average noise characteristics are related directly to average microstructural properties. These 
calculations of average noise characteristics can be perlonned quite rapidly, but they do not offer 
a complete picture of backscattered noise. 
Each model assumes that there is a well-defined incident beam propagating through the 
metal specimen, whose profile is not appreciably "diffused" by grain scattering events. The only 
assumed effect of grain scattering on the incident beam is to attenuate the beam as it propagates. 
In particular, at a fixed frequency, the beam displacement (or pressure) amplitude at some point a 
depth z1 in the metal is written as U (x 1, y1, z1) exp (-a 1 z 1) where U (x1, y1, z1) is the amplitude 
that would be seen at that point were the metal a non-scattering, non-absorbing medium. a 1 
plays the role of an effective attenuation constant which may be a function of frequency. In 
practice, the non-attenuated field, U (x1, y1, z1), is evaluated using either the Gaussian [12] or 
Gauss-Hermite [13,14,15] beam model. 
Each model assumes that the grains are small compared to the beam diameter (or, more 
specifically, that the incident field is essentially planar over the local region occupied by a given 
grain). This permits the application of the Thompson-Gray Measurement Model [8], which 
relates the backscattered signal received from a given grain to the grain's far-field scattering 
amplitude, A. In the MCM, the Born approximation [16], which is valid for weak scatterers, is 
used to determine the scattering amplitude for each grain from the properties of the grain and 
those of the host metal in which it resides. The Born approximation is not specifically required 
by the ISMTB or ISMBB. These latter two models relate average noise characteristics directly 
to a Figure-of-Merit (FOM) for noise severity, which in tum depends upon the microstructure of 
the specimen. More specifically, for single-phased material, FOM =~Arms, where n is the 
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number of grains per unit volume and Arms is therms average of the scattering amplitude for one 
grain. As will be demonstrated shortly, the usual use of the ISMTB or ISMBB proceeds in two 
steps..! Firstly, the model is applied to measured noise data to extract the FOM of the specimen. 
Secondly, with the FOM known, the model is used to predict average noise characteristics that 
would be seen for other inspection scenarios involving the same specimen. When the ISMTB or 
ISMBB is used in this fashion, an independent calculation of the FOM is not required. In situa-
tions where the detailed microstructure is known or hypothesized, but no specimen is physically 
available, the ISMTB or ISMBB would require an independent estimation of the FOM before 
noise characteristics could be predicted. The methods of Rose [ 17, 18], which employ the Born 
approximation, could be used to estimate the FOM from the microstructure in such a case. To 
date, our only use of the MCM has been to predict noise signals and average noise characteristics 
giym the pertinent microstructural data. The MCM cannot be conveniently applied to measured 
data to extract a FOM or similar quantity which summarizes the contribution of the microstruc-
ture to the noise. 
In their development, the ISMTB and ISMBB assume that the total noise signal is an~ 
herent superposition of the signals from the individual grains, i.e., that the phases of the individ-
ual signals are not correlated. This assumption is not required by the MCM. Incoherent 
superposition allows one to express the power carried by the total noise signal as the simple sum 
of the powers carried by the single-grain signals. The consistency of the MCM calculations with 
those of the other two models, which will be demonstrated later in this section, indicates that 
incoherency may be implied by the single-scattering assumption. 
When the models are run in the forward direction to predict noise signals or average noise 
characteristics, inputs include all of the geometrical parameters implied by Figure 2.3 (water-
paths, transducer diameter and focal length), as well as the usual material parameters required for 
the prediction of the incident ultrasonic field within the metal. For beam propagation purposes, 
we treat the metal as an isotropic solid. The density, wavespeed, and attenuation of water and 
the solid are consequently needed for field calculations. Each model also requires the time-
domain front-surface reference signal as an input. The reference signal is used to deduce the 
efficiency of the transducer in converting electrical energy to sound. The ISMTB, which can 
only be used when the reference signal is a near-single-frequency toneburst, requires as an input 
the specimen FOM at the toneburst frequency. The ISMBB, which can be used for arbitrary ref-
erence signals, requires the value of the FOM at all frequencies within the bandwidth of the ref-
erence signal. Microstructure inputs for the MCM are much more detailed. They include the 
number of grains per unit volume, distribution functions for grain size and orientation, and the 
single-crystal elastic constants. The MCM can be used with either a toneburst or broadband ref-
erence signal; however, MCM calculations are faster in the toneburst case since fewer frequency 
components are involved. For forward calculations, quantities directly predicted by the models 
are: 
i) typical time-domain noise signals by the M CM; 
ii) the normalized rms noise level as a function of time (Nnns(t) of Section IIC), by the 
ISMTB; and 
iii) normalized nns spectral components of the noise on a specified but arbitrary time 
interval (Ir nns I / Ir rer I of Section IIE) by the ISMBB. 
Either the ISMTB or the ISMBB can be used to extract values of the specimen FOM from 
measured noise data. Different data processing methods are used in the two cases, as summa-
rized in Figure 3.3. The ISMTB relates the normalized rms noise level N(t) observed at a given 
but arbitrary time to the value of the FOM at the toneburst frequency. Thus a measurement of N 
at any single time to can be used to deduce the FOM. The deduced FOM should be independent 
of the time chosen, providing a critical test of the ISMTB. The ISMBB, on the other hand, 
relates the normalized nns noise spectral component at angular frequency oo to the value of the 
FOM at that frequency. Thus the measurement of the spectral components on some interval t. ~ t~ ta, 
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can be used to deduce the FOM at each discretized frequency for which both the noise and refer-
ence signals have appreciable components. In this case the deduced FOM values should be inde-
pendent of the specific time interval chosen, providing a critical test of the ISMBB. 
2. Beam Modeling 
The practical application of the noise models requires a method of computing the incident 
ultrasonic displacement !l at points in the interior of the metal specimen. To this end we employ 
the Gauss-Hermite beam model [13-15], or its special case, the Gaussian beam model [12]. 
When calculating the displacement field associated with a propagating sonic pulse of finite time 
duration, fourier analysis can be used to represent the pulse as a sum of single-frequency beams. 
These single-frequency components can be propagated individually to the spatial point in ques-
tion, and then added to obtain the propagated pulse. Thus, the general beam-propagation prob-
lem reduces to the harmonic-beam problem, in which the transducer face oscillates with a 
steady-state time dependence of exp (jco t). Here co = 27tf is the angular frequency of oscillation. 
The application of the Gauss-Hermite (GH) beam model to such a single-frequency propa-
gation problem proceeds in four stages. 
1. We assume that the displacement field is known at the face of the transducer. For 
example, as illustrated in Figure 3.4, the initial field for a planar "piston" probe is 
generally assumed to have constant amplitude and phase at points above the piezo-
electric element, and to be zero at all other points in the facial plane. In the facial 
plane (z = 0) of a focussed piston transducer, we similarly assume that the 
amplitude of the displacement is constant over the element; however, the initial 
wavefront is curved, requiring a phase variation which is a function of the lateral 
coordinates (x,y) and the focal length. The known field on the z = 0 plane is 
expanded in terms of Gauss-Hermite basis functions: 
U(x,y,z = 0, t) = d drot 
- T 
r1 .. constant po anzat1on 
vector 
mmu 
I: Cm,n GHm.0(x,y ,0) (3.1) 
m.n=o 7 ~----
expansion basi'i functions 
constants 
As their name implies, the basis functions are products of Gaussians and Hermite 
polynomials. In Eqn. (3.1) GHm.n denotes the basis function of polynomial order m 
in x and n in y. 
2. Each basis function is then propagated through space [i.e., from plane z = z1 ( = 0 
initially) to plane z = Zi1· Here Zi may describe the field point at which we desire to 
evaluate the displacement, or it may describe the location of an intervening inter-
face. 
3. Each basis function is propagated through or <reflected from) an encountered inter-
~ 
4. Stages 2 and 3 are repeated until we arrive at the spatial point (x,y,z) in the last 
layer of material where the field evaluation is desired. We then add up the propa-
gated basis functions to determine the displacement field. 
U(x,y,z,t) 
mmu 
= d' d(J)l I: C01•0 GH' m 0(x,y ,z) . 
m.n=oy ~-
I .~ 
same basis functions modified by 
(3.2) 
expansion propagation and transmission 
constants 
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Model treatment of ideal piston transducers. 
In Appendix A, the basis functions are fully described, and the lateral profiles are plotted for 
selected lower-order functions. The use of orthogonality properties to determine the expansion 
constants is also discussed, as are the propagation rules. When propagating through an isotropic 
medium, the form of each GH function (regarded as a function of the lateral coordinates x and y) 
is preserved. However, the values of certain parameters change. These parameters, which 
describe overall amplitude, lateral width, radius of phase curvature, and excess propagation 
phase, are identified in Appendix A. This invarience in functional form under propagation is· a 
consequence of the wave equation together with certain paraxial approximations assumed by the 
model [15]. To lowest order, as assumed in our implementation, the functional form of each 
GHm.n is also preserved during transmission through or reflection from an interface. The case of 
transmission is illustrated in Figure 3.5. The transmitted basis function has a new propagation 
direction (z') obtained by applying Snell's law to the central-ray direction (z) of the incident 
function. The amplitude factor+ of the transmitted function is obtained from that of the incident 
function by using 
(3.3) 
+The symbol A is used here and in Appendix A to denote an overall amplitude factor appearing 
in a Gauss-Hermite expansion function. Note that the symbol A will also be used to denote the 
scattering amplitude of a grain or flaw. The meaning of A will be clear from the context. 
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Figure 3.5 During transmission through an interface the functional form of each expansion 
function is preserved. The overall amplitude factor [A in Eqn. (A.1)] is multi-
plied by a planewave transmission coefficient, and the width and phase-curvature 
parameters are also altered. 
where Tis the plane wave transmission coefficient evaluated at the angle between the incident 
central ray direction and the normal to the interface+. The widths and radii of phase curvature of 
the transmitted basis function are obtained from those of the incident function by using a paraxial 
Snell's Law analysis. Results for normal-incidence transmission are given in Appendix A. In 
summary, the practical application of the Gauss-Hennite beam model is primarily an exercise in 
bookkeeping, i.e., in keeping track of the amplitude, width, phase curvature, and excess phase of 
each basis function during propagations through layers and interfaces. 
We shall be applying the GH expansion technique in the rather simple geometry of Figure 
2.3. The reader should be aware, however, that the technique is applicable to a wide range of 
beam propagation problems. In principle, there is no restriction on the shape or vibration pattern 
of the transducer. One can treat transducers of unusual design, as well as the common planar or 
focussed piston probes. The expansion technique, as we have implemented it, is well suited to 
layered problems in which the beam passes through one or more interfaces. These interfaces 
may be planar or curved, and may even have different radii of curvature in the xz and yz planes. 
Each layer traversed by the beam is assumed to be homogeneous, but may be either isotropic or 
anisotropic in character. (For anisotropic materials there are currently some restrictions on the 
direction of propagation relative to the principal symmetry planes.) In most cases, the computa-
tion of the displacement field can be performed rapidly, requiring only a fraction of a second per 
field point on a typical personal computer. The slowest part of the calculation is the 
determination of the expansion coefficients (Cm,J which characterize the field at the face of the 
transducer. These coefficients are calculated by performing two-dimensional numerical integra-
tions over that face. In many cases of interest, the Cm,n may be rapidly obtained by rescaling a set 
of "universal" coefficients which have been previously computed and stored. For example, the 
C.U,0 at any frequency for any bi-cyclindrically focussed or planar piston transducer with an ellip-
tical element of arbitrary aspect ratio can be obtained from one such set of universal coefficients. 
In an similar manner a different set of universal coefficients can be used for all piston probes 
with rectangularly-shaped piezoelectric elements. 
+Note that this is also an approximation, since it assumes that the transmission of the entire 
cross-section of the beam is governed by the transmission coefficient of the central ray. 
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The principal weakness of the GH beam model is the inaccuracy of calculated fields in cer-
tain regimes, arising from the paraxial approximations which are made. In general, calculated 
displacement fields are most accurate: 
i) in the far field (s = iAJa2 > 1; A.= wavelength) of a planar transducer; 
or near the focal region (I s I= I FiAJ(z- F)a2 I> 1) of a focussed transducer; 
ii) near the beam center; 
iii) when the angle of incidence upon an interface is small compared to the critical 
angle, and 
iv) when the interface is not sharply curved+ (i.e, when the radii of curvature are large 
compared to the beam diameter). 
Inputs for GH beam calculations include certain parameters which specify the transducer 
and the physical geometry of the problem, and others which determine the accuracy and rate of 
convergence of the calculations. In the present work, each transducer is modeled as an ideal 
circular piston probe, characterized by an element radius (a) and a geometric focal length (F). 
For a planar transducer, Fis set to a large positive value, e.g., F = 1.0 x 1020 cm. In the two-layer 
(water, metal) geometry depicted in Figure 2.3, we assume that the speed of sound is indepen-
dent of propagation direction within each layer. Furthermore, we assume that the water/metal 
interface is planar, and that the central ray of the incident beam strikes this interface at normal 
incidence. Since the production of mode-converted shear waves is small near normal incidence, 
we consequently consider only longitudinal wave (L-wave) propagation in the metal. For an 
isotropic layer, GH model material inputs consist of the density (p), and the wavespeed (v) and 
attenuation coefficient (a) of the wave mode under consideration. The wavespeed is related to 
the frequency (f), angular frequency (ro), wavelength (A) and wavenumber (k) in the layer by 
v = A.f = 21t f = Cl) 
k k (3.4) 
For an anisotropic layer, additional parameters which specify the shape of the slowness surf ace 
are required [15], but these are not gennane to the problem at hand and are not discussed herein. 
The accuracy of the GH calculations is controlled by three parameters, denoted 11\nm w.,.0 , 
and Wyo· The first of these appears explicity in Eqs. (3.1)-(3.2) and determines the number of 
basis functions retained in the expansion. The latter two parameters determine the initial lateral 
widths of the expansion functions in the x and y directions, with w.,.0 =Wyo appropriate for a cir-
cular transducer element (see Appendix A). In principle, for any choice of {w.,.0 , wy0 }, the GHm,n 
+when the angle of incidence is an appreciable fraction (e.g.,> 1/2) of the critical angle, or the 
interface is sharply curved, one can employ a hybrid beam model [14] which uses the GH expan-
sion for propagation and ray-tracing methods to transverse interfaces. This hybrid model was 
not used here. 
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form a complete set of initial expansion functions for a "confined" beam. Thus, any positive val-
ues of Wxo and Wyo may be used if 11\nax = oo. However, the rate at which the field expansion 
converges as 11\nax is increased is determined by { wx0 , wy0 }. Therefore, when the set of expansion 
functions is truncated, as is done in practice, reasonable choices of { wx0 , wy0 } must be made to 
assure accurate field calculations. The beam calculations presented in the present work fall into 
two categories: those using 11\nax = 0, and those using 11\nax ~ 25. The former are referred to as 
"Gaussian" beam calculations, because the lateral profile of the model beam has a Gaussian 
dependence on x or y within every beam cross-section. For the Gaussian model, the choice Wxo = 
Wyo= 0.7517a is made, assuring that the piston probe beam and its model counterpart have simi-
lar widths in the far field [12]. For all other beam calculations, we generally choose 11\nax = 30 
with wxo =Wyo= a /-{5. Here the choice of the initial width parameter is based upon empirical 
studies of the series convergence rate in the far field [13]. 
The Thompson-Gray Measurement Model, which will be discussed shortly, employs a 
quantity C(x1,yhz1) as a measure of the ultrasonic displacement field within the metal. The 
meaning of C is depicted in Figure 3.6. C is a complex-valued scalar function of position which 
is obtained by factoring from the harmonic displacement field terms describing the initial ampli-
tude, the transmission coefficient, plane wave phase propagation, and attenuation. C is conse-
quently a measure of the effect of diffraction and focussing on beam strength. C(x1,y1,z1) can be 
evaluated in practice by using the GH beam model to calculate the displacement field JJ(x1,y1,z1) 
at the point in question, and then dividing by the four factors mentioned. Notice that C is defined 
in the context of a (single-frequency) harmonic oscillation of the transducer, and that the value of 
C depends upon the oscillation frequency. 
Interface 
fluid 
( 
At face: 
u:Ju ejrotej,_..., 
- 0 ~ 
phase term describing 
wavefront curvature 
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field point remaining 
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Figure 3.6 C(x., y1, z1) is a measure of ultrasonic field strength. 
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3. Scattering Amplitudes 
When considering the scattering of a harmonic incident sound beam by an individual grain, 
we will always assume that the beam is much wider than the grain. More specifically we assume 
that there is little variation in the amplitude of the arriving beam over the diameter of the grain, 
and that the arriving wavefront is essentially flat over this distance. Thus on the scale of the 
grain, the local portion of the incident sound wave may be approximated by a plane wave. With 
this assumption, the scattered sound wave can be described using the plane-wave scattering 
amplitude A. The definition of A is illustrated in Figure 3.7 An incident plane wave of angular 
-frequency co, amplitude U0 , and propagation direction k1 illuminates a scatterer. At points far 
from the scatterer, a spherically expanding outgoing wave of the same frequency is seen whose 
amplitude decreases with increasing distance (r) from the scatterer. A describes the strength of 
this outgoing wave, and generally depends upon 
i) the frequency of oscillation; 
ii) the wave modes (longitudinal, transverse) of the incident & scattered sound; 
...... 
iii) the direction of the scattered sound (ks) relative to that of the incident field; 
iv) the size, shape, and orientation of the scatterer; and 
v) the density (p) and elastic constants (Cij) of the scatterer and the host medium. 
Scattering amplitude formulas have been deduced for some specific simple scatterer geom-
etries, and also for general geometries in certain approximations. Scattering amplitude calcula-
tions for the Monte Carlo noise model make use of the Born Approximation (16] which holds 
when the scattering is weak, i.e. when the density and elastic constants of the scatterer are similar 
to those of the host. In the MCM we consider the case in which an incident L-wave traveling in 
the +z direction through an isotropic medium encounters an anisotropic scatterer (grain). Here 
the isotropy of the host medium represents the average properties of the titanium polycrystal, 
while the anisotropy of the scatterer represents the anisotropic elastic constants of the crystallite 
Figure 3.7 
_. _. 
A Uo eHoo t- ks·r> 
r 
The far-field scattering amplitude A measures the strength of the outgoing wave 
produced when a scatterer is encountered by an incident plane wave. 
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(viewed as a small, single crystal). For this case, under the Born approximation, the scattering 
.a -llo 
amplitude for longitudinal backscatter (ks= -kJ is found to be 
(3.5) 
where 
Bp = P grain - Pbost (3.6) 
SC33 = {~3)grain - {C33)host (3.7) 
and S(k) is a wavelength-dependent "shape factor" determined by the size and shape of scatterer. 
Here the 3-axis of the coordinate system has been chosen to be parallel to the direction of inso-
nification. In particular, for a spherical scatterer of radius r, 
S(k,r) = 4m3 [sin(2rk) - (2rk) cos (2rk)]/(2rk)3 (3.8) 
These results will be used in Section 1110. 
4. Thompson-Gray Measurement Model 
Elementary wavefield quantities such as !J, the dynamic displacement of a particle from its 
equilibrium position in a medium, play prominent roles in our formulations of beam and scatter-
ing models. However, in most cases, ultrasonic displacement fields are not directly obseived in 
the laboratory. Rather, it is common to infer sonic events by observing and measuring voltage 
signals produced when a sound pulse arrives at a receiving transducer. Thus it is extremely use-
ful to possess formulas which relate electric signals (appearing in coaxial cables attached to 
transducers) to displacement fields (appearing in the interior of a component). Once such 
formula is embodied in the Thompson-Gray measurement model [8], which is based on Auld's 
electro-mechanical reciprocity relationship [19]. 
The generic problem addressed by the measurement model is shown in Figure 3.8. Sound 
is generated by transmitting transducer "a", and received by transducer "b". In a pulse/echo 
inspection, the two transducers would be one and the same. In more detail, a time-harmonic 
electrical signal with angular frequency ro is input to transducer "a" via coaxial cable "a", causing 
transducer "a" to radiate. This establishes a steady-state harmonic acoustic field within the fluid 
and solid media. A portion of this acoustic field is received by transducer "b", resulting in an 
output electrical signal in cable "b". The strength of this output electrical signal is monitored 
using a complex-valued coefficient r, whose precise meaning is defined in Refs. [8] and [19]. 
For our purposes it is sufficient to note that r is proportional to the voltage of the output signal. 
The Measurement Model describes how the value of r is changed by the presence of a small 
flaw in the solid medium. Assuming that the flaw is small, and making certain paraxial approxi-
mations [8], Thompson and Gray find that 
Br(ro) = r naw present(ro) - rno naw present(ro) (3.9a) 
[ 
2Ap1V1b ] 
= ~[To1aCaPa] [To1b~Pb] .k 2 
J tba PoVo 
(3.9b) 
In Eqn. (3.9b), f3 is a measure of the efficiency for the conversion of electrical energy to acoustic 
energy by the transducers. The term [ToiaCaPa1 describes the propagation of sound from the trans-
mitter to the flaw. In particular, Toia is the plane-wave transmission coefficient for beam "a" for 
propagation from water to solid; C8(X1a.Yia,Z18), as discussed earlier, is the diffraction/focussing 
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Tota,b are interface transmission coefficients, 
Ca,b are diffraction/focusing terms (beam model), 
P a,b are propagation (phase & attenuation) terms, 
A is scattering amplitude of flaw, 
kb is the scattered mode wavenumber, 
a is the transducer radius, 
Pov 0 ,p1 v1b are fluid & solid acoustic impedances. 
Measurement Model geometry and summary. (Courtesy Timothy A. Gray, Cen-
ter for NOE, Ames, IA.) 
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factor of the incident ultrasonic field, evaluated at the location of the flaw using a coordinate sys-
tem appropriate for beam "a"; and P. includes the phase propagation and attenuation factors for 
beam.''a'' 
(3.9c) 
The term [T01bCi,Pb] is similar in fonn: one imagines that transducer "b" is functioning as a trans-
mitter, and one then writes down the transmission, diffraction/focussing, and phase-
propagation/attenuation factors appropriate for outgoing beam "b" with the latter two factors 
evaluated at the location of the flaw. In the last bracketed tenn in Eqn. (3.9b): A is the 
scattering amplitude of the flaw for incident wave direction and mode "a" and scattered wave 
direction (and mode) "b" in Figure 3.8; v1b and klb are the sound speed and wave number for wave 
mode "b" in the solid; a is the radius of transducer "a"; j =.../=I; v0 is the speed of longitudinal 
waves in the fluid; Po is the density of the fluid; and p1 is the density of the solid. 
Eqs. (3.9) can be applied to the noise-measurement geometry of Figure 2.3, and used to 
calculate the electrical signal arising from longitudinal wave backscatter from a single grain at 
location (x,y,z) in the metal. In this pulse/echo case, the "a" and "b" beams are one in the same, 
and these subscripts may be deleted. The metal grain serves as the "flaw". One obtains 
~re > _ Ar-r-2 c2c > -2j~+k1z1 > -2(<XoZos+a,z1> [ 2Ap. v 1 J 
u co - ..,1m x1,y1,z1 e e . 2 Jk1a p0v0 
(3.10) 
where the values for v1, k1, and a.1 are those appropriate for L-waves in the solid. The nonnal-
incidence transmission coefficient in Eqn. (3.10) is given by 
2povo 
Tm = 
PoVo+ P1V1 
As we shall soon see, Eqn. (3.10) is a prime ingredient in each of the three noise models. 
(3.11) 
Recall that of(co) describes the flaw-induced change in the received electrical signal for a 
steady-state situation with an ei(l)l time dependence. In the laboratory, we generally employ 
pulses of finite duration, rather than steady-state oscillations. For pulsed pulse/echo experi-
ments, or( co) may be interpreted as the Fourier component at frequency co of the received electri-
cal voltage "echo" arising from the flaw or grain.+ This interpretation requires that the constant 
of proportionality connecting r with voltage be incorporated into the efficiency factor ~. This 
newly defined~ is then generally determined by performing a reference measurement. Recall 
that a front-surface echo serves as a reference signal for grain noise measurements. 
For the reference geometry of Figure 2.3, one can develop a "measurement model" for the 
time-hannonic output signal crref) arising from the front-surface reflection. If the one-way 
+For a pulse/echo experiment using a finite-duration pulse, it is usually the case that no signal 
would be seen in the time interval of interest if the flaw were not present Then r 00 naw p~ent = 0, 
and Or and r Oaw p~ent are One in the Same. 
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waterpath is ZoR, one finds [8] 
with 
and 
Roa = P0Vo-P1V1 
PoVo+ P1V1 
0(0>) = 1 - e-laj/S [ J0(2;) + jJ(2; )} S = 4'::7R 
(3.12) 
(3.13) 
(3.14) 
Here Jm denotes the ordinary Bessel function of integral order m, and the factor D accounts for 
the effects of beam diffraction and focussing. The expression given above for D(ro) holds for a 
planar piston transducer of radius a at arbitrary waterpath ZoR· The same expression can be used 
to obtain the magnitude+ of D for a focussed piston transducer of radius a and geometrical focal 
length F, if the waterpath is equal to the geometrical focal length ( ZoR = F only). Note that, in 
general, the reference signal is not maximized when ZoR = F because diffraction causes the radi-
ation pattern to peak somewhat before the geometrical focal length. 
In a pulsed measurement, r rerCro) may be interpreted as the Fourier component of the volt-
age pulse arising from the front-surface echo. This interpretation requires the same redefinition 
of (3 alluded to for flaw signals. If the same transducer, cable, and pulser settings are used when 
acquiring the "flaw" and reference echoes, the value of ~(ro) will be the same in both Eqs. (3.10) 
and (3.12). Thus ~(ro) may be eliminated by forming a ratio of the spectral components of the 
two echoes. If the time-domain reference signal in Figure 2.3a is measured or hypothesized, the 
Measurement Model formulas can be used to predict the time-domain echo from a single grain or 
isolated defect in the geometry of Figure 2.3b. To accomplish this, the discrete Fourier compo-
nents of the reference signal are calculated and identified with rrerCro) in Eqn. (3.12). For each 
discrete positive frequency in Eqn. (2.12), the spectral components of the grain or defect signal 
are obtained from those of the reference signal using Eqs. (3.10) - (3.14). The spectral compo-
nents at negative frequencies are determined by the condition that all measured signals be real. 
Finally, the time-domain grain or defect signal is calculated using a discrete inverse Fourier 
transform. This procedure is used in our Monte-Carlo calculations and will be described more 
fully in Section IlID. 
5. Transducer Characterization 
In all cases, laboratory transducers will be modelled as ideal piston transducers, after the 
fashion of Figure 3.4. Certain factors appearing in grain-model formulae will later be shown to 
be rather sensitive to the details of the incident ultrasonic field in the metal. Consequently, it is 
important to verify that the field radiated by a laboratory transducer resembles that of an ideal 
transducer, and to adjust the model probe parameters (a,F) to maximize the agreement between 
the actual and model fields. 
A simple experiment for mapping the radiation field of a transducer is depicted in Figure 
(3.9). At a fixed vertical waterpath, z0 , the probe is centered over a small stationary reflector, in 
+ For a focussed transducer and ZoR = F, the diffraction correction may be written as 
Drocussed(ro) = -D* planar(ro) where Dplanar(ro) is given by Eqn. (3.14). 
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Figure 3.9 
/"l/ Transducer to be characterized 
(Scanned in x or y direction) 
x 
Fixed 
vertical Z 
waterpath water _ /Tungsten Carbide Sphere 
~ Diameter= 0.047" = 0.12 cm 
----------·j (Fixed in position) 
[ Coordinates relative to ] transducer are (x0 , Yo, zo) 
A simple pulse/echo beam mapping experiment. Reflected broadband echoes 
from the spherical target are recorded for various locations of the transducer. 
this case a tungsten carbide sphere. The probe is then scanned laterally through a series of posi-
tions, first moving along the x-axis, and then later along y. At each position the transducer emits 
a broadband sound pulse, and the returning echo from the sphere is digitized and stored. This 
process is repeated for several choices of waterpath bracketing the focal length. The analysis of 
the stored signals begins with the calculation of the Fourier spectral components. We will use 
Sr E(f,X0 .Y 0 ,z0 ) to denote the experimentally determined spectral Component at frequency f when 
the sphere is located at position (x0 y 0.z0 ) relative to the transducer. The radiation pattern of the 
transducer can be displayed by plotting I ar E I versus Xo or Yo for each fized Zo. 
A model expression for ar E may be quickly obtained from the previously stated Measure-
ment Model formula, Eqn. (3.10). To do this one imagines placing the spherical reflector (rega-
rded as the "flaw") into the "solid" medium in Figure 3.8, and then equating the properties of the 
liquid and solid. The transmission coefficient becomes unity, and one finds 
I ar MI = 1 2~A2 12 e-2a0z0 IC(xoyozo)12 (3.15) 
koa · · 
with the subscript M identifying this as the model expression. When evaluating Eqn. (3.15), C is 
calculated using the Gauss-Hermite beam model with Il\nax = 30, assuming an ideal piston probe 
of radius a and geometric focal length F. The practical use of Eqn. (3.15) requires the numerical 
value of the attenuation of water, which is known to depend upon both frequency (t) and water 
temperature (T). Throughout the present work, the attenuation of water is assumed to be given 
by 
(3.16) 
with the value of cat each water temperature of interest deduced by interpolating within a table 
provided by Pinkerton [20]. The interpolated values of cat common laboratory temperatures are 
listed in Table 3.1. 
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Temperature in °F c in units of 10-3 cm·1 MHz·2 a 0 in units of cm·1 at 15 MHz 
65 0.2664 0.0600 
66 0.2619 0.0589 
67 0.2574 0.0579 
68 0.2530 0.0569 
69 0.2487 0.0560 
70 0.2445 0.0550 
71 0.2404 0.0541 
72 0.2365 0.0532 
73 0.2326 0.0523 
74 0.2288 0.0515 
75 0.2251 0.0506 
Table 3.1 Attenuation of water at common laboratory temperatures. 
Armed with a useable model expression for the backscattered spectral amplitude, it is 
straightforward to fit the model radiation pattern to that of the laboratory transducer. The follow-
ing procedure has been adopted for this purpose. We begin by choosing a fixed frequency, usu-
ally near the nominal center frequency of the transducer. We then optimize the agreement 
between theory and experiment by adjusting three+ model quantities: a, F, and I ~A I, with the 
latter controlling the absolute scaling of the model spectral amplitude.) The optimization is 
accomplished by using a search algorithm to minimize the value of 
(3.17) 
where mis the number of transducer positions at which data was acquired. The fitting procedure 
can be repeated at other nearby frequencies if desired. The values of a and F deduced by this 
process are said to "characterize" the transducer within the context of the Gauss-Hermite beam 
model. 
Typical results from a characterization of a commercial focussed transducer are displayed 
in Figures 3.10 - 3.12. In this case the probe under study was P4 in Table 2.1, a damped Pan-
ametrics transducer (model V319) having a nominal center frequency of 15 MHz. The nominal 
radius of this transducer was 1/4 inch, and the focal length quoted by the manufacturer was 9.0 
cm. Using the experimental procedure described above, lateral line scans in the x and y direc-
tions were performed at each of 6 waterpaths: z0 = 7,8,9,10,11, and 12 cm. The lateral stepsize 
between adjacent transducer positions was 0.0025 inches for each of the 12 scans. Backscattered 
echoes from the spherical target were then Fourier analyzed to determine their spectral compo-
nents at selected frequencies. Optimal (a,F) pairs deduced by the fitting procedure are displayed 
in Figure 3.10 for five frequencies ranging from 10 to 20 MHz. For the fit to the 15-MHz data, 
+For planar transducers, Fis held fixed at a large value (Ix 1020 cm) and only the values of a and 
I ~A I are adjusted. 
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Figure 3.10 Optimal piston-probe radius and focal length for transducer P4 as deduced from 
beam mapping experiments. Results are shown for 5 frequencies. 
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Figure 3.11 Measured(•) and predicted ( ) spectral amplitudes at 15.04 MHz for beam 
mapping experiments using transducer P4. The predicted amplitudes assume that 
the transducer is an ideal focussed piston probe, with a= 0.607 cm and F = 9.65 
cm detennined by the fitting procedure. 
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SPHERICAL TARGET IN WATER 
NOMINAL PARAMETERS : RADIUS = 0.635 CM. 
FOCAL LENGTH = 9.00 CM. 
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Figure 3.12 Measured ( •) and predicted ( ) spectral amplitudes at 15.04 MHz for 
beam mapping experiments using transducer P4. The predictions assume an 
ideal focussed piston probe, with the nominal radius (0.635 cm) and focal length 
(9.00 cm) quoted by the manufacturer. 
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estimates of the uncertainty in a and F are also displayed. These estimates were obtained by 
examining chi2(a,F, I ~A I) near its minimum, and determining the deviations in a and F required 
to noticeably degrade the model fit to the experimental data. Given the level of uncertainty in 
the optimal values (of-± 2% in a and -1 % in F), the (a,F) pairs deduced at each of the five fre-
quencies are seen to be in good agreement with one another. 
The level of agreement between measured and model radiation patterns is shown in Figure 
3.11 for a typical case. There the 15-MHz spectral components are displayed for transducer P4, 
using a common vertical scale (arbitrary units) for each of the six waterpaths considered. Notice 
that for each waterpath and transverse position two experimental values are plotted: one results 
from displacement along the x axis, and the other from displacement along y. If the transducer 
possessed perfect circular symmetry (and if the beam was precisely centered on the reflector at 
the initiation of the scan) These two values would coincide. The solid curves are the model 
predictions using the optimal choices of transducer radius (a = 0.607 cm) and focal length (F = 
9.65 cm). In this case the focal zone, defined by Is I > 1 withs= Fz0'A./(z0 -F)a2, extends from 
7 .7 to 13.0 cm from the transducer+. Within this range the agreement between the measured and 
modeled fields in Figure 3.11 is generally good. This may be contrasted with the sizeable differ-
ences between experiment and theory seen in Figure 3.12. In the latter figure the model curves 
were obtained by fixing a and Fat the nominal values quoted by the manufacturer (a= 0.635 cm, 
F = 9.00 cm), and only the overall scaling parameter, I ~A I was varied to optimize the fit to the 
experimental data. 
When a commercial transducer is characterized using an ideal piston model, it is not 
uncommon to find significant differences between the nominal and fitted radius and focal length 
[21]. Using nominal transducer parameters as inputs for ultrasonic field calculations is conse-
quently not generally recommended. For this reason, several transducers which were used in 
critical noise-model validation experiments were characterized by our fitting procedure. The 
results are summarized in Table 2.1. 
+For a planar transducer in water, the "far field" is generally defined to begin at a distance 
z0 'A./a2• A spherical lens attached to the transducer maps this "far field" into the region Is I< I 
indicated above. 
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B. INDEPENDENT-SCATTERER MODEL FOR TONEBURST INSPECTIONS 
- We now consider in detail the first of our three models for backscattered microstructural 
noise, the ISMTB. This model is applicable for toneburst inspections of materials with weakly 
scattering microstructures. We begin this section by deriving a model formula for the normal-
ized nns noise level as a function of time, N(t). The definition of this quantity and its practical 
measurement were discussed in Section II. Using the model, we then discuss how the time 
dependence of N(t) is controlled by the depth dependence of the transducer's radiation pattern. 
For typical cases involving planar and focussed transducers, we illustrate the sensitivity of the 
model predictions to the input transducer characteristics and the choice of beam model. We then 
conduct various tests of the ISMTB, first using synthetic noise signals, and then noise signals 
measured in a Ti-6246 specimen. In the latter case, we use the model to extract the specimen's 
FOM from measured noise data, and we demonstrate that the result is approximately independent 
of the toneburst duration, the transducer used, or the time (depth) at which the extraction is per-
formed. A bit later in the section, we compare FOM values deduced from knowledge of the 
microstructure to those extracted from measured noise data using the ISMTB. This is done for 
several specimens having simple, single-phase, equiaxed microstructures. The FOM extraction 
procedure assumes knowledge of the effective ultrasonic attenuation of the specimen at the 
inspection frequency. Three methods for determining this attenuation are discussed and demon-
strated. To close the section, we discuss our determination of FOM values for a suite of Ti-6246 
specimens. In three of the four specimens, the FOM is shown to have a marked dependence on 
the direction of sound propagation. 
1. Model Development 
The goal of the present subsection is to derive a model formula [Eqn. (3.39)] which relates 
the observed nns average noise level to microstructural aspects of the specimen and to the partic-
ulars of the inspection system. We assume the inspection geometry and hybrid coordinate sys-
tem of Figure 2.3. Recall that subscripts 0 and 1 refer to water and metal, respectively, and 
subscripts R and S, when used, ref er to the reference and noise signal geometries. Coordinates 
for points in the solid (x1, y1' z1), are measured from the intersection of the central ray and the 
water/solid interface. We assume that the observed noise signal is an incoherent sum of the sig-
nals scattered by individual microstructural entities in the metal. These entities may be single 
metal grains, or collections of grains acting in unison, but they will be referred to simply as 
"grains" in either case. We assume that the specimen is macroscopically homogeneous, and con-
tains n grains per cubic centimeter. Only single-scattering events will be considered explicitly; 
however, the attenuation of the beam with depth will be treated through an effective attenuation 
constant, a 1• This is accomplished by including the factor exp(--a1(ro)z1) in the expression for 
the incident displacement field in the metal at angular frequency ro. We further assume that the 
beam diameter and longitudinal wavelength in the metal are large compared to the mean grain 
size. This permits us to use the Measurement Model formulas of Section IIIA4 to describe the 
backscattered signal from a single grain. 
Let R(t) denote the observed time-domain, front-surface reference echo. (More specifi-
cally, R(t) is the time-domain voltage signal appearing in the coaxial cable of the transducer that 
is generated when the front surface echo returns to the transducer.) Using the same time origin, 
let 8S(t, x1, y 1, z1) similarly denote the voltage signal that would be observed in the noise-
measurement geometry due to scattering of the incident sound pulse by a single, metal grain 
located at position (x., y., z1). We assume that the observed reference signal is a narrow-band 
toneburst of angular frequency ro0 , which can be approximated as 
R(t) = E(t)cos(ro0t+ $) (3.18) 
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Figure 3.13 The envelope function E(t) of the front surface reference signal. The time coor-
dinate t plays the role of an integration variable in the model. 
Here, as illustrated in Figure 3.13, E(t) is a slowly varying envelope function which is non-zero 
only over a finite time range. Our final model expressions will be independent of the value of 
the phase cl> in Eqn. (3.18). Consequently, to simplify the presentation, we now set cl>= 0. (cl>= 0 
could also be accomplished by re-defining the time origin.) The Fourier transforms of R(t) and 
oS(t,xh Yh Z1) will be denoted by r re..<ro) and ors(ro, x1' Yh Z1) respectively. Thus, for the reference 
signal we have 
00 
R(t) = Jr ,.r(ro)ei"'dro (3.19a) 
(3.19b) 
and for the single grain signal: 
00 
15S( t, x,, y 1, z,) = J 15r 5( ro, x,, y 1, z,)ei"'dro (3.20a) 
00 
15r 5( ro, x1, y 1, z1) = 2~ J 15S(t, x1, y 1, z1)e-:l"'dro (3.20b) 
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As we have seen in Section IIIA4, the ultrasonic measurement model of Thompson and 
Ora~ can be used to obtain expressions for r rer and ars. From Eqns. (3.12) and (3.10), we have 
= ~RooD( (I) )exp(-2jkoZoR - 2CXoZoR) (3.21) 
[ 
2~A(ro,x1'y1'z1 )P1V1],,..,z N. 
= "k 2 101'- (CO,X1,Y1,Z1) J 1a p0vo 
·exp[-2j(koZos + k1z1)- 2CXoZos - 2Cl1Z1] (3.22) 
Notice that we have introduced the notation exp(P) = eP to make the equations more readable. 
The meanings of the quantities appearing in Eqns. (3.21) and (3.22) have been discussed in Sec-
tion IIIA4. Briefly reviewing, v, k, p,a and a denote longitudinal wave velocity, wavenumber, 
density, attenuation constant, and transducer radius, respectively. A(co, x1, YI> z1) is the scattering 
amplitude for backscattered sound from the grain in question. ~ is the transducer efficiency fac-
tor, suitably scaled so that rref and ar s may be directly interpreted as voltage spectral compo-
nents. Roo and T01 are reflection and transmission coefficients for plane wave displacement fields 
propagating in the central ray direction (i.e. along the z axis). C(ro, xh Yh z1) is the 
diffraction/focussing factor of the incident displacement field at the location of the grain, and 
D(co) accounts for the effects of diffraction losses in the reference signal. In addition to the 
explicitly noted dependence on frequency, C and D also depend upon transducer characteristics 
(a and F), waterpaths, and speeds of sound. 
We now use Eqns. (3.18-3.22) to obtain an approximate expression for as, the time 
domain voltage signal arising from the grain in question. Before embarking on this calculation, a 
point regarding notation must be made. We shall adopt a convention whereby real-valued physi-
cal quantities, such as voltage or displacement, are written in complex form. It is understood that 
the physical value of the quantity is the real part of its complex counterpart. Thus, as we begin 
our calculation, the reference signal is written in its complex form 
R(t) = E(t)d'001 (3.23) 
with the understanding that the measured voltage signal is 
R~E(t)d'001] = E(t)cos(ro0t) (3.24) 
At the conclusion of the calculation, we will have a complex-valued expression for as. The real 
part of this expression represents the physical voltage of the grain-scattered signal. With this 
said, we begin by eliminating ~from Eqn. (3.22). This may be done by solving Eqn. (3.21) for ~ 
and substituting the result into Eqn. (3.22). The new expression for ars is then inserted into the 
right-hand side of Eqn. (3.20a). The resulting integral contains r rer<ro) which is sharply peaked 
near ro = co0• All constants and slowly varying functions in the integrand (i.e., all factors except 
r rer<ro) and the complex phase terms) are collected into a term H, evaluated at ro = ro0, and fac-
tored outside of the integral. In this approximation, Eqn. (3.20a) becomes 
-
SS(t, x,, y ,. z,) = H( COo, x., y I• z,) Ir .. r< co )expfj( rot - 2k,,(Zos - ZoR) - 2k, z,) ]dro (3.25) 
where 
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2~1A(000,X1,Y1,z1)P1V1 2 
R(ooo,X1,Y1,Z1) = . 2 C (OOo,X1,Y1,Z1)exp[2<Xo(ZoR -Zos)-2a1ziJ . (3.26) RooD(OOo)Jk1a PoVo 
In Eqn. (3.26) it is understood that CXo and a 1 are evaluated at co= Ola· Using k = co/v, the expo-
nential term in the integrand of Eqn. (3.25) may be rewritten as exp[joo(t- to)], where 
(Zos - ZoR) 2z1 
to = 2 +-
Vo V1 
(3.27) 
represents the time delay between the reference and grain-scattered signals. The integral in Eqn. 
(3.25) can then be evaluated using Eqns. (3.19b) and (3.23). The result for OS is 
(3.28) 
Comparing Eqns. (3.23) and (3.28) the backscattered signal from the grain is seen to be a time-
shifted copy of the reference signal with the overall amplitude and phase modified by the factor 
H. 
Under our independent-scatterer assumption, the total noise voltage observed at a fixed 
time instant t is the sum of the signals from the individual grains, evaluated at that instant In our 
complex notation 
m 
V(t) = I, oSi(t, xii, Yw zli) (3.29) 
i= 1 
where we have introduced the index i to enumerate all grains insonified by the incident beam. 
The normalized rms noise level, as defined in Section II, is the square root of the average square 
of the measured noise voltage, divided by the peak amplitude of the reference signal+. In our 
current notation, we write 
N(t) = .../ < [Re(V(t))]2 > 
Emax 
(3.30) 
where< >denotes the average over many independent transducer positions (or, equivalently, the 
average over many independent "ensembles" of grains). Thus, to make connection with N(t), we 
must use Eqn. (3.29) to determine the ensemble average of the square of the real part of V(t). 
From Eqns. (3.28) and (3.29) we have 
m m 
Re[V(t)l = I: Re[osa 
i= 1 
= I, I Bi I cos( C00t + ct>i) 
i= I 
(3.31) 
where 
(3.32) 
and 
ct>i = -000!1,i +phase of Hi (3.33) 
+In our model calculation, we assume that the instrumentation background level is zero at all 
times. The symbol B introduced in Eqn. (3.31) is not related to the background level of Section 
II. 
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Here we have written the physical voltage of each single-grain signal as the product of a time-
dependent amplitude and a phase-shifted cosine function. Now consider the ensemble average of 
the square ofEqn. (3.31): 
m m 
<[Re(V(t))]2 > = LL <IBdlBJlcos((1)0t+cpi)cos((1)0t+cp;)> 
i=lj=l 
m m 
= L L <I B1 II BJ I>< cos((1)0t + cpi)cos((1)0t + cpJ} > 
i= lj= l 
. (3.34) 
Here we have made use of the fact that the amplitude I B1 I and phase cpi are effectively unrelated. 
Note, for example, that I B1 I is a slowly varying function of depth in the metal through the attenu-
ation and diffraction/focussing factors, while cp1 is a rapidly-varying function of depth through the 
-co0to1 term in Eqn. (3.33). In addition, cp1 depends on the phase of the scattering amplitude for 
grain i, which will vary from ensemble to ensemble. We now impose our assumption of inco-
herency, i.e., that the phases of the signals resulting from distinct grains are independent of one 
another. In that event, 
For i =j 
< cos( (1)0t + cpi)cos( ro0t + <l>J) > = < cos2( (1)0t + cp1) > 
21t 
= 2~ J cos2(C00t+ <!>)d<I> 
0 
1 (3.35) = -2 
For i :I= j 
1 1 
< cos( (1)0t + $1)cos( ro0t + <l>J) > = < 2 cos( $1 - <l>J) + 2 cos(2(1)0 t + $1 + <l>J) > 
1 1 
= 2 < cos( ct>i - <l>J) > +2 < cos(2ro0t + cp1 + <P;) > 
= i[ 2~ I cos <l>d<I> + 2~ I cos(2ro0 t + <l>)d<I>'] 
= 0 (3.36) 
Here, in each case, the ensemble average was performed by averaging over all possible values of 
the phase angle, treating $1 in Eqn. (3.35) and ($1-cpJ) and (cl>1 +ct>;) in Eqn. (3.36) as random vari-
ables. Thus we conclude that 
1 m 
< [Re(V(t))]2 > = 2 1~ <I B1 12> (3.37) 
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with I Bi I determined by Eqns. (3.26), (3.27), and (3.32). The only factor now affected by the 
ensemble-averaging operation is the magnitude of the single-grain scattering amplitude, I A1 I. 
To complete the derivation, we now replace the sum over grains in Eqn. (3.37) by an integral 
over the volume of the metal: 
(3.38) 
where n is the number of grains per unit volume. The ensemble average of the square of the 
scattering amplitude may be factored from integral. (We are assuming that the specimen is 
homogeneous, and hence that average microstructural properties are independent of position.) 
Finally, we take the square root of the resulting equation, and then divide each side by the peak 
value of the reference signal envelope function, Emax, to obtain the normalized nns noise level 
measured in our experiments. The result+ is 
where 
and 
< [Re(V(t))]2 >112 
N(t) = 
Thus the normalized nns grain noise is directly proportional to the microstructural Fig-
ure-of-Merit 
FOM = ..JO~ 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
+A model expression for N(t) is given in Eqn. (10) of Ref. [10]. In that reference, the "'2 factor 
in the numerator has been inadvertently omitted. 
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where n is the density of grains and Arms is the average single-grain backscatter amplitude at the 
toneburst frequency. The effects of grain scattering also enter the calculation through the attenu-
ation factor exp(-4a1z1) appearing in the integral over z1• Presumably, a 1(co0) is a function of n 
and Arms(COo); however, no effort is made in this work to explicitly include that function. The 
term G(z1) is associated with the scattering from a plane of grains at depth z1; the integration over 
z1, which is weighted by the toneburst envelope function ensures that all grains contribute to the 
noise signal at time t except those forbidden by time-of-flight considerations. 
In Eqn. (3.39), the transmission coefficient (T01), reflection coefficient (Roo) and referen-
ce-signal diffraction correction (D) may be evaluated using Eqns. (3.11), (3.13), and (3.14) 
respectively. When the full Gauss-Hermite model is used to calculate the diffraction/focussing 
factor C, the integrations over x1 and y1 in Eqn. (3.41) are performed numerically. When the 
Gaussian beam model is used, however, the integrations can be performed analytically with the 
result 
G(z1) = 4.356a2[( ) ] 2 ~ ( 1 + 02) - 1 + 02 
1+02 (3.43) 
where 
and 
v0F 0 = 3.539-2 
eooa 
(3.44) 
(3.45) 
In practice, the envelope function of the reference signal, E(t), can be obtained in two ways. 
Since the sampling rate is generally large compared to the toneburst frequency, an upper enve-
lope function can be obtained by fitting a spline curve through the positive peak points of the 
measured reference signal. A similar lower curve can be obtained using the negative peaks, and 
the magnitudes of the two curves can be averaged to obtain E(t). Alternatively, E(t) may be 
determined using Fourier analysis methods, after the fashion of Ref. [22]. 
The choice oftime origin in Eqn. (3.18), and hence in Eqn. (3.39), is arbitrary. When per-
forming experiments, we generally define t = 0 to be the instant at which the center+ of the FS 
echo is seen when the waterpath is Zos· At our level of approximation, this is equivalent to 
choosing t = 0 at the center of an echo from a single small grain located on the water/metal inter-
face. Making this choice, the integral over z1 in Eqn. (3.39) may be expressed (after some alge-
bra) as 
+In practice, we define the "center" as the midpoint of the time interval over which the envelope 
function attains~ 20% of its peak value. 
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E(t-to) 2 G(z1) I E I exp{-4a1z1)dz1 = 
0 max 
(3.46) 
Here, as illustrated in Fig. 3.13, the integration variable is a time coordinate ('t) which is defined 
to be zero at the center of the FS reference signal; the envelope function of the reference signal is 
non-zero on 't1 S 't S 'ti· The manner in which the duration of the reference signal and time-of-
flight consideration combine to limit the depths of contributing grains is now manifest in Eqn. 
(3.46). 
Our model expression for N(t) can be used in two distinct ways. If the specimen FOM is 
known a priori, then Eqn. (3.39) can be used to predict the rms noise level for any assumed 
inspection scenario with the geometry of Figure 2.3. (In making such predictions, the FS refer-
ence signal, transducer characteristics, waterpaths, wavespeeds, densities, and attenuations are 
assumed to be known.) Alternatively, Eqn. (3.39) may be solved for the FOM, and thus the 
FOM can be evaluated if N(t) has been measured at any single time instant. We refer to this 
latter use as the model-based "extraction" of the FOM from measured noise data. 
2. Depth Dependence of Backscattered Noise 
As noted in Section Il, the measured nns noise level is observed to vary with the observa-
tion time, or equivalently, to vary with the depth in the metal at which the scattered sound origi-
nates. For example, when a focussed transducer is used, N(t) is observed to possess a broad peak 
centered near the round-trip travel time to the focal zone (see Figure 2.8). In the ISMTB, the 
time dependence of the backscattered noise is detennined by three quantities: 
i.) the duration and shape of the envelope function, E(t); 
ii.) the effective ultrasonic attenuation of the metal, a 1; and 
iii.) the beam integral, G(z1), which describes the 
contribution of the radiation pattern to the scattering from a 
plane of grains at depth z1• 
In practice, the observed time-dependence of N(t) is primarily determined by the beam integral. 
Notice that when the attenuation and pulse length are small in Eqn. (3.46), N(t) is approximately 
proportional to "-IG(z1) with z1 = t/2v1• 
In Figure 3.14 we display ~G(z1 ) as a function of depth for two hypothetical 15-MHz 
inspections of specimen PWL: one using focussed transducer P4 and one using planar transducer 
Pl. (See Table 2.1 for a listing of transducer characteristics.) In each case three calculations 
were perfonned, using different approximations for the radiation pattern of the transducer. The 
first calculation employed the Gauss-Hennite (GH) beam model with nmax = 30, and assumed the 
nominal values for radius (a) and focal length (F) quoted by the transducer manufacturer. The 
second calculation also employed the GH beam model, but assumed the radius and focal length 
determined by the transducer characterization (fitting) procedure described in Section IIIA5. 
The third calculation assumed the fitted values of a and F, but used the simpler Gaussian beam 
model. For the focussed case the assumed waterpath is 2.0 cm, and the beam is consequently 
focussed in the interior of the specimen. ~G(z1 ) is observed to possess a pronounced maximum 
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near to, but slightly in front of, the geometric focus. (The geometric focal point is located at a 
depth of 1.71 cm for the nominal focussed piston transducer, and at 1.87 cm for the fitted one.) 
For the planar case the waterpath is 10.0 cm, and the far-field parameter [s = ZoAJv0a2] is approx-
imately unity at the water/metal interface. "1G(z1) is observed to decrease slowly with depth, due 
to the steady divergence of the beam as it propagates through the metal. For our paraxial beam 
models, the only property of the metal which influences the value of G(z1) is the longitudinal 
wave speed v1• 
For both the planar and focussed cases in Figure 3.14, the different treatments of the trans-
ducer lead to noticeably different results for "1G(z1). In each case, the difference between the 
two GH calculations (one using nominal and one using fitted transducer properties) is larger than 
the difference between the two calculations using fitted properties (one using the GH model and 
one using the Gaussian model). Thus the error resulting from using the simpler beam model is 
smaller than the error arising from imperfect knowledge of the transducer. These examples indi-
cate that it makes little sense to proceed with a full-blown GH model calculation unless the trans-
ducer has been characterized. Also note in Figure 3.14 that when the transducer properties are 
fixed, "1G(z1) values resulting from GH and Gaussian beam calculations generally differ by < 
10%. As we shall soon see, the typical "accuracy" of the ISMTB, as gauged by the difference 
between theory and experiment, is also of this order. Thus when implementing the ISMTB or 
ISMBB in practice, it is not unreasonable to rely solely on the simpler Gaussian model for all 
beam calculations. This speeds the model calculations tremendously: for the Gaussian model 
G(z) can be evaluated using the closed form expression of Eqn. (3.43); for the GH model G(z) 
must be evaluated by numerically integrating the fourth power of the displacement amplitude 
over a plane, where the displacement itself is calculated by expansion at each point on the plane. 
In the present work, both the GH and Gaussian beam models are used for evaluations of dis-
placement fields in the metal when ISMTB calculations are performed. However, the ISMBB 
and the MCM are more computationally intensive, and normally employ the Gaussian beam 
approximation only. 
3. Tests of the ISMTB Using Synthetic Noise Signals 
If the Figure-of-Merit of the specimen is known, a straightforward test of the ISMTB is 
possible. Using some particular transducer and input toneburst excitation, one simply measures 
the normalized rms noise level as a function of time. The measured N(t) can then be directly 
compared with the ISMTB prediction, obtained by evaluating Eqn. (3.39). Unfortunately, the 
FOM of a specimen under study is generally not known a priori, and somewhat less direct meth-
ods are required to test the model. Before discussing these latter methods, we will report on a 
series of direct tests of the ISMTB using synthetic noise signals calculated by the Monte Carlo 
noise model. 
The detailed procedure for calculating MCM time-domain total noise signals will be dis-
cussed in Section 1110. Briefly, one assumes a particular grain density, and fills the metal vol-
ume with an appropriate number of spherical single-crystal grains. Random number generators 
are used to determine the precise location, size, and orientation of each grain. One also assumes 
a particular inspection geometry, as well as a particular front-surf ace reference echo. From the 
known reference signal, the time-domain echo from each grain can be calculated using the mea-
surement model formulae of Section IIIA4. The echoes from all grains are then summed to 
obtain the total noise signal. This procedure is repeated for many ensembles of grains, and the 
resulting collection of synthetic noise signals can then be analyzed to determine the normalized 
rms noise level as a function of time. For such model specimens composed of spherical grains, 
the distribution fynctions governing grain sizes and scattering amplitudes (calculating using the 
Born approximation) are known. Consequently, the FOM of the model specimen is also known, 
although it is not needed for the MCM noise calculation. 
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Square root of the beam integral as a function of depth for two cases of interest. Results are displayed for GH 
beam model calculations using the nominal (-) and fitted ( -a-) transducer parameters and for a Gaussian 
beam calculation using the fitted parameters ( • ). The longitudinal wavespeed on the metal is that of 
specimen PWL, and the frequency is 15 MHz. 
For the study at hand we postulated: 
- i.) an isotropic specimen of equiaxial a-phase titanium containing n grains per cubic 
centimeter (with n ranging from 100 to 100,000); 
ii.) insonification using focussed transducer P4 (a= 0.607 cm, F = 9.65 cm); 
iii.) 15-MHz toneburst of approximately 1-µsec duration; 
iv.) negligible solid attenuation (a1 =0); 
v.) 500 ensembles of grains for each choice of n. 
In Figure 3.15 we display the assumed FS reference signal, and three typical calculated total 
noise signals for the case n = 100000 (average grain diameter= 239 microns). For reasons 
which will become clear in Section IIID, these MC noise signals are only valid within the time 
interval bounded by the arrows (approximately 2 µs ~ t ~ 4µs). For each choice of grain density, 
the normalized rms noise level of the collection of 500 synthetic noise signals is displayed as a 
function oftime in Figure 3.16+. Displayed on the same figure is the ISMTB prediction for N(t) 
as calculated from Eqn. (3.39) using the known FOM, transducer characteristics, and reference 
signal. The noise levels predicted by the ISMTB are seen to be in good overall agreement with 
those determined using the MC model. Presumably, if the number of ensembles considered in 
the MCM calculations were increased, the resulting N(t) curves would become smoother and 
approach their ISMTB counterparts. 
In the example presented here, the ISMTB and MCM models share a number of common 
elements. Both make use of measurement model formulas for expressing the spectral compo-
nents of the reference signal and the single-grain echoes, and both use the Gaussian beam model 
for displacement field calculations. Thus the comparison presented in Figure 3.16 is principally 
a test of the approximations leading to Eqn. (3.25) and of the incoherent superposition assump-
tion, which are required for the ISMTB but not needed for the MCM. 
1n Figure 3.16, the average noise level is seen to be increasing with the grain density. This trend 
holds for the densities listed in the figure, but reverses at higher densities. More will be said 
about the dependence of the noise level on grain density in Section HID. 
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Normalized nns noise level in model specimens of a-phase pure titanium, as 
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ISMTB noise model. n is the number of grains per cubic cm. (Transducer P4, 
1-µsec 15-MHz toneburst, Zos = 6.0 cm.) 
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4. Tests of the ISMTB using measured noise signals in Ti-6246. 
- For most materials of interest, including the Ti-6246 specimens in Table 2.2, it is not cur-
rently feasible to deduce the FOM by any means other than analyzing backscattered noise. 
(Some notable exceptions are single-phase equiaxial materials which will be addressed in 
Subsection IIIB6.) Photographic examinations of the microstructure may provide information 
about grain density, but the quantities which determine the average single-grain scattering ampli-
tude may not be known or readily deduced. These quantities include the single-crystal elastic 
constants for each phase in the presence of alloying elements, the orientation distribution 
functions for the principal axes of the grains, and the degree to which grains of similar properties 
and orientations "clump together" to form larger effective scatterers. Consequently, it is not gen-
erally possible to conduct an absolute test of the ISMTB, in which the model is used to predict 
both the magnitude and time-dependence of the obseived noise level from a priori knowledge of 
the FOM. However, in all materials, one can test the ISMTB to within an overall scale factor. A 
straightforward way of doing this is to use the model to "extract" the FOM of the specimen from 
the measured N(t) value. Such an extraction can be performed anew at every time instant for 
which N(t) was measured, and, ideally, the resulting FOM values should be independent of time. 
Moreover, if the toneburst frequency is fixed, the same extracted FOM value should result from 
experiments using different transducers, or tonebursts of different duration. In the present sub-
section we will test the ISMTB in this manner, and we will also demonstrate how changes in the 
measurement system parameters affect the measured noise level. 
A single representative specimen of Ti-6246, namely PWL in Table 2.2, was used in the 
model validation studies of the present subsection. Photographs of side 1, after polishing and 
etching, are displayed in Figure. 3.17. Notice that the specimen possesses structure on two 
length scales. On a coarse scale, irregularly shaped regions with dimensions of a few millimeters 
are seen. These are thought to be prior beta grains (PBG's), i.e. regions which were beta-phase 
(cubic) single crystals at an early, high-temperature state in the processing history. Within these 
regions are much smaller alpha (hexagonal) and beta grains, the former having a needle-like 
appearance with diameters of a few microns and lengths on the order of 100 microns. X-ray dif-
fraction studies on similar specimens [23] suggest that there is partial alignment of crystalline 
axes for grains within a given PBG. Photographs of the fine microstructure taken on three 
orthogonal faces of the specimen appear very similar to one another. However, noticeable differ-
ences can be seen when the larger "macrostructural" elements are viewed from the three orthogo-
nal directions. Roughly speaking, the PBG's appear to be pancake-shaped objects which are 
generally aligned with one another, but not quite aligned with the physical sides of the specimen. 
Specimen side 1 (or side 4) is most nearly parallel to the large flattened sides of the pancakes. 
Consequently, the cross-sections of the PBG 's generally appear larger and rounder in face 1 then 
in face 2 or face 3. Because of this internal structure, the observed noise level depends upon the 
side of the specimen through which the sound enters. In the language of the ISMTB, the FOM of 
the specimen depends on the propagation direction. In particular, the noise level is greatest when 
the specimen is insonified perpendicular to side 1 or 4. Because of the noise anisotropy, it is 
important to orient the specimen in a fixed manner for each series of model-validation experi-
ments. For all model treatments of specimen PWL, the effective attenuation cx.1 will be assumed 
to be negligible. The motivations behind this choice will be discussed in Section IIIB5. 
Effect of toneburst duration on measured noise level 
In the ISMTB, time-of-flight considerations determine which grains contribute to the rms 
noise level observed at some given time instant t. In particular, a grain contributes to N(t) only if 
its backscattered echo arrives with a non-zero envelope value at time t. (See Eqn. 3.28.) In the 
model, the duration of the incident toneburst determines the thickness of the metal layer contain-
ing the contributing grains. Eqns. (3.39) and (3.46) predict that the observed rms noise level (at 
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Optical photographs revealing the microstructure (top) and macrostructure (bot-
tom) ofTi-6246 specimen PWL, side 1. 
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any time far from the front and back wall echoes) is approximately proportional to the square 
root_of the toneburst duration.+ 
Experiments were carried out to test the ability of the ISMTB to predict the changes in 
noise levels that result from a lengthening of the toneburst duration. The results of this study are 
summarized in Figure 3.18. Four experimental trials were conducted using focussed transducer 
P4 positioned above side 4 of specimen PWL. All measurement system parameters were the 
same for the four trials, except for the duration of the incident 15-MHz toneburst pulse. The 
front-surface reference echo for each trial is shown in panel (a) of Figure 3.18; these echoes are 
seen to have similar peak amplitudes, and to have durations of approximately 1,2,3, and 4 micro-
seconds respectively. For each trial 500 backscattered noise signals were acquired and analyzed, 
and the resulting normalized rms noise levels are displayed in panel (b). Each N(t) curve 
possesses the well-defined maximum that is characteristic of focussed probe inspections when-
ever the waterpath is less than the focal length. Notice that the locations of the four maxima 
coincide in time, as expected, and that the noise level for the 4 µsec pulse is about twice that of 
the 1 µsec pulse. 
To test the ISMTB, Eqn. (3.39) was assumed to hold and was used to determine (or "ex-
tract") the FOM for each time instant at which N(t) was measured. In these calculations, the 
beam integral G(z1) was evaluated using the Gaussian beam model assuming the fitted values (a 
= 0.607 cm, F = 9.65 cm) of the transducer parameters. The deduced FOM values for each trial 
are displayed in panel (c) of Figure 3.18. Ideally, the deduced FOM, being a property of speci-
men alone, should be independent of time (or depth within the specimen) and independent of the 
toneburst duration. Thus, if the ISMTB were exact, the specimen homogeneous, and the 
experiments definitive, the four deduced FOM curves would be overlapping horizontal lines. 
This is approximately the case in Figure 3.18c, although some vertical scatter in the deduced 
FOM values is evident. The average of the FOM values in Figure 3.18c is approximately 0.056 
cm·112• Assuming this to be the correct FOM at 15 MHz for side 4 of specimen PWL, Eqn. (3.39) 
can be used to predict the N(t) curve from the known reference signal for each of the four trials. 
This has been done, again using the Gaussian beam model, and the results appear in panel (d) of 
Figure 3.18. The vertical and horizontal scales used in panels (b) and (d) are identical, so the 
measured and predicted noise levels can be directly compared. The overall level of agreement 
between the measured and predicted N(t) curves is quite satisfactory, considering the simplicity 
of the model assumptions. 
The variation in deduced FOM values that is evident in Figure 3.18c, cannot be eliminated 
by using the Gauss-Hermite beam model in place of the Gaussian one. This is demonstrated in 
Figure 3.19. When the GH model replaces the Gaussian one, the deduced FOM value at a given 
time instant is generally found to be less dependent on the duration of the toneburst However, 
the FOM-vs-time function develops a noticeable overall curvature which is not evident in the 
Gaussian case. Evidently some errors which are introduced by using the Gaussian beam model 
partially offset other errors in the predicted radiation pattern or in the underlying model formal-
ism. In any extraction analysis, part of the variation in deduced FOM values arises from incom-
plete knowledge of N(t) due to the limited number of transducer positions used. When an 
experimental trial is repeated, using a different set of 500 transducer positions, a slightly 
different N(t) curve is deduced, generally differing from the first by 5% or less at most time 
instants. The macrostructure, as revealed by polishing and etching, is not homogeneous through-
out specimen PWL: changes in the average size and orientation of the macrostructural elements 
can be seen if two regions a few centimeters apart are compared. Thus it is possible that the 
FOM itself varies significantly within the specimen and is, on average, a function of depth. A 
+if the envelope function E(t) was rectangular with a duration of Lit, if the beam integral G(z1) 
was independent of Z1t and if a.1 was negligible, then N(t) would be exactly proportional to ~ 
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Effect of toneburst duration on backscattered noise: specimen PWL side 4; 
transducer P4; ZoR = 9.65 cm; Zos = 3.0 cm; f = 15 MHz. 
(a): Front surface reference signals used in four successive experimental trials. 
(b ): Measured normalized rms noise level for each trial. 
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(c): FOM at 15 MHz extracted from noise data using ISMTB (a1 = O; Gaussian 
beam model; 5-point smoothing). 
(d): Predicted normalized rms noise levels for the four trials using the ISMTB 
and FOM = 0.056 cm·112 (a1 = O; Gaussian beam model). 
For panels (b), (c), and (d) t = 0 is the time at which the center of the front-
surface echo is seen when the waterpath is Zos; a different time origin is used for 
panel (a). The minor wiggles on the curves in panel (d) are manifestations of 
the plotting program; smooth curves are predicted by the theory. 
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FOM values at 15-MHz for specimen PWL (side 4) deduced by applying the 
ISMTB to the measured N(t) results of Figure 3.18b. 
(a) Using the Gaussian beam model. 
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5-point smoothing used in each case. Panel (a) above is a reproduction of panel 
(c) of Figure 3.18. 
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portion of the variation in the deduced FOM values is undoubtedly due to the approximations 
used_in the development of the model. Even in specimens known to have simple and homoge-
neous microstructures, deduced FOM-versus-time curves are seen to depart from constancy in a 
reproducible fashion. 
Before preceding further, a brief discussion concerning data smoothing operations is in 
order. Each measured N(t) function in Figure 3.18b has the form of a slowly-varying "average" 
function, upon which are superimposed small rapid oscillations having the frequency of the inci-
dent toneburst. (See Figure 2.9 for other examples of this characteristic behavior.) The high fre-
quency "jitter11 in the N(t) curves is seen because the sampling rate for measuring noise signals 
(always 100 MHz) is higher than the toneburst frequency (15 MHz in this case). The vertical 
"broadening" of the N(t) curves due to the high-frequency jitter presents no identification prob-
lem in Figure 3.18b, since the four N(t) curves are well separated from each other. When deduc-
ing FOM values from measured N(t) curves, we generally perform the extraction calculation at 
every time instant for which N(t) was measured. The resulting FOM-versus~time curves 
consequently display the high-frequency jitter characteristic of the underlying N(t) curves. This 
jitter can make it difficult to identify the individual FOM curves in Figures such as 3.18c. To 
diminish the jitter we often employ a simple data-reduction algorithm before results are plotted. 
In this algorithm, referred to as "n-point smoothing",. n points adjacent in time are replaced by a 
single point located at their average value. For example, 5-point smoothing was used in panel (c) 
of Figure 3.18. Before the smoothing operation, there were 401 points on the interval 4 
µs ~ t ~ 8 µs for each FOM curve. After smoothing, there were 81 displayed points on the same 
interval. We use smoothing operations simply to render figures more readable. When n-point 
smoothing is performed, the value of n will be indicated, usually in the figure caption. 
Effect of transducer choice on measured noise level 
In principle, for a weakly-scattering homogeneous material, the FOM deduced from back-
scattered noise should be independent of the transducer used in the measurement. To test the 
invariance in practice, a series of noise measurements were made through side 1 of specimen 
PWL. The results are summarized in Figure 3.20. Five transducers were employed: three 
focussed and two planar. The waterpaths used and the transducer characteristics assumed in the 
ensuing ISMTB calculations are listed in panel (a) of the figure. For each transducer, the Matec 
pulser was adjusted so that the FS reference echo was a 15-MHz toneburst of approximately 
1-µsec duration. Envelope shapes for the five transducers were not identical, but generally 
resembled that of 1-µsec toneburst shown in Figure 3.18a. Backscattered noise signals were 
acquired at 500 transducer positions and analyzed to determine the normalized rms noise level. 
Results are shown in panel (b) of Figure 3.20. The N(t) curve of each focussed transducer dis-
play the customary prominent maximum centered near the round-trip travel time to the geometric 
focus [t = 2(F-z05)vofvi ]. The N(t) curve of each planar transducer, in contrast, is relatively flat 
and drops slowly in time. The effect of defocussing the beam, by proceeding from a focussed 
transducer (e.g., PS) to a narrow diameter planar transducer (Pl) to a large diameter planar trans-
ducer (P2) is seen to decrease the noise level. Roughly speaking, the normalized rms noise level 
is inversely proportional to the beam diameter.+ 
+As an example, consider the case of a piston transducer in the Gaussian beam approximation. As described in Section VB, the magnitude of the 
diffraction/focussing factor of the displacement field at any point in the metal is given by 
,f WO ] -<•2+)'ilw2Cztl I C(x,,y1•Zi> I = 1.7 'L w(z1) e 
Herc w0 is the Gaussian width of the beam (i.e. the half width at the 1/e level) at the facial plane of the transducer, and w(z1) is the Gaussian width 
at metal depth z1• w(z1) depends upon several quantities, including the radius and focal length of the transducer, the water and solid path lengths, 
the wavespeeds, and the frequency. In this approximation. the beam integral in Eqn. (3.39) can be expressed as 
7t w: 
G(z1) = 1. 7T -4 --2 (w(z1)} 
Thus, neglecting the influence of solid attenuation and pulse length. N(t) oc l/w(z1). 
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P1 : 0.30 oo 
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One-way water paths : 
Ref. Noise 
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P3 : 7.45 1.50 
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PS : 7.62 1.50 
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Effect of transducer choice on backscattered noise: specimen PWL side 1; 
15-MHz 1-µsec tonebursts; 500 transducer positions. 
(a): Transducers and waterpaths used in five successive experimental trials. 
{b): Measured normalized rms noise level for each trial (5 point smoothing). 
(c) and (d): FOM at 15 MHz extracted from noise data using the ISMTB and 
the Gaussian (c) and Gauss-Hermite (d) beam model (a1 = O; 5-point smooth-
ing). 
(e): Predicted normalized rms noise levels for the five trials using the ISMTB 
with the GH beam model and FOM = 0.048 cm-112• 
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For each of the five transducers, the ISMTB was used to extract the FOM from the mea-
sured N(t) values. In the calculations, the Gaussian and Gauss-Hermite beam models were used 
in turn, and fitted transducer radii and focal lengths were used when available. (Transducer PS 
was never characterized by the fitting procedure of Section IIIA5; its nominal a and F values 
were consequently used in the calculations.) The five resulting FOM-versus-time curves are 
shown in panels (c) and (d) of Figure 3.20 for the Gaussian and GH treatments, respectively. 
Overall, the deduced FOM value is least dependent on the choice of transducer when the GH 
beam model is used. The effect of the beam model choice on the deduced FOM value is more 
explicitly demonstrated in Figure 3.21 for transducers Pl and P4. The choice of beam model 
determines the value of the beam integral G(z1) which, in turn, impacts the deduced FOM. The 
relevant beam integrals for transducers Pl and P4 in this setting were previously displayed in 
Figure 3.14. For each transducer, one can observe a clear correspondence between the differ-
ences in beam integral values for the Gaussian and Gauss-Hermite calculations (Figure 3.14) and 
the differences in extracted FOM values (Figure 3.21). 
Ideally, the deduced FOM curves in Figure 3.20c should be horizontal lines lying atop one 
another. In practice, this is again seen to be only approximately true. The variations in deduced 
FOM values in Figures 3.20c and 3.20d are somewhat larger than those observed in Figure 3.19, 
where only the pulse length was varied. Here, several inspection parameters are being varied in 
each trial, namely the waterpath, and the diameter and focal length of the transducer. In addition, 
the five N(t) values observed using the five transducers differ from one another by as much as a 
factor of 20 at a given time instant. In the trials using different toneburst durations, the four mea-
sured N(t) values differed from one another by less than a factor of three. Thus, from a practical 
standpoint, one can expect to see greater variation in deduced FOM values in Figure 3.20 than in 
Figure 3.19. 
As before, the ISMTB can be used to predict the nns noise level in each experiment if a 
value for the FOM is assumed. Such predictions are presented in Figure 3.20e assuming FOM = 
0.048 cm·112 at 15 MHz, with this value having been chosen on the basis of Figure 3.20d. The 
overall agreement between measured and predicted noise levels is quite good. As mentioned 
earlier, the model calculations in the present work assume that the effective attenuation of the 
metal is negligible {a1 = 0). An alternative analysis of the 5 transducer data, assuming 
a 1 = 0.07cm-1 at 15 MHz, may be found in Ref. [24]. There, the mean extracted FOM value is 
somewhat higher (0.060 cm-1' 2), and the predicted N(t) curves differ modestly from those shown 
in Figure 3.20e. 
Notice that slightly different average FOM values are deduced for specimen PWL from the 
"4-tonebursts" and "5-transducers" data. Comparing Figures 3.19a and 3.20c (or Figures 3.19b 
and 3.20d), so that the same beam model is used in each case, the mean FOM value is about 10% 
higher for the 4-tonebursts data. Part of the difference may simply be statistical in nature, stem-
ming from the (-5%) noise level variations observed in such inhomogeneous alloys when a dif-
ferent set of transducer positions is used. It is also possible that the FOM of the specimen has a 
weak dependence on depth. Notice that opposite faces of specimen PWL (sides 4 and 1) were 
insonified in the two sets of experiments. For 0 ~ t ~ 10 µsec, the maximum depth of sound 
penetration is about 3 cm or one-half of the thickness of the specimen. Thus the two experiments 
do not survey overlapping interior regions. 
Effect of toneburst frecrnency on measured noise levels 
The radiation pattern of a transducer depends, in part, on its oscillation frequency. For a 
focussed transducer with fixed radius and focal length, the focal zone narrows and its center 
approaches the, geometric focus as the frequency is increased. In a noise measurement experi-
ment we can expect to see two types of changes when the toneburst frequency is altered: 
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1. The average single-grain scattering amplitude is frequency dependent. Thus the 
FOM will change, modifying the overall magnitude of backscattered noise. 
2. The modification of the radiation pattern will change the time-dependence of the 
rms noise level (i.e., alter the shape of the N(t) curve). 
To test the ability of the ISMTB to predict the changes in the shape of N(t), a set of noise mea-
surements was performed using three tonebursts of similar duration (- 1 µsec) but differing fre-
quency (10, 15, and 20 MHz). In these experiments side 2 of specimen PWL was insonified 
using transducer P4. The measured rms noise level was observed to increase rapidly with 
frequency, as shown in Figure 3.22. The backscattered noise level observed through side 2 of 
specimen PWL is significantly smaller than that observed through sides 1 and 4. In particular, at 
15-MHz FOM(side 2) = 0.2 FOM,(side 1), as may be deduced by examining the N(t) curves for 
transducer P4 in Figures 3.20b and 3.22. Recall that the pancake-shaped macrostructural ele-
ments are insonified somewhat "face-on" through side l, and somewhat "edge-one" through side 
2. 
The measured and predicted time-dependences of the N(t) curves are compared in Figure 
3.23, where each curve has been rescaled to a peak amplitude of unity to better compare curve 
shapes. The time of occurrence of the broad focal peak in the rms noise, and its shift to the right 
with increasing frequency are well predicted by the ISMTB. The observed sharpening of the 
focal peak with increasing frequency is also nicely reproduced by the model. Overall, the mea-
sured curve shapes are very similar to those predicted using the Gaussian and Gauss-Hermite 
beam models. Detailed analysis indicates that the use of the GH beam model results in better 
agreement with experiment near the broad peaks of the three N(t) curves, and that the Gaussian 
beam results are more accurate in the tails. The measured rms noise levels are quite low for the 
10 MHz and 15 MHz trials, necessitating the use of the maximum gain settings on the receiver. 
In this circumstance it is possible that electronic noise, which is reduced but not eliminated by 
signal averaging, may be contributing noticably to the observed N(t). The effect of such a contri-
bution, after rescaling to unity, would be to raise the tails of the measured N(t) curve relative to 
its peak. The predicted N(t) curves in Figure 3.23 assume that the metal attenuation is negligible 
at the three frequencies in question. A similar comparison of measured and predicted shapes for 
N(t) curves, assuming non-zero frequency-dependents attenuation, may be found in Ref. [10]. 
In summary, we have used TI-6246 specimen PWL to investigate the dependence of back-
scattered noise upon the choice of transducer, and the duration and frequency of the incident 
toneburst pulse. In all cases, the ISMTB predictions of relative rms noise levels were found to 
be in good agreement with experiment, with differences generally less than 20% of the observed 
maximum noise level. Predictions made using the GH beam model were more accurate that their 
Gaussian counterparts near the focal zone of each focussed transducer. However, little overall 
accuracy is lost by employing the simpler beam model. 
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Figure 3.23 Measured (a) and predicted (band c) rms noise levels for 10, 15, and 20 MHz 
toneburst inspections of Ti-6246 specimen PWL. All N(t) curves have been 
renormalized to unity. Inspection particulars are those of Figure 3.22, and 
5-point smoothing has been applied to the experimental curves. ISMTB calcu-
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assume the fitted transducer parameters of P4. 
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5. The Determination of Effective Attenuation 
-The practical use of the ISMTB, to extract the FOM of a specimen or to predict noise lev-
els given the FOM, requires that the ultrasonic attenuation of the metal be known. In this sub-
section we will discuss three methods for detennining a 1, demonstrating each using specimen 
PWL. Since the Ti-6246 specimens generally exhibit anisotropic behavior, we will specify the 
direction of sound propagation as being normal to faces 1 and 4. The three attenuation measure-
ment procedures are summarized in Figure 3.24, and will now be discussed in turn. 
Attenuation determination from backwall echoes 
A standard method for attenuation measurement is based on the deconvolution of echoes 
from planar surfaces which have different round-trip travel distances through the specimen. A 
front surface (FS) and a back surface (BS) echo could be used for this purpose, but multiple BS 
echoes are usually preferred, because they often have similar amplitudes and can consequently 
be acquired using the same equipment gain settings. The use of the first (direct) and second (re-
verberated) BS echoes is illustrated in Figure 3.24a. Both echoes are acquired using a planar 
transducer positioned at a fixed location above the specimen, with the incident beam 
perpendicular to the BS. The proper orientation of the incident beam is crucial in such measure-
ments, particularly at higher frequencies. 
Our analysis assumes that the FS and BS of the specimen are parallel, as they are in each 
of our specimens. Using the paraxial Measurement Model discussed in Section IIIA4, the mag-
nitudes of the spectral components for the two BS echoes pictured may be written as 
(3.47a) 
(3.47b) 
Here T and R denote transmission and reflection coefficients, z0 is the one-way waterpath, h1 is 
the thickness of the specimen, and D denotes a diffraction correction. Dividing the two equa-
tions and solving for a 1 leads to 
1 rBs1(ro) 2 DBs2(ro) 
C11(ro) = +-2h In I r ( ) Ru D ( ) I 
1 BS2 (1) BSI (1) 
(3.48) 
Thus a 1 can be determined from the measured ratio of the spectral components of the two BS 
echoes, if the diffraction corrections and reflection coefficient are known. DBsi and DBs2 may be 
found by evaluating Eqn. (3.14) at S = ( 2z0v0 +2h1v1)/fa2 and S = (2z0 v0 +4h1v1)/fa2, respec-
tively, where a is again the radius of the transducer. The plane wave reflection coefficient (for 
reflection into the solid) is 
P1V1 -povo 
Ru = 
P1V1 + PoVo 
which is the negative of the coefficient for reflection into the water ( Roo in Eqn. (3.13) ). 
(3.49) 
In our application of this technique to specimen PWL, side 4 was insonified using 15-MHz 
planar transducer P2 (a = 0.60 cm). The waterpath was 8.0 cm, and the Panametrics 5052 pulser 
was used to excite broadband ultrasonic pulses. The first two BS echoes were recorded at each 
of 135 transducer positions. At each position FFr's of the echoes were computed, and Eqn. 
(3.48) was used to determine a1• This was done at each frequency for which both echoes had 
sufficient spectral strength, approximately 6 MHz~ f $- 20 MHz. The 135 values of a 1 obtained 
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Do FFTs. 
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Figure 3.24 Three immersion methods for determining the attenuation (a1) of a metal speci-
men. Method (a) makes use of multiple back-surface echoes. Methods (b) and 
( c) make use of backscattered noise echoes. 
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at each frequency were then analyzed to determine their mean and standard deviation. The 
results are displayed in Figure 3.25. Large variations in the strength and appearance of the BS 
echoes were observed as the transducer was scanned above the specimen. These variations are 
responsible for the large standard deviations evident in the figure, and are believed to result from 
phase-front distortion by velocity variations between neighboring macrostructural elements 
(prior beta grains). The diffraction corrections used in Eqn. (3.48) assume that the wavefronts 
aniving at the receiver have been distorted (i.e., curved) by the usual beam-spreading phenome-
non which occurs during propagation through homogeneous, isotropic media. Additional wave-
front distortion, caused by different portions of the beam travelling at different average velocities 
through the solid, would lead to deduced a 1 values which are too high. 
Attenuation determination from the depth dependence of backscattered noise 
In the second method indicated in Figure 3.24, the attenuation is deduced by examining 
backscattered noise echoes from layers at different depths in the specimen. Again broadband, 
short-duration ultrasonic pulses are used. The procedure used is similar to that of Nagy and 
Adler [ 4,5] except we vary the waterpath to correct for diffraction effects. Briefly, using a 
waterpath of Zo we examine the rms average spectral components of the noise on a time interval 
of fixed duration, with center time le after the front-surf ace echo. This noise is assumed to origi-
nate from a layer whose center is located at a depth of Zic= tcvi/2 in the solid. We then simulta-
neously change the waterpath and the center of the time interval in such a way that z0 + z1c{v/v0 ) 
remains constant In the absence of attenuation, the radiation pattern in the solid layer is then 
approximately the same for all layers studied. Consequently, any differences seen in the average 
backscattered noise can be attributed to attenuation losses in the water and solid. 
The determination of attenuation by this method is further explained in Figure 3.26. In 
panels (a) and (b) we assume that the measured noise within the indicated time interval (on 
which FFf operations are performed) is due solely to single scattering from grains in the boxed 
region. Consider the shaded grain in panel (a), located at depth Zic in the solid and centered in 
the boxed region. This grain contributes a backscattered noise echo seen at time tc = 2z1Jv., after 
the FS echo. Using the Measurement Model (Eqn. 3.10), the spectral magnitude of this echo at 
angular frequency ro may be written as 
I 2~APiViT~i C2{ ) I -2(aozo+CX.Z1c> I or(ro) I = 2 x., Yi, Zic e 
'-- kia p0v0 ) y 
(3.50) 
c 
Now imagine that an identical cluster of grains is located nearer the surface, with the central 
(shaded) grain located at depth z'k, as shown in panel (b). Also suppose that a different water-
path z' 0 is used during insonification. The echo from the shaded grain would be seen at an earlier 
time, t'c = 2z'1Jv1, relative to the FS echo. For its spectral component we could similarly write 
I or'(ro) I (3.51) 
c' 
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Both the Gaussian and Gauss-Hermite beam models are based on paraxial approximations. 
Under these approximations, the diffraction/focussing factor, usually written as C(x., y1, z1) to 
display the dependence on position within the metal, is actually a function of the lateral coordi-
nates (x.,y1) and of the combined axial coordinate z = z0 + (v/v0 )z1.+ Thus if the water and solid 
paths to the two shaded grains satisfy 
(3.52) 
and if the grains have the same lateral coordinates relative to the beam AXIS, then C = C' and 
hence c = c'. Then any differences in the spectral components of the two grains are due solely to 
the attenuation terms. 
Of course we are not likely to encounter identical clusters of grains at two positions in the 
solid. However, if the solid is homogeneous then, on average, the layer of grains centered at 
depth z1c in Figure 3.26a resembles the layer at depth z' ic in Figure 3.26b. Consequently, differ-
ences seen in the average noise spectral components on the two FFT intervals in Figure 3.26 can 
'*The effect of enlarging the waterpath by 1 centimeter is simply to shift the field C(xh YI> z1) in 
the metal by v Jv 1 centimeters to the left in Figure 3.26. 
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be attributed to attenuation effects alone if the noise arises from incoherent single scattering. To 
justify this assertion we assume that, on average, the total noise signal r(ro) is an incoherent 
superposition of the signals from the contributing grains in the layer. Then for the average over 
ensembles, the square of I r(co) I is the sum of the squares of the single-grain contributions: 
< I rcco>12 > = < :r, I ari(co) 12 > 
i 
= < :r, I c. e-2aozo -laizli 12 > 
i 
B2 
(3.53) 
Here i numbers the individual grains within an ensemble, < > denotes the average over 
ensembles, and we have factored out the attenuation term for the central point in the layer. Now 
if we change the waterpath and simultaneously change the center of the layer in accordance with 
Eqn. (3.52), then the value of B will not change because of the assumed homogeneity of the layer 
and the invariance of c noted earlier. Strictly speaking, Eqn. (3.53) is true if the time interval for 
FFf operations is unbounded. However, the form of the equation should hold for finite time 
intervals if the center of the time interval shifts to follow the center of the spatial Jayer, as in 
Figure 3.26. More specifically, let r nns(CO, Zo, fc,.6.t) denote therms average noise spectral compo-
nent+ observed for waterpath z0 when the FFf interval is centered at time t c and has duration .6.t 
Again let z1c = v 1 tJ2 be the corresponding mean solid penetration depth for the FFf interval. If 
we vary the waterpath and center of the time interval such that 
2 
V1 V1 
z +-z = z +-t = b (constant) 
o Vo le o 2vo c 
(3.54) 
then we expect that 
(3.55) 
B' 
where B' depends on frequency and on the initial choice of time interval, but is independent of 
waterpath. Thus a logarithmic plot of r nns versus waterpath, like that shown in Figure 3.26c, 
should produce a straight line whose slope is 2(v/v1)a1 -2a0 • Thus a.1 may be deduced if the 
attenuation of water is known. Also notice that the diameter and focal length of the transducer 
need not be known. 
~he practical determination of r mis from backscattered noise was discussed earlier in Section 
IIE. 
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The linear relationship between ln[r nns1 and waterpath that is summarized by Eqn. (3.55) 
assumes that the paraxial approximations of the beam models apply, and that the noise is domi-
nated by single scattering events. Recall that these same assumptions were used in the develop-
ment of our noise models. Thus the linearity of the ln[r rms1 -vs - z0 plot in a given specimen is 
an indicator of the applicability of the noise model there. In general, a multiple scattering event 
involving a given grain has a longer round-trip travel path in the solid than the single-scattering 
event for the same grain. Thus the early time noise signals can be expected to primarily arise 
from single-scattering, with the effects of multiple scattering being more pronounced at later 
times. If multiple scattering processes are important, ln[r rms1 - vs - z0 may be approximately lin-
ear for near-front-surface scattering (larger z0), but excess noise may be observed at later times 
(smaller z0). This would result in a curvature of the ln[r nns1 - vs - z0 curve of the type indicated 
in Figure 3.26c. 
The ln[r rms1 - vs - z0 method was used to deduce the effective attenuation of Ti-6246 speci-
men PWL. Outgoing broadband sonic pulses were generated by exciting focussed transducer P4 
using the Panametrics 5052 pulser. Backscattered noise echoes were acquired at 500 locations 
above face 4 of the specimen at each of five waterpaths (z0 = 1,2,3,4, and 5 cm). The attenuation 
extraction procedure was then carried out at selected frequencies in the bandwidth for six choices 
of the initial FFT time interval. The rms noise levels observed for each waterpath are displayed 
in Figure 3.27. As expected, the time of occurrence of the focal peak (relative to the FS echo, t = 
0) shifts to the left as the waterpath is lengthened. In addition, there is a drop in the overall 
amplitude of the noise due to the attenuation of water acting over the lengthening waterpath. 
When using Eqn. (3.55) to deduce the solid attenuation, the choice of FFT interval is arbitrary 
for the first waterpath studied. However, the initial choices for z0 and fc determine the constant b 
in Eqn. (3.54), and subsequently determine the time interval centers for the remaining water-
paths. The six choices made for the z0 = lcm FFI' interval are listed in Table 3.2 and displayed 
in Figure 3.27. Three of the intervals are centered near the focal maximum, and three are 
centered at a later time. For each choice of the z0 = 1 cm time interval, FFT' s of the backscat-
tered noise echoes were calculated and averaged to determine the rms spectral components at 
selected frequencies as described in Section IIE. The time interval used for FFT operations had a 
different center for each waterpath, in accordance with Eqn. (3.54). The resulting values of r nns 
are displayed in Figure 3.28 for one frequency, namely 16.04 MHz. As expected, the data points 
appear to be linearly related when plotted as ln[r mlSl - versus - z0 , and the slope is nearly inde-
pendent of the choice of the initial time interval. In this case the bulk of the observed slope is 
due to the attenuation of water. For each choice of time interval in Figure 3.28, a "best fit" 
straight line can be drawn through the data, and a 1 can be determined from the slope of this line 
and the known attenuation of water at the temperature of the experiment (68°F). Six values of a1 
result, and the mean and standard deviation of these six values are displayed in Figure 3.29, 
together with those obtained by similar analyses at other frequencies. The figure indicates that 
the effective attenuation of specimen PWL, as deduced from the depth dependence of backscat-
tered noise, is consistent with a 1 = 0 on 10 MHz~ f ~ 20 MHz. 
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Figure 3.27 Unnormalized nns noise levels observed in broadband inspections of specimen 
PWL for 5 choices of waterpath. (Transducer P4; side 4 insonified; 500 trans-
ducer positions; 7-point smoothing). The horizontal bars indicate the six time 
intervals used for FFf analysis of the z0 = l.Ocm data. 
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No. of pts. Slope = 2 ( ~ ~ ) a 1 - 2 a 0 512 
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slope for a = O. 512 
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Logarithmic plot of the nns spectral component of the backscattered noise at 
16.04 MHz versus the waterpath. Six sets of results are shown corresponding to 
the six choices listed in Table 3.2 for the z0 = lcm FFT time interval. The solid 
lines are not best fits through the data, but merely display the expected slope if 
a 1 = 0. (Transducer P4 Specimen PWL; side 4). 
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Figure 3.29 Attenuation of PWL deduced from the depth dependence of backscattered noise 
(through side 4). 
Interval center 
(µs after FS echo) 
6.80 
6.80 
6.80 
9.00 
9.00 
9.00 
Interval duration .6.t 
(µs) 
1.27 
2.55 
5.11 
1.27 
2.55 
5.11 
Number of time Identifier 
points in interval at 
100 MHz sampling 
rate 
128 128-pt near focus 
256 256-pt near focus 
512 512-pt near focus 
128 128-pt beyond focus 
256 256-pt beyond focus 
512 512-pt beyond focus 
Table 3.2 Time intervals used for FFT analysis of backscattered noise for waterpath = 1.00 
cm. (Transducer P4, specimen PWL, side 4). 
A second example of the use of the technique is summarized in Figure 3.30. In this case, 
equiaxial copper specimen CU was insonified using broadband focussed transducer P6 (5 MHz 
center frequency). The ln[r nns1 - vs - z0 datasets, corrected for the attenuation in water, are 
shown at five frequencies for a single choice of the initial FFI' interval. A noticeable and sys-
tematic curvature is observed at higher frequencies, indicating that the assumptions underlying 
the independent-scatterer noise models do not hold. Presumably, multiple scattering effects are 
appreciable in this strongly scattering specimen. Nevertheless, one may proceed to determine 
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Waterpath for Noise Acquisition (cm) 
6 
Logarithmic plot of the nns spectral component of the backscattered noise cor-
• +2a z 
rected for water attenuation (r nnse 0 0 ) versus waterpath (z0 ) at selected frequen-
cies. The FFf time interval for z0 = lcm had its center at t = 8.9 µsec and had a 
duration of 2.55 µsec. (Copper specimen CU; side 1; transducer P6). 
the effective attenuation of the specimen from the backscattered noise, with the result shown in 
Figure 3.31. Because of the curvature evident in Figure 3.30, the best-fit straight lines at the 
higher frequencies will depend upon which data points are used during fitting. Figure 3.31 indi-
cates that for frequencies below 5 MHz, the deduced value of a 1 is fairly independent of the 
details of the fitting procedure, and is approximated by a 1 = 0.05f1·2 (fin MHz; a 1 in l/cm). 
This contrasts with a 1 === 0.01 f2·5 (1 MHz~ f ~ 7 MHz) deduced by deconvolving surface echoes 
in the same copper specimen. Thus, at frequencies greater than -3.5 MHz, the attenuation 
deduced from surf ace echoes exceeds that deduced from backscattered noise. 
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Effective attenuation in copper specimen CU deduced from analysis of backscat-
tered noise. Results are presented for two choices of the FFr time window hav-
ing the same center (8.90 µs for z0 = lcm) but different durations. The shaded 
points result when noise data from each of the five waterpaths (z0 = 1, 2, 3, 4, 5 
cm) is included in the analysis. The open points result when only the three larger 
waterpaths are used. 
Attenuation determination from time-dependence of FOM. 
The deduction of a 1 from backscattered noise by the method described above, requires no 
detailed model for backscattered noise, nor any knowledge of the incident radiation pattern in the 
metal. However, since we possess a noise model (the ISMTB} and well-characterized transduc-
ers, an alternative method of deducing a1 from backscattered noise may be pursued. One can 
perform a toneburst insonification of the specimen, measure the normalized rms noise level as a 
function of time, and then use the noise model to repeatedly extract the FOM from the measured 
noise level, assuming different values of a 1 for each extraction. One then selects the value of a 1 
for which the extracted FOM is independent of time. This method is demonstrated in Figure 
3.32. Backscattered noise echoes were earlier acquired through side 4 of specimen PWL using 
planar transducer Pl emitting a 1-µsec 15-MHz toneburst. The ISMTB was then used to deter-
mine the FOM as a function of time. The calculation was repeated three times, assuming a 1 val-
ues of 0, 0.07, and 0.14 nepers/cm, respectively. Recall that in prior measurements of specimen 
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PWL, we found cx1(15MHz) = 0.07 nepers/cm by deconvolving back wall echoes (see Figure 
3.25)~ and cx1(15MHz) = 0 by analyzing the depth dependence of noise (see Figure 3.29). In Fig-
ure 3.32, the FOM is seen to be least dependent on time for the cx1 = 0 extraction, and thus in 
good agreement with the results of Figure 3.29. 
The effective attenuation, alt which appears in all three of our noise models, may be 
viewed as a material-dependent parameter which plays a role in the time (or depth) dependence 
of the backscattered noise. Our studies indicate that value of cx1 which leads to the best perf onn-
ance of the noise models may be significantly different than the value determined by traditional 
means. Nagy, Adler, and Rypien have also reported fundamental differences between the 
attenuation determined by the decay of noise signals and that determined from coherent front and 
back wall echoes [ 4,5]. Their essential idea is that surface echoes will appear to decay more rap-
idly than noise signals due to the sensitivity of the former to deviations of wavefronts from the 
simple shape that would be expected in microstructure-free material. Our data is consistent with 
that view. 
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Figure 3.32 FOM for side 4 of specimen PWL as deduced assuming three values for the 
effective attenuation. (Transducer Pl, 15 MHz, z0 r = zos = lOcm, 500 transducer 
positions, 9-point smoothing). 
87 
6. Comparisons of Ultrasonically-Measured and Metallographically-Detennined 
FOMs 
In the development of the ISMTB we assumed that the bac~sca~tered noise ~ose f!om 
single scattering at n sites per unit volume, with the average contnbutton from a smgle site pro-
portional to the mean scattering amplitude Arms. The product FOM =~Arms subsequently 
appears as a scale factor in the model expression for the rms noise level, but neither n nor Arms 
appear elsewhere in Eqn. (3.39). In the practical use of the ISMTB as demo~strated in Section 
IIIB4, the FOM is assumed to be a frequency-dependent property of the specimen, but no deeper 
interpretation of its meaning is requ~red .. The nu!ll~rical value ?f the FOM can be ~e:duc~ from 
experiment, and subsequently used m n01se prediction calcu~ations. No_netheless,_1t 1s ~nhght~n­
ing to determine if the FOM deduced from backscattered n01se can be ngorously identified with 
the square root of the grain density times the mean scattering amplitude. For simple 
microstructures, it is possible to estimate 10 Arms from knowledge of the elastic constants and 
grain size information. This independent estimate of the FOM from microstructure can then be 
compared to the ultrasonic value extracted from backscattered noise using the ISMTB. In the 
present subsection, we report on such comparisons for five specimens having randomly-oriented, 
single-phased, equiaxed microstructures. 
The five specimens are denoted SS, CU, TIA, TIB, and TIC; their dimensions, densities, 
and wavespeeds are listed in Table 2.2. SS is a specimen of fine-grained 304 cast stainless steel 
recovered from a decomissioned nuclear reactor vessel. It was made available to the CNDE by 
the Electric Power Research Institute for use in an unrelated research project. CU is a specimen 
of commercially pure, cast copper obtained from the Ames Laboratory. The remaining three 
specimens were pure alpha-phase titanium, prepared by powder metallurgical techniques specifi-
cally for noise-measurement research+. To fabricate each specimen, commercially available tita-
nium powder was sifted through fine-mesh screens to restrict the sizes of the powder particles. 
The sifted powder was then sealed under vacuum in a tantulum-lined stainless steel canister, and 
consolidated at 800°C for 1 hour at 4500 psi in a standard hot isostatic press. The range of par-
ticle diameters in the powders used to fabricate each specimen was: 
TIA TIB TIC 
150-300 µm 125-150 µm 106-125 µm 
It was originally thought that the different mean particle sizes would lead to correspondingly dif-
ferent mean grain sizes in the consolidated specimens. However, the powder particles them-
selves were later found to generally be composed of several grains each, and the restrictions on 
particle diameters consequently had little effect on grain diameters in the finished specimens. 
Estimation of FOM from Microstructure 
J. H. Rose [17,18] has conducted a fonnally rigorous analysis of the backscattered noise 
problem for early times, before multiple-scattering effects become important. His work assumes 
that the wavelength is much larger than the mean grain size, and that the scattering is relatively 
weak so that the Born approximation can be employed. The scattering from a single grain can be 
calculated by embedding that grain in an "effective medium" formed by the neighboring grains. 
Rose demonstrates that the properties of the effective medium are obtained from Voigt averages 
of the single-grain elastic constants. Rose further demonstrates that the backscattered single-
grain signals do indeed add incoherently on average. Finally, Rose relates the FOM of a speci-
men to details of its microstructure. For L-wave backscatter from an equiaxial distribution of 
randomly-oriented grains with hexagonal symmetry, Rose's result may be written as 
+Titanium sample preparation was supervised by Lisa Brasche, CNDE, Ames, Iowa. 
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FOM = [ 7t2f3 ~~33)2 > J Lsin( 4:n-}(L)dL] 112 (3.56) 
where pis the density, f is the frequency, and vis the Voigt-averaged longitudinal velocity 
v = [(8Cu + 3C33 +4C13 + 8C44)/(15p)]112 • (3.57) 
Here the c0 are single crystal elastic constants, and < (SC33)
2 > is the square of the difference 
between the 33 elastic constant of the isotropic effective medium and that of an anisotropic 
single grain, averaged over all grain orientations; where the 3-axis coincides with the direction of 
illumination. The latter quantity is given by 
< (BC33) 2 > = [192Ci1 -128CuC13 +48G3 -256CuC33 + 32C13C33 
+ 112Ci3 - 256C11 C44 + 192C13C44 + 64C33C44 
+ 192c!i]t1575 (3.58) 
P(L) is the probability that a line segment of length L, arbitrarily placed in the specimen, is 
entirely enclosed by a single grain. If the grains possess cubic symmetry, Eqn. (3.56) holds with 
v = [(3C11 +2C12 +4C44)/(5p)]112 (3.59) 
and 
< (BC33) 2 > = 16[C~1 - 2C11C12 + c;2 -4C11C44 + 4C12C44 + 4C!i]t525 (3.60) 
Thus, for single-phase equiaxial materials, the determination of the FOM from microstructure 
requires knowledge of the density, the single crystal elastic constants, and the probability for line 
segment enclosure, P(L). For the three materials in question, estimates of the relevant elastic 
properties can be obtained from the literature. Values used in our subsequent evaluations of Eqn. 
(3.56) are: 
a-titanium <hexagonal symmetty) f251: 
p = 4.54 C11 =160 C33 = 181 C44 = 46.5 
C12 =90 C13 = 66 C66 = 35 (3.61) 
Ca1212~r ~ubi~ symm~tty) [26]: 
p = 8.89 Cu= 169 C12 =122 C44 =75.3 (3.62) 
S1ainl~ss s1~~1 (c:ubi~ symm~n:yf [211: 
p = 8.12 Cu= 216 C12 =145 C44 =129 (3.63) 
+Values used for stainless steel are those for single crystals of 308 stainless steel. 
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Here densities are cited in units of gm/cm3 and elastic constants in GPa. The Voigt-averaged 
longijtuiinal wave speeds calculated from the above listed properties are 0.601, 0.487, and 0.598 
cm/µs for titanium, copper, and steel, respectively. These differ slightly from the measured 
speeds in the specimens (see Table 2.2), indicating that there are probably small differences 
between the actual elastic constants and those listed above. 
The line-segment enclosure probability, P(L), can be determined by photographic analysis 
of the grain structure. The analysis proceeds in six steps: 
i.) A section of the specimen is polished, etched to reveal the grain 
boundaries, and photographed under known magnification. 
ii.) Transparent film is placed over the photograph, and the grain 
boundaries are traced onto the film. 
iii.) The high-contrast image on the film is digitized (using a MICROTEK 
ScanMaker 600ZS), resulting in a two-dimensional array of pixel 
values stored in a computer. Typically, the image is represented 
by 512 x 480 pixels. 
iv.) Operations are petformed to binarize and skeletonize the pixelated 
image. At the conclusion of these operations, pixels in the 
interior of grains have the value 0, pixels on grain boundaries 
have the value 1, and grain boundaries are generally one pixel 
thick. 
v.) Selected features near the corners of the photograph are identified 
in the computer image. From the known magnification of the photo-
graph, the absolute vertical and horizontal length scales (in 
pixels/micron) can be determined for the image. 
vi.) A Monte-Carlo procedure is used to determine P(L) from 
the pixelated grain-boundary image. In brief, for a fixed choice 
of L (an odd integral number of pixels), we proceed as follows. 
A pixel Pis randomly chosen in the image to serve as the center 
point for a line segment. A line segment parallel to the x (hori-
zontal) axis of the image is then "drawn" with center P and length 
L. If this segment does not exceed the bounds of the image, it is 
analyzed to determine whether or not it crosses a grain boundary. 
Special treatment is given to segments which begin or end on a 
boundary. P(L), is then the number of segments 
which were found to be enclosed within a single grain, divided by 
the number of segments analyzed (typically 10000). 
This procedure is repeated for different values of L, and also for 
segments aligned with the "y" (vertical) edge of the image. 
In general, the line-segment enclosure probability, I{i:) may depend upon both the length and 
direction of the line segments. In our equiaxial cases, however, we assume that I{I:) is indepen-
dent of direction, and it suffices to examine line segments oriented in any direction to determine 
P. [In fact, we use two directions, expecting to find Px(L) = Py(L).] Note that our procedure is 
not applicable without modification if the grains are, on average, non-spherical with a preferen-
tial shape orientation. In that case, a more general form of Eqn. (3.56) would be required. 
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The procedure for determining P(L) is demonstrated in Figures 3.33 and 3.34 for the stain-
less steel specimen. The first figure displays the microscope photograph and the associated com-
puter image of the grain boundaries. Some pairs of adjacent grains in Figure 3.33a are "twins", 
have correlated but slightly different directions for their principal symmetry axes. Such pairs can 
often be identified by the appearance of their common boundary: an unbroken straight line with 
no irregularities. One such twin boundary is indicated in the figure. Since the atomic planes of 
twinned grains are correlated, we have decided to treat the pair as a single grain when perform-
ing FOM calculations. Thus, some boundaries present in the photograph do not appear in the 
computer image. Figure 3.34 displays the line-segment enclosure probability deduced from 
Monte-Carlo analysis of Figure 3.33b. Separate probability functions, Px(L) and Py(L), result 
from the two choices of line-segment orientation considered in the analysis. The simple average 
P(L) = [Px(L) + Py(L)]/2, is inserted into Eqn. (3.56) when evaluating the FOM, with the integra-
tion over L performed numerically. 
An alternate evaluation of the FOM can be made by fitting a smooth function through the 
P (L) data, and then using the fitted function in Eqn. (3.56). An exponential fit to the data, of the 
form P(L) = e-lJb, is shown in Figure 3.34. The parameter, b, with dimensions of length, serves 
as an estimate of the mean grain radius [28]. When P(L) = e-lJb, Eqn. (3.56) reduces to 
[ 
87t3f4 < (BC33}2 > b3 ] 1' 2 
FOM = p2v8 ( l + 1~n,2 )2 (3.64) 
Metallographically-determined FOM's at selected frequencies are listed in Table 3.3 for the five 
equiaxed specimens. Other pertinent data, including the approximate number of grains in each 
image, are also given. The determination of grain boundaries from a photograph is partially sub-
jective, with the amount of guesswork needed dependent on the surface preparation and lighting 
conditions. Grain boundaries were much less distinct in the titanium photos, than in the copper 
and stainless steel ones. (See Figure 3.35). The differences in tabulated FOM values for the 
three titanium specimens probably are not primarily due to differences in the grain size distrib-
utions of the specimens. Rather, they likely arise from difficulties in assigning grain boundaries, 
and from the inherent uncertainty in deducing P(L) from a single photograph containing a limited 
number of grains. 
Estimation of FOM from Backscattered Ultrasonic Noise 
In the far righthand column of Table 3.3, we list FOM values extracted from measured 
noise data using the method of Section IIIB4. We will now discuss these measurements and 
analyses, beginning with stainless steel and ending with copper. Before starting, some general 
comments are in order. The determination of effective attenuation from the depth dependence of 
noise (method 2 in Figure 3.24) requires time-consuming data acquisition and analysis. It was 
not used for the equiaxed specimens, except for CU which presented special difficulties. The 
other two attenuation measurement procedures (deconvolution of surface echoes and time-
dependence of extracted FOM) were used for each specimen, with emphasis placed on the latter. 
Focussed probe noise measurements were made for all five specimens, and the subsequent FOM 
extraction procedure used the Gaussian beam model. As illustrated earlier, there is generally 
little difference between FOM values deduced using the two beam models in the vicinity of the 
focal zone. An additional FOM extraction was performed for CU using planar-transducer noise 
data, and the Gauss-Hermite beam model was used in that one instance. 
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(a.) lOOX photograph of the microstructure of stainless steel specimen SS. An 
apparent boundary between twinned grains is indicated by the notation T. (b.) 
pixelated computer image of the same photograph showing the assumed grain 
boundatjes. 
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Figure 3.34 
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P (L), the probability that an arbitrary line segment of length L is enclosed 
within a single grain. Results are shown for stainless steel specimen SS, based 
upon analysis of Figure 3.33b. The fitted exponential function is P(L) = e-lJb 
with b = 52 µm. 
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(a) 
(b) 
Figure 3.35 Photographs used in the determination of FOM's from microstructure. (a.) cop-
per specimen CU at SOX. (b.) alpha-titanium specimen TIC at 250X. 
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Specimen Material Number of Average Grain Frequency for Metallo graphic Ultrasonic FOM (cm·l/2) 
Designation - Grains in Radius 1 (µm) FOM FQM2,3 (cm-112) 
Photograph Detennination 
QvlHz) (2) (3) 
SS Stainless 154 52.0 5 0.0326 0.0357 0.029-0.035 
Steel 
cu Copper 123 112.3 5 0.0584 0.0548 0.025-0.053 
TIA a-titanium 192 20.2 15 0.0203 0.0215 t 
TIB a-titanium 226 15.8 15 0.0150 0.0168 0.033-0.039 
TIC a-titanium 195 16.0 15 0.0163 0.0180 
1 Radius quoted is the value of bin the fitted function P (L) = e·L/b. 
2 FOM in column (2) results from the numerical integration of the measured P (L). 
3 FOM in column (3) results from integration of the fitted function, P (L) = e·L/b. 
Table 3.3 Comparison of FOM values deduced from metallographic analysis and from backscat-
tered ultrasonic noise. 
Stainless Steel 
The attenuation of stainless steel specimen SS, deduced by deconvolving broadband front 
and backwall echoes, is displayed in Figure 3.36. Four planar transducers were used, having dif-
ferent center frequencies and overlapping bandwidths. As usual, each transducer was scanned, 
and separate attenuation determinations were made at various locations in the specimen. The 
position-averaged mean value of the deduced attenuation coefficient is shown for each trans-
ducer. As expected, the deduced mean attenuation of specimen SS is seen to be approximately 
independent of the transducer used. At 5 MHz, the frequency subsequently used for toneburst 
noise measurements, a.1 is seen to be - 0.1 nepers/cm. 
To acquire backscattered noise signals, side 1 of specimen SS was insonified with 1.5 µsec 
5-MHz tonebursts generated using focussed transducer P6. This specimen was relatively thick, 
permitting acquisition of noise over a relatively long time interval (2 ~ t ~ 14µsec). The ISMTB 
was then used to repeatedly extract the FOM, assuming several values for the effective attenu-
ation of the metal. The results for two choices (a.1 = 0 and a.1 = 0.1 nepers/cm) are shown in Fig-
ure 3.37b. In this instance, an attenuation of approximately one third of that deduced from the 
surface echoes lead to FOM values which were approximately independent of time. On the basis 
of Figure 3.37b the FOM of specimen SS was estimated to be 0.032 ± .003 cm·112 at 5 MHz. 
Alpha Titanium 
Measured soundspeeds in the three titanium specimens (v 1 = 0.606 ± 0.002 cm/µs) were 
identical to within the estimated precision of the pulse/echo technique used. Attenuation at fre-
quencies below 15 MHz, deduced by deconvolving the FS and BS, echoes, was found to be 
small(~ 0.1 nepers/cm) in all specimens. To better estimate the attenuation at 15 MHz, each 
specimen was insonified through the center of side 2, using a toneburst from a planar transducer, 
and the amplitude of the FS and first four BS echoes were measured. Making corrections for 
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transmission, reflection, and diffraction in the spirit of Eqns. (3.47) - (3.48), we deduced 
a.1 = {).10 ± 0.03, 0.06 ± 0.03, and 0.05 ± 0.03 nepers/cm respectively for TIA, TIB, and TIC at 15 
MHz. 
For grain noise measurements, the three specimens were insonified using 1-µsec 15-MHz 
tonebursts from focussed transducer P4. Each specimen was relatively thin (- 1.6 cm through 
side 2), and a 6.0 cm waterpath was used so as to focus the incident sound beam near the speci-
men midplane. As illustrated in Figures 3.38 and 3.39, little difference was seen between the 
normalized nns noise levels of the three specimens, or their extracted FOM cwves. In each case 
the deduced FOM values were found to be relatively independent of time when a.1 = 0 was 
assumed. In addition, the FOM-versus-time curves were not noticeably flattened by replacing 
a.1 = O with the previously quoted values deduced from surface echoes. On the basis of Figure 
3.39, the FOM of each alpha-titanium specimen was estimated as 0.036 ± 0.003 cm-112 at 
15-MHz. 
Cogper 
Figure 3.40 displays the ultrasonic attenuation of copper specimen CU obtained by decon-
volving front and back wall echoes. In the log-log fonnat used, the plotted data points are seen 
to approximately follow the straight line described by 
a.1 = 0.01f
2
·
5 (a.1 in Nepers/cm; fin MHz) (3.65) 
This contrasts with 
<l1 = 0.05f1·2 (a.1 in Nepers/cm; fin MHz) (3.66) 
deduced earlier for this specimen from the depth dependence of backscattered noise (Section 
IIIB5). At f = 5 MHz, Eqns. (3.65) and (3.66) yield a 1 = 0.56 and 0.34 Nepers/cm, respectively. 
These large attenuation values suggest strong grain scattering and, hence, the possibly inaccuracy 
of the ISMTB in this setting. Nevertheless, we proceeded to use the model to extract the FOM of 
the specimen at 5 MHz. Focussed transducer P6 was used with the waterpath chosen to focus the 
beam only a short distance below the water/copper interlace. This placed the time-scaled focal 
zone (where the beam models are most reliable) in the early-time portion of the noise (where 
secondary-scattering effects are presumably smaller). The measured rms noise level is shown in 
Figure 3.41 together with the extracted FOM curves for four choices of the effective attenuation. 
The time-dependence of the deduced FOM is minimized when a 1 = 0.20 Nepers/cm is used. 
This is significantly different from a 1 = 0.34 Nepers/cm which resulted from the former analysis 
of the depth dependence of noise spectral components. In light of this difference, it was decided 
to repeat the FOM extraction procedure using noise data from a different transducer. For our 
second CU trial, planar transducer P7 was used, and the resulting FOM curves are shown in Fig-
ure 3.42. Again the extracted FOM value is least dependent on time when a.1 =0.20 Nepers/cm. 
To obtain an estimate of the FOM from early-time noise data, one can extrapolate the 
cwves in Figure 3.41b (or Figure 3.42b) back to a common value at t = 0. This results in 
FOM=0.030 ± .006 cm-112 and FOM=0.048 ± 0.08 cm-112 for the focussed and planar transducer 
experiments, respectively. Taking the mean of these measurements, we estimate FOM=0.039 ± 
0.014 cm-112 for specimen CU at 5 MHz. There are several clues pointing to the inadequacy of 
the ISMTB in describing backscattered noise in this specimen near 5 MHz. These include: 
i.) The large attenuation value deduced by deconvolving surface 
echoes. 
ii.) The cwvature of In r nns - vs - Zo plots seen 
at nearby frequencies in Section IIIB5. 
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Attenuation of stainless steel specimen SS deduced from deconvolution of 
frontwall and backwall echoes. Four different half-inch diameter, planar trans-
ducers were used. 
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(a.) Normalized nns noise level observed in stainless steel specimen SS. 
(5-MHz 1.5 µsec toneburst from transducer P6 through Side l, :zos = 2.54 cm, 
527 transducer positions). (b.) Deduced FOM of specimen SS at 5 MHz for two 
choices of the effective attenuation. (Gaussian beam model, 9-pt. smoothing). 
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Normalized nns noise levels observed in three equiaxial alpha-phase titanium 
specimens. (15 MHz, 1-µsec toneburst from transducer P4 through side 2, 
Zoos = 6.0 cm, 495 transducer positions, 9-point smoothing). 
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Deduced FOM at 15 MHz for equiaxial alpha-phase titanium specimens TIA, 
TIB, and TIC. (Gaussian beam model, 9-pt. smoothing, measurement through 
side 2). 
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FREQUENCY IN MHZ 
Attenuation of equiaxed copper specimen CU deduced from deconvolution of 
surface echoes. Planar transducers having center frequencies of 2.25, 5, and 10 
MHz were used. Some analyses (FB) used the front and first back surface 
echoes. Other analyses (BB) used the first two back surface echoes. In all 
cases the incident beam was perpendicular to Side 1 and the transducer was 
scanned over the entry surface. Vertical error bars extend one standard devi-
ation on either side of the mean. 
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iii.) The difference in effective attenuation values resulting from 
the two noise-analysis methods (i.e.: depth dependence of noise 
spectral components; and, time dependence of the FOM). 
iv.) The significant difference in the deduced FOM values for the 
focussed and planar probe cases. 
Nonetheless, the mean FOM values deduced from backscattered noise is in reasonable agreement 
with the metallographically-determined values for CU listed in Table 3.3. 
In summary, the metallographically and ultrasonically determined FOM values agree to 
within a factor of two for each specimen listed in Table 3.3. This level of agreement is under-
standable and gratifying given that: 1.) no adjustable parameters are involved in either determi-
nation; 2.) grain boundary assignments are somewhat subjective; and 3.) measured noise levels 
in these specimens are 60 dB or more below the front surface reference signal. Thus, our 
preliminary results indicate that the ultrasonic FOM for noise severity can be predicted from first 
principles for simple microstructures. 
7. Extracted FOM's for Ti-6246 Specimens 
Toneburst measurements were carried out to assess noise severity in titanium materials of 
the type used in aircraft engine components. Four Ti-6246 specimens supplied by General Elec-
tric AEBG [9] were studied in detail. They are designated A 1, A2, B2, and Cl here and in Table 
2.2. These specimens were fabricated under an Air Force sponsored manufacturing technology 
program [29]. The starting point for each specimen was VAR melted material processed to an 
equiaxed alpha-beta microstructure at 6-inch diameter billet. Further heat treatment utilized to 
modify the microstructure is summarized in Table 3.4. Note that the beta transus for this alloy is 
1775° F, so that the first 3 samples were annealed below the beta transus while the fourth was 
annealed above it. Like PWL discussed earlier, these specimens displayed structure on at least 
two length scales: microstructural elements (grains) had average dimensions of on the order of 
10 µm; macrostructural elements (prior beta grains) had average dimensions of several millime-
ters or more. 
Velocity, attenuation, and backscattered noise measurements were made through three 
mutually orthogonal sides of each specimen. To facilitate attenuation measurements, each speci-
men was cut into two pieces in the manner shown in Figure 3.43. The smaller section, having a 
typical thickness of 1.5 cm, was used for attenuation measurements in the 3-6 direction, and the 
larger section was used for attenuation measurements in the two orthogonal directions. This 
arrangement permitted the acquisition of multiple BS echoes in the 3-6 direction without signifi-
cant interaction of the beam with the lateral sides of the specimen. Both the original specimen 
and large and small segments were used for velocity measurements. Noise measurements, to be 
described shortly, were made before sectioning. 
Specimen Anneal Anneal Time Cooling Method 
Temperature 
Al 1670°F 1 Hr. Air Cool 
A2 1745°F 1 Hr. Air Cool 
B2 1745°F 8Hr. Water Quench 
Cl 1795°F 1 Hr. Air Cool 
(Beta transus = 177 5°F) 
Table 3.4 Further heat treatment of Ti-6246 specimens. 
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(a.) Measured rms noise level for a focussed-probe inspection of copper speci-
men CU. (1.5 µsec 5-MHz toneburst, transducer P6, Zos = 6.2cm, 561 posi-
tions.) The ISMTB predicts a peak in N(t) at t = 2.6µ sec 
(b.) Deduced FOM values at 5 MHz, for four choices of the effective 
attenuation of copper (ISMTB with Gaussian beam model). 
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(a.) Measured nns noise level for a planar probe inspection of copper specimen 
CU (1.5 µsec 5-MHz toneburst, transducer P7, Z.OR =Zoos= 5.0 cm, 561 posi-
tions). 
(b.) Deduced FOM values at 5 MHz for four choices of the effective attenuation 
of copper (ISMTB with Gaussian beam model). 
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Velocities were measured in immersion by observing the time delays between FS, BSl, 
and BS2 echoes. Broadband pulses from 5, 10, and 15 MHz planar transducers were generally 
used for these measurements. To determine the ultrasonic attenuation at 15 MHz, each specimen 
was insonified with a 15 MHz toneburst from planar transducer Pl. The attenuation was 
deduced from the measured amplitudes of the FS and first four BS echoes, making the usual cor-
rections for diffraction, reflection, and transmission. As with specimen PWL, .the shapes and 
amplitudes of the BS echoes were found to vary significantly with the location of the transducer. 
This variation, believed to arise from specimen macrostructure, limited the reliability of the 
attenuation measurements. The measured longitudinal wavespeeds and attenuations are listed in 
Tables 3.5 and 3.6, respectively. Each cited velocity value is an average for five trials using dif-
ferent transducers and waterpaths. Typical variations between trials were 0.5%. For attenuation 
measurements, the amplitude of each BSi echo was individually maximized by varying the 
lateral position of the transducer. Each pair of echoes in the set {FS, BS l, BS2, BS3, BS4} 
yielded a separate attenuation estimate, and the tabulated value is the average value for all pairs. 
A typical standard deviation for the set of attenuation values obtained on a given face of a given 
specimen was± 25% of the cited mean value. For a given specimen, the measured velocities in 
Table 3.5 show little dependence on the direction of propagation. The measured attenuations 
show more variability, but are subject to large uncertainties. As was the case for specimen PWL, 
wavefront distortion by the large macrostructural elements is believed to result in over-
estimation of the attenuation. 
Specimen 
Al 
A2 
B2 
Cl 
Propagation 
Direction: .L to Side 1 
0.602 
0.604 
0.598 
0.604 
l to Side 2 
0.603 
0.602 
0.593 
0.605 
J_ to Side 3 
0.604 
0.604 
0.597 
0.605 
Table 3.5 Average measured longitudinal wave velocities in cm/µsec for Ti-6246 specimens. 
Propagation 
Specimen Direction: J. to Side 1 lto Side 2 lto Side 3 
Al 0.13 0.16 0.07 
A2 0.14 0.16 0.14 
B2 0.26 0.37 0.18 
Cl 0.17 0.20 0.13 
Table 3.6 Average measured longitudinal attenuation coefficient at 15 MHz in Nepers/cm for 
Ti-6246 specimens. 
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For two of the specimens, A2 and Cl, transverse wave velocities were measured using 
1/411~diameter, planar, shear wave transducers. Average results when the polarization direction 
was aligned with an edge of the specimen are shown in Figure 3.44. Principal axes directions 
can be estimated by observing the BS echo while spinning the transducer to rotate its polariza-
tion direction. When the polarization direction is aligned with a principal axis, the BS echo will 
have a simple, compact appearance. We obsel'Ved that principal axes directions varied somewhat 
throughout each specimen, and were generally not aligned with the edges of the specimen. 
Again the large-scale macrostructure was believed to be responsible for these observed inhomo-
geneities. 
Measurements of backscattered noise levels were made through three orthogonal faces of 
each specimen, using 15-MHz 1-µsec tonebursts from focussed transducer PS. A common 
waterpath of 4.5 cm was used for all noise measurements. The ISMTB was then used to extract 
the FOM value for each propagation direction, using several choices of the effective attenuation. 
The resulting FOM-vs-time curves are shown in Figure 3.45 for four cases. The manner in 
which the curves depart from horizontal lines is generally different for each case, suggesting that 
the departures are not associated with inaccuracies of the beam model, but rather are due to vari-
ations of the FOM within the specimens themselves. In Figure 3.45, the time-scaled geometric 
focus occurs near t = 2.5 µsec in all panels. To estimate the probable FOM in each case, we 
averaged the extracted FOM values near the focus (1.5 µsec~ t ~ 3.5 µsec) for reasonable 
choices of the effective attenuation (a.1 =0 to a.1 =0.15 in most cases). The resulting mean FOM 
values and their uncertainties are displayed in Figure 3.46. For three of the specimens, the FOM 
is seen to depend strongly on the propagation direction. The factors responsible for the noise 
anisotropy will be discussed at length in Section VI, and the microstructures and macrostructures 
of the four specimens will also be described in that section. 
Figure 3.43 
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Sectioning of specimens Al, A2, B2, and Cl. A cut was made parallel to face 
3, resulting in a smaller and a larger piece. These are designated using 11S 11 and 
"L11 ~ respectively, as in B2S, B2L. The smaller pieces were used for pulse/echo 
attenuation measurements in which the propagation direction was perpendicular 
to side 3. 
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Extracted FOM values at 15 MHz for Ti-6246 specimens. Results are shown 
for four typical cases selected from the twelve cases studied. (15-MHz, 1-µsec 
toneburst; transducer P5; Zos = 4.5 cm; Gaussian beam model used in analysis). 
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C. INDEPENDENT-SCATTERER NOISE MODEL FOR BROADBAND-PULSE INSPEC-
- TIONS 
In the previous section we introduced and used an approximate noise model for normal-
incidence, pulse/echo immersion inspections using toneburst pulses. In the present section we 
consider an extension of that noise model to inspections using broadband incident pulses [30]. 
Like its predecessor, the broadband noise model neglects multiple scattering events, and applies 
to low-noise, low-attenuation materials. The broadband model provides an expression for the 
root-mean-square (rms) average amplitude of a given spectral component of the noise, computed 
on a finite time interval greater than the duration of the pulse. Like the toneburst version, the 
broadband model can be used to extract the specimen's Figure-of-Merit for noise severity from 
backscattered noise data. Recall that in the toneburst version, the extracted FOM was deter-
mined only at the toneburst center frequency. In the broadband version the extracted FOM is, in 
theory, determined at all frequencies in the bandwidth of the incident pulse. If the FOM of the 
specimen is known over a suitable frequency range, the broadband model can be used to predict 
average noise spectral characteristics and average noise levels for various inspection scenarios. 
We begin our discussion of the broadband model by outlining the derivation of an approxi-
mate expression for predicting rms spectral components of the noise. We then test the model 
expression by using it to extract the FOM of a model copper specimen as a function of frequency 
from synthetic noise data. The synthetic noise signals were generated using Monte Carlo meth-
ods [31], assuming single scattering from spherical copper grains having random locations and 
orientations. We then proceed to the application of the model in high-temperature titanium 
alloys. In particular, we use the broadband noise model to extract the frequency-dependent FOM 
ofTi-6246 specimen PWL, and we show that the extracted FOM values are nearly independent 
of the time interval used for noise analysis. Finally, we use the model to predict absolute noise 
levels for five inspection scenarios, and we compare these predictions to results from previously 
conducted experiments. 
1. Model Development 
Again we assume the inspection geometry of Figure 2.3, and its associated coordinate sys-
tem and notation. We seek to develop an approximate expression for the dimensionless ratio of 
spectral components 
(3.67) 
whose practical measurement was described in Section IIE. Here rnoise denotes the Fourier com-
ponent of the noise signal on the finite time interval indicated above, which, in practice, is under-
stood to be located between and away from the front and back surf ace echoes. < > denotes the 
average over many lateral transducer positions. As before, we assume that the noise signal is an 
incoherent sum of the signals scattered by individual microstructural entities in the metal, which 
we refer to using the generic term "grains". For the moment, we assume that the time window of 
interest [ta~ t ~ ~] is long enough to totally enclose the time-domain echoes produced by the 
backscattering of sound by all grains in some region R of the specimen. Consider an echo asso-
ciated with a sound wave which travels directly from the transducer to a small grain at position 
(x1, y1, z1) in Rand then directly back to the transducer. The {discrete) Fourier component of this 
echo at angular frequency co may be approximated using Measurement Model Eqn. (3.22) which 
we repeat here for convenience: 
ors( CO)= ~(co) 101 A(co) c (co, x., y I' z.) . 2 • rr..2 2 [ 2p1V1 ] 
1k1a p0v0 
exp[-2i(koZos + k1z1)-2(<XoZos + a 1z1)] (3.68) 
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If the time window of interest also encloses the front-surface reference signal, then the trans-
ducer efficiency factor ~(ro) at the same discrete frequency can be deduced directly from Mea-
surement Model Eqn. (3.21). Normally, the time window of interest does not enclose the 
reference signal, but can be translated to do so. Such a translation affects the phases but not the 
amplitudes of the discrete spectral components. Thus the magnitude of J3(ro), which we will 
require later, can be deduced from the discrete Fourier components of the reference signal [ r ree(ro)] computed on any time inteIVal of duration t.,-ta which encloses that signal: 
I r rec<ro) I = I ~(ro)RooD(ro)exp(-2CXoZoR) I (3.69) 
To obtain an expression for the spectral component ratio of Eqn. (3.67) we assume that the 
total noise signal is, on average, an incoherent superposition of the signals from the individual 
grains in region R. In the single-frequency (toneburst) case considered in Section IDBI, we saw 
that under incoherent superposition, the square of the total signal amplitude was the sum of the 
squares of the amplitudes of the individual signals. We again invoke this "power addition rule", 
applying it to the discrete spectral component amplitudes: 
<I r!oise I> = < :E I Brsd2 > (3.70) 
every grain i 
in regionR 
We substitute Eqn. (3.68) into Eqn. (3.70), replace the sum over grains by a volume integral over 
R, and average over many ensembles of grains. The scattering amplitude I A I is replaced by its 
r.m.s. ensemble average, Arms. Finally we use Eqn. (3.69) to eliminate the transducer efficiency, 
I ~ I. The details of the derivation are very similar to those employed in Section IIIB 1, so we 
simply state the result: 
rmlS(ro) _ _r [ 2T~1P1V1exp(-2CXoZos+2CXoZoR)] 
r t ) - \In Anns(ro) 2 
1 reC\(l) Roo I D(ro) I k1a PoVo 
[J J JP I C(ro) 14 exp(-4a1z1) dx1dy1dz1]'12 (3.71) 
Again the Figure-of-Merit,"" Amis(ro), appears as an overall multiplicative factor. The quantity 
P has been inserted for later convenience, and currently should be considered to have the value 
unity. 
Our derivation of Eqn. (3.71) assumed that the backscattered echoes from the grains in R 
are entirely confined within the time window ta ~ t ~ t., (and that no echoes from grains outside of 
R appear within this time window). This is never the case in practice, and we ask what modifica-
tions are needed for the practical use of Eqn. (3.71). In practice, the gated noise signal is a non-
trivial product of the total noise signal and a rectangular windowing function. The Fourier 
component of the gated noise is consequently a convolution of the components of the total noise 
and the window. The mathematical consequences of this convolution can be pursued, e.g., as 
was done by Madsen et al. [32,33]. Here will we take a simpler and more physical approach. 
The primary effect of the windowing is to limit the volume integral to sites whose round-trip 
travel times are compatible with the gating interval. We impose this causal limitation by insert-
ing a factor P(ro, x1, Y1> z1) within the volume integral. For a backscattered echo originating from 
an "average" grain at location (xh YI> z1), Pis defined as the fraction of the echo power which 
falls within the time interval ta ~ t ~ t.,. Suppose that the time duration of the backscattered 
single-grain echo is d (with d < t., - ta) and that we make the usual choice of time origin in which 
t = 0 corresponds to the center of the obseIVed front-surface echo for the noise measurement 
geometry. The backscattered echo from a grain a depth z1 will be centered at time t = 2z1/v1 and 
will consequently occupy the time inteIVal (2z1/v 1) -d/2 ~ t ~ (2z1/v 1) + d/2. By considering all 
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such intervals which wholly or partially overlap ta::;; t ~ft,, it is easy to show that only grains 
occupying the depth range (ta - d/2)v 1/2 ~ z1 ::;; (ft,+ d/2)v 1/2 can contribute echoes on ta ~ t ~ tt,. 
Thus P, regarded as a function of depth, will be zero outside of (ta - d/2)v 1/2 ~ z1 ~ (tt, + d/2)v 1/2, 
and P will be unity near the center of this region. The precise manner in which P changes from 
zero to unity as z1 is varied will depend on the shape of the echo's envelope function. For the 
results presented in the present work we have made the simplest possible choice for P, namely, to 
neglect the time duration of the echoes altogether. Thus in Eqn. (3.71) we set 
{
1 .f taV1 < < t\,V1 1 2 -Z1 - 2 
0 otherwise 
(3.72) 
This approximation is expected to work best when the duration of the gate is long compared to 
the duration of individual echoes. (In practice, we have found that the P = 0 or 1 approximation 
generally leads to differences of a few percent when compared to calculations using realistic P 
functions, even when the time interval of interest is only slightly longer than the pulse duration.) 
Although not rigorously correct for finite time intervals, Eqn. (3.71), together with an accompa-
nying prescription for the echo power fraction (such as Eqn. (3.72)), has the advantage of relat-
ing the value of the material FOM at one frequency to an average noise spectral component at 
the same frequency. This greatly simplifies both the extraction of FOM values from noise data, 
and the subsequent prediction of noise characteristics for hypothesized inspections. To further 
simplify the calculations presented here, we will use the Gaussian beam model for the computa-
tion of the diffraction/focussing factor C. This allows the integral of IC 14 over x1 and y1 to be 
performed analytically, with the result given earlier in Eqn. (3.43). 
The ISMBB expression for the position-averaged noise spectral components can be used to 
determine an average noise level over the duration of the time window. This is done by using 
Parseval's theorem [34] to relate the sum of the squares of the voltages to the sum of the squares 
of the spectral component magnitudes. At a single transducer position, enumerated by index j, 
let Vj(t) denote the observed total noise voltage (after subtraction of the instrumentation back-
ground level), and let rj( co) denote the Fourier spectrum. For a discrete Fourier transform, in 
which there are m time points on the interval ta ~ t ~ t.,, Parseval' s theorem takes the form 
(3.73) 
Here~ are the discrete time instants at which the (digitized) voltage is known and coi = 27tfi are 
the corresponding (positive and negative) discrete frequencies enumerated in Eqn. (2.12). The 
constant of proportionality, c, depends on m, the time separation between adjacent digitized 
points (~t), and on the manner in which the 21t factor is assigned when defining the spectral com-
ponents+. For the digitized front-surface reference signal we can similarly write 
(3.74) 
where v re,(~) and r rei<coi) are the reference signal voltages and frequency components computed 
on a time interval with the same duration and stepsize as that used for the noise signals. If we 
+If the choice adopted in Eqns. (3.19) is used when defining the discrete transform, then 
c = 2~co/~t = (21t/~t)2/m We will arrange for c to cancel, so its value in a given FFT software 
package is immaterial. 
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average each side of Eqn. (3.73) over many transducer positions, then I Vj(t;) 12 becomes the 
square of the unnormalized rms noise at time t; (i.e., n~(t;)-see Eqn. (2.2)), and I rj(roi) 12 
becomes the square of therms noise spectral component at frequency roi (i.e., r~(roi)-see Eqn. 
(2.13)). Thus 
(3.75) 
where the raised horizontal bar is used to denote an average over the m discrete points within the 
FFf time window. Using Eqn. (3.74) to eliminate c leads to 
(3.76) 
Using Eqns. (3.71), (3.72) and (3.76) one can predict (nnns)2, which is the square of the observed 
noise voltage, averaged over transducer position and over time within the interval [ta.ti,]. Note 
that both the positive and negative discrete frequencies appear in the sums on the right hand side 
of Eqn. (3.76). 
2. Tests of the ISMBB Using Synthetic Noise Signals 
As was done earlier for the ISMTB, direct tests of the ISMBB formalism were carried out 
using synthetic noise signals generated by the Monte Carlo noise model. In this instance we 
tested the ability of the broadband noise model to extract the material FOM from noise data. To 
do this, the Monte-Carlo method was used to generate 100 synthetic noise signals for a hypoth-
esized normal-incidence inspection of a copper specimen using focussed transducer P6. A spe-
cific broadband reference signal having a 5-MHz center frequency and a duration of about 0.9 
µsec was assumed. The synthetic noise signals, which were produced on a time mesh with a 100 
MHz sampling rate, were then used as input data for the broadband noise model. A fixed time 
window of 1.27 µsec duration (containing 128 time points) was imposed, and the FFf was com-
puted for the portion of each noise signal which fell in the window. The FFf of the reference 
signal was also computed on an interval of similar duration. The ratio of Eqn. (3.67) was then 
determined. Finally, Eqn. (3.71) was used to solve for the FOM at selected frequencies in the 
bandwidth. When generating the synthetic noise signals, the model specimen was assumed to 
have a frequency-dependent attenuation [summarized by Eqn. (3.65)] and this same attenuation 
was used in Eqn. (3.71). The results of the FOM extraction are shown in Figure 3.47, and com-
pared with the exact FOM which was determined from the distribution of spherical grains 
assumed in the Monte-Carlo calculation. The histogram in Figure 3.47 displays the relative 
values of r~, and hence measures the bandwidth of the backscattered noise power. The 
extracted and exact FOM values are seen to be in good agreement where the noise power is 
appreciable. Like the broadband noise model, the Monte-Carlo calculation makes use of Mea-
surement Model formulas and employs the Gaussian beam model. The comparison shown here 
is then principally a test of the incoherent addition principle, and the causal approximation 
adopted for the treatment of the windowing problem. 
The extracted FOM is seen in Figure 3.47 to depart noticeably from the correct value at the 
high and low-frequency tails of the noise sp.ectrum. As we will see, this departure is evidently 
associated with the truncation of noise signals which occurs when the finite time window is 
imposed. In the Monte-Carlo calculations, the contributing grains occupy a cylindrical disk in 
the interior of the copper specimen which is bounded by 0.3cm ~ z1 ~ l.lcm. The calculated 
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Figure 3.47 Exact FOM for a model specimen of equiaxial copper, and that extracted from 
synthetic noise signals using the broadband independent scatterer noise model 
(ISMBB). The exact FOM cmve has been deduced by evaluating Eqn. (3.56) for 
the model specimen. 
total noise signal for any ensemble is consequently zero at early and late times since no grains 
having z1 <0.3cm or z1 > 1.lcm are ever considered. One such total noise signal is shown in 
Figure 3.48. On the time interval 1.7 µs ~ t ~ 4.4 µs in Figure 3.48, the total noise calculation is 
"complete", in the sense that time-of-flight considerations would prohibit grains with z1 < 0.3cm 
or z1 > l. lcm from contributing backscattered signals within this time interval. Outside of 1. 7 
µs-6 t~ 4.4 µs the calculated total noise signal is incomplete. In the extraction calculations lead-
ing to Figure 3.47, time window 1 in Figure 3.48 was used for FFT operations. This window lies 
entirely within the region of calculational completeness, as do windows 2,3, and 4. Extracted 
FOM values obtained using time windows 1-4 are compared to one another and to the exact 
result in Figures 3.49 and 3.50. At frequencies where the noise power is relatively large, (see 
Figure 3.47), the extracted and exact FOM values are seen to be in good agreement for all 
choices of the FFT time interval. However, the divergence of the extracted and exact FOM val-
ues near the tails of the noise spectrum, first noted in Figure 3.47, is seen to be relatively inde-
pendent of the location and duration of the FFf interval. 
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Figure 3.48 A typical total noise signal from one ensemble of copper grains, calculated using 
the MCM. (Transducer P6, v1 = 0.4723 cm/µsec, a 1 = O.Olf2.5, 100,000 spherical 
grains per cm3 .) Also indicated are five time windows used for FOM extraction. 
Time windows 1-5 have durations of 1.27, 1.27, 1.27, 2.55, and 5.11 µsec respec-
tively, and centers at 3.035, 2.395, 3.675, 3.035 and 3.035 µsec respectively. (An 
echo from a grain on the front surf ace of the specimen would be centered near t = 
0). 
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Figure 3.49 Exact FOM for a model copper specimen, and those extracted by analyzing syn-
thetic noise signals on time windows 1, 2, and 3. These windows have a common 
duration (1.27 µsec) but different centers relative to the FS echo. 
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Figure 3.50 Exact FOM for a model copper specimen, and those extracted by analyzing syn-
thetic noise signals on time windows 1 and 4. These windows have a common 
center, but different durations. 
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Figure 3.51 Exact FOM for a model copper specimen, and that extracted by analyzing syn-
thetic noise signals on time window 5 of Figure 3.48. This window completely 
encloses the backscattered noise echoes from all grains considered during the 
Monte Carlo calculations. 
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Figure 3.51 demonstrates the effectiveness of the FOM extraction procedure when noise 
signal truncation is not an issue. In producing that figure all FFf operations were perfonned 
using time window 5 in Figure 3.48, which completely encloses the non-zero portions of all cal-
culated total noise signals. Thus none of the noise echoes were truncated by the imposing of the 
FFf window. In this case Eqn. (3.72), which relates the spatial integration limits to the end 
points of the FFf time window, was not applicable. Instead we simply deleted P from the inte-
grand in Eqn. (3.71) and integrated over the spatial volume (0.3cm s; z1 s;1.lcm) where the con-
tributing grains were known to reside. Now the extracted FOM is seen to be in good agreement 
with the exact result, even in the far tails of the spectrum. Of course, such a calculational ploy is 
of no practical value in analyzing actual noise data, since the noise contribution from grains in an 
isolated region of the specimen cannot be determined experimentally. However, 
Figure 3.51 suggests that the FOM extraction procedure might be improved if the noise signals 
are not abruptly truncated. To investigate this possibility we considered an ad hoc modification 
of the ISMBB fonnalism in which 
i) all time-domain total noise signals are multiplied by a non-trivial window function 
W(t) before FFf operations are perfonned; and 
ii) Eqn. (3.72) is replaced by P(z1) = W2(t = 2z1/v1). 
As shown in Figure 3.52 we chose the window function to rise smoothly from zero at each end 
of the FFI' interval, and to be unity in the interior. The fraction of the FFT interval over which 
W(t) = 1 is denoted by Fl. When FI = 1, the window function reverts to the square wave choice 
implicit in Eqn. (3. 72). For three choices of Fl, Figure 3.53 displays the result of using the modi-
fied ISMBB formalism to extract FOM values from synthetic noise signals on FFT window 1 in 
Figure 3.48. One sees that no significant improvement results from the use of the alternative 
window functions. Eqn. (3. 71) has the useful feature of relating the nns noise spectral compo-
nents at one given frequency to the FOM value at the same frequency alone. It would be desir-
able to retain this feature while improving the accuracy of Eqn. (3.71). We do not presently 
know if this can be accomplished. It may be that the only method of improving the accuracy of 
the FOM extraction procedure is to treat the measured noise spectrum on the finite time interval 
as a convolution of the spectra of the noise and the window function. Such an approach unfortu-
nately relates the measured noise spectral component at one frequency to the FOM values at all 
frequencies. 
3. Tests of the ISMBB Using Measured Noise Signals in Ti-6246 
Measured noise signals from Ti-6246 specimen PWL were used to test various aspects of 
the broadband noise model. The initial tests addressed the ability of the ISMTB to extract the 
frequency-dependent FOM from backscattered noise. Using broadband sonic pulses from 
focussed transducer P4, backscattered noise signals were obtained at 500 positions above side 4 
of the specimen. The duration of the front-surf ace reference echo was - 0.3 µsec, and the band-
width of the backscattered noise within a given FFT window was typically 10-18 MHz at 20% 
(-7dB) of peak power. The observed normalized rms noise level, nrms(t), is displayed as a 
function of time in Figure 3.54a. As usual, the mean noise level peaks near the time required for 
round trip travel to the focal zone. 
To test the ISMBB, Eqns. (3.71) - (3.72) were used to extract the FOM at each discrete 
frequency from the backscattered noise waveforms. The procedure was repeated several times, 
using the different time windows indicated in Figure 3.54a. In all cases we assumed a.1 = 0 for 
the effective attenuation of the solid within the frequency range considered, in accordance with 
the findings of Section IIIB5. Figure 3.54b displays the deduced FOM values for windows l, 2 
and 3, which have a common center but durations of 1.27, 2.55, and 5.11 microseconds, respec-
tively. Figure 3.54c displays the deduced FOM values for windows 4-8, which have a common 
duration (2.55 µs) but differing centers. The FOM, being a property of the specimen alone, 
should be independent of the details of the extraction procedure, and, specifically, independent of 
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the location and duration of the window used for FFf operations. This is seen to be approxi-
mately true in Figure 3.54. Panels b and c of the figure also display FOM values deduced for 
this specimen from tone-burst studies using the ISMTB and the extraction procedure discussed 
earlier in Section IIIB. The toneburst entry at 15 MHz resulted from multiple measurements 
using different transducers, some of which are described earlier in this work. The entries at 10 
and 20 MHz each resulted from a toneburst measurement using a single focussed probe. The 
FOM values resulting from the broadband and tone-burst analyses are seen to be in reasonable 
agreement. The FOM peak near 18 MHz, whose existence appears to be confirmed by the tone-
burst measurements, may be associated with resonant scattering from the needle-like alpha 
W(t) 
I~ 6T --... ~1 
1 
Time, t 
FFT time interval 
Figure 3.52 Alternative window function, W(t), and the definition of the parameter Fl. 
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Figure 3.53 Exact FOM for a model copper specimen, and the values obtained by using the 
ISMBB to analyze synthetic noise signals on time window 1 of Figure 3.48. 
Results are shown for three choices of the window function parameter FI. 
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Figure 3.54 a) Mean noise level observed in a focussed-probe inspection of a Ti-6246 speci-
men (transducer P4, side 4 of specimen PWL, Zos = 1.0cm, 15-MHz broadband 
pulse, 500 transducer positions, no smoothing). 
b) Deduced FOM values using time intervals 1,2, and 3. 
c) Deduced FOM values using time intervals 4-8. 
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Figure 3.55 a) Rms noise levels observed through side 4 of Ti-6246 specimen PWL for each 
of five transducers. b) Rms noise levels predicted by the broadband noise model 
for the same five transducers. In both panels the quantity displayed is nrms1Emax' 
the normalized rms noise level computed by averaging over transducer position 
and over a time window of duration 1.27 µsec. The time windows partially over-
lap, and their centers are indicated by the plotted points. Inspection parameters 
are summarized in Figure 3.20. 
grains, or from clusters of such grains within prior-beta-grain boundaries. At the frequency of 
the peak one finds that k1d = 1 when d-IOOµm. Recall that the alpha grains in specimen PWL 
have diameters of a few microns, and lengths on the order of 100 microns. 
If the FOM of a specimen has been determined, Eqn. (3.71) can be used to predict noise 
characteristics for various inspection scenarios. To investigate this capability, we have used the 
ISMBB to predict nns noise levels for five toneburst inspections of the Ti-6246 specimen con-
sidered in Figure 3.54. These inspections, which employed two planar and three focussed trans-
ducers, were described in Section ITIB4, and measured normalized rms noise levels (not 
averaged within time windows) were presented earlier in Figure 3.20. For the purposes of these 
calculations we are regarding a tone-burst pulse as simply one example of the (general) broad-
band pulse addressed by the ISMBB. The assumed FOM(ro) function for side 4 of specimen 
PWL was obtained by averaging the extracted FOM-vs-frequency curves displayed in Figures 
3.54b and 3.54c. For each simulation, Eqns. (3.71) - (3.72) were used to determine 
r nm(ro)tr ree(co) for a specified time window from the FOM, the known inspection parameters, and 
the known FS reference signal. Again a 1 = 0 was assumed. Parsival 's theorem, as implemented 
in Eqn. (3.76), was then used to calculate therms noise level averaged over transducer position 
and over time within the window. This was done for a sequence of time windows all having the 
same duration. The predicted and measured average noise levels, normalized by the amplitude 
of the front-surface reference echo, are compared in Figure 3.55 for each transducer and for sev-
eral choices of the time window center. All windows had durations of 1.27 µs, and the centers of 
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the windows are indicated by the plotted points. The overall agreement between theory and 
experiment is seen to be quite good, indicating that the ISMBB can be successfully used for 
noise level prediction. The effect of averaging over time (in addition to the usual average over 
transducer position) when calculating the rms noise level may be gauged by comparing Figures 
3.20b and 3.55a. Differences between the two figures are modest because the width of the time 
window used when averaging (1.27 µsec) is shorter than the duration of major features in·the 
noise level curves. 
In developing our extension of the toneburst noise model to broadband pulses, we have 
endeavored to keep the formalism relatively simple to help promote wide use of the model. The 
result, summarized by Eqns. (3.71), (3.72), (3.76) and (3.43) has proven to be reasonably accu-
rate in initial testing, except in the tails of the noise power spectrum. Additional efforts to 
improve the model by refining the choice of P in Eqn. (3.72) are recommended. Since grain 
noise levels in materials of interest are often quite small (50 - 70 dB below the amplitude of the 
FS echo), the effect of electronic noise on the FOM extraction procedure should also be investi-
gated. This could be done by adding appropriate electronic noise waveforms (measured or 
model-generated) to synthetic grain noise waveforms created by the Monte-Carlo noise model. 
The FOM extraction procedure could then be repeated for each of several levels of electronic 
noise. Unlike the ISMTB, FOM extraction using the ISMBB requires that Fourier transform 
operations be performed on measured noise signals. The latter model is consequently expected 
to be less robust in the presence of electronic noise. 
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D. MONTE-CARLO NOISE MODEL 
-The ISMTB and ISMBB models just discussed are capable of predicting only selected 
average characteristics of the backscattered noise, namely rms noise levels and spectral compo-
nents. These average quantities are extremely useful, but are not sufficient for a complete 
assessment of detection reliability. In addition, one needs to know the precise manner in which 
noise voltages are distributed about their average value. For example, the expected peak noise 
level described in Section IID affects the rate of "false calls" in which large noise signals are 
mistaken for defects. In the present section we introduce a Monte-Carlo method for simulating 
the noise observed in pulse/echo immersion inspections. The method predicts simulated time-
domain noise signals, and hence can be used to determine both average and peak noise levels. 
Results of selected Monte-Carlo calculations have already been presented in Sections IIIB3 and 
IIIC2 as part of the tests performed to validate the ISMTB and ISMBB models. 
We begin by describing the Monte Carlo approach to noise signal calculation [31] and 
presenting the formulas required for its implementation. The use of the formalism is demon-
strated by calculations of simulated noise waveforms for model specimens of alpha-phase tita-
nium. We then consider a test of the MCM in which predicted average and peak noise levels for 
a copper specimen are compared to measured results. We close with a discussion of the 
relationship between average and peak noise, and its dependence on grain density as revealed by 
MCM calculations. 
1. Model Development 
As always, we assume the normal-incidence inspection geometry of Figure 2.3 and we 
employ a time coordinate system in which the center of the FS echo appears at t = 0 when the 
waterpath is Zos· Again we assume that the backscattered noise arises solely from single-
scattering of the incident beam by the individual metal grains. The use of Monte Carlo methods 
in this setting is conceptually simple. Our algorithm for calculating a "simulated" time domain 
noise signal contains the following steps: 
1. Specify the particulars of the pulse/echo inspection to be simulated, including infor-
mation about the density and properties of the grains. 
2. Determine a time interval within which the noise calculation will be valid, and an 
associated spatial region in the solid where all contributing grains will reside. 
3. Using random number generators, pick points in the spatial region to serve as grain 
centers. 
4. Assign a size to each grain, based on the proximity of its nearest neighbor. 
5. Using random number generators, orient the principal crystallographic axes of each 
grain. 
6. Using the Measurement Model, calculate the (discrete) spectral amplitudes of the 
backscattered signal from each grain. 
7. Add up the contributions from all grains to detennine the spectral amplitudes of the 
total noise signal. 
8. Perform an Inverse Fourier Transform (IFT) to obtain the time-domain total noise 
signal. 
The result of this process is a simulated total noise signal for "one ensemble" of grains (equiva-
lent to one transducer position in a scanning experiment). The calculational algorithm is 
repeated many times to gather a sufficient number of independent total noise signals for 
statistical analysis. We will now describe the steps in the algorithm in more detail for the case of 
single-phase metals. 
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The inputs for a Monte Carlo noise calculation consist of the usual geometric and material 
parameters that must be specified when using the ISMTB or ISMBB models, together with addi-
tional quantities to describe the microstructure. In the first group are the transducer focal length 
and radius, the waterpaths for reference and noise signal acquisition, the reference signal itself, 
and the density, soundspeed, and attenuation of water and the metal. In the second group are the 
number of grains per unit volume (n), the single crystal elastic constants in a principal axis coor-
dinate system (Cij), and distribution functions which describe the likelihood that a given grain 
has a particular size, shape, and orientation relative to the laboratory (x1, y1, z1) coordinate 
system. For the calculations described in this report we explicitly consider only equiaxed, 
randomly-oriented collections of grains, treated by making each grain spherical and by making 
each orientation of principal axes equally likely. However extensions to non-spherical grains or 
textured solids are relatively straightforward for single-phase materials. 
Since the noise calculation must be completed in a reasonable period of time and since 
computer memory limitations may apply, it is generally neither possible nor efficient to consider 
all grains in a physical specimen if the specimen dimensions are typical of those in Table 2.2. 
Thus various strategies must be adopted to limit the number of grains which must be considered 
in a given ensemble. Our strategy has two parts .. First we limit the time interval within which 
the calculation will be valid to a particular "time window of interest" (TWO!). This effectively 
imposes a restriction on the depths (z1 coordinates) of the contributing grains. We then impose a 
restriction on the lateral coordinates (x1,y1) by confining the grains to the region where the inci-
dent ultrasonic field is appreciable. The resulting volume in the metal into which the centers of 
model grains are placed is termed the "spatial region of interest" (SROI). The relationship 
between the TWOI and the SRO! is illustrated in Figure 3.56. By definition, a grain whose cen-
ter lies in the SROI is capable of producing a backscattered echo which: 1) is appreciable in 
amplitude, and 2) is totally or partially enclosed by the TWOI. Conversely, no grains outside of 
the SROI are likely to produce appreciable echoes in the TWOI. 
If the grains are very small and the metal is only weakly attenuative, then the duration of a 
single-grain echo is approximately that of the FS reference signal. For larger grains, the time 
delay between the front and back grain-boundary echoes may be appreciable and should be taken 
into account. In the latter case the minimum and maximum depths of the SROI (z1,min and Zi,maJ 
and the starting and ending times of the TWOI (tmin and lmaJ are approximately related by 
2 
A1rer 
2d 
1max -1min = Vi (zl,max - zl,min] - - - (3.77) V1 
2 Z1,min Ali-er d (3.78) 1min ::::::: + - + V1 2 V1 
2 Z1,max Ali-er d (3.79) 1max = - -V1 2 V1 
Here At..er is the duration of the reference signal, and d is the average grain diameter. For some 
ensembles, grains of larger than average size will be located on the beam axis with centers just 
inside the SROI, and these can further reduce the TWOI, if the incident field is strong at their 
location. Thus, in practice, it is safer to replaced by 1.Sd or 2d in Eqns. (3.77 - 3.79). Notice 
that multiple reverberations within a grain have been neglected when writing Eqns. (3. 77) -
(3.79). 
126 
water metal 
grains 
spatial region 
of interest 
(a) 
Voltage 
front 
surface 
echo 
at t=O 
1 
t . 
mm 
1--
2 
time window 
of interest 
(b) 
t 
time 
max 
... I 
Figure 3.56 Grains in the spatial region of interest (a), like the three shown above, produce 
appreciable echoes in the time region of interest (b). 
After tentatively choosing z1,min and z1,mm we limit the lateral (x1, y1) extent of the SRO!. 
This is done by considering the radiation pattern in the metal at each of several frequencies 
which span the range where the spectral components of the reference signal are appreciable (i.e., 
< 15dB down from the peak component). At each such frequency we locate the peak value 
(IClmu) of the diffraction/focussing factor of the incident field on Zi,min ~ z1 ~ Zi,max· Since the 
Gaussian beam model is used for all calculations, this peak will always occur on the beam axis. 
We then determine the boundaries of the spatial region within which I c I~ c I cmax 1, where the 
cutoff factor c is typically 0.01 or smaller. This can be done analytically because of the simplic-
ity of the Gaussian beam expression for ICI. The union of the volumes determined in this manner 
for the different frequencies is taken to be SROI. The boundary of the SROI is generally 
determined by the radiation pattern at the lower frequencies, and always has rotational symmetry 
about the beam axis. For a focussed transducer, the SROI boundary often has a nozzle-like 
shape as shown in Figure 3.57a. In practice, we usually limit the number of grains occupying the 
SROI to 200,000 or fewer. For a given density of grains and transducer beam, this imposes a 
limitation on the depth of the SROI, and hence on the duration of the TWOI. 
Once the boundary of the SROI has been determined, grain centers must be randomly 
placed within it. Such centers are chosen one at a time until the number within the SROI equals 
N = nVsROI (3.80) 
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Figure 3.57 (a) Assignment of grain centers for one low-density simulation of a focussed-
probe inspection. Here 900 grain centers have been determined and their projec-
tions onto the x1z1 plane are shown. 
(b) When generating centers, the SROI is enlarged slightly and subdivided into 
cubes. 
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where n is the input grain density and V sRoI is the volume of the SROI. Most computer systems 
have-built in software for choosing a sequence of random real numbers { R., R2, R3 ... } which are 
uniformly distributed on [0,1]. Using such software it is straightforward to choose random 
points which are uniformly distributed within a cube+ having size length Land one comer at 
(x~, y~, zD. For example the coordinates of grain center i can be assigned using 
(3.81) 
In practice, the following procedure is used to choose center points for one ensemble of grains: 
1. The SROI is "enlarged" by a small amount (>twice the mean grain diameter) in 
each direction. This is done for later convenience in determining nearest neighbors. 
2. The enlarged SROI is covered by overlapping cubes of identical size (see Figure 
3.57b). 
3. Grain centers are chosen one at a time by: 
i) randomly choosing a cube; and 
ii) randomly choosing a point in the cube using Eqn. (3.81). 
4. If the point chosen in step 3) lies within the enlarged SROI, its coordinates are 
stored in computer memory. Otherwise, the point is discarded. 
5. The assignment of grain centers continues until there are 
N = nVsROI 
centers located within the original (non-enlarged) SROI. The number of centers 
within the enlarged SROI (which are stored in memory) will, of course, be some-
what higher. 
Having determined the centers, other attributes such as size, shape, and orientation must be 
assigned to the grains. Depending upon the microstructure under consideration, these attributes 
could be assigned in an independent fashion using random number generators to select values 
that are distributed in a specified manner. For the spherical grain case, we have chosen to deter-
mine grain sizes from nearest neighbor distances, rather than assigning them randomly. Very 
unphysical situations can occur if the sizes are randomly assigned: e.g., a large grain may 
completely enclose one or more of its smaller neighbors, or several small neighboring grains 
may occupy only a tiny fraction of the available local volume. Such gross improprieties are 
avoided by relating grain sizes to nearest-neighbor distances. In particular, for each grain i in the 
"*The choosing of randomly placed center points is not as trivial as one might at first think. Con-
sider assigning centers for an equiaxed collecting of grains when the SROI is a rectangular prism 
defined by 
If a,b,c denote random values on [0, 1 ], one cannot simply choose center points using the pre-
scription (x., y1, z1) = (a,b,2c). This would lead to a non-equiaxed collection of grains in which 
the centers have a greater mean separation in the z1 direction than in the x1 or y1 direction. 
(However, this might be an appropriate method for choosing centers when the grains are ellipsoi-
dal and elongated in the z1-direction. 
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(non-enlarged) SROI, we locate the center-to-center distance+ to its nearest neighbor (ri). The 
radius (rJ of each grain is then determine from 
(3.82) 
where the constant of the proportionality (c) is fixed by the condition that the sum of the grain 
volumes be equal to the volume of the SROI: 
N 4 3 N 4 -3 i~1 31t (ri) = i~1 31t(cri) = V sR01 (3.83) 
When locating the nearest neighbor of a given grain, all center points in the enlarged SROI are 
considered. The use of the expanded SROI allows a proper estimation of nearest-neighbor dis-
tances for grains that are located within but near the boundary of the original SROI. Because a 
hundred thousand or more grains are often involved (and hence 10 billion or more possible l2filrs 
of grains) it is important to streamline the determination of nearest-neighbor distances. We 
begin by ordering the stored coordinates of the grain centers in all cubes according to their z1 
values. For each of several ranges of z1, the coordinates are further ordered first by x1 and then 
by y1• Our search algorithm then makes use of this ordered storage format to rapidly determine 
the nearest-neighbor of each grain. The approach here is similar to subdividing the enlarged 
SROI into many small cubes. To locate the nearest neighbor of a given grain center, only centers 
having similar z1 coordinates and residing in the same or abutting cubes are examined. After the 
nearest neighbor distances and grain radii are determined and stored, the grain centers located 
outside of the original SROI are discarded. 
Our method of assigning sizes leads to a particular distribution of grain radii. For a large 
ensemble (N ~ oo) with a given grain density, the distribution of nearest-neighbor distances is 
derived in Appendix B, and c = 1 is shown to be the proper volume-conserving choice in Eqn. 
(3.83)++. The grain size distribution function, defined by 
p(r,n)dr = probability that the radius of an 
is shown to be 
arbitrarily selected grain is between rand r+dr when there 
are n grains per unit volume 
(3.85) 
in the large ensemble limit. The mean grain diameter which appears in Eqns. (3.77) - (3.79) is 
consequently 
~ 2r(~) 
d = J2rp(r,n)dr = 113 = 1.108 n-113 (367tn) 
0 
(3.86) 
and the most probable diameter, obtained from dp(r,n)/dr = 0, is 
d 2 = 1.084 n-1'3 
prob = (27tn)l/3 (3.87) 
+Here and in Appendix B we depart from the usual notation in which a raised bar denotes an 
averaged quantity. ri denotes the simple distance from the center of grain i to the center of its 
nearest neighbor. 
~hus, a grain's radius is equal to the center-to-center distance to its nearest neighbor, leading to 
substantial volume overlap between neighboring grains. Such volume overlaps balance the vol-
ume of regions which lie between the spherical grains. 
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Distribution functions for spherical grain radii. The solid curve is the predicted 
function [Eqn. (3.85)] for n = 8000 grains/cm3• The dashed curve resulted from 
binning the radii determined when Monte-Carlo methods were used to §enerate 10 
ensembles of grains, each having n = 8000 and a SROI volume of 1 cm . 
Eqn. (3.85) is not required for MCM calculations, but knowledge of it is useful for testing pur-
poses. For example, in Figure 3.58 we compare the size distribution function obtained by bin-
ning the calculated grain radii from a particular application of the MCM, and that predicted by 
Eqn. (3.85). The similarity of the two distribution functions indicates that the subroutines used 
for grain center generation and nearest-neighbor determination are working properly. 
For single-phase, spherical grains of a given material, the microstructural attributes which 
determine the backscattered signals are the locations and sizes of the grains, and the orientations 
of their principal axes. In our calculations the orientation of each grain is determined indepen-
dently of the others by applying Euler rotations through randomly chosen angles. We begin with 
the principal axes of a given grain aligned with the (x1, y1, z1) "lab" axes of Figure 2.3, and we 
apply three successive active rotations to the grain: 
i) a rotation through angle cp about the lab z1 axis, 
ii) a rotation through angle 0 about the lab y I axis, and 
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iii) a rotation through angle '¥ about the lab z1 axis. (3.88) 
We desire that all final orientations of the principal axes be equally likely and this requires that 
the three Euler angles be chosen such that [35] 
cp is uniformly distributed on [0, 2x] 
cos0 is uniformly distributed on [-1, 1] 
'¥is uniformly distributed on [0, 2x] (3.89) 
The formulas needed to calculate the components of rotated vectors (e.g., principal axes) and 
tensors (e.g. elastic constants) can be found in Ref. [36]. We note that if a sphere is cut into any 
number of parallel slices, and if the slices have the same thickness, then the spherical surf ace 
area contained in each slice is the same. This fact can be used to test the software used to choose 
Euler angles and to implement rotations. The surface of the sphere may be regarded as the loci 
of all possible endpoints of one of the principal axis unit vectors (e.g., the one initially aligned 
with x1) after the rotations. If all orientations are equally likely, then the endpoints should have 
the same density everywhere on a sphere of unit radius. Thus, by virtue of the "slicing" theorem, 
the projection of the endpoints onto one of the lab axes should be uniformly distributed on [-1, 1]. 
We have successfully used this fact to test our software. 
The Measurement Model calculation of the echo from one grain requires knowledge of the 
scattering amplitude for longitudinal-wave backscatter. As we shall see shortly, this scattering 
amplitude depends upon the 33 (or zz) component of the grain's elastic stiffness matrix in the lab 
coordinate system. This component, denoted here by C3/, can be expressed in terms of the 
single-crystal elastic constants in a principal axis system (CjJ and the three Euler angles (cp, 0, '¥) 
used to orient the grain. Using the rotation formulas of Ref. [36], we find that 
C33' = [(sin4cp + cos4cp)sin40 + cos40]C11 
+ [2sin20 (sin2cpcos2cp sin20 + cos20)] [C12 + 2C44] 
if the grain possesses cubic symmetry, and 
C33' = C11 + 2(-C11 + C13 + 2C44)cos20 
+ (C11 - 2C13 + C33 - 4C44)cos40 
(3.90a) 
(3.90b) 
if it has hexagonal symmetry. In Eqn. (3.90b), the 3 direction of the principal axis coordinate 
system is understood to be aligned with the hexagonal symmetry axis. Similar results can be 
derived for other symmetry types, but Eqns. (3.90) will suffice for our purposes. Note that when 
performing MCM noise calculations, it is not necessary to determine the entire rotated stiffness 
tensor for each grain. Only C33' is required and it may be obtained for each grain by randomly 
choosing 0 (and, for cubic materials, cp) in accordance with Eqns. (3.89), and then applying Eqns. 
(3.90). Textured materials, in which the principal axes of the grains are partially aligned, may be 
simulated by replacing Eqn. (3.89) with different rules for the distribution of rotation angles. 
We have stated that the 33 component of the single-grain stiffness matrix is needed for our 
scattering calculations. We will now be more specific on this point. In Refs. [16] and [37], Gub-
ernatis et al. consider the scattering of an incident plane wave by a homogeneous, anisotropic 
inclusion of arbitrary shape. Using the Born approximation, those authors show that the 
scattering amplitude describing the longitudinal component of the outgoing spherical wave may 
be written as 
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Ai • { a1 lip 9 alk 5C •••• }s (3.9Ia) = ri 4-cos - 2 jklfnrfke1em 7t p 47tpCO 
s = J J J dx'dy'dz'exp( +jkC • ~' -icx.i' • ~') (3.91b) 
inclusion 
Bp = p'-p (3.91c) 
ocjklm = c 1Jklm - cjklm 
(inclusion) (host) 
(3.91d) 
Here Ai describes the i-th component of the scattered displacement field in an arbitrary cartesian 
coordinate system centered on the inclusion. e and rare unit vectors in the direction of the inci-
dent and scattered waves, respectively, and 9 is the angle between them (cos9 = e • r). The 
wavenumbers of the incident and outgoing fields are denoted by k and a, respectively and co is 
their common angular frequency. The summation convention for repeated indicies is assumed in 
Eqn. (3.91a). Sis a shape factor obtained by integrating over the volume of the inclusion, with£ 
in Eqn. (3.9lb) measured from the center of the inclusion. C'Jttm and CJklm are the (unabbreviated) 
elastic stiffness constants of the inclusion and host material, respectively, and p' and p are their 
respective densities. 
We are interested in the special case of longitudinal wave backscatter from a spherical 
inclusion when the incident wave propagates in the +z1 direction of Figure 2.3. Thus we set 
eJ = OJ3, rJ = -8j3, and a= k = k1 = co/v1, and we integrate over a sphere of radius r in Eqn. (3.91b). 
Results for this case were stated earlier in Section IIIA3, and will be repeated here for conve-
nience: 
A(co) 
k2 [lip k1 ] S(k,r) (3.92a) = - - + -28C33 47t p pro 
S(k,r) = 4xr3[sin(2rk) - (2rk)cos(2rk)]/(2rk)3 (3.92b) 
oC33 = C'33 -C33 = C' 3333 - C3333 (3.92c) 
In applying Eqn. (3.92a) to grain scattering, we treat each grain as an anisotropic inclusion resid-
ing in the isotropic average medium fonned by the other grains. In particular, following the 
work of Rose [17 ,18], the elastic stiffness constants of the host medium are taken to be the Voigt 
averaged stiffnesses of the individual crystallites (mean stiffnesses under "constancy of strain"). 
Voigt-averaged elastic properties for equiaxial distributions of randomly oriented crystallites are 
available in the literature for our two cases of interest [25,26]: 
2 
(C33)voigt = (3C11 +A'C12 +4C44)/5 (cubic symmetry) (3.92d) 
(C33)voigt = (8C11 +3C33 +4C13 + 8C44)/15 (hexagonal symmetry) (3.92e) 
As in Eqns. (3.90), the quantities on the right hand sides of Eqn. (3.92d) - (3.92e) are single crys-
tal elastic constants in a principal axis coordinate system. The quantity on the left hand side of 
either equation is the Voigt-averaged isotropic stiffness whose value is to be substituted for C33 
in Eqn. (3.92c). In addition, the density of the averaged medium is naturally taken to be that of 
any single grain, so 
op = o (3.92/) 
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is used in Eqn. (3.92a). 
- Earlier we described how random number generators were used to assign grain centers, 
whose nearest-neighbor distances determined the sizes of the grains. Random number generators 
also play a prominent role in the determination of scattering amplitudes. They are used to 
choose the rotation angles in Eqn. (3.89) which determine the orientations of the grains and their 
elastic constants in the lab coordinate system [Eqns. (3.90)]. Each grain's radius (r) and stiffness 
(C'33) then determines its backscatter amplitude through Eqns. (3.92). The use of the Voigt aver-
age for the host stiffness (C33) insures that the average of the scattering amplitude+ over many 
grains is zero at each frequency. This, in turn, insures that the ensemble average of the 
backscattered time-domain noise signal is zero, i.e., that the inherent instrumentation background 
level" is zero for MCM noise calculations. 
Having described the assignment of grain locations, sizes, orientations, and scattering 
amplitudes, it is now a straightforward exercise to calculate the backscattered echoes from each 
grain using the Measurement Model of Section IIIA4. We could simply calculate the time-
domain echo from each grain, and sum these to obtain the total noise signal for the ensemble of 
grains. Rather than doing this, we adopt a distinct but equivalent approach which makes more 
efficient use of the Measurement Model formulas: we perform the sum over grains in the fre-
quency domain rather than in the time domain. At each (discrete) frequency in the bandwidth of 
the reference signal, we calculate the spectral amplitude of the echo from each grain, and then 
sum these to obtain the amplitude of the total noise signal. After all spectral amplitudes of the 
total noise signal have been computed, we perform an inverse Fourier transform (IFf) to obtain 
the time-domain representation of the signal. This approach avoids needless multiple IFT opera-
tions. 
We shall now describe the final stage of a MCM noise calculation in more detail. Once the 
relevant properties have been specified for each grain in the ensemble, the following steps are 
performed to obtain the total noise signal: 
~ore specifically, the Voigt average is the average of the stiffness constant over orientations, 
which may be written as 
21t 1 
J de!> J d~ C'33 
0 -1 (~ = cos0) 
in our case. Consequently BC33 averaged over grain orientations is zero, and the same is true of 
the scattering amplitude which is proportional to BC33• 
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1. We specify the time window to be used for all discrete FFf and IFf operations. 
Generally, the FFT window and the TWOI have the same center, but the former has 
a greater duration. In particular, the FFf window is sufficiently wide to enclose the 
non-zero parts of the backscattered echoes from all grains in the spatial region of 
interest. Thus its duration (~twr) must satisfy 
2 -~~ > - [Z1 max - Z1 min+ d] + ~1rer 
V1 ' , 
(3.93) 
In addition, our FFf window always contains 2m time points where mis an integer, 
and adjacent time points are separated by 0.01 µsec. The restriction to 2m points 
permits use of a common software algorithm for FFf and IFf calculations. We 
adopt a 100 MHz sampling rate for model calculations because we often use mea-
sured wave forms as input reference signals, and 100 MHz is our measurement sys-
tem sampling rate. 
2. The input FS reference signal is time shifted to place it within the FFf window. If 
necessary, it is padded with zeros to obtain the proper number (2m) of points. The 
discrete FFT of the reference signal is computed and the spectral components 
(r rerCco)) are stored. Two frequencies, fmin and fmax, are selected which span the (pos-
itive) frequency range over which I rrer<co = 21tf) I is appreciable. Explicit Measure-
ment Model calculations are only performed for the positive, discrete frequencies 
between fmin and fmax (see Eqn. (2.12) for an enumeration of the frequencies). For 
positive frequencies outside of this range, the spectral components of the reference 
and noise signals are assumed to be identically zero. 
3. Eqn. (3.12), the Measurement Model expression for rrerCco), is used to determine the 
efficiency factor ~(co) at each considered frequency. 
4. Measurement Model Eqn. (3.10) is used to calculate the spectral amplitudes of the 
backscattered echo from each grain in the SROI. This equation has the form 
or( co) cc: ~(co)C2(co, x., y., Z1) A(co, ~' e, r) (3.94) 
The diffraction/focussing factor C is computed using the Gaussian beam model. 
The scattering amplitude A is computed using Eqns. (3.90) and (3.92). Note that 
the calculated spectral amplitudes must be modified to reflect the time shift 't used 
to place the reference signal into the FFf window. This requires multiplication of 
or( CO) by exp(jCO't). 
5. The spectral amplitudes of the single-grain echoes are summed at each (positive) 
frequency to obtain the amplitudes (r(co)) of the total noise signal. The negative 
frequency amplitudes are obtained by using r(-co) = r(co)* to insure that the time-
domain voltages are real. An IFT is then performed to obtain the predicted total 
noise voltage signal. 
On a given computer system, the time required for the calculation of one total-noise signal 
is expected to be proportional to the number of grains in the ensemble and to the number of 
frequency components that are explicitly considered (i.e., the number on fmin Sf S fmaJ· Our 
MCM noise calculations are performed on a DEC-5000 workstation, and we find that - 110 sec-
onds is required for a computation involving 100,000 grains and 50 frequency components. If 
100 such ensembles are considered to gather information for statistical analysis, the computation 
time would, of course, be approximately 100 times longer. Because of the lengthy computation 
times required for MCM calculations, it is inviting to speed the calculations by shrinking the 
frequency interval [fmin, f0131], and this is indeed done in practice. However, care must be exer-
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cised to avoid the introduction of spurious signals which can occur when the frequency intetval 
is made too small. This problem is addressed in Figure 3.59. We begin with a measured 
reference signal, namely a 15-MHz toneburst which looks very much like the waveform pictured 
in panel (d) of the figure. The magnitude of its frequency spectrum I r ret<ro) 1, computed on a 
time intetval much longer that the duration of the pulse, is shown in panel (a). To create panels 
(b) - (d), we have truncated the spectrum by setting r rer<ro) = 0 outside of fmin ~ f ~ fmax' and then 
calculated the discrete IFf of the modified spectrum. If the truncation is too severe, as in panels 
(b) and (c), the reconstructed reference waveform is inaccurate. In particular, its peak amplitude 
is reduced and spurious signals are seen preceding and following the toneburst. Similar inaccu-
racies would occur in MCM noise calculations using this reference signal and the frequency 
intervals indicated in panels (b) and (c). There, the errors would be most evident by the 
appearance of "apparent" noise signals in the early and late portions of the FFf window where 
no noise is expected. To limit such errors, we generally do not discard reference signal spectral 
components unless they are smaller than a few percent of the maximum component. 
Selected results from one Monte-Carlo calculation are shown in Figure 3.60. There we 
have assumed a specimen of alpha-phase titanium (hexagonal crystal structure; 
v1 =0.60lcm/µsec) containing n = 1000 grains per cubic centimeter, insonified using a 15-MHz 
toneburst emitted from focussed transducer P4. The assumed waterpaths are 9.65 cm and 6.0 cm 
for reference signal and noise acquisition, respectively, and the FS reference echo is essentially 
that shown in Figure 3.59d. The SROI extends over 0.4cm ~ z1 ~1.4cm and has a volume of 
0.502 cm3• The corresponding TWOI is shown in Figure 3.60. The time intetval for FFf calcu-
lations contains 1024 time points and extends from-2.12µsec ~ t ~ +8.1 lµsec with the usual 
choice of time origin; only a portion of this interval is displayed in the figure. Explicit 
computations were perlormed at each of the 42 discrete frequencies in the range 
13MHz ~ f ~ 17MHz, and the effective metal attenuation at each frequency was assumed to be 
zero. In panel (a) of Figure 3.60 we display the backscattered echo from a single larger-than-
average grain located in the portion of the SROI nearest the transducer. This grain has a diame-
ter of 0.14 cm and distinct echoes from its front and back walls can be seen. The total noise echo 
from all 502 grains in the ensemble is shown in panel (b). Notice in both panels that the 
calculated signal is very small at early and late times, indicating that errors arising from spectrum 
truncation are minimal. 
Selected outputs from MCM calculations, used to validate ISMTB and ISMBB predic-
tions, have already been presented in Sections IIIB3 and IIIC2. For the alpha-titanium results 
presented earlier in Figures 3.15 and 3.16, the inspection scenario and calculation particulars are 
the same as those just described, with the exception of the grain density (n) which was varied to 
create Figure 3.16a. The particulars for the MCM simulation of backscattered noise in copper, 
which led to Figure 3.47, will be described shortly in Section IIID2. 
In those early discussions of MCM results, we indicated that the exact value of the FOM is 
known for large ensembles of the spherical grains. We will now be more specific on that point. 
Recall that the Figure-of-Merit is defined as 
FOM(ro) = -fr;-'1 <I A(ro) 12> (3.95) 
where < > denotes the average over all grains. In the MCM we have a specific expression for 
the single-grain scattering amplitude, summarized by Eqns. (3.92) and (3.90). A(ro) is seen to be 
a real-valued function of frequency which depends upon the radius (r) and orientation(<!>, 0) of 
the spherical grain in question. Since the distribution functions are known for grain radii 
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Figure 3.59 Effects of spectrum truncation on calculated waveforms. 
(a): Frequency spectrum of a 15-MHz toneburst refere nce signal. 
(b)-(d): Results of performing an ITT to reconstruct the toneburst after truncating 
the spectrum to fmin ~ f ~ fm•x· For (b), (c), and (d) [fmin• f01ox] in MHz is (14.5, 15.5], 
[14,16], and [13,17] respectively. Here the time window for Fourier transform 
operations has a duration of 10.23 µsec and is centered at t = 0. 
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Figure 3.60 Calculated backscattered echoes from (a) one grain, and (b) one ensemble of 
grains for a focussed transducer inspection of a model specimen of alpha-phase 
titanium. 
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[Eqn. (3.85)] and orientation angles [Eqn. (3.89)], it is a straightforward exercise to calculate the 
mean_squared scattering amplitude as a function of frequency co (or longitudinal wavenumber, 
k = ro/v1) and grain density n. One begins with 
00 21t 1 J p(r,n)dr J de!> J d~ I A(ro,r,cj>, 0)12 
<I A(ro, n) 12> = o o -I 
00 21t 1 (3.96a) J p(r ,n )cir J dcj> J d~ 
0 0 -1 
where ~ = cos0, and after much algebra finds 
<I A(ro,n) 12> = c{ c2n-213 - J(r+ !:}os(4kr)e-4'""'13c1r] (3.96b) 
C1 = < (OC33) 2 > I l6p2v1 (3.96c) 
C2 = ~ ~ )3-lll(41tr213 = 0.1737 (3.96d) 
Here< (OC33) 2 >denotes the square of OC33 averaged over grain orientations; its value in tenns of 
principal-axis elastic constants has been given earlier for cubic and hexagonal crystallites (Eqns. 
(3.58) and (3.60)). The remaining integral can be evaluated by expanding the cosine tenn in a 
power series. In the long wavelength limit, the mean squared scattering amplitude is found to be 
proportional to the fourth power of the frequency 
2... 2C1 4 2 327t
2
C1 L4 2 -<I A(ro,n) I/ = -
2 
kn- = 4 r n- (kd« 1) (3.97a) 7t V1 
while at short wavelengths it is independent of frequency 
<I A(ro, n) 12> = c1c2n-213 (kd >> 1) (3.97b) 
This behavior is illustrated in Figure 3.61, where <I A 12> is displayed as a function of grain den-
sity for alpha-titanium at five ~equencies. Notice the change in slope and the coalescence of the 
single-frequency curves near kd = 2. 
Let us consider the dependence of the FOM on grain density at a fixed inspection fre-
quency. Eqns. (3.95) and (3.97) imply that 
FOM oe n116 
FOM 
(kd >> 1) 
(kd << 1) 
(3.98a) 
(3.98b) 
Thus, as the grain density is increased from zero, we expect the backscattered noise level to ini-
tially rise until kd = 2 and to fall thereafter. The initial rise of the nns noise level with increasing 
n was documented earlier in Figure 3.16 for simulated noise signals in alpha-phase titanium. 
However, the grain densities considered in that example were too low to allow obsetvation of the 
subsequent drop of the noise level when n is increased further. 
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Figure 3.61 Dependence of the mean squared scattering amplitude on the density of grains for 
five choices of the inspection frequency. Results are for spherical, randomly-
oriented grains of alpha-phase titanium, assuming the MCM algorithm for assign-
ing grain sizes. 
2. Tests of the MCM Using Measured Noise Signals in Copper 
It is illuminating to compare the predictions of the Monte-Carlo noise model with experi-
ment. Such a comparison is practical if the number of grains in an ensemble is not so high as to 
tax the capabilities of the computer system. For example on the DEC-5000 workstation, we limit 
the maximum number of grains to a few hundred thousand, so that total noise signals for several 
hundred ensembles can be calculated within 24 hours. Of the five specimens in Table 3.3 having 
single-phase, equiaxed, randomly-oriented microstructures, the copper specimen (CU) has the 
largest mean grain size, and hence is the best candidate for study. An experiment was performed 
to measure average and peak noise levels for this specimen using broadband incident sound 
pulses having a center frequency near 5 MHz. Focussed transducer P6 was used (a = 0.64 cm; F 
= 9.49 cm), and backscattered noise echoes were recorded at 100 transducer positions. Based on 
earlier attenuation and FOM-extraction studies reported in Sections IIIB5 and IIIB7, we sus-
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pected that multiple scattering may be significant in this specimen, particularly at frequencies 
abov~ 5 MHz. Thus we used the lowest-frequency transducer available which had acceptable 
focussing properties. (Focussing was desirable to limit the size of the SROI, and hence to limit 
the number of grains in a model ensemble). In addition, we chose the waterpath relatively long 
(Zos = 7 .2cm) so that the focal region under study produced noise echoes at early times where 
multiple scattering effects are expected to be smaller. In particular, with v1 =0.472 cm/µs, the 
geometric focus was located 0. 72 cm beneath the water/metal interface, and the time-scaled 
focus was consequently only 3.0 µsec after the FS echo. Our intention was to compare measured 
noise attributes on the time interval 1.5µs~ t:S 4.5µs with the predictions of the MCM. In addi-
tion to the noise signals, the standard FS echo was recorded at a waterpath of ZoR = F; this refer-
ence signal and the magnitude of its Fourier spectrum are shown in Figure 3.62. 
Noise signal prediction using the Monte-Carlo model requires an appropriate input value 
for the grain density n. As we saw in Section IIIB6, photographs of the microstructure can be 
analyzed to determine 
P(L) = probability that a line segment of length L 
arbitrarily placed in the specimen has both 
endpoints in the same grain 
(3.99a) 
and this was indeed done earlier for copper specimen CU. P(L), of course, is strongly dependent 
on the grain density. For the purpose of determining an appropriate value of n to use in a Monte-
Carlo simulation of noise in copper or another single-phase metal, it is very useful to derive a 
model expression for P(L) that is based on the MCM algorithm for assigning grain sizes. This is 
done in Appendix B, and the result is 
-y 113 ( 2 ) 1t 3 P(L,n) = e -y r 3'y ; y=6nL (3.99b) 
for a large MCM model ensemble of spherical grains with number density n. Here r(a,x) 
denotes the incomplete Gamma function. Figure 3.63 compares the P(L) function deduced from 
photographic analysis of specimen CU with the model P(L,n) for three choices of n. Model and 
experiment are seen to be in reasonable agreement when n = 100,000 grains per cubic cm is 
assumed in the MCM. The level of agreement is far from ideal, however, indicating that the dis-
tributions of grain sizes are somewhat different in the specimen and the model ensemble. None-
theless, n = 100,000 appears to be a reasonable choice when applying the MCM to copper 
specimen CU. 
Recall that in our earlier studies of specimen CU, different methods of determining the 
longitudinal-wave attenuation coefficient lead to different results. In Sections IIIB5 and IIIB7 
we reported that 
a 1 = 0.05f1.
2 [2~ f ~ 5 ; f in MHz ; a 1 in I/cm] 
resulted from the analysis of the depth dependence of backscattered noise, and 
a 1 = O.Olf
2
·
5 [1~f~7 ; f in MHz ; a 1 in I/cm] 
(3.lOOa) 
(3.lOOb) 
was determined by deconvolving surface echoes. We decided to perform MCM calculations for 
both choices of the attenuation function. In the calculation of oC33 we assumed the principal-axis 
elastic constants given in Eqn. (3.62); however the measured velocity and density of the speci-
men (fable 2.1) were used for beam propagation calculations. In all cases the SROI was cen-
tered near the geometric focus in the experiment, extended over 0.3 cm ~ z1 ~ 1.1 cm, and 
contained 204,000 grains per ensemble at the assumed density (n = 100,000 grains/cm3). The 
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associated TWOI in which the noise calculations were valid was 1.7µsec,s t~ 4.2µsec. The time 
interval used for FFf operations had a duration of 5.11 µsec (512 time points) and a center at t = 
2.96 µsec. Explicit calculations were perlormed for each of the 57 discrete frequencies on 
0.98MHz~ f ~ l 1.91MHz. For each choice of ah approximately 7 hours of computation time 
was required for the generation of simulated noise signals for 100 grain ensembles. The simu-
lated and measured noise signals were then analyzed to determine the (non-normalized) rms 
noise level and the peak (positive) noise voltage observed at each time instant in the TWOI. 
These quantities are compared in Figure 3.64. The measured nns noise level is seen to be in 
good agreement with theory, and indeed is bracketed by the predictions for the two choices of 
attenuation. The MCM also does a good job of predicting the dimensionless ratio of peak noise 
to rms noise. The predicted ratio is approximately independent of the choice of attenuation func-
tion, is relatively constant in time, and its average value within the TWOI is very close to that 
seen in the experiment. The measured ratio appears to fluctuate with a longer period than theory 
predicts, indicating that peak noise values at neighboring time points are more correlated with 
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each other than is predicted. This discrepancy may be associated with the small physical size of 
the specimen. In order to obtain 100 measured noise signals, it was necessary to scan the trans-
ducer in a rectangular pattern using an average stepsize of 0.2 cm which is considerably less that 
the mean diameter of the beam in the SROI ( -0.8 cm). This circumstance may be responsible 
for the greater time coherence seen in the experimental peak noise data. Overall, the MCM does 
an excellent job of predicting the nns and peak noise levels seen in the copper specimen. This is 
particularly impressive because the predicted absolute noise signals are -70 dB below the input 
FS reference signal, and no adjustable parameters are involved in the calculation. We note that 
the 100 predicted noise signals for a1 =0.01 f2•5 were also used in the test of the ISMBB FOM 
extraction procedure reported earlier in Section III C2. 
3. Calculations Pertaining to the Relationship Between Average and Peak Noise Levels in 
Copper 
Unlike the ISMTB and ISMBB, the Monte-Carlo model can be used to predict how noise 
voltages are distributed about their mean. We shall now explore this capability. In Section IIIDl 
we used the MCM to calculate simulated noise signals from a model alpha-titanium specimen 
that was insonified using 15-MHz toneburst pulses from a focussed transducer. For that sce-
nario, we have performed a series of calculations in which all model inputs were fixed at the val-
ues specified in that section, with the exception of the grain density. The normalized nns noise 
levels resulting from these calculations have already been presented (Figure 3.16) for seven 
choices of n ranging from 100 to 100,000. We now report associated results pertaining to the 
distribution of noise voltages. 
If we confine attention to a single time instant after the FS echo (or to a time window of 
short duration), and record the noise voltage for many ensembles, the resulting distribution of 
voltages is expected to have a mean value of zero in the absence of any instrumentation back-
ground. The precise manner in which the voltages are distributed about this mean is found to 
depend upon the density of grains. Generally speaking, only a small percentage of the insonified 
grains have the proper combination of location, size, and orientation to produce a large backscat-
tered signal. When the density of grains is large, however, there will be many contributing, inde-
pendent, appreciable echoes. In such a case, the Central Limit Theorem [11] applies, and one 
expects the total noise voltages to be distributed in a Gaussian manner about their mean. This 
behavior is seen at large n for the simulated total noise voltages calculated in our MCM treat-
ment of alpha-titanium. For example, as shown in Figure 3.65b, the voltage distribution is essen-
tially Gaussian when n = 100,000 grains/cm3• However, the distribution can be markedly 
non-Gaussian for larger-grained specimens, as shown in Figure 3.65a. When the beam is 
focussed and the grain density is small (ie. ~ 10,000 grains/ cm3 in this case) relatively few 
grains produce appreciable backscattered signals. One then finds more total noise voltages near 
zero than would be expected for a Gaussian distribution, and more voltages far removed from the 
mean. (Recall that similar behavior was reported in Section IID for measured noise voltages 
from Ti-6246 specimens.) Those noise voltages which are many standard deviations from the 
mean, documented in Figure 3.66, could easily be mistaken for defect signals if the flaw-
detection threshold is based upon a Gaussian analysis. 
The ratio of peak noise to rms noise, averaged over a time window to reduce point-to-point 
fluctuations, can be used to track the progression toward Gaussian behavior with increasing n. 
Figure 3.67 shows MCM determinations of this averaged ratio for seven choices of grain density 
in our focussed-probe treatment of alpha-phase titanium. At each density the ratio has been cal-
culated for each of 5 distinct collections of 100 ensembles. At a given time instant the expected 
ratio of peak noise to rms noise for 100 independent ensembles is 2.46 if the voltages are 
distributed in a Gaussian fashion. This value has been calculated using Eqns. (2.8) - (2.9), and is 
shown by the solid line in Figure 3.67. As the grain density increases, the averaged ratio calcu-
lated using the MCM is seen to approach the Gaussian result from above. 
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Figure 3.65 P(V)dV is the probability that a measured noise voltage has a value between V 
and V + dV. P(V) resulting from a MCM simulation of a focussed-probe, tone-
burst inspection of alpha-titanium is shown for (a) n = 100 grains/cm3, and (b) n = 
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deviation are also shown. MCM results were obtained by binning the total noise 
voltages observed for 500 ensembles; all voltages seen within a time interval of 
duration 0.50 µsec centered in the TWOI were binned. Voltages have been nor-
malized by the amplitude of the front-surface reference signal, which, in this case 
was a 15-MHz, 1-µsec duration toneburst. 
146 
..c 
co 
...c 
0 
~ 
a_ 
Q) 
O> 
co 
...-
0 
> 
Figure 3.66 
75 
·-- MCM 
Alpha-titanium 
15-MHz toneburst 
n = 100 
50 
• . 
. 
. 
. 
. 
. 
. 
. 
. 
. 
• . 
. 
• 
• 
• . 
. 
• . 
. 
' ~ .... "'. 
Gaussian 
25 
".. ·. 
. 
. 
\ 5 std. dev . 
0 
0.0006 
\ from mean 
.. \···-.. ~---·t ... ---~ .. 
.......... •,, 
'• ··"· 
... -· .. , .-r.. 
'· ....... ·· ·~ 
........ __ .. --. __ _ 
0.0009 0.0012 0.0015 0.0018 
Normalized Noise Voltage, V 
Positive tails of the voltage probability distributions shown in Figure 3.65a for n = 
100 grains/cm3• A small but significant fraction of the measured voltages are fur-
ther than 5 standard deviations from the mean. 
147 
Q) 
en 
·a 
c: 
en 
E 
L.. 
0 
~ 
.::t:. 
co 
Q) 
0.. 
...... 
0 
0 
~ 
a: 
5 
4 
3 
2 
1 
MCM calculations 
Equiaxial ex-titanium 
15-MHz toneburst 
0 
0 
0 
8 
: / 100 ensembles 
: § I 
/ 
Expected value 
for Gaussian 
Distribution 
0 ~ g 
0 
O_,_~~~~~~~~~~~~~~~~~--' 
0 
0 
,_.. 
0 
0 
C"') 
0 
0 
0 
C"') 
0 
0 
a 
0 
,_.. 
. s/ 3 n, gram cm 
0 
0 
0 
0 
C"') 
0 
0 
0 
0 
0 
,_.. 
Figure 3.67 Ratio of peak noise to rms noise observed in MCM simulations of alpha-titanium 
inspections, for various choices of the grain density. For each group of 100 
ensembles, the ratio has been calculated at each time instant and then averaged 
over an interval of duration 0.5 µsec centered in the TWOI. 
The relationship between the rms average noise and the peak noise seen during an inspec-
tion is a topic of ongoing study. Closely related is the question of how rapidly the noise wave-
form changes when the transducer is scanned. When two transducer positions are separated by a 
small distance, Ax, the backscattered noise signals seen at the two positions may be correlated. 
Predictions of the degree of correlation can be made in a straightforward manner using the 
MCM. One enlarges the SROI in a lateral direction (e.g., along +x1) so that the beam remains 
within the SROI while the transducer is scanned. The same ensemble of grains is used at each 
transducer position, however the grain centers effectively shift with respect to the beam as the 
transducer is scanned. For each ensemble, the total backscattered noise signal is calculated for a 
sequence of transducer positions, and the correlation coefficient for each pair of noise signals is 
found. This process is repeated for many ensembles to obtain stable average values. The results 
from one such series of MCM calculations is shown in Figure 3.68 where we display the aver-
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aged correlation coefficient as a function of transducer separation for the same alpha-titanium 
inspection scenario considered earlier. In this case the envelope function (analytic signal of Ref. 
[22])-of each rapidly oscillating noise waveform has been computed at each time point in the 
TWOI, and the vertical axis of the figure displays the averaged standard linear correlation coeffi-
cient for a pair of envelope functions. More specifically, if {E.(~);i = 1,2, ... ,m} denotes the dis-
crete values of the noise envelope function observed at transducer position a, and {Ei,(~)} are the 
values at nearby transducer position b, then the quantity displayed on the vertical axis in Figure 
3.68 is 
m - -I, [E.(~)-EJ [Ei,(~)-Ei,] 
< Cor. Coef. > i=l = < m m> L ~.[E.( t;) - EJ2] L ~ [E,(t;) - E,.]2] (3.101) 
where Ea denotes the average of the E.(~) within the TWOI, and where < > denotes the average 
over the 500 ensembles. One expects that the correlation-versus-transducer-shift function should 
depend upon the width of the beam in the SROI. Figure 3.68 indicates that it also depends upon 
the density of grains, suggesting that a measurement of the function could be used to ultrasoni-
cally estimate grain density in coarse-grained specimens. 
In summary, we have seen that the Monte-Carlo noise model can be used in a variety of 
ways. In circumstances where the mean grain density is not too high, the model can be used to 
directly predict typical noise signals and their characteristics, as was done for the copper speci-
men. More importantly, the MCM can be used to test simpler, approximate models, such as the 
ISMTB and ISMTI, which are more likely to be used in practical settings. Although we have 
only presented results for equiaxed, randomly-oriented grains, extensions of the MCM method to 
non-equiaxed microstructures, or those having preferential orientations of the principal axes, are 
relatively straightforward. The ISMBB and ISMTB essentially predict the second moment of the 
distribution of noise voltages (the first moment being zero in the absence of instrumentation 
background). It would be of immense practical use to have similar, simple yet reasonably accu-
rate, formulas which could be used to predict the full distribution of noise voltages or noise enve-
lope values likely to be seen in a scanned inspection. Guided by MCM calculations, we have 
been working to discover such formulas, and this work is expected to continue under different 
sponsorship. 
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IV. MEASUREMENT OF HARD-ALPHA PROPERTIES 
- Thus far we have developed models for backscattered noise which can be used to predict 
noise levels if relevant properties of the specimen and inspection system are known. The detect-
ability of a hard-alpha defect in a given setting will hinge upon the relative strengths of the noise 
echoes and the echo arising from the defect. If the defect is small, its ability to scatter sound can 
be quantified using the far-field scattering amplitude of Section IIIA3. As can be seen from 
Eqns. (3.5) - (3. 7), the magnitude of the scattering amplitude is dependent upon the differences 
in the densities and elastic constants of the host alloy and the defect. Consequently, predictions 
of hard-alpha detectability require knowledge of the ultrasonic properties of the defect material. 
Since hard-alpha embrittlement is caused by oxygen and/or nitrogen contamination at interstitial 
sites, our specific need is to determine how the properties of titanium alloys depend upon the 
level of oxygen or nitrogen impurities. 
In the present section we review two sets of pertinent velocity and density measurements: 
i) measurements within an oxygenated hard-alpha case layer on the surface of a Ti-64 
specimen, and 
ii) measurements in several alpha-phase titanium specimens containing varying 
amounts of nitrogen. 
Our purpose here is primarily to gather reasonable values of hard-alpha properties for use in 
illustrative signal-to-noise calculations (presented in Section V). The specific results presented 
here will be reviewed from a more global and theoretical perspective in Section VII. The man-
ner in which the elastic constants of single-phase and two-phase titanium alloys can be expected 
to vary with the degree of contamination will be examined in detail in that section. 
A. HARD-ALPHA SURFACE LA YER IN TI-64 
A thin layer of oxygenated hard-alpha "case" was produced on the outer surface of a rect-
angular block of Ti-6Al-4V by heating in air at 950°C for 24 hours [38]. The microstructures of 
regions near the surface and in the interior of the treated specimen are shown in Figure 4.1. The 
uniform, light-colored areas are alpha-phase grains, and the darker, striated areas are mixtures of 
alpha and beta grains. Notice that the concentration of alpha-phase material increases as the 
outer surface is approached. The near-surf ace region over which the alloy is almost totally alpha 
phase is approximately 100 µm thick, and the effects of oxygen diffusion on the microstructure 
extend several hundred microns deeper. The diamond-shaped artifacts in Figure 4.la are inden-
tations made during hardness testing. The cracks eminating from the uppermost indentation 
attest to the brittleness of the case material. 
The thinness of the alpha-case layer and the difficulty in removing it from the remainder of 
the specimen made direct measurements of longitudinal and transverse sound speeds impractical. 
However, the speed of surface wave propagation on the case layer could be readily determined. 
As shown in Figure 4.2, one outer surf ace of the specimen was selected for such measurements. 
A sawcut through the middle of the specimen was then made parallel to this surf ace to provide 
an interior "reference" surface without oxygen contamination. Surface wave velocity measure-
ments were subsequently performed on the alpha-case and reference surfaces indicated in the fig-
ure. Prior to the measurements, both surfaces were polished using 600-grit sandpaper. Since the 
Ti-64 specimen was originally part of a rolled plate, it exhibited strong texture and 
direction-dependent ultrasonic velocities. Thus, for a valid comparison of wavespeeds, it was 
necessary that the case and reference surfaces be parallel, and that the sound propagation direc-
tion be the same for the two surfaces. In addition to the alpha-case and reference surfaces, veloc-
ity measurements were also carried out on a smooth surface of a fused silica specimen to verify 
the accuracy of the measurement technique. 
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Figure 4.1 
' ,,..· - · 
.. ,
.,. ~·j um' · 
(a) ( b) 
Microstructions near the outer surface (a) and in the interior (b) of a Ti-64 speci-
men after heating in air. 
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titanium. 
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Two methods were used to determine the ultrasonic velocity of leaky surface waves on 
each of the three surf aces studied. In each method the specimen being examined was immersed 
in water and insonified using a broadband transducer having a nominal center frequency of 50 
MHz, a focal length of 0.2 inches in water, and a diameter of 0.25 inches. At this frequency, the 
surfacewave wavelength in the Ti-64 alpha-case specimen was approximately 60 microns, and 
the bulk of the surface wave energy was consequently confined within the case layer thickness. 
The first method is a time domain implementation of the v(z) acoustic microscopy approach 
[ 43]. The central ray of the transducer was normally incident on the surface being studied, as 
shown in Figure 4.3. When the beam was focussed on the surface, a single reflected echo was 
observed with central peak time fo. When the transducer was "defocussed" by lowering it a dis-
tance D from this position, two echoes were seen, as indicated in the figure. The first results 
from the direct reflection of sound by the surf ace, and the second involves a surface wave 
generated by those rays which strike the surface at the proper critical angle ec. The raypath for 
the surface wave echo is indicated in Figure 4.3b, and the time of occurrence of the central peak 
of this echo is denoted by t1• In the high-frequency ray limit, the positive time difference 
between the focussed direct echo and the surface-wave echo may be written as 
20 2Dtan0c (4.1) 
where v w = 0.1485cm/µs is the speed of sound in water and v r is the propagation speed for the 
leaky surface wave. Snell's law can be used to express the critical angle in terms of the two 
wave speeds: 
(4.2) 
Substituting for the critical angle in Eqn. (4.1) we find 
~t = 20 1 Yw] 
l -( vw 2 Yw v; 
vr 
(4.3) 
Eqn. (4.3) indicates that a plot of the time shift versus the defocussing distance should be a 
straight line, and that v r can be deduced from the slope of this line. For a fixed value of the defo-
cussing distance, Figure 4.4 displays typical A-scans for each of the three materials studied. The 
(defocussed) front-surface echo and the surface wave echo can be seen in each case. On the 
basis of Figure 4.4, one would surmise that the surface wave speed is highest on fused silica and 
smallest on the interior Ti-64 surf ace. 
For each of the three surfaces studied, 5 values of the defocussing distance were used, 
ranging from approximately 0.05 to 0.13 cm. For each fixed value of D, the time shift was mea-
sured at 10 randomly chosen points on the surface. The averaged time shifts are displayed as a 
function of the defocussing distance in Figure 4.5. The leaky surface wave speeds deduced from 
Figure 4.5 and Eqn. (4.3) are listed in Table 4.1. Because of the rolling-induced texture, the 
speed of surface waves in the titanium specimens is expected to be a function of the propagation 
direction. Thus, it would have been best to use a cylindrically-focussed transducer with the focal 
line aligned either parallel with or perpendicular to the rolling direction. However, such a trans-
154 
ducer was not available, and we used a spherically-focussed probe for our measurements. The vr 
values cited in the central column of Table 4.1 are consequently averages over all propagation 
directions in the insonified plane of each specimen. 
Figure 4.3 
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Specimen 
Fused silica 
Ti-64 (interior) 
Ti-64 (alpha case) 
Method I 
(normal incidence) 
0.345 
0.293 
0.315 
Table4.1. Measured speeds of leaky swface waves in cm/ µsec. 
Method II 
(oblique incidence) 
0.352 
0.300 
0.323 
In the second measurement method, the same transducer was tilted at an oblique angle and 
focussed on the surface to launch a leaky surf ace wave which reflected from an edge of the spec-
imen, returned to the focal spot, and radiated sound energy toward the transducer. The geometry 
is indicated in Figure 4.6. The transducer was scanned parallel to the swface (in the x direction), 
and the time of occurrence (t) of the surface wave echo was recorded for each transducer posi-
tion. The surface wave speed could then be deduced from 
2Ax 
~t 
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away from the reflecting edge. 
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This second method is conceptually easier to analyze, but was deemed to be the least accu-
rate Qf the two methods used. This was because the frequency content of the received echo 
changed rapidly as the transducer moved away from the edge, with the higher frequency 
components being strongly attenuated. Thus the shape of the echo changed with increasing x, 
making the accurate deduction of the time shift difficult In addition the scanning apparatus per-
mitted lateral motion in steps of 0.0025 inches, and this "large" stepsize resulted in useable sur-
face wave echoes at only four or five transducer positions for each trial. 
For each of our three specimens, six experimental trials were conducted, with the initial 
position of the transducer chosen at a different location (along the reflecting edge) for each trial. 
For the two Ti-64 specimens, the transducer was scanned parallel to the rolling direction during 
each trial. The observed time shifts, as functions of the transducer displacement, are displayed in 
Figure 4. 7, and the deduced surface wave velocities are listed in the right most column of Table 
4.1. The absolute surface wave velocities deduced by the two measurement methods differed 
slightly, but for each method the speed in the oxygenated hard-alpha case layer was found to be 
7-8% higher than that in the uncontaminated parallel "reference" surface. 
At the conclusion of the ultrasonic measurements, thin sections of alpha-case and interior 
metal were cut from the Ti-64 specimens. Their volumes were measured using a pycnometry 
method based on the Ideal Gas Law, and their densities were subsequently determined. The 
results were p = 4.29 gm/cm3 for the hard-alpha case material and p = 4.34 gm/cm3 for the uncon-
taminated interior metal. Thus the density was reduced by approximately 1 % by the presence of 
oxygen and the associated conversion of beta phase to alpha. 
In addition, the level of oxygen contamination as a function of depth was measured+ 
beneath the alpha-case surface that had been insonified in the surface-wave experiments. The 
results are shown in Figure 4.8. At 165 microns beneath the surface, the minimum depth sur-
veyed, the specimen was found to contain 17% oxygen by weight. Significant oxygen contam-
ination(> 10% by weight) was seen at all depths less than 600 microns. By comparison, pure 
titanium dioxide (rutile) is 40.1 % oxygen by weight and has a density of 4.26 gms/cm3• A flakey 
scale formed on the outside of the Ti-64 specimen during heating. This scale, which was 
removed by sanding prior to ultrasonic measurements, was believed to principally titanium diox-
ide. 
B. INTERSTITIAL NITROGEN IN ALPHA-PHASE TITANIUM 
Internal hard-alpha defects encountered in industry are often the result of nitrogen contam-
ination of the molten metal. To determine the effects of nitrogen content on wavespeeds in tita-
nium, three specimens were fabricated using powder metallurgical techniques (30). The starting 
point was a commercially available powder of pure++ (alpha-phase) titanium. A portion of the 
powder was heated in a nitrogen furnace at 1000°C for 24 hours to produce a bronze-colored 
nitrated powder which contained approximately 1 % nitrogen by weight. One of the three speci-
mens was fabricated using only the nitrided powder, one using only the untreated powder, and 
one using a mixture of the two powders. Each powder specimen was consolidated by heating at 
800°C for one hour at 4500 psi in a standard hot isostatic press. After decanning and machining 
operations, the completed specimens roughly resembled one inch cubes. Only the parallel upper 
and lower surfaces of each specimen were fully milled and polished; the lateral sides were some-
what irregular, containing indentations as well as remnants of the stainless steel container used 
for hipping. Because of the presence of the steel remnants, density measurements were not 
made. In any event, the densities would be expected to be very similar because of the low levels 
of nitrogen contamination being considered. 
+oxygen content was measured using Auger spectroscopy by Al Bevolo, Ames Laboratory. 
++99.7% titanium by weight. 
159 
Figure 4.7 
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The nitrogen, oxygen, and hydrogen contents of the three specimens were measured+ by a 
vacuum fusion technique in which a sample of the metal is heated to expel each gas in turn. The 
results are listed in Table 4.2. As expected, the nitrogen contents of the specimens differed, with 
the greatest value occurring in the specimen fabricated entirely from nitrided powder. 
Specimen fabrication contaminants (in percent by weight) 
designation nitrogen oxygen hydrogen 
100-Ti 100% untreated powder 0.0034 0.11 .0054 
50-Ti/50-NTi 50% untreated 0.51 0.12 .016 
50% nitrided powder 
100-NTi 100% nitrided powder 0.76 0.11 .032 
Table 4.2 Contents of selected gases in titanium specimens. 
Using a pulse/echo immersion system, longitudinal wave speeds in the three specimens 
were detennined by measuring the time delays required to overlap successive (broadband) back-
surface echoes. The first three BS echoes were considered, and 5 and 10-MHz planar transduc-
ers were used in separate trials. Using the Gaussian beam model, corrections were made to 
account for the effects of beam diffraction on the apparent time-of-flight, but the corrections 
were negligible in this setting. Shear wave velocities were measured in a similar fashion using a 
single 5-MHz contact transducer. Results are listed in Table 4.3. 
Table 4.3 also lists longitudinal wave velocities for three additional specimens which were 
provided to us by the Federal Aviation Administration. These specimens were fabricated by 
General Electric Corp. (Schenectady, NY) by drilling a hole into a Ti-64 cylinder, inserting 
nitrated titanium powder, and then hipping the combination. Completed specimens were right 
cylinders, ranging in height from 0.3 to 0.7 cm. Each cylinder contained a core of synthetic 
hard-alpha material having a diameter of - 0.3 cm. The nitrogen contents of the cores, as deter-
mined by GE, are seen to be considerably larger than those of the "in-house" specimens 
described in Table 4.2. We employed several methods to estimate the longitudinal wave speed 
for propagation along the length of the hard-alpha core. Planar, 20-MHz contact transducers 
having diameters of 1/8 inch = 0.32 cm were used, both with and without cone-shaped buffer 
rods. For some measurements, a single transducer was used, and the time delay between succes-
sive back surface echoes was estimated. In other measurements, two transducers were used, and 
the time-of-flight for one-way through-transmission was estimated. The diameter of the 
hard-alpha core was smaller than the diameter of the transducer elements. The core conse-
quently functioned as a wave guide, distorting the shapes of the signals. This distortion compli-
cated the estimation of travel times, and somewhat different velocity values were obtained using 
the different measurement methods. The longitudinal wave speeds listed in the lower half of 
Table 4.3 are average values for several trials each of the pulse/echo and through-transmission 
methods. 
+contaminant measurements were performed by Niel Bymer, Ames Laboratory. The nitrogen 
contents reported earlier in Ref. [30] are in error. 
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Specimen nitrogen longitudinal sound transverse sound speed 
designation (%by weight} speed ( cm/µs) {cm/µs) 
100-Ti 0.00 0.6047 ± 0.0007 0.310 ± .001 
50-Ti/50-NTi 0.51 0.6120 ± 0.0007 0.318 ± .001 
100-NTi 0.76 0.6249 ± 0.0007 0.328 ± .001 
Ti8N* 3.5 0.680±.020 
T~N* 4.7 0.703 ± .020 
Ti3N* 13.3 0.871 ± .011 
*Provided by GE through FAA. The specimen designations are those used by GE and are D.Q1 to 
be interpretted as chemical compound formulas. 
Table4.3. Nitrogen contents and wave speeds of alpha-phase titanium specimens. 
For the full set of six specimens, Figure 4.9 displays the measured L-wave velocity of tita-
nium as a function of nitrogen content. For the "in house" data a best-fit straight line can be 
found subject to the constraint that the line contain the "origin" point, (0% N, 0.6047 cm/µs). 
For this line the velocity increases by 3.8% for every 1 % increase in nitrogen by weight. For a 
similarly constrained best-fit straight line through the data from the GE specimens, the velocity 
increases by 3.3% for every 1 % increase in nitrogen. Thus the results from the two sets of sam-
ples are similar, even though the sets have quite different levels of nitrogen. As shown in Figure 
4.9, the data for all six specimens is well summarized by 
ilvdvL ~ N = 0.033 (4.5) 
wt o 
The limited shear wave data in Table 4.3 can be similarly summarized by 
llv-rfvT ~N = 0.069 
wt o 
(4.6) 
The measurements presented in this section indicate that it is quite possible for hard-alpha 
inclusions to have ultrasonic properties which differ significantly from those of the surrounding 
uncontaminated host metal. The property differences will depend upon the level of nitrogen or 
oxygen contamination. The linear relationships connecting wavespeeds and contaminant levels, 
which are summarized by Eqns. (4.5) and (4.6), are typical for dilute concentrations of intersti-
tials in single-phase metals. As will be discussed in Section VII, the situation for two-phase 
alloys is complicated by phase conversions which can accompany the hardening of the alpha 
~~ . 
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163 
V. SIGNAIJNOISE RATIOS FOR HARD-ALPHA INCLUSIONS IN TITANIUM 
ALLOYS. 
To make quantitative predictions pertaining to the detectability of hard-alpha defects four 
ingredients are needed: ' 
i) a model for backscattered noise; 
ii) knowledge of the pertinent parameters (e.g., FOM values) which control the mate-
rial-dependent contribution to the noise; 
iii) a model for backscattered defect signals; and 
iv) knowledge of the pertinent defect properties (e.g., sound speeds and density) 
which bear on the strength of the defect signal. 
These ingredients are now in hand. Any one of our three noise models can be used for noise 
level prediction, and the Thompson-Gray measurement model (Section IIIA4) can serve for 
defect signal prediction. FOM values for representative titanium alloy specimens were deter-
mined in Section IIIB7, and preliminary measurements of the ultrasonic properties of synthetic 
hard-alpha material were made in the preceeding section. With these ingredients one can make 
quantitative predictions of signal-to-noise (SIN) ratios for hard-alpha defects, an important step 
toward the development of a complete assessment of flaw detectability. This capability is dem-
onstrated in the first half of the present section. In our simulations, SIN ratios are calculated for 
three types of defects in titanium alloys: a flat crack, a spherical void, and a spherical hard-alpha 
defect. Both planar and focussed transducers are considered, and the Gauss-Hermite beam 
model is used. For our noise calculations, we will use the toneburst version of the independent 
scatterer model, whose prediction for the nns noise level is summarized by Eqn. (3.39). In the 
second half of the present section we will use Eqn. (3.39) together with the Gaussian beam 
model and other approximations to develop simple formulas for estimating SIN ratios. These 
approximate formulas can be used for preliminary assessments of detectability, and for selecting 
measurement system parameters which optimize the SIN ratio. 
A. MODEL CALCULATIONS OF SIN RATIOS 
By combining the ISMTB noise model with the Thompson-Gray measurement model, one 
can predict SIN ratios for nonnal-incidence pulse/echo immersion inspections [24]. The former 
model is used to predict the absolute nns noise voltage level observed in the vicinity of the flaw 
echo, and the latter is used to predict the absolute time-domain flaw echo itself. By signal-to-
noise ratio, we will specifically mean 
S Enaw 
N 
5 
n ... ( t = tr<:•) = EnaJEmax nmlS ( tr)!Emax = EnaJEmax N(tr) (5.1) 
Here Enaw denotes the amplitude of the time-domain flaw signal, defined as one-half of the peak-
to-peak voltage. The flaw is assumed to be located at a depth zlf in the metal, and nrms(t) is the 
absolute (unnormalized) rms noise level of Section ITC, evaluted at the time for round-trip travel 
to the defect. By dividing both the numerator and denominator by the amplitude <EmaJ of a ref-
erence signal, SIN may be written in tenns of the normalized noise level N(t) predicted by the 
ISMTB. 
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Figure 5.1 
water 
0 
Ti-6246 
Transducer is: g1ana(. 1/2"-dia., w.p.=10 cm 
or focussed, 1 /2"-dia., F = 7 .62 cm 
waterpath = 1.2 cm 
emits : 15-MHz, 1 µs tone-burst 
Flaw : 1 .5 cm below 
Isotropic specimen has: 
density= 4.64 gm/cm3 
top surface. V-long. = 0.602 cm/µs 
• Flat crack oriented V-shear = 0.305 cm/µs 
perpendicular to beam. atten. = 0.1 O nepers/cm 
•Spherical void. at 15-MHz 
•Spherical hard-a inclusion 
noise Figure-of-Merit = 
0.080 cm-112 (hi-noise) 
density= 4.59 gm/cm3 or 0.008 cm· 112 (lo-noise) 
V-long = 0.650 cm/µs 
V-shear= 0.329 cm/µs 
Measurement system, defect, and material parameters assumed in model predic-
tions of signal/noise ratios. 
Inputs for the combined models include the usual material constants (density, wavespeeds, 
attenuation) for the water and metal, transducer characteristics (effective piston radius and geo-
metrical focal length), waterpaths for the acquisition of the reference and defect signals, the 
grain-noise FOM at the inspection frequency, the location and shape of the defect, and the 
density and wavespeeds for the inclusion material. The values of the model inputs used in our 
simulations are shown in Figure 5.1. Planar and focussed transducers of the same diameter were 
considered to assess the effect of focussing on the SIN ratio. The waterpath for the focussed 
probe was chosen such that the focal zone was in the vicinity of the defect. For the planar trans-
ducer, the defect was in the near field, even though a substantial (10 cm) waterpath was used. In 
each case, the lateral position of the transducer was varied to maximize the amplitude of the 
backscattered signal from the defect. For both the planar and focussed probe inspections, the 
maximum flaw amplitude was usually seen when the incident beam was centered on the defect. 
As illustrated in Figure 5.2a, three defect types having simple geometries were considered: 
a flat, circular crack oriented perpendicular to the incident beam; a spherical void; and a spheri-
cal, isotropic hard-alpha inclusion. The latter was assumed to have ultrasonic wave speeds that 
were 8% greater than those of the titanium alloy host metal, and a density that was 1 % less. The 
inclusion properties, relative to the host matrix~ are thus representative of those seen for the oxy-
genated hard-alpha case layer (Section IV A), or of titanium containing a few weight percent of 
nitrogen interstitials (Section IVB). As illustrated earlier in Figures 1.2 and 4. la, voids may 
accompany hard-alpha formation, and cracks may emanate from a hard-alpha inclusion when the 
metal is worked or stressed. By comparing SIN ratios for our three classes of defects we can 
access hard-alpha detectability in the absence or presence of cracks and voids. In the latter cases, 
the reflection from the crack or void would dominate a reflection from the interface between nor-
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(a) ASSUMED FLAWS FOR MODEL CALCULATIONS 
Spherical hard-alpha inclusion 
density : 1 % lower than host • 
0 
soundspeeds : 8% higher than host 
Spherical void 
Flat crack oriented perpendicular to 
the incident beam 
(b) QUANTITIES APPEARING IN SIGNAL-TO-NOISE RATIO 
Voltage 
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noise 
signal 
Voltage 
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Figure 5.2 (a.) Defect types considered in SIN calculations. 
defect 
signal 
(b.) The calculated SIN ratio is the amplitude of the defect 
echo (Enaw) divided by the nns noise level (nnm(tr)). 
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2Enaw 
mal and hardened titanium. Note that when a hard-alpha defect is considered, our simulations 
assu~e that there is an abrupt change in material properties between the host and hard-alpha 
regions. I.e., we as~ume that the thickness of the "diffusion boundary layer" in which the prop-
erty changes occur 1s small compared to the wavelength of longitudinal sound. If this is not the 
case, the signal reflected from the inclusion (and hence the SIN ratio) is smaller than that 
reported here [39]. 
T~e assumed ~ensity, w~ve~peeds,.and attenuation of the ~ost metal in Fig. 5.1 are typical 
of the Tt-6246 specimens studied m Section IIIB7. SIN calculations were made using two differ-
ent assumed values for the FOM of the host: 0.008 cm·112 and 0.080 cm·112 at 15-MHz. Notice 
that these values approximately correspond to the lowest and highest FOM's observed for all 
propagation directions in the four Ti-6246 specimens (Figure 3.46). 
Both the noise and flaw signal models require a suitable time-domain reference signal as 
an input. As usual, we have assumed that this reference signal is a front-surface echo, with the 
waterpath chosen to equal the geometric focal length when the transducer is focussed. The sole 
reference signal assumed in our simulations is shown in Figure 5.3a. It is a 256-point representa-
tion of a 15-MHz toneburst of approximately 1 µsec duration. This waveform is an actual front 
surface echo (digitized at a 100 MHz sampling rate) observed during the experimental trials 
described in Section IIIB4. A synthetic (i.e., invented) reference signal would have served our 
purposes equally as well. When simulating focussed (planar) probe inspections, we assume that 
the reference signal in Figure 5.3a is the observed FS echo when the waterpath is 
ZoR = 7.62 cm (ZoR = 10 cm). The assumed water temperature is 70°F.+ 
For each choice of transducer and host FOM value in Figure 5.1, the normalized rms noise 
level was calculated using Eqn. (3.39). The calculation was similar to those performed to predict 
the N(t) cuives in Figure 3.20e. Note that the defect plays no role in the noise calculations: the 
mean noise level is assumed to be unchanged by the presence of the defect. Defect signal calcu-
lations, based on Measurement Model formulas (3.10) and (3.12), were performed using soft-
ware package PCPOD written by T. A. Gray [40]. The calculational algorithm is similar to that 
used to obtain single-grain echoes in Monte-Carlo noise calculations. Briefly, an FFT operation 
is used to compute the Fourier components of the known reference signal. Eqn. (3.12) is then 
used to deduce the efficiency factor ~ at each discrete frequency in the bandwidth. The Fourier 
components of the flaw signal are then computed using Eqn. (3.10), and a discrete inverse Four-
ier transform is applied to obtain the time-domain flaw signal. The output flaw signal for one 
such Measurement Model calculation is shown in Figure 5.3b. Once therms noise level (in the 
absence of the defect) and the defect signal (in the absence of noise) have been separately calcu-
lated, the division in Eqn. (5.1) is performed to obtain the SIN ratio. 
For simple defect types, subroutines in PCPOD encode various exact or approximate 
expressions for far-field scattering amplitudes. We have chosen to use the Kirchhoff Approxi-
mation for the scattering amplitude of the flat crack, and the Ying-Truell formulation for the 
scattering amplitudes of the void and inclusion [40]. For all three defect types, predictions were 
made for a sequence of defect radii. When the defect is large enough that the amplitude of the 
incident ultrasonic field varies appreciably over the defect diameter, a Measurement Model 
+calculated SIN ratios are approximately independent of some model inputs. The water 
temperature, for example, determines the attenuation of water and hence affects the noise level 
and flaw echo. However, these effects largely cancel when the SIN ratio is formed, since the 
waterpath is the same for noise and flaw signal acquisition. Likewise, the solid attenuation 
largely cancels from the calculation. Attenuation cancellations are not exact because only one 
frequency component is considered in noise calculations (using the ISMTB model) while all 
components are considered when calculating the flaw signal. The attenuation of the host metal 
was assumed to be cx1 = 0.000444 f2 (cx1 in Nepers/cm; fin MHz) which has the value cx1 = 0.10 
Nepers/cm at 15 MHz. 
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assumption is violated. In such cases, the PCPOD software was not used. Instead we made use 
of existing software that had been originally designed to predict signals reflected from defective 
flat or curved interfaces [41]. There, the concept of a far-field scattering amplitude is not used. 
Rather, we employ an approach similar to that documented in Ref. [42], in which the defect sig-
nal is calculated by integrating the product of the incident and reflected fields over the leading 
(insonified) surface of the defect using the Kirchhoff approximation. For large inclusions, this 
alternative approach predicts the signal reflected from the front-wall of the inclusion, but not the 
associated back-wall echo. All incident fields required for our noise and defect-signal calcula-
tions were made using the Gauss-Hermite beam model with 11\nax = 30 in Eqn. (3.1). 
Predicted SIN ratios are displayed in Figure 5.4 for our simulated inspection of the high-
noise alloy. The calculated SIN ratio rises with increasing defect size until the defect diameter 
exceeds that of the incident ultrasonic beam; for the focussed transducer this occurs at defect 
radii near 0.1 cm. For the planar probe case, the amplitude of the defect signal (and hence the 
SIN ratio) is still rising when the defect radius is 1 cm, the largest radius considered in our simu-
lations. The wavelength of longitudinal sound in the host metal is approximately 0.04 cm. 
When the defect radius is appreciably smaller than this wavelength, the details of the defect 
shape have little influence on the scattering amplitude. Thus for radii below 0.01 cm, the echoes 
from the crack and void have similar strengths. Differences between the crack and void echoes 
at small radii are due, in part, to the different scattering amplitude approximations used in the 
two cases. For radii larger than 0.01 cm, the crack is generally a better back-scattering reflector 
that the void of the same size, as one would intuitively expect. For the planar transducer, the SIN 
curve for the flat-crack defect in Fig. 5.4 is seen to depart from its systematic behavior when the 
defect radius is near 0.2 cm. This is the result of an interference phenomena arising from the 
details of the radiation pattern in the near field of the beam where the defect is located. 
In Figure 5.4, the SIN ratio for a hard-alpha inclusion is seen to be approximately 30 times 
smaller than that of a void of the same size. This is due to the small impedance difference 
between the inclusion and host metal. In our simulations, the SIN ratio is approximately propor-
tional to I Zti - Zr I /I ~+Zr I where Zi, and Zr denote the longitudinal-wave impedences+ of the 
host and flaw respectively. Using this proportionality factor, one can use Figure 5.4 to estimate 
SIN ratios when the hard-alpha properties are different from the ones assumed here. For our 
assumed 7% mismatch between the impedances of the host and inclusion, SIN values greater 
than unity are predicted for hard-alpha inclusions with radii greater than 0.03 cm when the 
focussed transducer is used to inspect the high-noise alloy. As shown in Figure 5.5, the detection 
capability is much improved in the low-noise alloy. SIN ratios are inversely proportional to the 
FOM of the host metal, and are consequently 10 times higher in the low-noise alloy. For the low 
noise case, the predicted SIN ratio exceeds unity when the hard-alpha inclusion has a radius of 
0.004 cm or larger. 
For small defects of a given type and size, the predicted SIN ratios are seen in Figure 5.4 to 
be approximately an order of magnitude larger for the focussed probe inspection than for the pla-
nar probe one. The two inspection methods are directly compared in Figure 5.6 for hard-alpha 
defects. We saw earlier (e.g., Figure 3.20) that observed noise levels are greater when focussed 
transducers are used. However, defect signals are larger as well, and the overall detectability of 
the defect is enhanced by focussing the beam in the vicinity of the defect. The common industry 
practice of focussing the beam on the front surf ace of the component is a very non-optimal 
inspection method, unless the defect happens to be located very near that surface. 
It is enlightening to ask how the signal/noise ratios would change if the assumed 15-MHz 
toneburst were replaced with a few-cycle broadband pulse having the same peak-to-peak ampli-
tude and a 15-MHz center frequency. Overall, the amplitudes of the backscattered defect signals 
would not be greatly affected. However, as implied by Figure 2.4, the nns noise level would 
+Acoustic impedance is defined as the product of the density and the speed of sound. 
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drop to roughly 1/3 that of the toneburst case. Hence the SIN ratio would increase by a factor of 
three. Recall from Figure 2.12 that when a transducer is scanned over several hundred positions 
above one of our Ti-6246 specimens, the peak noise amplitude seen in a given small time win-
dow is typically about three times larger than therms noise amplitude for points in the window. 
This suggests that the SIN ratios displayed in Figures 5.4 - 5.6 provide reasonable 
approximations of the (flaw signal amplitude}/~ noise amplitude) ratio that would be 
observed when a broadband pulse is employed and the transducer is scanned. 
B. SIMPLIFIED FORMULAS FOR RAPID ESTIMATION OF SIN RATIOS 
When making preliminary assessments of flaw detection capabilities, it is useful to have in 
hand simple formulas which can be used for "back-of-the-envelope" estimates. In this subsec-
tion we develop such a formula (Eqn. (5.14)) for estimating SIN ratios for normal-incidence pul-
se/echo toneburst inspections. Its form is such ~hat it can also be used to estimate SIN ratios for 
broadband pulse inspections, although less accuracy would naturally be expected. In developing 
the formula we assume that the defect is small compared to the beam diameter so that the Mea-
surement Model applies, and we use the Gaussian beam model for all estimates of displacement 
fields. Recall that the Gaussian beam model is most accurate in the far field of a planar 
transducer or near the focal zone of a focussed transducer. At selected points in the near field, 
there can be substantial differences between the actual field of a (focussed or planar) ideal piston 
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Figure 5.7 Normal-incidence PIE inspection scenario. We seek to develop a simple, approxi-
mate expression for the SIN ratio of the defect. 
transducer and that predicted by the Gaussian beam model. Most notable among these are the 
on-axis "null field" points of single frequency beams. A defect located at such a point would 
have a much smaller SIN ratio than that predicted using the Gaussian model. In practice, how-
ever, the precise location of the defect is not known beforehand and the transducer is scanned 
over the component. The peak value of the incident field at a given depth then plays the major 
role in determining the SIN ratio when the scanning stepsize is small. The Gaussian beam model 
supplies reasonable estimates of this peak field strength even in the near field region. Thus, for 
practical first-order estimates of SIN ratios, our formula can also be used for defects in the near 
field. 
Let us begin our formula simplifications. We consider the situation shown in Figure 5. 7. 
A metal specimen, characterized by a noise Figure-of-Merit -fr; Arms, is insonified using a tone-
burst from a planar or focussed transducer. The usual front-surface reference signal, acquired at 
water path ZoR, is assumed to have a central angular frequency ro0 and peak envelope amplitude 
E.nax· For the moment we assume that the reference signal envelope function is approximately a 
square wave of duration 8t, although this restriction will be relaxed later. A small flaw, charac-
tered by far-field scattering amplitude A,, is assumed to be located at position (xu, Yrn zu) in our 
usual coordinate system (see Figure 2.3). When the waterpath is Zos, the amplitude of the 
backscattered signal from the defect is Eflaw· We seek a simple approximate expression for the 
SIN ratio of the defect, as defined by Eqn. (5.1). 
Recall that when developing the ISMTB noise model, we assumed that each grain was 
small (so that the Measurement Model could be used), and that the Fourier spectrum of the refer-
ence signal was sharply peaked near the center (toneburst) frequency. Under these assumptions, 
we showed in Section IIIB 1 that the backscattered signal from a given grain is approximately a 
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time-shifted copy of the reference signal with a different complex amplitude factor. That result, 
Eqn._(3.28), also applies if the scatterer is a small hard-alpha inclusion or other defect of interest 
Thus the amplitude of the defect signal may be approximated by 
(5.2) 
where His given by Eqn. (3.26) with the scattering amplitude of the defect, At<,ro0 ), replacing that 
of the grain in question. Our definition of SIN ratio involves the defect signal amplitude [Enaw1 
and the normalized nns noise level at the appropriate time [N(tr= 2zu/ v1)]. Using Eqn. (5.2) for 
the former, and the basic ISMTB result (Eqn. (3.39)) for the latter, Eqn. (5.1) becomes 
s ~ c2 -la,ztr -112 
= ~ I (roo,X1r>Y1r>Zu)At<,roo)e I I N Anns(roo) (5.3) 
where 
I = j G(z1) I Et.t,,) 12 e-ta,z,dz1 
0 
~ 
~ J G(z1) I :(t) 12 e-4"'z'dt with V1't = Z1 = Zu-2 
max 
'ti 
'tl 
= 
v I G(zu) e -ta,z,. J I~t) 12 dt 
2 ax 
l ~ 
(5.4) 
l ~t 
G(z1) is defined in Eqn. (3.41). To evaluate the integral I we have used the alternative form 
given by Eqn. (3.46) and then assumed that G(z1) and exp(-4cx.1z1) are approximately constant 
over the depth range corresponding to the duration of the reference signal. The remaining inte-
gral in Eqn. (5.4) has the value ~t when the reference signal envelope is a square wave of dura-
tion ~t like that shown in Figure 5. 7. If the reference envelope has a different shape, we will 
define the integral over 'tin Eqn. (5.4) to be the "equivalent square-wave duration", ~t In either 
case+ 
S 2 I At<_roo) I I C2(roo, Xu, Yrn zlf) I 
N = ~ AmisCroo)"1v1~t • '1G(zlf) (5.5) 
+iiere we have assumed that the effective attenuation constants appearing in the flaw signal and 
noise model expressions are identical. This restriction can be lifted if one wishes to regard cx.1 in 
the noise model as an independent parameter chosen to optimize the accuracy of that model. 
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The leading factor in Eqn. (5.5) contains the ratio of the defect scattering amplitude (A,) and the 
Figure-of-Merit for noise severity of the host metal(~ Arms). The influence of the radiation pat-
tern on the SIN ratio is determined by the trailing factor I C2 I 1-{c]. When inspecting for defects 
in a particular region of the solid, one can attempt to optimize the inspection (maximize the SIN 
ratio) by suitable choices of the transducer and waterpath. The form of Eqn. (5.5) indicates that 
for a fixed inspection frequency the optimal choices can be made by examining I c2 I 1-{c], and 
are independent of the defect and of the inherent noisiness of the host metal. 
The Gaussian beam model can be used to obtain simple approximate expressions for the 
diffraction/focussing factor C and the beam integral G appearing in Eqn. (5.5). Using Ref. [12] 
and applying the paraxial rules for transmission through the water/metal interface, the diffrac-
tion/focussing factor at the location of the defect is found to have the amplitude 
where 
co= 1.770 
wo=0.7517a 
Z = ~s+( ::}II 
w(z) = wo [ [(~) (1+02)- l ]2 + 52]112 
1 +02 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
As usual, a and F denote the radius and focal length of the ideal piston transducer, and f0 and 
000 = 21tf0 are the linear and angular frequencies of the toneburst oscillation. z is an "equivalent 
waterpath" over which the effects of diffraction are the same as for propagation through water 
and metal to the defect depth. The displacement field in the metal is circularly symmetric about 
the beam axis, and falls off in a Gaussian manner as one moves away from this axis. The rate of 
decrease is determined by the Gaussian width parameter, w(z), which varies with depth, and is 
smallest in the focal zone of the beam. w 0 and C0 are the assigned Gaussian width and amplitude 
parameters at the face of the transducer. The numerical constants in Eqns. (5.7) and (5.8) are 
chosen such that Gaussian field is a good approximation to the field of an ideal piston probe in 
the far field or focal zone [12]. Using Eqn. (5.5) and the definition of the beam integral G given 
by Eqn. (3.41), we obtain 
1t [ w! ] G(zu) = -4 C: -2 -
w (z) 
(5.12) 
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in the Gaussian beam approximation+. Thus, the beam dependent factor in the SIN ratio becomes 
I c2 I = .. ~ exp[-2(x:r+ Y~r)lw2(z)] (5.13) ~ -\J 1t w(z) 
for the Gaussian beam model. When the defect is on the beam axis to maximize detectability we 
have 
s .. {16 IAr<.roo)I 1 
N = -\J ~ -fr;Arrns(ro
0
) w(z) (5.14) 
Thus the signaVnoise ratio is inversely proportional to the width of the beam at the defect loca-
tion and to the square root of the pulse duration. For the case of a spherically focussed trans-
ducer, w(z) is specified by Eqns. (5.8) - (5.11). By taking the limit of Eqn. (5.10) as the focal 
length approaches infinity, we obtain the Gaussian width parameter for a planar transducer of 
radius a: 
{ 
2'\ 2 ]112 { 2 2]1/2 Z A 0 Z V 0 
w(z) = w 1 +14 = 0.7517 1 +0.31742 
7t W 0 a f~ 
(5.15) 
Eqn. (5.14), together with the auxiliary formulas for the Gaussian beam width, can be used 
to ascertain the relative merits of using different transducers in the inspection. For example, for 
the scenarios specified in Figure 5.1, Eqns. (5.10) and (5.15) can be used to compute w(z) at the 
appropriate depth for the focussed and planar probe inspections. For z1r = l .5cm and an inspec-
tion frequency of 15 MHz, one finds w(z) = 0.0525cm and 0.489cm, respectively. Thus, on the 
basis of Eqn. (5.14) one would expect the SIN ratio to be larger by a factor of 0.489/0.0525 = 
9.31or19.4 dB for the focussed probe inspection. This is in reasonable agreement with the 22.7 
dB different apparent in Figures 5.4 and 5.6 for small defect radii. The difference (19.4 dB ver-
sus 22.7 dB) arises because the calculations summarized by the figures used the Gauss-Hermite 
beam model and did not employ the approximations leading to Eqns. (5.2) and (5.4). The 
difference was accentuated in this instance because the defect is in the near field of the planar 
transducer, where the Gaussian beam approximation is less accurate. 
If the FOM of the host metal has been measured, then absolute SIN ratios for small defects 
can be estimated by combining Eqn. (5.14) with appropriate scattering amplitude formulae. For 
example, for the defect types indicated in Figure 5.2a, the Kirchhoff Approximation leads to: 
Flat crack oriented perpendicular to beam 
ik/ A~roo) = 2 
k/ 
2 
(5.16a) 
+ Eqns. (5.9) - (5.12) were presented earlier in a somewhat different form as Eqns. (3.43) - (3.45). 
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(5.16b) 
In Eqns. (5.16), r is the radius of the defect, k1 is the longitudinal wavenumber in the solid at the 
inspection frequency 
(5.17) 
and Z. and Zi are the longitudinal impedances of the flaw and host materials 
Zr= (pv)naw (5.18) 
Z. = 0 is used in Eqn. (5. l 6b) when the defect is a spherical void. The accuracy of Eqns. (5.16) 
in practical settings is addressed in Ref. [ 40], where scattering amplitudes calculated using the 
Kirchhoff approach and other more exact methods are compared. When the defect and host 
properties are similar (e.g., I Zr-Zi I /Zit~ 0.1) the Born approximation result for the scattering 
amplitude (Eqn. (3.5)) can be used in place of Eqn. (5.16b ). Eqn. (5.16b) describes only the 
frontwall echo from the void or inclusion. The Born result describes both front and back wall 
echoes when the inclusion is a weak scatterer. 
The approximations summarized in this section can be used to compare the relative merits 
of different inspection scenarios, to estimate how SIN ratios are likely to vary within the volume 
of the host metal, and to estimate absolute SIN values when the FOM of the host is known. Eqn. 
(5.14) can be readily extended to cover the case of normal-incidence entry through a curved 
water/metal interface. Eqn. (5.5) remains the same, but the expressions for C and Gare compli-
cated by the fact that the beam in the metal is no longer circularly symmetric. Such formulas 
have been developed and we are currently investigating their accuracy and use in optimizing 
inspections of cylindrical billets. Tests are also planned to determine the accuracy of Eqn. (5.14) 
when At is short and the "toneburst" is consequently broadband in nature. Results of these ongo-
ing investigations will be reported elsewhere. 
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VI. PHYSICAL ORIGINS OF NOISE ANISOTROPY IN COMMERCIAL ALLOYS 
In many commercial titanium alloys, there is a significant anisotropy of the backscattered 
noise, as was discussed in Section IIIB7. For example, as shown in Figure 3.46, each of the 
three specimens of Ti-6246 whose final annealing temperature was below the beta transus exhib-
ited an order of magnitude difference between the FOM values observed in three orthogonal 
directions, whereas a fourth specimen which was annealed above the beta transus exhibited a 
relatively isotropic response. A detailed interpretation of this result is under investigation at the 
time of preparation of this report. In this section, we will briefly summarize the physical ideas 
which are the basis of our present understanding. 
A. THEORETICAL CONCEPTS 
In the body of this report, we have described the noise generating capacity of the material 
by a figure-of-merit, which has been represented by Eqn. (3.42) and is repeated here for conve-
nience as 
FOM = -rn Anns (6.1) 
The physical significance of this equation for a single-phased material is quite clear, as is amply 
illustrated in the presentation of the Monte-Carlo Noise Model in Section HID. In particular, n 
represents the number density of grains, and Anns is the nns scattering amplitude of a single 
grain, embedded in an effective medium defined by the Voigt approximation. 
Commercial alloys, however, have two-phase microstructures [ 44,45]. For example, Fig-
ures 6.1 and 6.2 show micro graphs of three orthogonal faces of Ti-6246 specimens A2 and Cl. 
The microstructures of these two samples are quite different from one another in response to the 
changed annealing temperature, but in each the presence of the two phases is evident. Here the 
light areas indicate the hexagonal alpha phase while the dark areas indicate the cubic beta phase. 
Other examples of two-phase microstructures may be found in Figures 2.2 and 3.17a for other 
Ti-6246 specimens, and in Figure 4.1 for a Ti-64 specimen. The micrographs contrast sharply 
with those of single-phase material such as stainless steel (shown in Figure 3.33a) and copper 
(shown in Figure 3.35b). For a two-phase microstructure, it becomes difficult to establish what 
is meant by a "scatterer", and it is not obvious how to apply Eqn. (6.1) to such structures. 
The solution to this dilemma has been provided by Rose [ 17, 18]. As summarized in 
Appendix C, he develops an alternative expression for the backscattered noise power which takes 
the form [ 17] 
P(w) = (
4 
1 
2) 2 J d3; J d3;' < OC;;t1(; )ocpq .. (;·) > u~;u~1u:.qu~. 
1tpCL 
(6.2) 
where cL is the longitudinal wave speed, oC are the deviations of the elastic moduli from their 
isotropic values, as determined by the Voigt approximation, and U0 is the displacement field that 
would have been radiated by the transducer into a uniform solid. Again < > denotes an average 
over many ensembles of grains. 
The essential element of this result is that the noise is controlled by the two-point correla-
tion function< Cijki(; )cpqrs(;1) >. Although complicated, it is evident in principle how to evalu-
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ate this quantity for two-phase microstructures. The ingredients would be the single crystal 
elastic stiffness matrix of the crystallites of each phase, the distributions of the sizes and shapes 
of the crystallites, and the correlations of their relative crystallographic orientations. 
In most of Rose's work [17,18], it was further assumed that each crystallite was randomly 
oriented and that a grain's orientation and its size and shape were uncorrelated. Under those 
assumptions, his results become equivalent to those predicted by the independent scattering 
model. As shown in Section IIIB6, these predictions are in good agreement with experiments on 
single-phase materials. In the remainder of this section, the way in which that picture is modi-
fied in two-phase alloys will be discussed. 
B. MICROS1RUCTURES OF TWO-PHASE TITANIUM ALLOYS 
Before using these concepts to develop an interpretation of noise anisotropy, it is necessary 
to introduce a few concepts from titanium metallurgy [44,45]. Recall that titanium is a two-
phase alloy, which will exhibit a pure beta phase above a temperature known as the beta transus 
and a dual phase below the beta transus. The mechanical properties and ultrasonic noise are 
influenced by the relative sizes, shapes, and orientations (both geometric and crystallographic) of 
these phases. To gain an intuitive understanding of some of the issues, consider an alloy which 
has an equi-axed, single-phase, beta microstructure at a temperature above the beta transus. If it 
is rapidly cooled into the two-phase, alpha-beta region of the phase diagram, some of the beta 
must transform to alpha via a solid state transformation. Moreover, in such transformations, cer-
tain crystallographic relationships between the host beta phase and the transformed alpha phase 
must generally be satisfied. In particular, it is required that certain planes and directions be 
parallel in the parent and transformed phases, namely that 
{ 110}~ II {0002}a (6.3) 
and 
< 111 >~ II (6.4) 
where the notation { ) defines sets of equivalent crystal planes and< >represents sets of 
equivalent directions. (These common crystallographic notations are explained in Ref. [ 46].) 
The implication is that the transformed HCP alpha phase can have one of 12 possible orienta-
tions with respect to that of the parent BCC beta phase. The micrographs of specimen Cl, 
shown in Figure 6.2, illustrate these effects. Here we see both the gross prior-beta-grain 
boundaries and the fine, alpha-beta transfonned structure which occurs with particular orienta-
tions with respect to that of the prior beta. Regions with the same orientations are sometimes 
referred to as colonies. 
The microstructure of sample A2 is more complex due to the fact that it has received 
mechanical work and annealing after passing through the beta transus at some earlier point in its 
processing history. Thus there are both transformed regions, to which arguments similar to those 
presented above apply, and regions of recrystallized alpha (the equi-axed white areas). Again, it 
is likely that there are crystallographic relationships between the various elements of the micro-
structure, whose origins lie in transformations from some prior beta phase. 
C. EXPERIMENT AL INDICATIONS OF THE ORIGINS OF NOISE ANISOTROPY 
Consider again Figures 6.1 and 6.2. Each shows three micrographs, corresponding to the 
three faces through which the FOM values reported in Figure 3.46 were measured. The most 
striking feature of Figure 6.1 (specimen A2) is the lack of any obvious differences in microstruc-
ture corresponding to the order of magnitude differences in noise FOM. 
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To search for these differences, macroetches were performed using an etchant of 8% flou-
ric acid and 40% nitric acid to reveal any large-scale structures. Macroetch results for one side 
of specimen PWL were shown earlier in Figure 3.17b. In Figure 6.3 [23], we display 
macroetches of three orthogonal faces of specimen A2. It can be seen that there is a needle-like 
"macrostructure" whose elements have dimensions on the order of 5 mm by 1 mm. The long 
dimension is believed to be aligned with the axis of the billet from which the material was taken, 
and the noise is lowest when the wave propagates in this direction. If we think of these "macro-
grains" as scattering elements, the fact that the noise is the greatest when they are viewed broad-
side, as opposed to end-on, is consistent with the predictions of scattering theory. At an intuitive 
level, it can be noted the lowest noise occurs when propagation is parallel to the "macro grain" 
axis and the lowest density of grain boundaries is encountered. 
By contrast, the macrostructure of specimen Cl (which is displayed in Figure 4 of Ref. 
[23]) has a similar appearance in the three orthogonal directions. The macrograins appear to be 
roughly spherical with diameters of a few millimeters. Recall that the backscattered noise level 
was observed to be approximately independent of propagation direction in specimen Cl. 
The origin of the 11macrograins11 has not been unambiguously determined. However, we 
speculate that they correspond to prior beta grains which existed early in the processing history 
and were deformed by subsequent mechanical working. Because of the crystallographic rela-
tionships demanded by the ~ ~ a solid state transformation, this model implies a correlation of 
elastic moduli within the crystallites of a 11 macrograin 11 but not from 11macrograin" to 
"macrograin11 • Thus, if one computed average elastic moduli over a 11macrograin 11 , one would 
expect to obtain anisotropic values which would vary from 11macrograin 11 to "macrograin" 
depending on the orientation of the prior beta crystallite. This is consistent with the notion of the 
"macrograin11 as a scattering element, but does not preclude contributions from sub-structure, 
such as colonies or the individual phases. 
To test the idea of strong local textures within 11macrograins11 , x-ray pole figures were con-
structed. In our experimental system, the x-ray beam size is on the order of 1 mm x 1 mm. 
Since this is on the order of the dimensions of the "macro grain 11 , strong local textures should be 
observable when the beam is positioned such that it lies within a single 11macrograin 11 • In our 
work, we selected the diffraction angle 0 to be 15.518° for the alpha phase, corresponding to dif-
fraction from {Oll3} planes+, and 12.437° for the beta phase, corresponding to diffraction from 
{200} planes. 
By wave of reference, we show in Figure 6.4 a pole figure for one of the pure a-titanium 
specimens which was prepared by powder metallurgy techniques, and discussed in Section IIIB6. 
In Figure 6.4 and similar pole figures in this section, the contours are labeled with respect to a 
random texture: if the texture were perfectly random, the observed x-ray intensity would be unity 
throughout the figure. Figure 6.4, in which only modest departures from unity are seen is typical 
of relatively weak textures. 
+The diffraction planes and diffraction angle for the alpha-phase are incorrectly cited in Ref. 
(23]. For the alpha-phase pole figures shown in Ref. [23], the diffraction planes are {Oll3} and 
.the 20 diffraction angle is 31.035°. 
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Figures 6.5 and 6.6 show alpha-phase pole figures of specimen A2, taken at two different 
positions on side 3 [23], designated here as "position 1" and "position 2". We note that these two 
pole figures suggest that there is stronger local texture which varies from spot to spot on the 
specimen. Figure 6. 7 shows two further pole figures, taken at position 2. For each of these latter 
two pole figures, the specimen was oscillated during the x-ray measurement++, with parts a and b 
of Figure 6.7 showing the results for oscillations of 5 mm and 15 mm, respectively. In Fig. 6.7a, 
as in Fig. 6.6, we see a strong local texture, with a {Oll3} pole normal to the specimen face 
under study. Thus the beam appears to lie within a single "macrograin" with strong local texture. 
However, with 15 mm oscillation (Fig. 6.7b), the pole figure loses its well-defined structure, 
there is little overall symmetry, and poles seem to appear randomly. We interpret this as corre-
sponding to the sampling of several macrograins. We anticipate that, had larger oscillations been 
possible, the pole figure for specimen A2 would have gradually approached one (such as shown 
in Fig. 6.3) characteristic of a fairly random texture. Such an expectation is consistent with the 
near isotropy of the measured ultrasonic wave speeds, as reported in Table 3.5 and Fig. 3.44. 
Figures 6.7a-c show the corresponding beta pole figures for specimen A2 under conditions 
of no oscillation, 5 mm oscillation, and 15 mm oscillation, respectively. In each case, there 
appears to be a strong { 002} pole approximately 10° off of normal. As the oscillation grows, 
this pole weakens and others appear. The 10° shift of this pole with respect to that of {10l3} 
alpha-phase poles is consistent with the martensitic relationships between the phases as specified 
in Eqns. (6.3) and (6.4). 
In summary, the pole figures and macroetching results strongly support the hypothesis that 
the noise anisotropy is controlled by strong local textures, whose origins can be traced to prior 
beta grains. 
4. FUTURE DIRECTIONS 
A more complete test of the above hypothesis requires numerical estimates of the FOM, 
obtained from Eqn. (6.2), which can be compared with the FOM values deduced in Section IIIB6 
from backscattered noise. The use of Eqn. (6.2) requires a model of the specimen microstructu-
re/macrostructure, and values for the single crystal elastic stiffness matrices of the two phases. 
Determination of the stiffness information is currently in progress. 
++ The oscillation procedure is often employed during the construction of pole figures to allow 
more grains to be examined. In this procedure, the specimen is oscillated transversely with 
respect to the x-ray beam as the diffraction data is obtained. 
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VII. DEPENDENCE OF HARD-ALPHA PROPERTIES ON IBE LEVEL OF OXYGEN OR 
NITROGEN CONTAMINATION 
In Section IV, we have presented the results of a few experiments designed to assess the 
effect of oxygen and nitrogen interstitials on the ultrasonic velocities of titanium, and hence on 
the detectability of hard-alpha inclusions. In this section, we will add relevant data from the lit-
erature and present a more detailed interpretation. 
A. EFFECTS OF INTERSTITIAL OXYGEN AND NITROGEN IN ALPHA TITANIUM 
The effects of oxygen on the velocity of ultrasonic waves in alpha titanium have been 
known for some time. Hsu and Conrad [ 47] measured the longitudinal velocity and density, 
while Pratt et al. [ 48] reported the shear modulus. Figure 7 .1 is reproduced from the former 
work. Based on this data, one can conclude that, averaged over the range in which approxi-
mately one weight percent oxygen is added, 
llvdvL 
0.03 = 
wt%0 
/lvT/vT 
0.05 = 
wt%0 
llplp 
= 0.008 
wt%0 
(7.1) 
(7.2) 
(7.3) 
As has already been discussed in Section IVB, the comparable results for interstitial nitrogen, 
based on our own measurements, are 
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llvdvL 
wt%N 
= 0.033 
llv-rlvT 
= 0.069 
wt%N 
The similarity of the effects of oxygen and nitrogen is striking. 
(7.4) 
(7.5) 
B. EFFECTS OF INTERSTITIAL OXYGEN AND NITROGEN IN TWO-PHASE ALLOYS 
The effects of oxygen on the Rayleigh velocity of a Ti-64 alloy was studied in Section 
IV A. The central result was that the Rayleigh wave velocity increased by 7 .6% for an oxygen 
weight percent estimated to be 17% or higher in the 100 µm near-surface layer sampled by the 
wave (based on Auger spectroscopy as shown in Fig. 4.8). Since the Rayleigh velocity is pri-
marily controlled by the shear modulus, it appears likely that there was a comparable increase in 
the shear velocity in this region. Measurements of density indicated that a 1 % decrease also 
occurred. 
Comparison to Eqns. (7 .2) and (7 .3) suggests that the velocity change is comparable to the 
effect of an increase of about 1.5% oxygen in pure alpha titanium, while the density change is 
comparable to the effect of a decrease of about 1.3% oxygen in pure alpha titanium. Thus the 
response of two-phase alloys appears to be considerably different from that of single phase mate-
rial. 
One possible complicating factor was illustrated by the micrograph presented in Fig. 4.1, 
which revealed that most of the beta phase had been converted to alpha by the presence of the 
high level of oxygen contamination. It would therefore appear appropriate to describe the shear 
modulus of an oxygen contaminated specimen of two-phase titanium alloy in terms of the moduli 
and volume fractions of both phases. The simplest description of this effect would take the form 
(7.6) 
Here, jl = vip denotes the shear modulus of the alloy,~ andµ~ are the shear moduli of the alpha 
and beta phases, respectively, and ~ is the volume fraction of the beta phase. Both ~ and µp are 
understood to be functions of oxygen content If we use the symbol "~" to denote the change 
per weight percent of total oxygen, it follows that 
aµ a~ aµ~ a~ 
aoT = < 1 -~>aoT +~aoT +(~-µJaoT <7.7> 
However, it must also be recognized that there will be a partitioning of oxygen between the two 
phases. ff we define y as the fraction of the total oxygen which enters the alpha phase (so that 
1-yenters beta) and if we use the symbol"~" to denote changes per weight percent oxygen in 
a 
the alpha phase, 
(7.8) 
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-where the denominator is introduced to account for the fact that, if a fraction y of total oxygen 
enters the alpha phase, the weight percent change of oxygen in the alpha phase will vary 
inversely as the volume of that phase. Inserting (7 .8) and the comparable relation for the P phase 
into Eqn. (7. 7) and normalizing byµ yields 
~ aµ = J a~+ (1: y) aµp + <µp - µa> a~ <7 .9) 
µ aoT µ aoll µ ao~ µ aoT 
We can now use this simple relationship to analyze our data on oxygen-contaminated 
Ti-64. From Eqns. (7 .2) - (7 .3), and µ = pvi, one finds ~~a = 0.11. Our measured data Ti-64, in 
J.I. UVa 
which a 7 .6% increase in ·shear speed and 1 % decrease in density was seen for 17% total oxygen 
by weight, implies~~= 0.0084. Taking y= 1, since oxygen is an alpha stabilizer, and 
a~1aoT = -1 (which assumes that the initial and final fractions of the P phase were 17% and 0% 
respectively, hypothetical numbers for illustrative purposes), one concludes from Eqn. (7.9) that 
(7.10) 
A number of assumptions in the above argument render it no more than a "back of the 
envelope" estimate. In particular: 1.) the oxygen impurity content of the Ti-64 specimen was 
based on extrapolated data; 2.) the choices of y= 1 and a~1aoT = -1 were rough estimates; and 
3.) the neglection of the role of the alloying elements (vanadium and aluminum) has not been 
justified. However, it would not appear that refinement of this estimate would change the quali-
tative conclusion that the shear modulus of the beta phase must exceed that of the alpha phase if 
the single phase and two-phase velocity data are to be reconciled. Similar conclusions have been 
reached in an analysis of the decrease in the longitudinal wave speed in Ti-6211 induced by oxy-
gen [49]. 
C. IMPLICATIONS 
Further work is required to pin down these arguments. If the effects observed in the oxy-
gen case grown on Ti-64 are general, then it would imply that the velocity shifts of hard-alpha 
inclusions with respect to a two-phase matrix are less than would be inferred from measurements 
on pure titanium. This, in turn, implies a smaller ultrasonic detectability. Our preliminary 
experiment was not sharply enough designed to unambiguously support this conclusion. How-
ever, it strongly suggests that further work is in order. 
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VIII. SUMMARY AND IDEAS FOR FUTURE WORK 
As advanced materials are introduced into aircraft engines, operating under higher temper-
atures at greater stresses for longer lifetimes, the need to detect small, internal defects becomes 
increasingly important. Ultrasound is often the preferred inspection tool because of its ability to 
penetrate to the interior of a component However, sound energy reflected from microstructural 
features in the component produces a background inspection "noise" which is seen even when no 
defects are present. This noise can inhibit the detection of sound energy reflected from critical 
internal defects such as cracks, pores, or inclusions. 
The principle objectives of the work summarized in this report were to develop a quantita-
tive understanding of the factors which influence the detectability of small defects in advanced 
engine alloys, and to lay the foundation for an engineering methodology to predict detection 
capabilities. To focus the work we concentrated on the specific problem of ultrasonically detect-
ing "hard-alpha" inclusions in titanium aircraft engine alloys. Such inclusions result from excess 
local concentrations of oxygen or nitrogen which occasionally occur during processing. The 
impurities tend to occupy interstitial sites in the atomic lattices and can cause excess brittleness. 
An engineering understanding of their detectability requires three elements: (1) knowledge of 
the strength of the competing backscattered noise signals associated with normal microstructural 
inhomogeneities such as grain and phase boundaries; (2) knowledge of the strength of the ultra-
sonic signal reflected by the inclusion; and (3) the use of this information to predict quantities 
which bear on the probability of detection. We have reported major progress in each of these 
three areas. 
As described in Section Ill, three models were developed for the prediction of absolute 
noise levels in normal-incidence, pulse/echo, ultrasonic immersion inspections. These were 
identified as the Independent Scattering Model for Tone Burst pulse inspections (ISMTB), the 
Independent Scattering Model for Broad Band pulse inspections (ISMBB), and the Monte-Carlo 
noise Model (MCM). Each model assumes that the backscattered noise is primarily due to single 
scattering by the individual grains in the metal specimen, and the models consequently apply to 
low-noise materials. The observed absolute noise level in a given setting depends upon the 
microstructure of the specimen, and upon the details of the measurement system (e.g., the trans-
ducer and pulsing unit used, the inspection waterpath, the amplifier gain settings, etc.) Both 
types of dependencies are incorporated into our models. In the ISMTB and ISMBB, the 
dependence on microstructure enters primarily through a Figure-of-Merit (FOM) for inherent 
noise severity, which is a property of the specimen alone and is determined by the number den-
sity of grains and the average scattering capability of a single grain. These two models relate the 
FOM and measurement system parameters to average noise characteristics, such as the 
position-averaged root-mean-square (nns) noise level. Either the ISMTB or ISMBB can be 
employed in two distinct ways: to deduce the FOM of a specimen from measured noise signals; 
or to predict average absolute noise levels for various inspection scenarios when the FOM is 
known. For the MCM, the microstructural inputs are more detailed, but predicted noise proper-
ties are more detailed as well: e.g., both peak and average noise levels can be estimated. 
Model validation studies were conducted using both synthetic noise echoes and measured 
noise signals from commercial titanium alloys and single-phase metals. As documented in Sec-
tion III, the models were found to predict, with good accuracy, the dependence of backscattered 
noise on metal depth, pulse duration and frequency, and transducer diameter and focal length. 
The majority of the validation studies tested either (1.) the ability of the models to predict the 
changes in noise characteristics that occur when some element of the measurement system is 
altered, or (2.) the consistency of the three models with one another. Those studies effectively 
tested the model formulas to within an overall scale factor. To complete the validation, we tested 
the ability of the ISMTB to describe absolute noise levels in metals with simple microstructures 
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(single-phase, equi-axed, randomly oriented grains). For such metals, as demonstrated in Section 
IIIB6, it is possible to estimate the FOM from photographs of the microstructure and knowledge 
of the elastic constants. The FOM value so obtained can be directly compared to that deduced 
from our model-dependent analysis of backscattered noise. Such comparisons were conducted 
for five specimens (3 alpha titanium, 1copper,1 stainless steel), and in all cases the two FOM 
values were found to agree within a factor of two. This level of agreement was considered to be 
quite good, given that: (1.) the noise model contained no adjustable parameters; (2.) the average 
noise level was typically 50-70 dB below the amplitude of a measured front-surface reference 
signal (which was a model input): and (3.) the assignment of grain boundaries in microstructure 
photographs was somewhat subjective. 
For two-phase commercial titanium alloys, it is not yet feasible to determine the FOM 
from microphotographs and related information. However, it is straightforward to determine the 
FOM by analyzing backscattered noise data, and the deduced FOM was found to be approxi-
mately independent of the measurement system parameters, as expected. However, the FOM 
was found to vary significantly from specimen to specimen in a suite of commercial Ti-6246 
alloys, and with direction within a given specimen. In some specimens, the level of backscat-
tered noise was seen to vary by an order of magnitude when the propagation direction was 
changed. The source of the noise anisotropy was addressed in Section VI. We demonstrated that 
the Ti-6246 specimens possessed structure on (at least) two length scales. Under one etching 
procedure the specimen microstructure was revealed; elementary alpha and beta-phase grains 
were seen having typical dimensions of 5-100 microns. An alternative etching procedure reveals 
the specimen macrostructure, consisting of much larger regions with well-defined boundaries 
and typical dimensions of several millimeters. Each such region is believed to have been a 
single, beta-phase crystallite at an early high-temperature stage in the processing history, and is 
consequently referred to as a "prior beta grain" (PBG). In Section VI we hypothesize that the 
elementary grains within each PBG region possess a significant texture (i.e., that the atomic 
plane directions are, on average, highly correlated with those of the original beta grain), and that 
the preferred orientation directions vary randomly from one PBG to the next. If this is indeed the 
case, one can then expect considerable scattering of sound by the interfaces between neighboring 
PBG 's, and the anisotropy of the backscattered noise that is observed in some specimens can be 
traced to the non-spherical shapes of the PBG' s in those specimens. This explanation of the 
noise anisotropy is supported by x-ray diffraction data. 
To estimate the strength of ultrasonic signals reflected from hard-alpha inclusions, one 
requires a knowledge of how the elastic moduli and density of the inclusions differ from those of 
the host alloy in which they reside. To gather such knowledge, two types of synthetic hard-alpha 
material were fabricated: oxygen contaminated Ti-64 case; and, nitrogen contaminated alpha-
phase titanium. As reported in Section IV, sound speeds were measured and compared with 
those of uncontaminated metal. It is clear that for oxygen or nitrogen concentrations of a few 
percent (by weight) there are sufficient changes in the elastic moduli to produce significant ultra-
sonic signals from hard alpha inclusions in single-phase microstructures. In two-phase titanium 
alloys, as discussed in Section VII, the hardening of the alpha phase can be accompanied by a 
conversion of the beta phase to alpha. When it occurs, this conversion may diminish the 
impedance difference between the inclusion and host metal, and consequently make ultrasonic 
detection more difficult. For specific, reasonable choices of hard-alpha properties, we have used 
previously developed models to predict absolute defect signal amplitudes for a range of inclusion 
diameters. These have been combined with noise model predictions to obtain estimates of 
signal-to-noise (SIN) ratios for hard-alpha inclusions in representative titanium alloys. Such cal-
culations were performed for hypothetical inspections using both focussed and planar transduc-
ers. The calculations indicate that the SIN ratio is approximately inversely proportional to the 
width of the incident sound beam in the vicinity of the defect. Thus, defect detection can be 
substantially improved by properly focussing and scanning the beam in the interior of the com-
ponent being inspected. In addition to performing illustrative SIN calculations, we have devel-
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-oped approximate formulas which allow rapid estimation of relative and absolute SIN ratios. 
These can be used to estimate the optimal choices of transducer diameter, focal length, and 
waterpath for inspecting a given region of the component's interior. 
The SIN ratio, although a useful indicator of detectability, cannot be used to fully assess 
the probability of flaw detection (POD). POD calculations require a complete understanding of 
both mean noise levels, and the manner in which the noise varies about its mean. Although we 
have made a good start by using the Monte-Carlo model to understand and quantify the relation-
ship between average and peak noise levels in several specific model scenarios, more work is 
required on this front. 
Under different sponsorship, we are continuing to investigate the interrelationships 
between several noise probability distributions of interest in POD calculations. These include 
the distribution of amplitudes of single-grain echoes, the distribution of noise voltages observed 
at a given time (from ensembles of grains), and the distribution of amplitudes of noise envelope 
functions (from ensembles of grains). In these investigations, the formalism of the classic "ran-
dom walk" problem is being combined with limited Monte-Carlo calculations to deduce the 
probability distribution functions [52]. Our eventual goal is to be able to accurately estimate the 
distribution functions without recourse to any Monte-Carlo calculations. 
Much of the formalism developed in this work is fairly general in scope, and is conse-
quently applicable to a wide range of defect-detection problems or material-characterization 
problems. Throughout the report we have endeavored to present complete and detailed 
descriptions of our model assumptions, formulas, and computational techniques so that the mod-
els can be implemented with relative ease by industrial users or other investigators. Model terms 
pertaining to the incident ultrasonic displacement field in the solid have been evaluated using 
either a Gaussian or Gauss-Hermite (OH) beam model. For spherically-focussed transducers in 
the vicinity of the focal zone (where noise levels are highest), noise level predictions made using 
the Gaussian and OH models are found to differ by < 10%. Since the typical "accuracy" of the 
noise model, as gauged by the difference between theory and experiment in practice, is also of 
this order, it is not unreasonable to use the simpler Gaussian model for most beam calculations. 
Our noise models and associated formulas for SIN ratios can be readily extended to the case of 
normal-incidence inspection through a curved water/metal interface, by appropriately modifying 
the calculation of the diffraction/focussing factor C. Such extensions are currently in progress 
under different sponsorship [53], and will allow one to estimate SIN ratios for simulated inspec-
tions of cylindrical metal billets, and hence to determine optimum inspection parameters. A 
straightforward model extension to cover oblique-incidence inspections can be made by 
considering separate longitudinal and shear wave beams in the metal, each of which contributes 
additively to the mean squared noise level or mean power spectrum. This approach is illustrated 
in Figure 8.1, and has been pursued successfully by Russell and Neal for incident broadband 
pulses [54-57]. We note in passing that titanium specimen TIA, which we fabricated as part of 
our study of the relationship between ultrasonically and metallographically determined FOM val-
ues (Section IIIB7), has also been used by Russell and Neal to critically test their formalism. 
In summary, we have developed a firm scientific foundation for understanding the interre-
lationship of material and measurement parameters in determining the detectability of small 
flaws, particularly hard-alpha inclusions in titanium alloys. Although additional research efforts 
and model extensions are warranted on several fronts, as indicated above, some immediate steps 
should be taken to begin transferring the methodology to industry. 
These include: (1.) more extensive model validation studies performed in close collabora-
tion with potential industrial users; (2.) their use of the models to optimize the design of inspec-
tion systems for billets and other components where normal-incidence inspection is preferred; 
and (3.) use of the models to improve the quantification of detection reliability based on an 
analysis of field and laboratory data. 
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shown for the ISMTB case. 
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-APPENDIX A: BEAM MODEL DETAILS 
In this appendix we present the mathematical formulas used to calculate ultrasonic dis-
placement fields in the metal. In particular, we describe the calculation of the single-frequency 
diffraction/focussing factor C(ro, x1, y1, z1) which appears in the small-flaw measurement model 
formula and in each of these noise models. The meaning of C is depicted in Figure 3.6. We 
begin with the mathematically simple Gaussian beam model [12] and conclude with the Gauss-
Hennite model [13-15]. Although each model is applicable in anisotropic media, to simplify the 
presentation we confine our attention to cases in which each material layer encountered by the 
beam is isotropic (as was assumed throughout this report). However, we do consider more com-
plicated geometries than that depicted in Fig. 2.3: we permit the transducer to have an elliptical 
element and a bi-cylindrically focussed lens, and we consider a curved water/metal interface at 
oblique incidence. Our sole aim here is to describe the computation of field quantities in suffi-
cient detail that all calculations reported herein could be reproduced by the reader. No effort is 
made to derive the key formulas, and readers interested in such derivations are referred to the 
published literature [12-15]. Before continuing with this appendix, the reader should review 
Section IIIA2 which gives an overview of our beam modeling approach. 
1. GAUSSIAN BEAM MODEL 
In the Gaussian beam model, the focussed, piston transducer is replaced by a "matched", 
focussed, Gaussian transducer. The Gaussian transducer, by definition, is one in which the 
amplitude of the oscillations varies in a Gaussian fashion along a diameter of a piezoelectric ele-
ment (as opposed to being uniform along a diameter as is the case for a transducer piston). The 
term "matched" means that the Gaussian width parameter(s) and the oscillation amplitude at the 
center of the transducer are chosen so that the ultrasonic field radiated by the Gaussian trans-
ducer approximates that of a given piston transducer in the far field (for planar transducers) or in 
the focal zone (for focussed transducers). 
Let us assume an xyz coordinate system in water with origin at the center of the "facial 
plane", as shown in Figure 3.4. Let us further assume that the focussed piston probe has: an 
elliptical piezoelectric element with radii ax and ay in the x and y directions, respectively; a lens 
with geometric focal lengths Fx and FY in the xz and yz planes, respectively; and displacement 
oscillations of amplitude U0 and angular frequency ro in the facial plane. Then under our Gaus-
sian beam approximation, the displacement field in water is written as 
A Ar wx(O)w (0)] 112 
U(x1y1z, t) = d,_l w,(z)w:(z) exp[-az]exp[jrot] · 
expU ['If x(z) + '1'y(z)-'1'x(0)-'1'y(O)- kz]} · 
exp{-j [kx2/2qx(z) + ky2/2qy(z)]} (A.1) 
where 
qx,y(z) = qx,y(O) + Z (A.2) 
'1',/z) = ( ~) [lt/2-Lq,.y(z)] (A.3) 
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1 1 jA. (A.4) = -- -Qx,y(z) Rx,y(z) 1tW~.y(z) 
Rx.y(O) = -Fx.y (A.5) 
wx,y(O) = 0.7517a,.,y (A.6) 
A = 1.77000 (A.7) 
In these equations, a(co) is the attenuation coefficient of water, A. and k = 2xfA. are the 
wavelength and wavenumber, and Cl is a unit polarization vector. The subscript notation "x,y" 
means "x or y, respectively". At any depth z, the amplitude of the beam decreases in a Gaussian 
manner as one moves away from the central axis, and wx and wy describe the widths of the Gaus-
sian profile along the x and y directions. Rx and Ry describe the radii of curvature of the para-
bolic wavefronts in the xz and yz planes, respectively, under the convention that the radius be 
positive for a diverging wavefront. q is a complex parameter which incorporates both the radius 
of phase curvature and Gaussian width parameter, and the notation "Lq" used in Eqn. (A.3) 
denotes the phase angle of q, i.e., arctan[lmag(q)/Real(q)]. An exceedingly simple "propagation 
rule", Eqn. (A.2), describes how the two q-parameters vary with depth. The radii of phase curva-
ture and the width parameters at any depth z can be easily obtained from Eqn. (A.4): 
Rx.y(z) = l/Real[l/qx,y(z)] (A.8) 
[ 
A.ht ]1/2 
w x,y(z) = I (I/ ( )) mag Qx,y z (A.9) 
'l'x,y is an "excess phase" which is a slowly varying function of depth (in contrast to exp{-jkz) 
which varies rapidly with z). Note that the excess phase factor in Eqn. (A. l) is unity at the facial 
plane (z = 0). Eqns. (A.5) - (A. 7) relate the Gaussian-transducer parameters at the facial plane 
{Rx/0), wx/0), A} to the parameters of the piston transducer which is being approximated 
{Fx,y' ~·Y' U0}. The motivation behind the prescription is discussed in Ref. [12]. 
The astute reader will notice that our Eqn. (A.1) for the displacement field is equivalent in 
form to Eqn. (25) of Ref. [12] which describes the velocity potential. If we were strictly follow-
ing Ref. [12], we would obtain the z-component of the displacement field by taking the partial 
derivative of the velocity potential with respect to z, and then dividing by jco. This would lead to 
a much more complicated expression than the one given in Eqn. (A. l). However, the principal 
contribution to the a/CJz operation arises from the phase factor exp[-jkz]; if all other contributions 
are neglected, then Eqn. (A. I) results. Throughout this report, in order to keep the formalism 
relatively simple, we consistently neglect the small transverse (x and y) components of the dis-
placement field vector for the longitudinal beam. These components would be found by taking 
a1ax and a1ay of the velocity potential. It is consistent with this philosophy to also neglect the 
small contributions to the z-component of the field which arise from a1az of terms other than 
exp[-jkz]. 
Eqns. (A.l) - (A.7) suffice for evaluation of the incident displacement field in water. How-
ever, we desire to evaluate the field inside of the metal block. To propagate the field through the 
water/metal interface we make use of a paraxial transformation rule for the q-parameter. As 
discussed in Ref. [12], the rule is derived by using Snell's law to determine the effects of refrac-
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tion on the radii of phase curvature and on the lateral widths of the beam. The rules of geometri-
cal optics are applied, considering rays whose angles deviate only slightly from that of the 
central ray. 
Temporarily deleting the x or y subscript, the interface transmission rule for q may be 
stated as follows. Suppose that for the incident beam, the complex q parameter has the value CIJ 
at the location of the interface, and that the central ray of the beam strikes the interface at an 
angle 0a (measured from the nonnal to the tangent line). The interface is assumed to have a 
radius of curvature B which is taken to positive for a concave interface and negative for a convex 
one (as viewed from the incident-beam side). If va and vb denote the wave propagation velocities 
of the incident and transmitted beams, then the q-parameter for the transmitted beam, qT, is given 
by [12]: 
(A.IO) 
where the angle of refraction, 0b, is obtained from Snell's law 
(A.11) 
Eqns. (A.IO)- (A.11) are applied separately in the xz and yz planes to determine QTx and qTY' 
respectively. The radii of interface curvature, B1 and By, may, of course, be different in the two 
planes, and the same can be said for the angles of incidence. As discussed in Ref. [12], there are 
certain restrictions on the use of Eqns. (A.10) - (A.11) because the principal radii of curvature 
must coincide with the symmetry axes of the beam. 
To evaluate the displacement field in the metal, one propagates the beam to the interface 
using Eqns. (A.1) - (A. 7), and then propagates through the interface by multiplying the beam 
amplitude by the appropriate plane-wave transmission coefficient, and by applying Eqns. (A. IO) 
- (A.11). This determines a new Gaussian amplitude factor (A') and new q-parameters [Qx(z' = 0) 
and q,(z' = 0)] just beyond the interface, where a new coordinate system [x'y'z1 is introduced 
with z' aligned with the refracted central ray. Eqns. (A.1) - (A.7) are then applied in the new 
coordinate system to evaluate the field in the metal. This strategy is equivalent to viewing the 
field in the metal as being generated by a "new" Gaussian transducer located just beyond the 
interface, the properties of this "new" transducer having been determined from Eqns. (A.1-A.7) 
and the paraxial rules for transmission through an interface. In a bit more detail, the following 
steps are used to evaluate the field in the metal: 
1. The initial coordinate system (xyz) is established with origin at the center of the 
transducer's facial plane, and with +z pointing along the central ray direction. 
2. Eqns. (A.1) - (A.7) are used to describe the beam in water. The central ray will 
strike the interface after travelling some distance z1• Eqn. (A2) is used to evaluate 
the q-parameters in water at z = z1, and hence to determine the beam widths 
and excess phase terms at that depth. 
3. A new coordinate system (x'y'z') is established in the metal with origin at the point 
where the transducer's central ray strikes the interface, and with +z' pointing along 
the refracted central ray direction. 
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4. Eqns. (A.10) - (A.11) are used to find the "initial" q-parameters appropriate for the 
metal. qTx,y is then denoted q' x,y(z' = 0) to emphasize the association with the new 
coordinate system. 
5. The initial (complex-valued) amplitude for the Gaussian beam in the metal is taken 
to be 
A, = T Ar wx(O)wy(O) ]112 [ l abl Wx(Zi}Wy(zi) exp -azl • 
expUC'l'x(z1) +'If y(z1)-'l'x(O) -'l'y(O)- kzi]} 
Here Tab is the plane-wave interface transmission coefficient (for particle 
displacement) evaluated at the appropriate angle of incident (0J. 
All other terms on the right hand side of Eqn. (A.12) result from 
the evaluation of Eqn. (A. I) at position (x,y ,z) = (0, 0, z1) in the water. 
(A.12) 
6. Beginning with the known values of A' and q'x/z' = 0), Eqns. (A. I) - (A.7) (written 
now with primes on all quantities except t) are used to evaluate the field at any 
point (x', y', z' ~ 0) in the metal. 
This process can, of course, be repeated to propagate the beam through a series of distinct, iso-
tropic layers. 
The case of normal-incidence transmission through a planar interface is of particular inter-
est in the present work. In that event, the radii of interface curvature are infinite, and Eqn. 
(A.10) reduces to 
(A.13) 
Noting that A. is different on the two sides of the interface, Eqns. (A.8), (A.9) and (A.13) imply 
that the width parameters are unchanged by the transmission, and that the radii of wavefront cur-
vature each decrease by a factor of vb/va when the interface is traversed. When the six-step pro-
cedure is used to evaluate the displacement field in the metal, the simple form of Eqn. (A.13) 
leads to the following result. For the geometry and notation of Figure 2.3b, the displacement 
field at position (x1,y1,z1) in the metal block may be found by evaluating Eqn. (A.l) in water at 
position (x = x1, y = y., z = Zos + (v 1/v0)z1), assuming a= 0, and then multiplying by 
T01exp[-<XoZos-a1z1]. The term "in water" specifically means that the ultrasonic wavelength and 
wavenumber in water must be used for A. and k in Eqns. (A. l) and (A.4). z then plays the role of 
an effective waterpath. 
The relationship between the displacement field (1!) and the diffraction/focussing factor in 
the metal (C) is delineated in Fig. 3.6. For the normal-incidence, planar geometry of Fig. 2.3b 
we have 
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J w1(0)wy(0)] 1'2 • C{ro, x1, y1, z1) = 1.771 Wx(z)wy(O) expU ['lf1(z) + '1'y(z)-'1'1(0)-'1'y(O)]} · 
exp{-j [kx2/2ctx(z) + ky2/2qy(z)]} 
with 
k=ko 
and with 'l'x.y(z) and Cix.y(z) obtained using Eqns. (A.2) - (A.6). The magnitude of C, which 
appears in certain noise model formulas, is then given by 
J w1 (0)wy(0)] 1' 2 2 2 I C(ro, x1, y1, z1) I = 1.77vl wx(z)wy(z) exp[-x /w1 (z) -y /wy(z)] 
(A.14) 
(A .15) 
(A.16) 
From Eqns. (A.15) - (A.16), a number of useful results can be easily derived for circular, spheri-
cally focussed transducers. These include Eqns. (3.43) - (3.45) and (5.6) - (5.13) of the main 
text Expressions for C which are appropriate for inspections of cylindrical billets can be 
obtained by using the 6-step evaluation procedure with B1 = -R and By= oo, where R is the radius 
of the cylinder. 
2. GAUSS-HERMITE BEAM MODEL 
The Gaussian-beam displacement field of Eqn. (A. I) is one member of a family of Gauss-
Hermite fields which are approximate solutions to the linear, elastic wave equation under the 
Fresnel approximation. The Gauss-Hermite time-harmonic displacement fields are enumerated 
using two non-negative integers, m and n. For a given isotropic, attenuative medium, these 
fields may be written as 
U (x,y,z,t) = ~ eiwt GHm,n(x,y,z) 
-m,n 
where 
[ 
1 ] 112 [ w1 (0)wy(0)] 112 
GHm,n(x,y,z) = Am,n xm!n!2m+n Wx(z)wy(z) exp[-a.z]. 
expU [(2m + l)('lfx(z)-'1'1 (0)) + (2n + l)('lfy(z)-'l'y(O))-kz]} · 
exp{-j [kx2/2~(z) + ky2/2qy(z)]} · 
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(A.17) 
(A .18) 
-Again, ~ is a unit polarization vector, and ro, A., k, and a are the angular frequency of oscillation, 
wavelength, wavenumber, and attenuation respectively. HP is the Hermite polynomial of order p. 
Again the complex q-parameter at depth z is related to its initial value by Eqn. (A.2), and the 
excess phase terms ['l'x,y(z)] and beam widths [ wx,y(z)] are obtained from Clx,y(z) by using Eqns. 
(A.3) and (A.9). The initial values, Qx,y(O), are arbitrary. Am.n is an (as yet unspecified) ampli-
tude constant which is inserted for later convenience. If the Qx.y(z) terms are expanded using 
Eqn. (A.4), then the physical meanings of the various factors in Eqn. (A.18) can be more readily 
identified, as indicated in Fig. A.1. Transverse variations of the Gauss-Hermite fields are shown 
in Fig. A.2 for selected values of the indices. The Gaussian-beam field presented earlier in Eqn. 
(A.l) is seen to equal U0,0(x,y,z,t) if the choice A0,0 =A~ is made, and if Eqns. (A.5) - (A.7) are 
used to choose the initial values of Qx.r 
The Gauss-Hermite fields may be used as expansion functions for describing the time-
harmonic displacement field radiated by a given transducer. To describe the field in water, we 
again choose the xyz coordinate system (with origin at the center of the transducer's facial plane) 
as shown in Fig. 3.4. We then make a truncated expansion 
A • A • mmu 
U(x,y,z,t) = ~el(J)1 U(x,y,z) = ~el(l)l L, Cm.nGHm.n(x,y,z) 
- m,n=O 
(A .19) 
where I11max is typically chosen to be 30, and where the Am,n are chosen to be unity in Eqn. (A.18). 
The expansion coefficients, Cm,n' can be deduced from the known value of the displacement field 
on the facial plane (z=O) by using an orthogonality property of the expansion functions, namely 
J J = wx(O)wy(O) 2 0 .0 GHm,n(x,y,O)GH* m'.n'(x,y,O)dxdy 2 I Am,n I m.m n,n' (A.20) 
From Eqns. (A.19) and (A.20), one finds 
Cmn = 2 2 J J GH* mn(x,y,O)U(x,y,O)dxdy 
' Wx(O)wy(O) I Am,n I _ _ ' 
(A.21) 
In principle, the GHm.n form a complete expansion basis for (laterally-finite) beams for any 
fixed choice of qx/O). In practice, since the expansion basis is truncated, it is necessary to 
choose the initial beam width and wavefront curvature parameters in a reasonable manner so that 
the series converges rapidly. When treating the elliptical-element piston probe which was 
described earlier and is characterized by {ax, ay, Fu Fy}, we choose 
= 
1 
Rx,y(O) 7tW~.y(0) 
Rx}O) = -Fx,y 
wx,y(O) = ax/VS· 
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(A.22a) 
(A.22b) 
(A.22c) 
x 
~YLz 
Depth-dependent 
Amplitude factor 
GH m,n(x,y,z) ei rot = [ 
1 ] 112 [ Wx(O) wy(0)]112 • 
nm! n! 2m+n wx<z) wy(z) 
Attenuatio~ 
factor _a. z 
e 
Spheroidally-curved 
propagating wavefront ---------
• 
e i [ 2m+1)[ w, -w. <o) J e-(;J Hm(~ x} 
Figure A.1 
? 
"excess 
phase" 
factors 
e+~JH{~y) 
? (-J 
Gaussian Hermite polynomials 
functions of orders m and n 
with widths 
[ Wx, Wy , Rx, Ry , 'l'x , and 'l'y are simple functions of z.] 
Mathematical form of the Gauss-Hermite expansion functions. 
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Figure A.2 Transverse variations of several Gauss-Hermite expansion functions. 
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The choice of the factor of VS appearing in Eqn. (A.22c) is based upon empirical studies of the 
convergence rate in the far field [13]. For this choice of the initial q values, the expansion con-
stants are found to be 
Cm.n = ...J l ff exp(-x2/2-y2/2)Hm(x)H0 (y)dxdy 1tm!n!2m+n x2 +y2 ~ 10 (A.23) 
[assuming the choice Am.n = 1 in Eqn. (A.18)]. In deriving Eqn. (A.23), the displacement field on 
the facial plane of the transducer is assumed to be given by the obvious generalization (to 
unequal radii and focal lengths) of the expression in Fig. 3.4 (with U0 = 1). Notice that these 
"universal" expansion coefficients are independent of frequency and independent of the char~c­
teristics { 8x, ay, Fx, Fy} of the transducer being treated. Thus the constants can be accurately com-
puted once, using numerical integration, and then stored for later use in a variety of problems. A 
similar set of "universal" expansion coefficients can be found which are applicable for all 
bi-cylindrically focussed piston transducers having rectangular piezoelectric elements. Notice 
that Cm.n = 0 unless both m and n are even. 
The use of the GH functions to evaluate ultrasonic fields for a two-layer geometry (e.g., 
water/metal), essentially parallels the procedure outlined earlier for the Gaussian beam model. 
The calculation of the displacement field at a point in the metal is accomplished as follows: 
1. The amplitude constants, Am.n in Eqn. (A.18), are set equal to unity, and the 
transducer's displacement field in water is expanded using Eqn. (A.19). The 
initial q-parameters for the expansion are chosen in accordance with Eqns. (A.22), 
and the expansion coefficients are consequently given by Eqns. (A.23). 
2. The central ray will strike the water/metal interface after travelling a distance z1 in 
water. Eqns. (A.2), (A.8), and (A.9) are used to evaluate the q-parameters, beam 
widths, and excess phase terms at z = z1. 
3. A new coordinate system (x'y'z') is established with origin at the intersection of the 
central ray and the interface, and with +z' pointing along the refracted central ray 
in the metal. 
4. From the known values of qx.y(z = z1) on the "water" side of the interface, Eqns. 
(A. I 0) - (A.11) are used to find the q-parameters just inside the metal. These are 
taken to be the initial q-parameters, q'x.y(z' = 0), for the Gauss-Hermite expansion 
in the metal. 
5. The initial amplitude factor for each expansion function in the metal is taken to be 
[ 
wx(O)wy(O) ] 112 
A' m.n = TabAm,n ( ) ( ) exp[-az1] · 
Wx z1 Wy Z1 
where Tab, as before, is the plane wave transmission coefficient. The 
remaining terms result from the evaluation at z = z1 (in water) of the terms 
in Eqn. (A.18) which are independent of x and y. 
6. The displacement field at position (x', y', z') in the metal is evaluated using 
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(A.24) 
mmu 
U(x', y', z', t) = d'z· tdfJ:A L Cm.nGH' m.nCx', y', z') 
m,ncO 
(A.25) 
where GH' m.n is obtained from Eqn. (A.18) by attaching a prime (') to the relevant 
quantities {x,y,z,A,q, 'If, w,k,a} to denote values in the metal layer. 
The procedure can, of course, be extended to consider propagation through any number of 
material layers. Notice that in writing Eqn. (A.25), we take the view that the expansion coeffi-
cients do not change throughout the calculational procedure, but rather the expansion functions 
are altered as we pass from one layer to another. If desired, the Am,n factor can be eliminated 
from Eqn. (A.18), and Eqn. (A.24) can be thought of as relating the expansion coefficients in one 
layer to those in the next layer. Under this alternative view, (which is generally adopted during 
software development to save array space) both the expansion coefficients and the expansion 
functions are modified during transmission through an interface. 
The diffraction/focussing factor, C, can be readily identified by comparing the expression 
in Fig. 3.6 with Eqns. (A.18) and (A.25). The quantity G(z1) plays a role in the ISMTB and 
ISMBB noise models, and involves the integration of I c4 I over the x1y1 (or x'y') plane at depth 
z1 in the metal. This integration is performed numerically when the Gauss-Hermite beam model 
is used. 
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APPENDIX B: PROBABILITY DISTRIBUTIONS ARISING IN THE MONTE-CARLO 
NOISE MODEL 
In this appendix we present derivations for two formulas of interest in Monte Carlo 
calculations, namely, Eqns. (3.85) and (3.99). The first pertains to the distribution of grain sizes, 
and the second to the probability that a line segment is found to be enclosed within a grain. 
1. Grain Size Distribution Function 
In the Monte-Carlo algorithm, the grain centers are randomly and uniformly distributed 
throughout a region of the metal specimen. The radius of each grain is taken to be proportional 
to the (center-to-center) distance to its nearest neighbor, with the understanding that the sum of 
the volumes of the spherical grains equals the volume of the metal region considered. This 
scheme determines the distribution of grain sizes. We shall now derive a simple analytic formula 
for 
p (r, n) dr = probability that the radius of an arbitrary grain is 
between rand r + dr when there are n grains per unit volume. (B.1) 
We begin by considering a large volume V containing N = nV grain centers which we arbitrarily 
number from 1 to N. We define q (r, n) by 
q (r, n)dr = probability that the nearest neighbor to grain center 1 
is located between r and r + d r away from center 1. 
Any one of the remaining N - 1 centers could be the nearest neighbor, so 
_ _ _ ~ [probability that center i is the nearest neighbor] 
q(r,n)dr- £.J _ - _ 
i=2 and is between rand r+dr away 
(B.2) 
= ~ [probability that center i is located][probability that the other ] 
£.J - - - _ (B.3) 
i=2 between r and r + d r away N - 2 centers are further away than r 
By hypothesis, a given grain center is equally likely to be located at any point within volume V, 
and is independent of the locations of the centers of the other grains. Thus the probabilities in 
Eqn. (B.3) can be expressed as simple ratios of volumes: 
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q(r,n)dr 
N [ -2 -] V--xr
3 
= L 4xr dr 3 [ 
4 ]N-2 
i=2 v v 
[ 
4 -3 lnV-2 
=(nv-1{ 4it~dr] v-rr (B.4) 
Where we have also made use of N = nV. Strictly speaking, Eqn. (B.4) is true when center 1 is 
further than r from the boundary of the volume. For the unbounded case of interest to us here, 
we take the limit as V and N increase with fixed n = NN. Making use of the well-known limit 
formula 
lim [ b]x b x~oo 1--; =e- (B.5) 
we find in the limit as V ~ oo that Eqn. (B.4) becomes 
-3 
q{f ,n)dr = 4xnr2e-4xnr /3dr (B.6) 
We now assume that the radius (r) of each grain is proportional to its nearest-neighbor distance 
(r). Then 
r=cr (B.7) 
p(r,n)dr=q(~.n )~ (B.8) 
According to our volume conservation constraint, the number of grains per unit volume times the 
average volume of one grain must equal unity: 
(B.9) 
Using Eqns. (B.6) - (B.9), the integration is easily performed and one finds that c = 1, leading to 
3 
p(r,n) = 4xnr2e-4xnr 13 (B.10) 
Because c = 1 in Eqn. (B.7), there can be significant volume overlap(s) between a given grain and 
its nearest neighbor(s). These overlaps make up for the volumes of the isolated regions which lie 
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"between" grains in the model ensemble. (While some points of the metal volume are enclosed by 
more than one grain, others are enclosed by no grains whatsoever.) 
2. Line Segment Enclosure Probability 
Another quantity of interest in MCM calculations is 
P (L, n) = the probability that a line segment of length L arbitrarily placed in 
the model specimen is entirely enclosed within a grain (when the grain 
density is n) (B.11) 
To derive an expression for P(L, n) we again consider a large volume V containing 
N = n V spherical grains, and we enumerate the grains in an arbitrary fashion using the index 
i = l, 2, ... , N. We begin by writing 
N 
P (L, n) = 2', (probability that segment L is enclosed by grain i) 
i=l 
= N (probability that segment L is enclosed by grain 1) 
= N 
00J [probability that grain][probability that segment Lis inside of]dr 
1 has radius r grain 1 when grain 1 has radius r 
r=L/2 '- .J 
00 
= N J p(r,n)Q(L,r)dr 
r=L/2 
-y--
Q ( L,A) 
(B.12) 
(B.13) 
(B.14) 
(B.15) 
When writing Eqns. (B.12) and (B.13) we have tacitly assumed that the individual grains occupy 
distinct regions of space. Our spherical grains are known to partially overlap their neighbor(s); 
however, this overlap is simply a strategem to account for the missing volume between grains. 
Thus for the purposes of the present calculation, we will imagine that the grains occupy distinct 
(non-overlapping) volumes. The probability Q(L, r) defined in Eqn. (B.14) can be written as a 
ratio of volumes. To show how this can be done, we begin by designating one end of the line 
segment as the "left end" (le), the other as the "right end" (re), and the left-to-right direction as 
the positive x axis, as shown in Figure B.1. From the center of spherical grain 1 we remove a 
slice having thickness Lin the x direction. This leaves left and right spherical segments (or 
"caps"), each having volume Vss, as shown in the figure. The line segment of length L will be 
enclosed within the sphere only if either of two mutually exclusive events occur: the le of the line 
segment lies in the left spherical cap, or the re of the line segment lies in the right spherical cap. 
One or the other of these events will occur whenever the center (c) of the line segment lies in the 
shaded region of volume 2V SS shown in Figure B. lc. Since the center of the line segment is 
equally likely to be anywhere within the original volume V, the probability that it is situated such 
that the segment is enclosed by grain 1 is 
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1 .. e_-4c~-re ~+x 
1~ ... , 
L 
(a) 
sphere of radius r 
(grain 1) 
(b) (c) 
Figure B.1 Drawings pertaining to the probability of line segment enclosure. (a) Line segment 
of length L having left end, center, and right end points. (b) A slice of width L is 
removed from the center of the sphere, leaving two spherical segments each with 
volume V SS· (c) The spherical segments are shoved together fonning a shaded 
volume centered at the center of the sphere. If the center of the line segment is 
within this shaded region, the line segment will be entirely enclosed by the sphere. 
Q{L,r) = 2Vss 
v 
The volume of a spherical cap having height h and base radius b is 
(B.16) 
(B.17) 
where, in our case, the height and base radius are functions of the line segment length (L) and 
grain radius (r): 
L h=r--
2 
Thus from N = nV and Eqns. (B.10) and (B.15) - (B.18), it follows that 
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(B.18) 
41t2n2 oo 2 -4 3/3( L)2 P(L,n) = 
3 
Jr e 7tnr r-2 (4r+ L)dr 
L/2 
(B.19) 
Introduction of the dimensionless parameter 
(B.20) 
and some further manipulations leads to 
00 
P(L,n) = e-y -y113 J e-tt-1/ 3dt 
y 
=e-Y -yl/3rG,y) (B.21) 
where r(a,x) denotes the incomplete gamma function. We note that the formula for P(L, n) was 
written incorrectly in Ref. [31 ]. 
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APPENDIX C: RELATING MICROSTRUCTURAL FEATURES TO THE FIGURE-OF-
MERIT FOR GRAIN NOISE SEVERITY 
The noise models developed in Section III of this report had their origin in the ultrasonic 
measurement model of Thompson and Gray [8], which relates the voltage received by a trans-
ducer to the scattering amplitude of a single inhomogeneity in an otherwise isotropic homoge-
neous, effective, medium. Noise was then calculated from a superposition of the signals from 
the individual grains. A powerful advantage of this approach is that it naturally incorporates the 
effects of measurement parameters such as frequency, pulse duration, transducer radius and focal 
length, and waterpath. Moreover, the noise generating capacity of the material is described by a 
single factor, known as the Figure-of-Merit, which is given by the product ..Jn Arms as defined in 
Eqn. (3.42). Hence the model provides a very convenient and easily understood formalism to 
consider the effects of changes in both measurement system and material parameters on the 
backscattered noise. 
In the practical use of the ISMTB or ISMBB model, the FOM of a specimen can be 
straightforwardly measured, even for complex microstructures as was demonstrated in Section 
IIIB7. However, if one is attempting to calculate the FOM from first principles, some conceptual 
shortcomings become evident. Whereas it seems obvious to use the single crystal elastic con-
stants of a grain to describe the individual inhomogeneities, it is not as evident in what effective 
medium that anisotropic crystallite should be placed for the scattering amplitude calculation. For 
example, what averaging scheme (Voigt, Reuss, Hill, ... ) should be chosen to consistently define 
the effective medium, and how should attenuation be introduced? Moreover, although easy to 
apply to single-phase materials in which the inhomogeneities should be taken to be the individual 
grains, the generalization to two-phase materials is not so clear. In these alloys, the structure 
may have a number of dimensional scales ranging from microns (microstructure) to millimeters 
(macrostructure). It is not obvious which of these scales should be used when defining inhomo-
geneity in the calculations of Anns and the Figure-of-Merit, nor are the consequences obvious of 
neglecting inhomogeneities on the other scales. 
Answers to many of these questions have been provided by a complementary, Air Force 
sponsored research program conducted by J. H. Rose and described in detail in the separate 
report, "Detection of Hard Alpha Inclusions in Titanium Jet Engine Materials". Rose views the 
collection of grains as a medium with spatially varying density 
op(;) = P(;)-p (C.1) 
and elastic stiffness 
BCijkl(;) = cijkl(; )- cijkl (C .2) 
He then combines the electromechanical reciprocity relation of Auld [19] and the Born approxi-
mation to calculate the early time (only single-scattering events considered) backscattered signal, 
S(ro) [50]. This result is used to show that for a single-phased medium, the backscattered power, 
P(ro) =< S(ro)S*(ro) >is given by 
P(co) l 2 2 Jd
3yJd3y' < BCijk1(y)BCpqrs(y') > U~jU~.1U~.qU~~ (47tpCL) (C.3) 
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-where cL is the longitudinal wave speed, U~ denotes component i of the displacement field that 
would have been radiated by the transducer into a uniform solid (op = oC = 0), and ,j = a1axj [17]. 
The summation convention for repeated indices is assumed in Eqn. (C.3). 
This result plays a central role in answering the previously posed questions. First, it pro-
vides the basis for defining the proper choice of the effective medium. In particular, Rose shows 
that Eqn. (C.3) is equivalent to the predictions of the independent scattering model when the 
elastic constants of the effective medium are chosen in accordance with the Voigt approximation. 
That the Voigt approximation is appropriate is a consequence of the assumption, used in deriving 
Eqn. (C.3), that< S >= 0, i.e. that the ensemble-averaged backscattered voltage signal should be 
zero. 
Rose also comments on the proper choice of attenuation [17,50,51]. It is briefly noted that, 
if the second order Born approximation is employed (double scattering theory), the requirement 
of no coherent backscatter implies that the effective medium should have velocities and attenu-
ations that are predicted by the theory of Stanke and Kino (28]. This, in tum, implies that the 
single-scattering theories such as the independent scattering model should be extended to include 
double scattering if attenuation is to be included in a self-consistent way. 
After making the additional assumption that the elastic constant correlations and character-
istic functions (describing the shapes of the grains) vary independently, Rose then obtains 
explicit formulae for the backscattered noise (17]. This result led to Eqns. (3.56) - (3.60) of the 
present report, which relate the Figure-of-Merit of a single-phase microstructure to the single 
crystal elastic constants and certain parameters which are controlled by the distribution of grain 
sizes. 
Rose does not treat two-phase microstructures in the most general sense. However, Eqn. 
(C.3) strongly suggests that the controlling parameter is the two-point correlation between elastic 
constants, a quantity that is well defined for microstructures with multiple dimension scales. 
Hence, Rose's approach seems quite powerful in those more general cases. A first step in the 
treatment of general microstructures was to consider a two-phase material, under the assumption 
that the material property deviations vary randomly from crystallite to crystallite (18]. The result 
is an expression for the Figure-of-Merit which quantitatively describes the effects of two impor-
tant contributors to backscattering: the acoustic contrast between the phases, and the elastic ani-
sotropy of the crystallites of each phase. Simple comparisons to values of the Figure-of-Merit 
obtained in measurements reported elsewhere in this report were found to be "in the ballpark", 
despite the restrictive assumption of independent material property variations from crystallite to 
crystallite. 
As noted in Section VI, there can be significant correlations between crystallite orienta-
tions associated with the ~ ~ a. solid-state phase transfonnation that occurs during the process-
ing of titanium alloys. Generalizing the theory to take such correlations into account is a 
necessary subject of future work if the relationship of microstructure to noise is to be fully 
understood in commercial alloys. 
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