analyze kinds of problems in social network, in which the research of community structure is very important. This paper proposes an improved algorithm: An Improved BGLL Integrating Mutual Information (BGLLi), which stabilizes modularity, meanwhile fuses the index of mutual information, so that we can find the optimal threshold of modularity and reduce the running time of community partition effectively. The dataset adopts the Twitter dataset and the public Arxiv dataset, and the related experimental results have verified the effectiveness of the algorithm.
INTRODUCTION
With the rapid development of newer media and its application, people have taken part in the abundant social affairs increasingly through internet. Web social networks are entity networks combined by many linking relations, for example, people pay attention to the latest information of their friends and social celebrities from the micro-blog websites such as Twitter and Sina Weibo, and share their new matters with their friends and fans, or people make good friends and play interactive games on the Facebook or RenRen. Web social networks play an important role in people's daily lives, the interactivity and participatory between people and Web have promoted the transformation from the social behavior to the web behavior, from the realistic social relations to the web social relations, and from the social information to the web information [1] .
In recent years, with the development and perfectness of graph theory, probability theory and all kinds of geometry, web social networks also have developed energetically, in which the research on groups detection and relations analysis is particularly important, and the web social networks, widely used in the fields of information security, the trade relations, the social networks services, the groups communication behavior, the information recommendation and soon, is being taken seriously.
The nodes of social networks, according to the relationship, function, geographical situations and other factors can constitute different communities, that is to say the entire network is constituted by a number of "groups " or "communities". The nodes within each community connect with each other tightly, but the connection among the communities is relatively sparse. Revealing the structure of communities on the basis of the linking relationship [2] [3] [4] [5] [6] [7] plays an important role for us to understand and analyze the characters of networks.
Currently a large number of researchers, through sufficient analysis and researches on social networks, have got a lot of beneficial results. For example, Graph Partition Method [8] [9] [10] [11] [12] [13] [14] [15] , however graph partition requires specifying the number of desired groups in advance. Actually, we cannot get the number in advance, therefore the method cannot be applied for community detection directly. Divided Method [16] , but in the case of unknown number of community, the algorithm can't determine the right number of iterations. Agglomeration Method, the most representative is the agglomeration based on greedy algorithm proposed by [17] [18] [19] [20] [21] [22] [23] , according to the max Q, we can attain the optimal community structure from the dendrogram. Based on this method, [22] adopted heap as data structure to compute and update the modularity of community. According to the standard of modularity in the same way, a hierarchical agglomeration algorithm based on two stages to find the community structure is proposed in [23] . However with the increase of dataset, the iteration time of the first stage is also a bottleneck. Overlapping Community Detection [24] [25] [26] [27] [28] [29] [30] [31] [32] , which permit some nodes are often shared by many communities.
Community evolution chiefly study community state based on the change times, and analyzing the mechanism and cause will help us to understand the those changes [33] [34] [35] [36] [37] in the social network.
Our contribution: This paper researches on the features of social network, proposes an improved method based on the reference [23] , on the premise of the status that the running time of the first stage is large, ensures to maintain the little fluctuation of modularity of community, this paper proposes the assessment of integrating measure integrating mutual information so as to find the optimal threshold, ultimately reduce the running time of community partition. The related experimental results based on the public dataset have verified the effectiveness of the algorithm.
The structure of paper is as follows: the first part is introduction, the second part is the related work of link relationship, the third part mainly discuss the related work of community partition, the fourth part is the development trend of community partition, the fifth part is the improved algorithm of community partition based on the integration measure, the sixth part is the results and analysis of experiment, the last part is summary.
II. RELATED WORK OF LINK RELATIONSHIP
In the web social network, the analysis and study of the relationship between members are important issues. In the virtual network, there are few friends one often interacts in the buddy list, and these points affect each other and connect with each other closely, this bidirectional group has the smallest percentage in the web social network, but it is a stable core contact group in the community. While the one-way contact and passive contact accounts for from 2/3 to 3/4 of the total contact, and such contact is mostly established accidentally and is very unstable [2] .
The present research results mainly manifest the analysis of the relationship between social network members. In [3] , researchers suggest people establish the interpersonal relationship in reality through mail lists and the links between homepages. [4] establishes relationships between blog members through their blog links. [5] establishes cooperative relations between the social network by the cooperative blog authors.
A. Strong and Weak Relation
In "The Strength of Weak Ties" [6] published in 1973, Granovetter argues that scholars often focus on the effect of strong ties, and to some extent, neglect the role of weak ties. Undoubtedly, strong ties make people trust each other, reduce the uncertainty, help to overcome personal loneliness, and give individuals emotional support. Similar to the strong ties, weak ties also play the role that the strong ties play, but it more important role is that weak ties is conducive to transport information in a wider range , it is that the closed groups with strong ties cannot do. In this sense, Granovetter found the unique significance of weak ties. Granovetter also argues, the strength of relationship determines the nature of the information that individuals can obtain and the possibility of the purpose one can achieve. In Granovetter's survey, American society is a society with weak relation.
Bian Yan Jie, a Chinese scholar, puts forward an assumption of strong ties [7] . Namely Chinese society is not like the society of the United States with weak ties, but a society with strong ties. That is to say, in China it does not rely on weak ties which are able to access the information of the breadth and diversity, but depends on the strong relationship that can give definite and effective help. That is to say: Bian Yan Jie's theory on strong ties is a hypothesis in the specific circumstance in China.
B. SNS Distinguished According to the Strength of Ties
SNS with strong ties: Facebook, Renren, Happy net, LinkedIn, friends network. Because of a high degree of trust and the acquaintance with each other, the user will be very active if the privacy control is good enough. The features are that they are willing to interact with each other and exchange information because of high interactivity and people are friends in reality, and that the spread of information is confined within the circle of friends due to its nature of low spread.
SNS with weak ties: Twitter, Sina Weibo. They have a low degree of trust because of the privacy control problems and the broadcast mode. The features are a low degree of interactivity and a high degree of spread, celebrities or media often broadcast news, as long as the number of fans is large enough, there will be a very good broadcasting effect, as the information can be forwarded, a piece of micro-blog news of celebrities can be propagated to a certain depth.
III. RELATED WORK OF COMMUNITY PARTITION
One important character of social networks is the community structure of the network, this structure can be denoted a social network with weighted graph. On the weighted graph, the nodes indicate the people in the real lives, the edges indicate the many social relations between people, the weight of edge indicate the intimacy degree between people. The group structure of the graph indicate a group which are combined by kind of persons holding common attribute. Therefore we introduce some main algorithms of community detection as follows.
A. Graph Partition Method
The first heuristic method is Kernighan-Lin algorithm (KL) [8] . The algorithm solve graph bipartition problem. To begin with, the nodes can be divided two groups by the size; next, we gradually solve the optimal result by repeatedly exchange the nodes between the two groups. But the partition by KL depends heavily on the initial partition of the two groups, therefore, KL is used frequently for subsequent optimization based on other partition algorithms [9] .
The other one is spectrum bipartition [10] . The method is based on Laplace matrix so as to solve graph bipartition problem. A Laplace matrix of a network containing n nodes is a n*n symmetrical matrix M, diagonal element of M:m ii present the k i of degree of node i. Nondiagonal elements m ij are combined as follows: if node i has relation with node j, the value of m ij is -1, else the value is 0. The sum of elements in all rows and lists of M is 0, therefore, there must be a character value is 0, the corresponding character vector is 1=(1,1,…,1)T. Among the kinds of character vector corresponding nonzero value, the elements corresponding the same group is approximatively equal. The flaw of this algorithm is only divided the graph into two subgraghs, or even subgraphs. Therefore we cannot make sure the right amounts of subgraphs [11] .
Max-flow/min-cut theorem. Some people introduce an efficient max-flow method [12] , and solve the min-cut between two nodes. [13, 14] uses the max-flow to detect the community structure of Web, which require the amounts of edges pointing to the node inside of the community are larger than the amounts outside of the community [15] . Specifically speaking, we use the maxflow/min-cut theorem to solve min-cut from the source node to object node, and construct the community containing the source node by min-cut.
However graph partition need to confirm the amounts of group and even value in advance, we cannot learn the value in advance. Therefore the method cannot be applied for community detection directly.
B. Divided Method
The significant splitting method is proposed by Girvan and Newman [16] . They generalize Freeman's betweenness centrality to edges and define the edge betweenness of an edge as the number of shortest paths between pairs of vertices that run along it. Therefore all shortest paths between different communities must go along one of these few edges, and the edges connecting communities will have high edge betweenness. By removing these edges, the separate groups can be attained as follows:
(1) Calculate the betweenness for all edges in the network.
(2) Remove the edge with the highest betweenness. (3) Recalculate betweennesses for all edges affected by the removal.
(4) Repeat from step (2) until no edges remain. Since this calculation has to be repeated once for the removal of each edge, the entire algorithm runs in worstcase time O(m 2 n). But in the case of unknown number of community, the algorithm can't determine the right number of iterations.
C. Agglomeration Method
Agglomerative methods based on a wide variety of similarity measures have been applied to different networks. Some networks have natural similarity metrics built in [17] [18] [19] . Other networks have no natural metric, but suitable ones can be devised using correlation coefficients, path lengths, or matrix methods [20] .
Newman and Girvan [21] proposed the famous concept of modularity, which greatly promoted the research of community structure. They define a g * g matrix e whose component e ij is the fraction of edges in the original network that connect vertices in group i to those in group j. Then the modularity is defined as: 
where ||x|| indicates the sum of the elements of the matrix x. The value of Q measures the fraction of the edges in the network that connect vertices of the same type minus the expected value of the same quantity in a network with the same community divisions but random connections between the vertices. A naive implementation runs in time O((m + n)n), or O(n 2 ) on a sparse graph. Based on the algorithm, Clauset et al [22] proposed a new greedy algorithm which adopt heap as data structure to compute and update the modularity of community, the computation speed was improved. In the updated algorithm, rather than maintaining the adjacency matrix and calculating (3) Repeat step (2) until only one community remains. However the whole running time of this algorithm is also not very efficient, and can't be applied to large scale network.
Blondel et al [23] proposed a kind of agglomeration algorithm which can detect the hierarchical structure of communities, that is called BGLL. This algorithm can be divided into two stages: At the first stage, each node of a network can be seen as a community. Then, for the random nodes, such as i, j, researchers compute the corresponding increment of modularity ΔQ when the node i join the community containing node j, and they decide whether the node i join or not according to ΔQ. The process of merger repeats until the entire network can't generate newer merger. At the second stage, firstly they construct a new network, the nodes of the new network are the communities from the first stage, then run the algorithm of the first stage to detect communities so as to get the community structure of the second stage. And so on, until it can't detect new community structure with higher hierarchy.
Part of the algorithm's efficiency results from the fact that the gain in modularity ΔQ obtained by moving an isolated node i into a community C can easily be computed as follows:
where in  is the sum of the weights of the links inside C, tot  is the sum of the weights of the links incident to nodes in C, k i is the sum of the weights of the links incident to node i, k i,in is the sum of the weights of the links from i to nodes in C and m is the sum of the weights of all the links in the network. However, with the increase of dataset, the iteration time of the first stage is also a bottleneck.
D. Overlapping Community Detection
In the actual network, some nodes are often shared by many communities, it means that there is overlap between communities. Overlapping community structure has been widely studied [24] [25] [26] [27] [28] [29] [30] [31] [32] . In [24] , the community structure is uncovered by k-clique percolation and the overlaps between communities are guaranteed by the fact that one node can participate in more than one clique, which is referred to as Clique Percolation Method (CPM). Th is Method is the most widely used method in the overlapping community, the main concept of the Method: interior community has higher edge density, and internal edges of communities may form big cliques; but it is nearly impossible that the edges between communities can form bigger cliques. Palla and others propose to define the community by the percolation of k-clique (as shown in Figure1), allowing overlap exists between communities. If two k-cliques share k-1 nodes, it says they are contiguous. The percolation of K-clique can only occur between adjacent k-cliques. All the k-cliques flowed by a k-clique through the percolation are called kclique communities. One of the advantages of the CPM method is that it can distinguish between random network and the network with the community structure. The inadequacy of the algorithm is that if there are more cliques exist in the network, CPM algorithm will fail for the network in which there are rare cliques, also there are not appropriate means to guide the choice about Parameter k. In [30] , the authors proposed a general framework for extending the traditional modularity to quantify overlapping community structure, however, the framework is hard to extend to large scale networks. Evans et al. [31] proposed a method to identify the overlapping community structure by partitioning a line graph constructed from the original network. This method only allows the communities to overlap at nodes. Shen et al [32] proposed the Eagle algorithm which can detect the hierarchy and overlap of the communities concurrently, the effect is good.
IV. DEVELOPMENT TREND OF COMMUNITY PARTITION

A. Community Evolution
Community evolution include the following changes: formation, growth, contraction, merging, splitting, death and so on (as shown in Figure 2 ). The research of community evolution is at a primary stage, the reasons are chiefly as follows: (1) community detection of static topological network are still a problem which contain greater dispute and are not solved better ; (2) it is lack of some data containing time tag for analyzing the community evolution.
Hopcroft et al [33] studies firstly the community evolution, they analyze the snapshot based on different times from NEC CiteSeer Database, the method adopted is agglomeration algorithm. By analyzing the community structure of network based on different snapshot, and trailing the evolution of every community, we will find that the appearance of new community always generate new research field, which is an interesting phenomenon. Palla et al [34] analyzes systematically the community revolution firstly, the adopted data come from the network of mobile phone in one year and the network of scientist collaboration based on gelatinous matter field, the experimental result show the small community is stable, but the large one change drastically [35] .
Recently, by the theory and evaluation of link prediction, Liu et al [36] evaluates the algorithms of link prediction based on different evolution models, so that we can compare qualitatively the result of evolution models indirectly. Based on theory of link prediction, Wang et al [37] builds up a hierarchy for evaluating evolution models based on maximum likelihood estimation, the experimental result show that adopting new parameter based on a fair-scale and real network can generate an approximately real network, meanwhile the evaluation frame can offer suggestion to choose parameters of model. 
B. Multi-Scale Problem
Multi-scale Detection of community arouse people's wide concern recently, some famous journal (such as Nature, Science, Pnas) publish these papers about the problem [38] [39] [40] . Multi-scale and hierarchy have close connection but difference. Multi-scale pay much greater attention to the topological characteristic of network on different scales, but hierarchy concern the hierarchical phenomena. Therefore, multi-scale is an important field for web social network [41] .
V. COMMUNITY PARTITION INTEGRATING MUTUAL INFORMATION
A. Problem Definition
The current algorithms mainly use modularity to evaluate the effectiveness of community partition, in order to obtain the maximum modularity Q(Modularity), they always need many iterations, and consume a lot of running time T(Time); Moreover, they are lack of the evaluation on the M(mutual information) when pursuing the maximum modularity. Therefore how to reduce the running time effectively and meanwhile maintain the modularity and the mutual information? Because the value of Q and M are interval between 0 and 1, we hope to get the value of F max , of which F=ε *Q + (1-ε )*M, ε is a factor which represents the weight of Modularity or Mutual information, meanwhile T min is guaranteed, based on this, it can achieve a kind of expedient balance, these are the problems to be solved in this paper.
B. The Limitation Analysis of BGLL
As for BGLL, the first stage will account for the majority of running time, because the evaluation threshold ΔQ is a minimum, that is to say we need the maximum iteration to increase the modularity of communities when partition communities every time. However, compared to the final increasing of modularity, the running time consumed is out of proportion, therefore it is the focus of this paper.
C. Concept Introduction 1) Benchmark Method:
Testing the community detection algorithm means analyzing a network with a well-defined edge relationship and community structure. It is highly regrettable that we can't have many instances of real networks whose modules are precisely known. The most famous benchmark for community detection is GN benchmark introduced by [16] , but the scale of data is limited. In this paper we adopt a realistic benchmark [42] for community partition, which extends the former benchmark, and ultimately generate a similarity artificial network based on more features of the real network, such as the number of nodes, average degree, maximum degree, exponent for the degree distribution, exponent for the community size distribution and mixing parameter.
2) Normalized Mutual Information:
In order to assess the effect of community partition, we adopt the normal mutual information (NMI) proposed by [43] . Graph G is given, the real purpose is that we can check the structure and feature of G. Let us define A is the real structure of G, containing CA sub-communities. We can run an algorithm of community partition Ф on the graph G, we can get the structure B, containing CB subcommunities. So we can define a matrix N(CA*CB), in which each row represents one community of A, and each column represents one community of B. The element of N, N ij represents the number of nodes in the real community i that appear in the found community j(by algorithm of community partition Ф). Therefore the assessment measure of community partition based on information theory can be denoted as: 11 11 2 log( ) ( , ) log log
The sum over row i of matrix N ij is denoted N i , and the sum over column j is denoted N j , |N| presents the number of all the nodes. The NMI [43] ranges from 0 to 1, therefore the higher the value of the NMI, the better the algorithm of community partition works.
D. Community Partition based on Integration Measure
1) Main Idea
According to the features of BGLL, it will take the majority of the running time at the first stage. We plan to choose a suitable threshold to avoid much more iterations. In the original research of increasing maximum modularity, threshold is a minimum. If researchers increase threshold randomly, it will speed up the running time indeed, but it will also cause the fluctuation or reduction of modularity, meanwhile lack of the rule of increasing the scale. In order to ensure the effect of community partition, and maintain the modularity, this paper proposes the improved algorithm BGLLi (BGLL Integrating Mutual Information), finds the most suitable threshold by integrating mutual information, and ends the iteration in advance so as to improve the efficiency of community partition.
2) Main Steps
The main steps as follows, as shown in Algorithm1 (As shown in Figure 3) .
(1) On the basis of the obtained dataset, run the BGLL by threshold with different scales, and count the attribute of dataset;
(2) Based on the step 1, we can get the modularity Q and running time T; (3) According to the attribute of step 1, we make use of benchmark to generate a similar manual dataset including the edge relationship and the community structure. Meanwhile based on the current threshold, we carry out community partition so as to compute the value of NMI, and assess the effect of community partition (As shown in Figure 4 ).
(4) Compute the IMS (Integration Measure Score), the value contains the two index of modularity and mutual information, which can be used to contrast and analyze, the formula is as follows:
(ε is a controlling factor, the numeric area is 0< ε <1, so as to coordinate the proportion between NMI and Q) (5) As for the T(time) and the corresponding IMS(Integration Measure Score), researchers select optimal threshold θ as the evaluation criterion which helps to bring into BGLL algorithm, and finally realizes the process of community detection based on BGLLi.
P.S. The evaluating criterion of optimal threshold θ is as follows: construct the regression analysis of T and IMS on the basis of threshold of θ, T=f(θ)and IMS=g(θ), ensure Tmin and Δ IMSmin, researchers select θ min as the optimal threshold. 
VI. RESULTS AND ANALYSIS OF EXPERIMENT
A. Experiment Data 1) Twitter DataSet
We Crawled twitter data [44] from internet during April 2012, each vertex in the network represents a person, and each edge represents that the two persons are friends, as shown in Table 1.   TABLE I.  STATISTICS OF TWITTER DATASETS   DataSet #Vertice #Edge  1w  9084  9764  2w  22748  23956  5w 50307 53100
2) Arxiv DataSet
We extract five read-life academic collaboration networks from the paper lists of the e-print arXiv [45] during April 2003, they are from the fields of General Relativity and Quantum Cosmology, Astro Physics, High Energy Physics (Phenomenology), High Energy Physics (Theory), gh-energy physics theory citation network respectively. Each vertex in the network represents an author, and each edge represents the two authors have collaborated in a paper, as shown in Table 2 . 
B. Analysis of Experiment Results
On the Twitter dataset, the performance comparison between CNM and BGLL As shown in the figure 5, X-axis represents the dataset in different scales; Y-axis represents the Time, Modularity and NMI from left to right.
As for the CNM (green) and BGLL (blue), based on twitter dataset, researchers compare and analyze them, and in the aspect of Time, with the increase of data scale, the effectiveness of BGLL is better and has a great advantage. This is related to the local judgment criterion of CNM; the difference of their modularity is very little; and in the aspect of NMI, BGLL performs better. Therefore this paper improves the BGLL so as to attain the most stable communities. On the Twitter dataset, the performance change trend of BGLL As shown in Figure 6 , it can be divided into two rows from top to bottom, the X-axis represents Threshold (different scales), the Y-axis of the first row represents Modularity, the Y-axis of the second row represents NMI, the three columns from left to right represent different scales of twitter dataset: 10 thousand, 20 thousand, 50 thousand.
As shown in the first row, when the scales of dataset (10 thousand, 20 thousand) are not large, the agglomeration of communities easily occurs between nodes and their adjacent nodes. Therefore, the modularity is the maximum when the threshold is a minimum; and then with the increasing of threshold, modularity begins to decrease slowly and finally tends to be stable. Along with the increasing of dataset (50 thousand), modularity firstly rises and tends to be stable later with the increasing Figure 8 . The modularity and NMI of BGLL Figure 9 . Trends of IMS and T based on different thresholds of threshold. The reason is that the linking structure of network trends to be more complex, with the increasing of dataset scale. Firstly the threshold is a minimum, the agglomeration of communities always occurs between nodes and their adjacent nodes. These may form a kind of inappropriate community partition, consequently cause the decreasing of modularity; but with the slowly increasing of threshold, the nodes will not agglomerate with the unsuitable adjacent nodes but choose to agglomerate with more suitable ones or groups, and finally improve the modularity of entire network structure.
As shown in the second row, with the increasing of threshold, the NMI firstly rises and tends to be stable later, according to different scales of dataset, NMI has certain fluctuations when the threshold is larger, but there is a generality that NMI has a stable domain of fluctuations within the threshold.
Therefore, researchers compare the top row with the bottom row, from the corresponding stable domain of the modularity and the NMI, the threshold interval is from 0.2*0.001 to 1.2*0.001, this will be the focus of our study.
On the Twitter dataset, the trends of IMS and T on the basis of BGLL.
As shown in Figure 7 , the X-axis represents threshold(different scales), the Y-axis of the first row represents time, the Y-axis in the second, the third or the fourth row is IMS( the controlling factor ε = 0.1, 0.4, 0.7), the three columns from left to right represent different scales of twitter dataset :10 thousand, 20 thousand, and 50 thousand.
With the increasing of threshold, the running time (the first row) decreases gradually. Meanwhile according to datasets with different scale, the changing trend of Integration Measure Score (IMS) (the other rows) is consistent based on different controlling factor ε, that is to say the fitting of modularity and mutual information is robust, and the slow increasing is related to the high hub of twitter dataset. Therefore according to the evaluating criterion of optimal threshold in this paper, the researcher set threshold as 0.4* 0.001 which can ensure stable IMS and reduce the running time effectively, and finally can attain an ideal result. As shown in Figure 8 , the X-axis represents Twitter dataset (in different scales), the Y-axis of the first sub-graph represents time, and the Y-axis of the other sub-graphs represents IMS( control factor ε=0.1, 0.4, 0.7 ). Compared with BGLL, the advantage of BGLLi is obvious, when the dataset scale are 10 thousand, 20 thousand,50 thousand, the proportion of saving time are 33.33%, 32%, 31% respectively.
Apply BGLLi to the Arxiv dataset As shown in Figure 9 , the X-axis represents Arxiv dataset(in different scales), the Y-axis of the first subgraph represents time, and the Y-axis of the other subgraphs represents IMS(control factor ε=0.1, 0.4, 0.7). Compared with BGLL, (1) BGLLi can maintain a stable Integration Measure Score (IMS), with slight superiority. (2) on the index of running time, BGLLi speeds up the running time, on the five datasets with different scales, the proportion of saving time are 35.76%, 66.99%, 21.58%, 19.30%, 31.52% respectively. The result shows that, by integrating mutual information, applying BGLLi to other datasets, can stabilize the modularity and meanwhile reduce the running time of community partition effectively.
VII. SUMMARY
On the premise of considering modularity, this paper proposes the improved BGLLi algorithm on the basis of mutual information. According to the Integration Measure Score (IMS), we can choose the optimal threshold so as to accelerate the process of community partition. The related experimental results have been validated within different datasets. Perhaps we hope to provide a novel viewpoint to help to understand the community partition.
