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Abstract
Feedback controllers for port-Hamiltonian systems reveal an intrinsic inverse optimality property since each passivating state
feedback controller is optimal with respect to some specific performance index. Due to the nonlinear port-Hamiltonian system
structure, however, explicit (forward) methods for optimal control of port-Hamiltonian systems require the generally intractable
analytical solution of the Hamilton-Jacobi-Bellman equation. Adaptive dynamic programming methods provide a means to
circumvent this issue. However, the few existing approaches for port-Hamiltonian systems hinge on very specific sub-classes
of either performance indices or system dynamics or require the intransparent guessing of stabilizing initial weights. In this
paper, we contribute towards closing this largely unexplored research area by proposing a time-continuous adaptive feedback
controller for the optimal control of general time-continuous input-state-output port-Hamiltonian systems with respect to
general Lagrangian performance indices. Its control law implements an online learning procedure which uses the Hamiltonian
of the system as an initial value function candidate. The time-continuous learning of the value function is achieved by means
of a certain Lagrange multiplier that allows to evaluate the optimality of the current solution. In particular, constructive
conditions for stabilizing initial weights are stated and asymptotic stability of the closed-loop equilibrium is proven. Our
work is concluded by simulations for exemplary linear and nonlinear optimization problems which demonstrate asymptotic
convergence of the controllers resulting from the proposed online adaptation procedure.
Key words: port-Hamiltonian systems; optimization-based controller design; adaptive control; dynamic optimization problem.
1 Introduction
In recent years, systematic modeling of dynamical multi-
physics systems in port-Hamiltonian (pH) form has be-
come increasingly popular in a wide range of applications
such as acoustics [1], aerospace [2], robotics [3,4,5], power
electronics [6,7], and energy systems [8,9], just to name a
few. Due to their specific geometric, energy-based struc-
ture with power-conjugated port variables and a Hamil-
tonian representing the total stored energy in the system,
pH systems constitute inherently passive systems [10,
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Chapter 6-7]. Thus, pH system representations are well
suited for system analysis and control design based on
passivity arguments. Besides feedback interconnection of
passive systems as in Control by Interconnection (CbI),
a common theme in standard passivity-based control is
the passivation and asymptotic stabilization (under an
additional detectability condition) via static state feed-
back u(x) = −k(x) [11, Chapter 2.4],[10, Chapters 5,7],
[12,13].
For the passivity-based state feedback controller design,
an inverse optimality property can be characterized in
both continuous [11, p. 107ff.],[10, Theorem 3.5.1] and
discrete time [14]. For time-continuous, input-affine non-
linear systems
x˙(t) = f(x(t)) + g(x(t))u(t), (1)
it states that an input u(x) = −k(x) is optimally sta-
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bilizing with respect to the specific performance index
J(x(t),u(t)) =
1
2
∫ ∞
t0
`(x(t)) + u>(t)u(t) dt (2)
with
`(x(t)) = −∂
>V (x(t))
∂x
f(x(t)) +
1
2
k>(x(t))k(x(t))
(3)
if and only if the open-loop system is output feedback
passive with positive-definite storage function V (x(t))
and provided that some detectability condition is ful-
filled, see [10, p. 54ff.],[11, Theorem 3.30] for a detailed
discussion.
However, classical, passivity-based control methods are
in general not designed for optimal control problems in
a more practical setup, where the “forward” solution to a
given, arbitrary optimization problem with a general La-
grangian performance index is sought. In this paper, we
address such general optimization problems subject to
input-state-output port-Hamiltonian system (ISO-PHS)
dynamics, this is
min
u(t)
1
2
∫ ∞
t0
(
r(x(t)) + (u(t))>S(x)u(t)
)
dt (4a)
s.t. x˙(t) = (J(x(t))−R(x(t)))∂H(x(t))
∂x(t)
+G(x(t))u(t). (4b)
with state vector x ∈ Rn, input vector u ∈ Rm,
skew-symmetric interconnection matrix J ∈ Rn×n,
positive-semidefinite dissipation matrix R ∈ Rn×n,
input matrix G ∈ Rn×p, positive-definite Hamilto-
nian H : Rn → R≥0, positive-definite r : Rn → R>0
and positive-definite S ∈ Rm×m. The system (4b) is
equipped with the passive output
y(t) = G>(x)
∂H(x(t))
∂x(t)
. (5)
The following section provides an overview of current
research in optimization-based control for ISO-PHSs.
1.1 Related Work
In the case of linear ISO-PHSs, the Hamiltonian H(x)
is quadratic, which allows to calculate an optimal con-
troller by using state-dependent Riccati equations [15].
In [16,17,18], the necessary conditions which follow from
Pontryagin’s Maximum Principle are used to derive an
explicit expression for the optimal feedback controller,
provided the Hamiltonian of the system is quadratic.
The authors in [19] provide full- and reduced-order LQR
controllers for linear ISO-PHSs. Further extensions of
LQ-optimal control for pH systems are given for stochas-
tic or infinite-dimensional spaces [20] and boundary con-
trol systems [21].
While there is a rich theory available for the linear case,
the general solution of optimal control problems for non-
linear ISO-PHSs remains challenging due to the neces-
sity of explicitly solving the Hamilton-Jacobi-Bellman
Equation (HJBE), which is a nonlinear PDE and thus
hard to solve. This issue can be circumvented by ap-
plying adaptive dynamic programming (ADP) methods.
If the performance index of the optimal control prob-
lem has a specific structure and the system dynamics is
given by a Hamiltonian system with controlled Hamilto-
nian H(x,u), iterative learning control [22,23] and iter-
ative feedback tuning methods [24] have been proposed.
For the specific sub-class of fully actuated mechanical
pH systems, the authors in [25] propose an adaptive
path-following controller from a training trajectory us-
ing Bayesian estimation. [26] and [27] use actor-critic re-
inforcement learning schemes to minimize the error be-
tween the resulting closed-loop system and a given de-
sired closed-loop system without the need of explicitly
solving the matching PDE of the employed passivity-
based controller. However, these approaches suffer from
the dissipation obstacle, according to which the Hamil-
tonian can only be shaped for coordinates that are not
affected by physical damping. Thus, the Hamiltonian of
the desired closed-loop system can not be freely chosen.
A profound overview on recent adaptive and learning-
based control methods for pH systems can be found in
[28]. If the optimization problem is convex and the per-
formance index depends only on the final value of x,
applying the primal-dual gradient method results in a
controller which is again port-Hamiltonian [29]. This
method is convenient for a wide range of practical appli-
cations and easy to implement [30,31]. However, it does
not allow to take the transient behaviour of the state or
input trajectories into account in the optimization prob-
lem.
For the more general class of time-continuous input-
affine nonlinear systems, ADP methods [32,33,34] are
proposed where the optimal value function V (x) is iter-
atively found using a weighted sum of basis functions.
However, a proper set of initial weights leading to a sta-
bilizing controller has to be found by educated guessing.
Overall, in the existing literature on optimal control of
ISO-PHSs either the performance index or the system
dynamics or both remain limited to some very specific
sub-classes. Likewise, ADP methods for ISO-PHSs as
well as for the more general class of time-continuous,
input-affine nonlinear systems are usually not construc-
tive in the sense that they require the intransparent
guessing of initial weights for a stabilizing value function
candidate. To the best of the authors’ knowledge there
exist no explicit control schemes for the dynamic op-
timal control problem (4) with generalized Lagrangian
2
performance index and a general ISO-PHS.
1.2 Main Contribution
In this paper, we address this issue by developing a
time-continuous adaptive feedback control strategy for
the dynamic optimization problem (4). The initial step
of our design is based on a trick originally outlined in
[35]. By multiplying the system dynamic constraints
(4b) with the gradient of a control-Lyapunov function
(CLF) V (x), we obtain a Modified Optimal Control
(MOC) problem that allows for an analytical solution of
an asymptotically stabilizing u(x(t)) = −k(x(t)). How-
ever, as a consequence of the modification, the MOC
control law is optimal to an unintentionally modified
objective function.
To achieve optimality with respect to the original op-
timization problem (4), we extend the MOC law by a
gradient-based adaptation for the CLF. This ensures
convergence of the CLF to the value function of (4) and
results in an explicit controller for optimization prob-
lem (4). Furthermore, we derive necessary and sufficient
conditions for Hamiltonians to be CLFs and show that
if the Hamiltonian is a CLF, we are able to provide sta-
bilizing initial weights for our adaptation strategy. Fi-
nally, we prove (asymptotic) stability of the closed-loop
system equilibrium.
1.3 Paper Organization
The outline of this paper is as follows. In Section 2, we
summarize the main results of [35] and set them in the
context of ISO-PHSs. After presenting an analytical so-
lution of the MOC problem, we derive necessary and suf-
ficient condition for the HamiltonianH(x) being a CLF.
In Section 3, the modified optimal controller is enhanced
by a learning procedure in order to achieve optimality
with regard to the original problem (4). The resulting
adaptive optimal controller is proven to be (asymptoti-
cally) stable. Section 4 presents both linear and nonlin-
ear examples showing the asymptotic convergence and
optimality of the proposed control law. A discussion and
outlook on further research directions in Section 5 con-
cludes our work.
1.4 Notation
Both vectors and matrices are written in boldface. All
vectors defined in the paper are column vecotrs a =
coli{ai} = col{a1, a2, . . .} with elements ai, i = 1, 2, . . ..
All-zeros and all-ones vectors of dimension n are denoted
by 0n and 1n, respectively. The (n× n)-identity matrix
is denoted by In. Positive-semidefinite and -definite ma-
trices or functions are denoted by  0 and  0, respec-
tively. Equilibrium variables of the state x(t) ∈ Rn are
marked with a star and shifted values with respect to an
equilibrium are marked with a tilde, i.e. x˜(t) = x(t)−x?.
For vectors a, b of the same size we write a ≥ b if each
component in a is greater than or equal to the corre-
sponding component in b. The set B(x(t), ε) denotes a
ball of radius ε > 0 around x(t). To allow distinction
from the Hamiltonian H of the ISO-PHS, the Hamil-
tonian function of the optimization problem is denoted
by H. For clarity of presentation, the time dependence
(t) of the variables is not explicitly mentioned anymore,
unless it is essential for transparency of the statements.
2 Modified Optimal Control for Port-Hamilto-
nian Systems
The starting point of our work is based on the MOC
approach originally outlined in [35]. If the constraints
(4b) are projected via the gradient of a CLF onto R, an
MOC problem
min
u
1
2
∫ ∞
t0
(
r(x) + (u)>S(x)u
)
dt (6a)
s.t. V˙ (x) =
∂>V (x)
∂x>
(
(J(x)−R(x))∂H(x)
∂x
+G(x)u
)
, (6b)
arises, which can be solved analytically by a static state
feedback u(x) = −k(x). However, the resulting feed-
back is in general not optimal with respect to the original
problem (4) and a suitable CLF must be found. While
the former has not been addressed in literature yet, the
latter is a stumbling block for general input-affine nonlin-
ear systems [36]. In the case of ISO-PHSs, however, the
Hamiltonian H(x) presents a natural CLF candidate.
After revising the MOC approach [35] in Section 2.1, we
show in Section 2.2, to what extent CLFs can be found
naturally in ISO-PHSs by using the Hamiltonian H(x).
Finally, in Section 2.3 we discuss the relationship be-
tween MOC and Optimal Control by deriving necessary
and sufficient conditions on the Modified Optimal Con-
troller to be an optimizer of the original problem (4).
This will form the basis for the following derivation of
our learning procedure.
2.1 Introduction to Modified Optimal Control
Definition 1 (Control-Lyapunov function) [37,
p. 46] A CLF for the system
x˙ = f(x,u), x ∈ Rn, u ∈ Rm (7)
with f(0n,0m) = 0n is a radially unbounded, positive-
definite function V : Rn → R, fulfilling
∀x 6= 0n : inf
u
{
∂>V
∂x>
f(x,u)
}
< 0. (8)
3
For input-affine nonlinear systems (1), condition (8) is
equivalent to [36, p. 641]
∂>V
∂x>
G(x) = 0m ⇒ ∂
>V
∂x>
f(x)
{
< 0, x 6= 0n,
= 0, x = 0n,
(9)
since for the case ∂
>V
∂x>G(x) 6= 0 it is always possible to
find an input u fulfilling (8).
It is well known that a CLF ensures the existence of an
input u = −k(x) such that the closed-loop system is
asymptotically stable [38]. In particular, provided that
a suitable CLF is given, it was shown in [35] how for
general input-affine nonlinear systems (1), the following
MOC problem can be solved explicitly:
Proposition 2 [35] Let V (x) be a CLF of (1). Then an
exact solution of the MOC problem
min
u
1
2
∫ ∞
t0
r(x) + u>S(x)udt (10a)
s.t. V˙ (x) =
∂>V
∂x>
(
f(x) +G(x)u
)
. (10b)
with r(x)  0, S(x)  0 is given by
u? = −S(x)−1G>(x)∂V
∂x
Υ(x) (11)
where
Υ(x) :=
fΥ +
√
(fΥ)2 +QΥ · SΥ
SΥ
, (12)
fΥ(x) :=
∂>V
∂x>
f(x) (13)
SΥ(x) :=
∂>V
∂x>
G(x)SG>(x)
∂V
∂x
(14)
QΥ(x) := r(x). (15)
PROOF. The proof follows the lines of [35] and is listed
here for the sake of completeness. For optimization prob-
lem (10), we get the Hamiltonian
H(x,u,Υ) =1
2
r(x) +
1
2
u>S(x)u
+ Υ
∂>V
∂x>
(
f(x) +G(x)u
)
(16)
with scalar Lagrange multiplier Υ. Application of the
control equation
∂H(x,u,Υ)
∂u
!
= 0 (17)
leads to (11). From the HJBE for time-invariant systems
0 = min
u
H(x,u,Υ) (18)
we get
0 =
1
2
r(x) + Υ
∂>V
∂x>
f(x)
− 1
2
Υ2
∂>V
∂x>
G(x)S−1(x)G>(x)
∂V
∂x
. (19)
Since (19) is a quadratic function in Υ, it has the explicit
solution
Υ(x) =

fΥ ±
√
(fΥ)2 +QΥ · SΥ
SΥ
, ∂
>V
∂x>G(x) 6= 0,(20a)
−QΥ
2fΥ
, ∂
>V
∂x>G(x) = 0,(20b)
where (13)–(15) are used for compactness of notation.
Note that the “+” solution in (20a) implies Υ(x) > 0,
whereas the “−” solution in (20a) is discarded (cf. (12))
since it implies Υ(x) < 0 which always leads to an unsta-
ble solution. Moreover, we note that ∂
>V
∂x>G(x) = 0 im-
plies ∂
>V
∂x> f(x) < 0, since V (x) is a CLF. It can be shown
[39, pp. 88, 186] that the Lagrange multiplier Υ(x) in
(20) is continuous even for the case ∂
>V
∂x>G(x) = 0.
Hence, it can be fully described with (12) and the dis-
tinction of (20) is not necessary. 2
Remark 3 For each equilibrium of the closed-loop sys-
tem (1), (11)–(15), asymptotic stability and even hyper-
stability can be proven [39, p. 91ff.]. For this purpose,
V (x) serves as a Lyapunov function, and with the help
of the HJBE (18)
min
u
H(x,u,Υ) = 1
2
r(x) +
1
2
(u?)>S(x)u? + ΥV˙ (x)
= 0, (21)
the negative definiteness of V˙ (x) can be ensured, since
∀x 6= 0n : V˙ (x) = − 1
2Υ(x)
(
r(x) + (u?)>S(x)u?
)
< − 1
2Υ(x)
r(x) ≤ 0. (22)
2.2 Control-Lyapunov Functions for Port-Hamiltonian
Systems
In the following, we consider the case that (1) is a non-
linear or linear ISO-PHS and investigate under which
conditions the Hamiltonian H(x) is a CLF.
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Proposition 4 Consider an ISO-PHS as in (4b),(5).
The Hamiltonian H(x) is a CLF for (4b) if and only if
∀x ∈ XG : ∂
>H
∂x>
R(x)
∂H
∂x
> 0 (23)
with XG := {x ∈ Rn |G>(x)∂H∂x = 0, x 6= 0}.
PROOF. Since J(x) is skew-symmetric and H(x) is a
CLF, it holds by definition for all x 6= 0 (cf. (8)) that
inf
u
{H˙(x)}
= inf
u
{
∂>H
∂x>
(
(J(x)−R(x))∂H
∂x
+G(x)u
)}
= inf
u
{
− ∂
>H
∂x>
R(x)
∂H
∂x
+
∂>H
∂x>
G(x)u
}
< 0. (24)
If ∂
>H
∂x> G(x) 6= 0m, then there always exists an input u′
such that ∂
>H
∂x> G(x)u
′ < 0m is fulfilled. If ∂
>H
∂x> G(x) =
0m, then the first term inside the brackets in (24) needs
to be negative whenever x 6= 0, i.e.
∂>H
∂x>
G(x) = 0m ⇒ −∂
>H
∂x>
R(x)
∂H
∂x
< 0, (25)
which is equivalent to (23).
Conversely, if (23) is satisfied, the definition of a CLF
is automatically fulfilled since XG is the manifold where
∂>V
∂x>G(x) = 0m in Def. 1 and hence (23) is equivalent
to (9). 2
Corollary 5 Consider an ISO-PHS system as in
(4b),(5). The Hamiltonian H(x) is a CLF for (4b) if
and only if (4b),(5) is zero-state detectable.
PROOF. Since the ISO-PHS (4b) is equipped with the
passive output (5), XG = {x ∈ Rn|y(x) = 0} and thus
condition (23) is identical with the definition of a zero-
state detectable input-affine nonlinear system (1) given
in [10, p. 47].
Corollary 6 Consider an ISO-PHS as in (4b),(5). The
Hamiltonian H(x) is a CLF, if
∀x ∈ Rn : rank(R(x)) = n. (26)
PROOF. Trivially, if R(x) has full rank, then
∂>H
∂x> R(x)
∂H
∂x is positive and (23) is fulfilled for all
x ∈ Rn, which also implies for all x ∈ XG. 2
Next, we introduce a necessary and sufficient condition
under which the Hamiltonian of a linear ISO-PHS is a
CLF:
Proposition 7 Consider the linear ISO-PHS dynamics
x˙ = (J(x)−R(x)) ∂H
∂x
+G(x)u (27)
with J = −J>, R  0, H(x) = 12x>Qx and Q  0.
Then H(x) is a CLF if and only if
ker{G>Q} ∩ ker{Q>RQ} = ∅. (28)
PROOF. For linear ISO-PHSs, the set XG = {x ∈
Rn |G> ∂H∂x = 0} is equivalent to the kernel of G>Q
since
∀ x ∈ ker{G>Q} : G> ∂H
∂x
= G>Qx = 0n. (29)
Thus following Proposition 4,
∀x ∈ ker{G>Q} : −∂
>H
∂x>
R
∂H
∂x
= −Qx>RQx < 0
(30)
has to be satisfied. Firstly, it is important to note
that (30) is always ≤ 0 for x ∈ Rn, since the
product Q>RQ of positive-semidefinite matrices is
again positive-semidefinite [40, p. 431]. Secondly, with
Lemma 22 (see Appendix A.1), follows that the equality
x>Q>RQx = 0 holds if and only if x ∈ ker{Q>RQ}.
Consequently, (30) holds if and only if ker{G>Q} and
ker{Q>RQ} are disjoint. 2
2.3 Relationship betweenModified Optimal Control and
Optimal Control
Taking Proposition 4 into account, we can apply MOC
to ISO-PHSs in a straightforward manner. However, the
question arises to what extent the arising controller (11)–
(15) is optimal with respect to the original optimal con-
trol problem (4).
Proposition 8 The (modified optimal) controller (11)–
(15) is optimal with respect to (4) if
∀x ∈ Rn : Υ(x) = 1. (31)
PROOF. If SΥ 6= 0 then it follows from (14) that
G> ∂V∂x 6= 0. Thus (31) is equivalent to
Υ(x) =
fΥ +
√
(fΥ)2 +QΥ · SΥ
SΥ
!
= 1. (32)
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From (32) we obtain
SΥ − 2fΥ = QΥ. (33)
Substitution of (13)-(15) into (33) leads to
1
2
r(x)− 1
2
∂>V
∂x>
G(x)SG>(x)
∂V
∂x
+
∂>V
∂x>
f(x) = 0,
(34)
which is exactly the HJBE for time-invariant systems
(21). The function V (x) solving (34) is the value function
V ?(x). This means, if we achieve to find a CLF for which
Υ(x) = 1 holds for all x ∈ Rn, this CLF is also the value
function V ? and thus (11) is an optimal control input
for (4).
If SΥ = 0, then G>(x)∂V∂x = 0. Thus (31) is equivalent
to
Υ(x) = −QΥ
2fΥ
!
= 1, (35)
which also leads to (33). 2
A less restrictive requirement can be derived by allowing
Υ(x) to be an arbitrary, but fixed positive value:
Corollary 9 The (modified optimal) controller (11)–
(15) is optimal with respect to (4) if
∀x ∈ Rn : Υ(x) = c, c ∈ R>0. (36)
In this case, the value function V ?(x) is a c-multiple of
the CLF V (x), i.e. V ?(x) = c · V (x).
PROOF. Following the same procedure as in Proposi-
tion 8, the HJBE (34) becomes
1
2
r(x)− 1
2
c2
∂>V
∂x>
G(x)SG>(x)
∂V
∂x
+ c
∂>V
∂x>
f(x) = 0.
(37)
Accordingly, it follows that c · V (x) is the value func-
tion. 2
Remark 10 From Corollary 9 we can conclude that un-
less Υ(x) converges to a constant value and remains con-
stant even after a disturbance, the chosen CLF cannot
be equivalent to the value function. Consequently the re-
sulting controller (11)–(15) is not optimal with respect
to (4). The fluctuation of Υ(t) over time can therefore be
interpreted as an indicator of suboptimality with respect
to (4).
3 From Modified to Optimal Control
Since H(x) is in general not equal to the value function
and hence the condition of Proposition 8 is not fulfilled
by using V (x) = H(x), the modified optimal controller
presented in the previous chapter is not optimal with
respect to the original problem (4). For this purpose, in
Section 3.1, we present an extended CLF V (x,w) as a
linear combination of H(x) and a weighted set of basis
functions. In Section 3.2, we propose a gradient-based
adaptation strategy of the weighting factors in V (x,w)
such that V (x,w) fulfills the condition of Proposition 8.
In Section 3.3, we deploy an adaptive optimal controller
for (4) based on V (x,w) and MOC and show that the
equilibrium of the closed-loop system is (asymptotically)
stable.
3.1 Extended Control-Lyapunov Function
The extended CLF is composed of H(x) and a weighted
sum of r ∈ N basis functions:
V (x,w) = H(x) +w>Φ(x), (38)
where Φ : Rn → Rr and w ∈ Rr. We assume that
the basis functions Φ(x) are C2 and “properly chosen”
in the sense that the actual value function V ? can be
parameterized viaΦ(x) and an optimal weighting vector
w?:
Assumption 11
∃w? ∈ Rr : V ?(x) = (w?)>Φ(x) (39)
This assumption is admissible, if the number of basis
functions is large (see e.g. [32, p. 881],[41, p. 1020f.]),
and later allows to characterize the deviation from the
optimal solution by the distance between w(t) and w?.
With (38), we obtain
∂V (x,w)
∂x
=
∂H
∂x
+
∂>Φ
∂x>
w (40)
and accordingly the MOC law (11) reads
u? = −S(x)−1G> ∂V
∂x
Υ(x,w), (41)
6
where
Υ(x,w) =
f ′Υ +
√
(f ′Υ)2 +Q
′
Υ · S′Υ
S′Υ
, (42)
f ′Υ(x) =
∂>H
∂x>
(J(x)−R(x))∂H
∂x
+w>
∂Φ
∂x
(J(x)−R(x))∂H
∂x
, (43)
S′Υ(x) = w
> ∂Φ
∂x
K(x)
∂>Φ
∂x>
w + 2
∂>H
∂x>
K(x)
∂>Φ
∂x>
w
+
∂>H
∂x>
K(x)
∂H
∂x
, (44)
Q′Υ(x) = r(x), (45)
K(x) = G(x)S(x)G>(x). (46)
Employing the same reasoning as in Proposition 8, we
will study in more detail how to check whether a given
CLF (38) is equivalent to the value function V ?.
Proposition 12 Let V (x) = H(x) + (w)>Φ(x) be a
given CLF withw ∈ Rr. Then V (x) is equivalent to the
value function V ?(x) of (4) if and only if
∀x ∈ Rn : (x,w) ∈ Q(x,w), (47)
where
Q(x.w) = {(x,w) ∈ Rn ×Rr :
w>A(x)w + a>(x)w + a(x) = 0
}
(48)
A(x) =
∂Φ
∂x
K(x)
∂>Φ
∂x>
(49)
a(x) = 2
(
∂>H
∂x>
K(x)
∂>Φ
∂x>
− ∂
>H
∂x>
(J(x)−R(x))∂
>Φ
∂x>
)
(50)
a(x) =
∂>H
∂x>
K(x)
∂H
∂x
− 2∂
>H
∂x>
(J(x)−R(x))∂H
∂x
− r(x) (51)
PROOF. Let w∗ ∈ Rr be the optimal weighting vec-
tor. According to Proposition 8, this implies that
∀x ∈ Rn : Υ(x,w∗) = 1. (52)
As shown in the proof of Proposition 8, condition (52)
is equivalent to
S′Υ − 2f ′Υ −Q′Υ != 0. (53)
Inserting of (42)–(46) in (53) yields
(w?)>
∂Φ
∂>x
K(x)
∂Φ>
∂x
w? + 2
(
∂>H
∂x>
K(x)
∂>Φ
∂x>
− ∂
>H
∂x>
(J(x)−R(x))∂
>Φ
∂x>
)
w?
+
∂>H
∂x>
K(x)
∂H
∂x
− 2∂
>H
∂x>
(J(x)−R(x))∂H
∂x
− r(x)
= 0. (54)
With Q(x,w) as in (48), condition (54) can be written
as
∀x ∈ Rn : (x,w?) ∈ Q(x,w). (55)
Since the given CLF V (x) is equal to V ?(x) if and only
if w = w?, this is equivalent to (47). 2
Since Q(x,w) can be written as
Q(x.w) = {(x,w) ∈ Rn ×Rr : Q(x,w) = 0} (56)
with
Q(x,w) = w>A(x)w + a>(x)w + a(x) (57)
being a quadratic function,Q(x,w) is a quadric for each
fixed x ∈ Rn. It has two important properties: Firstly,
the shape of the quadric is dependent on x. Secondly, ac-
cording to Proposition 12, the optimal weighting vector
w? is contained in each quadric and thus
∀x ∈ Rn : Q(x,w?) = 0. (58)
We will exploit both of these facts in Section 3.2 to derive
a gradient descent procedure ensuring convergence to
w?.
3.2 Adaptation of the extended Control-Lyapunov
Function
As shown in (58), the optimal weighting vector w? is a
root of Q(x,w), independent of x. Thus for each arbi-
trary but fixed x ∈ Rn, we can characterize w∗ as the
minimizer of an objective function J0(x,w) with
J0(x,w) := (Q(x,w))
2
. (59)
Moreover, with Q(x,w) = arg minw {J0(x,w)} and
due to the fact that w∗ is contained in each quadric
Q(x,w), it follows that
{w∗} ⊆
⋂
x∈Rn
arg min
w
{J0(x,w)} . (60)
7
However, we note that J0 is in general not strictly con-
vex around w?, which hampers convergence to w? and
necessitates additional conditions for a sufficient explo-
ration of the state space. To circumvent these, often
very hard-to-evaluate requirements, we formulate an ex-
tended objective function Jw(x,w) providing strict con-
vexity with respect to w in a neighborhood of w?. This
is outlined in the next proposition.
Proposition 13 Let
Q(x,w) = w>A(x)w + a>(x)w + a(x) (61)
withA(x), a(x), a(x) as in (49)–(51) be the correspond-
ing quadratic function to the quadric Q(x,w) in (48).
Then with c1, . . . , cr ∈ Rn, the extended objective func-
tion
Jw(x,w) = J0(x+ c1,w) + · · ·+ J0(x+ cr,w)
= (Q(x+ c1,w))
2 + · · ·+ (Q(x+ cr,w))2
(62)
composed by a linear combination of shifted objective
functions J0(x,w) is (locally) strictly convex in an open
neighborhoodN of the optimal weightsw? for all x ∈ Rn,
if and only if the vectors
vi = 2A(x+ ci)w
? + a(x+ ci) (63)
with i = 1, . . . , r are linearly independent.
PROOF. Without loss of generality, we choose c1 = 0.
As strict convexity with respect tow needs to be shown,
the Hessians of J0 (see (59)) and Jw (see(62)) are studied.
The Hessian of J0 can be written as
∂2J0(x,w)
∂w2
= 2
(
2A(x)w + a(x)
)(
2A(x)w + a(x)
)>
+ 4A(x)
(
w>A(x)w + a(x)w + a(x)
)
.
(64)
Since the optimal weights w? need to be part of each
quadric Q(x,w) regardless of the state x (see Proposi-
tion 12), the second summand in (64) is equal to zero for
w = w? and accordingly
∂2J0(x,w)
∂w2
∣∣∣∣
w=w?
= 2v1v
>
1 , (65)
with v1 = 2A(x)w? + a(x). Since the Hessian (65)
is only composed by the multiplication of two vectors,
which yields a matrix with identical but scaled row vec-
tors, it is positive-semidefinite and has rank one.
For the Hessian of the shifted objective function J0(x+
c2,w), we obtain in a similar manner
∂2J0(x+ c2,w)
∂w2
∣∣∣∣
w=w?
= 2v2v
>
2 (66)
with v2 = 2A(x+c2)w?+a(x+c2). Note that the rank
of the matrix (66) is one regardless of the shifting c2.
The linear combination J1(x,w) := J0(x,w) + J0(x +
c2,w) leads to the Hessian
∂2J1
∂w2
∣∣∣∣
w=w?
= 2v1v
>
1 + 2v2v
>
2 . (67)
The same applies to linear combinations with more than
two summands due to the linearity property of differen-
tiation.
We can see that (67) has a maximum rank of two. As
strict convexity of Jw is required, full rank r needs to
be satisfied for the Hessian of Jw(x,w) at w = w?.
Thus the question arises, in which case the increase of
summands implies a rank increase of the Hessian. Each
matrix in (65) or (66) describes a linear mapRr → Rr of
rank one and its image is a subspace of Rr of dimension
one. If the image of ∂
2J1
∂w2 in (67) is of dimension two, the
rank automatically increases, since
dim(im(M)) = rank(M). (68)
for an arbitrary matrixM . With the dimension formula
for the sum of subspaces [42, p. 47], it follows for two
arbitrary subspaces U1 and U2
dim(U1 + U2) = dim(U1) + dim(U2)− dim(U1 ∩ U2).
(69)
By setting U1 = im(v1v1>) and U2 = im(v2v2>) it fol-
lows that only if dim(U1 ∩ U2) = 0, the sum of the two
matrices v1v1> and v2v2> leads to an increase of rank.
The rank-one matrix vlvl> is formed by weighted rows
of vl> with the respective components vli , i = 1, . . . , r
of vl
vlvl
> =

vl1 · vl>
...
vlr · vl>
 , (70)
and hence its image spans the subspace
Ul = im(vlvl>) = {µ · vl | µ ∈ R}. (71)
With regard to J1 in (67) we see that in order to let
both sets U1 and U2 be disjunct, the linear independence
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of both vectors v1 and v2 is necessary. Graphically, the
subspace im(vv>) is a straight line in Rr, and linear
independence leads to non coinciding straight lines such
that dim(U1 ∩ U2) = 0.
Applied to Jw it becomes clear that (62) has a Hessian
with full rank if the vectors v in (63) with l = 1, . . . , r
are linearly independent. Hence, each vector vl induces
a matrix implying an increase of one for the rank of the
Hessian ∂
2Jw
∂w2 which leads to full rank and thus positive
definiteness of ∂
2Jw
∂w2 . Moreover, since Jw is aC
2 function,
positive definiteness of the Hessian is preserved for all
w ∈ N around w∗. 2
Remark 14 Proposition 13 states that the minimum
number of summands in Jw (see (62)) is r to achieve
strict convexity. From a practical point of view, however,
it is feasible and preferable to compose Jw frommore than
r summands in order to enhance convergence properties.
Due to the fact that (58) is fulfilled for all x ∈ Rn, the
optimal weighing factor w? can be characterized by the
strictly convex optimization problem
w? = arg min
w
{Jw(x,w)} . (72)
Thus, a given weighting factor w can be adapted by the
gradient descent procedure
w˙ = −α · ∂Jw(x,w)
∂w
(73)
with learning rate α > 0.
3.3 Stability of the Closed-Loop System
We are now ready to formulate an explicit control law
which solves the original optimal control problem (4).
With the open-loop ISO-PHS (4b), the extended CLF
(38), the MOC law (41), the adaptation procedure (73),
and the shorthand notation (42)–(46), we get the follow-
ing closed-loop system:
x˙ = (J(x)−R(x))∂H(x)
∂x
+G(x)u? (74a)
u? = S−1(x)G>(x)
∂V
∂x
· f
′
Υ +
√
(f ′Υ)2 +Q
′
Υ · S′Υ
S′Υ
(74b)
V (x,w) = H(x) +w>Φ(x) (74c)
w˙ = −α · ∂Jw(x,w)
∂w
(74d)
x0 = x0 (74e)
w0 = 0r (74f)
To perform a stability analysis of the equilibrium (0,w?)
of (74), we use V (x,w) as a Lyapunov function candi-
date and prove that
∀ (x,w) 6= (0,w?) : V (x,w) > 0 (75)
∀ (x,w) ∈ Rn ×Rr : V˙ (x,w) ≤ 0 (76)
While the proof of (76) is straightforward (see Propo-
sition 15), statement (75) (see Proposition 19) requires
some additional preparatory work.
Proposition 15 Consider the closed-loop system (74)
starting at (x0,w0) ∈ Rn ×Rr. Then
∀ (x,w) ∈ Rn ×Rr : V˙ (x,w) ≤ 0, (77)
i.e. V (x,w) decreases monotonically over time.
PROOF. Applying the chain rule to (74c) and insert-
ing (74a), (74b), (74d), we get
V˙ (x,w)
=
∂>V (x,w)
∂>x
x˙+
∂>V (x,w)
∂>w
w˙
=
∂>V (x,w)
∂>x
(J(x)−R(x))∂H
∂x
− ∂
>V (x,w)
∂>x
G(x)S−1(x)G>(x)
∂V (x,w)
∂x
u
− ∂
>V (x,w)
∂>w
α
∂Jw(x,w)
∂w
(78)
=
∂>V (x,w)
∂>x
(J(x)−R(x))∂H
∂x
− ∂
>V (x,w)
∂>w
α
∂Jw(x,w)
∂w
− S′Υ ·
f ′Υ +
√
(f ′Υ)2 +Q
′
Υ · S′Υ
S′Υ
=f ′Υ − f ′Υ −
√
(f ′Υ)2 +Q
′
Υ · S′Υ
=−
√
(f ′Υ)2 +Q
′
Υ · S′Υ. (79)
With (44) in (79), we get
S′Υ =
∂>V (x,w)
∂x>
G(x)SG>(x)
∂V (x,w)
∂x
(80)
and due to the fact thatS(x)  0, it follows that S′Υ ≥ 0.
Moreover, Q′Υ ≥ 0 holds per definition (see (45)). Hence
V˙ (x,w) is nonpositive for all (x,w) ∈ Rn ×Rr. 2
Now the positive definiteness of V = H(x) + w>Φ(x)
has to be evaluated. Despite the fact that H(x)
is positive-definite per definition, V (x,w) may be
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Fig. 1. Illustration of the set W+ with w? ∈ intW+ and
0 ∈ intW+.
nonpositive if “+w>Φ(x)” is negative for some
(x,w) ∈ Rn ×Rr. In particular, we thus have to prove
that V (x(t),w(t)) is still positive for all t ≥ t0 where
x 6= 0. For a closer look at this question, let W+ ⊆ Rr
denote the set of w ∈ Rr where V (x,w) > 0 is fulfilled
for all x 6= 0:
W+ = {w ∈ Rr|V (x,w) > 0 ∀x 6= 0} (81)
We first have to prove several properties of W+ to con-
clude that each trajectory x ∈ Rn of (74) starting at
(x0,0) will converge to the set W+.
Lemma 16 w? ∈ W+ and 0 ∈ W+.
PROOF. Since V (x,w?) = V ?(x) = H(x) +
(w?)>Φ(x) is the value function according to As-
sumption 11, V ?(x)  0 holds per definition and thus
w? ∈ W+.
For w = 0, it trivially holds that V (x) = H(x)  0,
since positive definiteness of H(x) is fulfilled per defini-
tion. Consequently, 0 ∈ W+. 2
AsW+ is an open set (see Lemma 23 in Appendix A.2),
we conclude that 0 ∈ intW+ and w? ∈ intW+, which
is illustrated in Fig. 1. Note that this fact does not imply
that w(t) ∈ W+ holds for all t, see Fig. 2 for an illustra-
tive example: We can see the contour plot of Jw(x,w)
for a fixed x. Of course, w? = arg min Jw(x,w). How-
ever, depending on the shape of Jw, it may be possible
that the descent direction −∇Jw is pointing out ofW+,
which yields w(t′) /∈ W+ for some t′ > t.
w2
w1
+∇Jw(w)
J
w
Fig. 2. Contour plot of Jw(x,w) for fixed x.
Despite the fact that w(t) may be temporarily outside
ofW+, we will prove now that for a sufficiently large but
finite T ≥ t0, w(t) always lies withinW+. This is stated
in Proposition 18 by making use of Proposition 17.
Proposition 17 Let V ?(x) = H(x) + (w?)>Φ(x) be
the value function of optimization problem (4) and let the
conditions of Proposition 13 hold with w0 ∈ N . Then,
the trajectory of w(t) fulfills
lim
t→∞ ‖w(t)−w
?‖2 = 0, (82)
i.e. all weighting factors w(t) asymptotically converge to
the optimal ones.
PROOF. If the conditions of Proposition 13 hold with
w0 ∈ N , then Jw(x,w) is strictly convex with respect
to w in an open neighborhood N of the optimizer w?
for each arbitrary but fixed x, i.e. for all t ≥ t0 we have
(w1(t)−w2(t))>
(
∂Jw(x(t),w)
∂w
∣∣∣∣
w1(t)
− ∂Jw(x(t),w)
∂w
∣∣∣∣
w2(t)
)
> 0. (83)
With w1(t) = w(t) and w2(t) = w? = const., we get
∂Jw(x(t),w)
∂w
∣∣∣∣
w?
= 0 (84)
10
and (83) reads as
(w(t)−w?)>
(
∂Jw(x(t),w)
∂w
∣∣∣∣
w(t)
)
> 0. (85)
Insertion of (74d) in (85) yields
1
α
(w(t)−w?)> w˙(t) < 0. (86)
With α > 0 and w˜(t) := w(t)−w?, (86) is equivalent to
(w˜(t))
> ˙˜w(t) < 0. (87)
By using the chain rule, the left-hand side of (87) can
be transformed to
1
2
· d
dt
{
(w˜(t))>w˜(t)
}
< 0, (88)
where (w˜(t))>w˜(t) = ‖w˜(t)‖22. Multiplying (88) by two
and applying the square root on both sides, we finally
obtain
d
dt
‖w˜(t)‖2 < 0, (89)
i.e. the distance ‖w(t) − w?‖2 strictly monotonically
decreases with time for all t ≥ t0. This results in
lim
t→∞ ‖w(t)−w
?‖2 = 0. (90)
2
Proposition 18 Let V ?(x) = H(x) + (w?)>Φ(x) be
the value function of optimization problem (4) and let
the conditions of Proposition 13 hold withw0 ∈ N . Then
there exists a T ≥ t0 such that ∀t > T : w(T ) ∈ W+,
i.e.w(t) will remain inW+ after a finite amount of time
and W+ is a positive invariant set for t > T .
PROOF. With Lemma 16 and Lemma 23, w? ∈
intW+. This means that there exists an ε > 0 such
that the ball B(w?, ε) = {w ∈ Rr : ‖w −w?‖2 ≤ ε}
lies completely within W+:
∃ ε > 0 : B(w?, ε) ⊆ W+ (91)
According to Proposition 17, ‖w(t)−w?‖2 is strictly
decreasing with time. Consequently, there is a T ≥ t0
such that ‖w(T )−w?‖2 = ε, i.e. x, intersects the surface
of the ball. Since ‖w(t)−w?‖2 is strictly decreasing,
w(t) will remain within the ball and thus withinW+ for
all t > T . 2
With this in mind, we can prove that V (x(t),w(t)) is
indeed a positive-definite function:
Proposition 19 Let V ?(x) = H(x) + (w?)>Φ(x) be
the value function of optimization problem (4) and let the
conditions of Proposition 13 hold with w0 ∈ N . Then
∀ t ≥ t0 : V (x(t),w(t))  0. (92)
PROOF. According to Proposition 18, there exists a
T ≥ t0 such that
∀t > T : w(T ) ∈ W+. (93)
Since W+ is the set of parameters w where V (x,w) is
positive-definite for all x ∈ Rn, (93) implies that
∀ t > T : V (x(t),w(t))  0. (94)
With V (x(t0),w(t0)) = V (x0,0r) = H(x0)  0 and
due to the fact that V (x(t),w(t) is continuous and
V˙ (x(t),w(t)) is monotonically decreasing according to
Proposition 15, V (x(t),w(t)  0 for all t ≥ t0. 2
As a consequence of Propositions 15 and 19, V (x(t),w(t))
is a suitable Lyapunov function. With this, we are ready
to formulate the main statement of this paper regard-
ing stability and asymptotic stability of the closed-loop
equilibrium:
Theorem 20 Let V ?(x) = H(x) + (w?)>Φ(x) be the
value function of optimization problem (4) and let the
conditions of Proposition 13 hold withw0 ∈ N . Thenx =
0,w = w? is a stable equilibrium of (74). If additionally
one of the following conditions holds
(1) The autonomous system x˙ = (J −R)∂H∂x is asymp-
totically stable with respect to the origin x = 0,
(2) G has full rank,
then x = 0,w = w? is an asymptotically stable equilib-
rium of (74).
PROOF. According to Proposition 19, V (x,w) is
positive-definite and according to Proposition 15,
V˙ (x,w) is negative-semidefinite. As such, V (x,w) is a
Lyapunov function for the equilibrium (0,w?) of (74),
which is consequently a stable equilibrium.
To prove asymptotic stability of (0,w?), recall Proposi-
tion 17, which states that w(t) converges strictly mono-
tonically to w?. Now let X 0 = {x ∈ Rn : V˙ (x(t),w?) =
0} be the set of states where V (x,w) is constant and
w = w?. With regard to the individual summands in
(79), we get
X 0 = {x ∈ Rn : (f ′Υ = 0) ∧ ((Q′Υ = 0) ∨ (S′Υ = 0)),
w = w?} . (95)
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WithQ′Υ = r(x)  0, the conditionQ′Υ = 0 is equivalent
to x = 0, which implies f ′Υ = 0. Accordingly, we can
simplify (95) to
X 0 = {x ∈ Rn : (x = 0) ∨ ((f ′Υ = 0) ∧ (S′Υ = 0)),
w = w?} . (96)
From (96), conditions (1) and (2) of the Theorem are
then obtained as follows:
(1) According to LaSalle’s invariance principle, all
trajectories x(t) with V˙ (x(t),w(t)) = 0 con-
verge to the largest invariant set contained in X 0.
Since S(x) is positive-definite, S′Υ = 0 implies
G>(x)∂V (x,w)∂x = 0 (see (80)). Bearing in mind
(74b), this leads to u = 0. Due to the assumption
that the autonomous system is asymptotically sta-
ble with respect to x = 0, the largest invariant
set in X 0 is a point. Thus x = 0,w = w? is an
asymptotically stable equilibrium of (74).
(2) ifG(x) has full rank, thenG(x)S−1(x)G>(x)  0
and hence S′Υ = 0 only holds for x = 0. ThusX 0 = {0}, which implies that x = 0,w = w? is an
asymptotically stable equilibrium of (74). 2
Remark 21 To improve the convergence speed of w˜(t),
the gradient descent (74d)may be replaced by the contin-
uous version of Newton’s method [43]:
w˙ = −α ·
(
∂2Jw
∂w2
)−1
∂Jw
∂x
, α > 0. (97)
If ill-conditioning of the Hessian does not allow the nu-
merical calculation of the inverse, there is a broad liter-
ature on alternative formulations of the Newton descent
direction, such as Regularized Newton’s Method [44] or
the pseudo-inverse formulation
w˙ = −α ·
(
∂2Jw
∂w2
)+
∂Jw
∂x
, α > 0. (98)
Besides the “classic” least-squares pseudoinverse [45],
there exists a large number of advanced approaches based
on singular value decomposition, e.g. truncated pseudoin-
verse or damped least-squares pseudoinverse, see [46] for
a discussion on alternative formulations.
4 Example
In the following section, we apply the presented method
to a linear and a nonlinear optimization problem of form
(4), for which the value functions are explicitly known.
Moreover, we compare the performance of our method
with the performance of the “exact” optimal controller
resulting from the value function.
4.1 Linear Example
At first, we consider the optimization problem (4) with
linear ISO-PHS dynamics
min
u
1
2
∫ ∞
t0
(
x>
[
100 0
0 1
]
x+ u2
)
dt (99a)
s.t. x˙ =
[[
0 −1
1 0
]
−
[
1 0
0 1
]]
∂H(x)
∂x
+
[
1
0
]
u+ d,(99b)
where H(x) = 12x
2
1 +
1
2x
2
2. Since rank(R) = 2, the con-
dition of Corollary 6 is fulfilled and H(x) is a CLF.
The exact solution for the value function can be calcu-
lated a priori to
V ?(x) =
1
2
x>
[
8.976 97 −0.730 021
−0.730 021 0.963 556
]
︸ ︷︷ ︸
P
x, (100)
where P is the Riccati matrix associated to (99). The
basis functions are chosen to Φ(x) =
[
x21 x1x2 x
2
2
]>
.
By comparing (38) and (100), we get
w? =
[
3.988 485 −0.730 021 −0.018 222
]>
. (101)
The system is initialized at x0 =
[
1 1
]>
, w0 =
[
0 0
]>
.
The shifts in Jw (see (62)) are set to c1 =
[
0 0
]>
, c2 =[
1 0
]>
, c3 =
[
0 1
]>
, c4 =
[
1 −1
]>
, and α is set to
0.01.
Fig. 3 shows the trajectories of x(t), Υ(t) andw(t), with
the dashed curves indicating the optimum values asso-
ciated to the Riccati solution. It can be seen that after
0.5 s, both Υ and w have reached their optimal values.
However, due to the learning process of w, the trajec-
tory of x does not match the Riccati solution xR. After
t = 6 s, when the adaption is finished, an additive distur-
bance input d = δ(t− 6) is applied in order to evaluate
the learning process. After the disturbance, Υ remains
at 1, w remains at w?, and the closed-loop trajectory of
x is identical to the Riccati solution xR. Thus, it can be
seen that the proposed controller converges to the op-
timal solution once the adaptation process of the value
function parameters is finished. Even after the distur-
bance, the parameters w remain at their optimum value
w? due to the strict convexity of the function in (74d)
used for adaption (c.f. Proposition 13).
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Fig. 3. Adaptive (solid) and optimal controller (dashed) for
optimization problem (4) with linear ISO-PHS dynamics.
4.2 Nonlinear Example
Next, we consider the following nonlinear optimization
problem
min
u
1
2
∫ ∞
t0
(
x>
[
8 + 8x1 + 16x2 0
0 8
]
x+ u2
)
dt (102a)
s.t. x˙ =
[[
0 3
−3 0
]
−
[
1 + x22 1
1 2
]]
∂H(x)
∂x
+
[
x2
0
]
u(102b)
with HamiltonianH(x) = 12x
2
1+
1
2x
2
2. Following the lines
of [47], the value function for this specific optimization
problem is known to be
V ?(x) = 2x21 + x
2
2. (103)
Since the dissipation matrixR is positive-definite for all
x ∈ R2, the condition of Proposition 4 is satisfied and
H(x) is a CLF.
With the choice Φ(x) =
[
x21 x1x2 x
2
2
]>
, and by com-
paring (38) and (103), the optimal weighting factors
are w? =
[
1.5 0 0.5
]>
. Again, the system is initial-
ized at x0 =
[
1 1
]>
, w0 =
[
0 0
]>
and the distur-
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Fig. 4. Adaptive (solid) and optimal controller (dashed) for
optimization probleme (4) with nonlinear ISO-PHS dynam-
ics.
bance input d = δ(t − 6) is added. The shifts in Jw
are set to c1 =
[
0 0
]>
, c2 =
[
−1 0
]>
, c3 =
[
0 −1
]>
,
c4 =
[
1 −1
]>
, and α is set to 0.02.
Fig. 4 shows the trajectories of x(t), Υ(t) andw(t), with
the dashed curves indicating the optimum values associ-
ated to the optimal controller u = −S−1G> ∂V ?∂x . It can
be seen that after 1s, both Υ and w have reached their
optimal values. Moreover, the trajectory of x converges
to the optimal solution associated to the optimal con-
troller and remains identical once the learning process
is completed, even after the disturbance. Overall, these
examples demonstrate that the proposed controller is
capable of adapting the optimal controller parameters
after a single learning phase.
To investigate the effects of an incorrect choice of ba-
sis functions, we repeat the simulation for optimiza-
tion problem (102) using Φ′(x) =
[
x21 x1x2 x
4
2
]>
, i.e.
H(x)+w>Φ′(x) does not fit the structure of V ?(x) and
hence Assumption 11 is violated. The results are shown
in Fig. 5. The trajectory of Υ shows a remarkable and
distinct oscillatory behaviour. However, after about 3s,
the weighting factors w converge to a certain value w.
After the disturbance at t = 6 s, the weighting factors
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Fig. 5. Adaptation if Assumption 11 is violated.
do not remain at their previous values.
Both the oscillation of Υ(t) and the fluctuation of w(t)
after the disturbance imply that H(x) + (w)>Φ′(x) is
not equal to the value function (cf. Remark 10). How-
ever, the results show that even if Φ′(x) is not accurate,
the proposed controller is able to learn suitable weight-
ing factors for a suboptimal control. Furthermore, the
oscillation of Υ(t) can be interpreted as an indicator of
suboptimality for the chosen set of functions in Φ′(x),
as discussed in Remark 10.
5 Conclusion
In this paper, we have introduced a time-continuous
adaptive feedback controller for dynamic optimization
with generalized Lagrangian performance indices and
general time-continuous ISO-PHSs. In particular, we
stated necessary and sufficient conditions under which
the Hamiltonian H(x) is a CLF. As a consequence,
the initial value function guess V (x) = H(x) allows
to deploy an admissible controller which is already
stabilizing. Based on this initial guess, we proposed a
gradient-based continuous learning procedure for the
extended CLF V (x,w) = H(x) + w>Φ(x) with the
aim of approximating the value function V ?(x). We
proved (asymptotic) stability of the closed-loop system
equilibrium (0,w?). Finally, we investigated our the-
oretical findings by means of a linear and a nonlinear
simulation example.
Although a reasonable choice of basis functions is non-
trivial, simulations show that even if Φ(x) is inaccurate,
the controller is able to stabilize the system, providing
near-optimal solution trajectories. Furthermore, the op-
timality of the computed control law can be assessed
for the case of a bad choice of basis functions via Υ(t).
However, a rigorous perturbation analysis for systems
where parameterization Φ(x) does not fit the structure
of V ?(x) remains an open research question.
A Appendix
A.1 Lemma 22
Lemma 22 Consider a symmetric, positive-semidefinite
matrixM ∈ Rn×n. Then
x>Mx = 0 ⇐⇒ x ∈ ker{M}. (A.1)
PROOF. “⇐=”: trivial.
“=⇒”: For a positive-semidefinite, symmetric matrix
M with real entries all eigenvectors are orthogonal [48,
Th. 7.2.1]. Consequently, each vector x can be expressed
as a linear combination of the eigenvectors vi,
x =
n∑
i=1
ςivi (A.2)
with ςi ∈ R. It follows that the product ofM and x can
be written as
Mx =
n∑
i=1
ςiMvi =
n∑
i=1
ςiλivi. (A.3)
With (A.3) and taking into account that v>i vj = 0, i 6= j
due to the orthogonality, (A.1) can be written as
( n∑
i=1
ςivi
)> n∑
i=1
ςiλivi =
n∑
i=1
ςiλiv
>
i vi = 0, (A.4)
which is not equal to zero unless all the eigenvalues λi of
the eigenvectors used for x =
∑
i ςivi are zero. Hence,
all the solutions to equation x>Mx = 0 are spanned by
eigenvectors corresponding to an eigenvalue zero. The
vector space ker{M} = {x |Mx = 0n} with (A.2) can
be written as
Mx =
n∑
i=1
ςiMvk =
n∑
i=1
ςiλkvk = 0, (A.5)
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which is also spanned by the eigenvectors corresponding
to eigenvalue zero. Hence, it is easy to see that all the
eigenvectors corresponding to the eigenvalue zero con-
stitute exactly the vector space ker{M} and also the
vector space constituted by x>Mx = 0. 2
A.2 Lemma 23
Lemma 23 W+ is an open set, i.e. for each w ∈ W+
there is an ε > 0 such that eachw′ ∈ Rr with ‖w−w′|| <
ε lies within W+.
PROOF. To prove that W+ is an open set, two auxil-
iary sets Y+ and Z are introduced which can be proved
to be open more easily. Finally, openness of W+ is con-
cluded by a canonical projection of Z:
LetY+ ⊆ Rn×Rr be the set of all (x,w)with V (x,w) >
0:
Y+ = {(x,w) ∈ Rn ×Rr : V (x,w) > 0} (A.6)
Thus Y+ is the preimage of R+, i.e. Y+ = V −1(R+).
Each preimage of a continuous function is open whenever
the corresponding image is open [49, Theorem 2.9]. Since
V (x,w) is continuous and R+ is open, Y+ must also be
open. Furthermore, we note that Y+ is nonempty due
to the fact that V (x,0r) = H(x) > 0 is fulfilled by
definition for all x ∈ Rn\{0}.
Now consider the Y+-inner cylinder (see Fig. A.1) with
Z(w,w) :={(x,w) ∈ Y+ :
w ∈]w,w[, (x˜,w) ∈ Y+ ∀ x˜ ∈ Rn\{0}} .
(A.7)
Obviously Z(w,w) ⊆ Y+ and according to Lemma 24
(see below), Z(w,w) is open for each pair (w,w) ∈
Rr ×Rr.
With the help of Z(w,w), we can define the maximum
Y+-inner cylinder
Z+ =
⋃
w,w∈Rr
Z(w,w). (A.8)
as the union of all possible cylinders Z(w,w), see Fig.
A.1. Since the union of open sets is open [50, Theorem
1.1.9], also Z+ is open. With the canonical projection
proj : Rn ×Rr → Rr, (A.9)
the set W+ can be interpreted as
W+ = proj(Z+), (A.10)
w w
x
w
Y+
Fig. A.1. Ilustration of Y+ with an inner cylinder
Z(w,w) ⊆ Y+.
i.e. the canonical projection of Z+ in Rr. Since pro-
jection maps are open maps [51, p. 5], W+ is an open
set. 2
Lemma 24 The Y+-inner cylinder
Z(w,w) :={(x,w) ∈ Y+ :
w ∈]w,w[, (x˜,w) ∈ Y+ ∀ x˜ ∈ Rn\{0}}
(A.11)
with w,w ∈ Rr is an open set.
PROOF. If w ≥ w, then the interval ]w,w[ is im-
proper, thus Z(w,w) = ∅. Since empty sets are trivially
open, the proof is complete.
For w < w let (x′,w′) ∈ Z(w,w) be an arbitrary point
within the cylinder (see Fig. A.2). Now let
x′′ = coli{|x′i‖}, i = 1, . . . , n
(A.12)
w′′ = colj{min{wj − w′j , w′j − wj}}, j = 1, . . . , r,
(A.13)
where x′′ denotes the componentwise distances between
x′i and 0 and w′′ denotes the componentwise distances
between w′j and the lower or upper bounds wj or wj ,
respectively. From Fig. A.2 it can be seen that by defi-
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xw
w w
,w
′), ε)
Fig. A.2. Each inner cylinder Z(w,w) is an open set.
nition of x′′ and w′′:
(x′ +
1
2
x′′,w′) ∈ intZ(w,w), (A.14)
(x′ − 1
2
x′′,w′) ∈ intZ(w,w), (A.15)
(x′w′ +
1
2
w′′) ∈ intZ(w,w), (A.16)
(x′,w′ − 1
2
w′′) ∈ intZ(w,w). (A.17)
Thus, it is obvious that we can always construct an open
ball B′((x′,w′), ε) around (x′,w′) with radius
ε =
1
2
·
∥∥∥∥∥
[
x′′
w′′
]∥∥∥∥∥
∞
(A.18)
that lies completely in Z(w,w). Hence Z(w,w) is an
open set. 2
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