We investigate evolution strategies with weighted recombination on general convex quadratic functions. We derive the asymptotic quality gain in the limit of the dimension to infinity, and derive the optimal recombination weights and the optimal step-size. This work is an extension of previous works where the asymptotic quality gain of evolution strategies with weighted recombination was derived on the infinite dimensional sphere function. Moreover, for a finite dimensional search space, we derive rigorous bounds for the quality gain on a general quadratic function. They reveal the dependency of the quality gain both in the eigenvalue distribution of the Hessian matrix and on the recombination weights. Taking the search space dimension to infinity, it turns out that the optimal recombination weights are independent of the Hessian matrix, i.e., the recombination weights optimal for the sphere function are optimal for convex quadratic functions.
INTRODUCTION
Evolution Strategies (ES) are bio-inspired, randomized search algorithms to minimize a function f : R N → R in continuous domain. The most commonly used variant of evolution strategies, namely the covariance matrix adaptation evolution strategy (CMA-ES) [17, 18] , is one of the state-ofthe-art randomized search algorithms for black-box continPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. uous optimization. It maintains a multivariate normal distribution from which candidate solutions are sampled. The parameters of the multivariate normal distribution are updated using the candidate solutions and their function value ranking. Due to its population-based and comparison-based nature, the algorithm is robust and effective on non-convex and rugged functions.
Often the performance evaluation of evolutionary algorithms is based on empirical studies. One of the reason is that mathematically rigorous analysis of randomized algorithms are often too complicated due to the comparisonbased and population-based nature and the complex adaptation mechanisms. To perform a rigorous analysis we often need to simplify some algorithmic components. However, theoretical studies can help our understanding of the behavior of the algorithms, provide optimal scenario that may not be empirically recognized, and reveal the dependency of the performance on the internal parameter settings. For example, the recombination weights in CMA-ES are selected based on the mathematical analysis of an evolution strategy [4] 1 . Moreover, the optimal rate of convergence of the step-size is used to estimate the condition number of the product of the covariance matrix and the Hessian matrix of the objective function, which a recent variant of CMA-ES exploits for online selection of the restricted covariance matrix model [2] .
Analysis based on progress rate or quality gain are among the first theoretical studies of evolution strategies that were carried out (see [11] for historical results of different variants of evolution strategies). Progress or quality gain measures the expected progress in one step (measured in terms of norm for the progress rate and objective function for the quality gain). Simplifying assumptions are then made to be able to derive explicit formula. Typically on spherical functions, it is assumed that the step-size times the dimension divided by the norm of the mean of the sampling distribution is constant. This allows to derive quantitative explicit estimates of the progress rate for the dimension N large that are correct in the limit of N to infinity (see (10) ). Those analysis are particularly useful to know the dependency of the expected progress on the parameters of the algorithm such as the population size, number of parents, and recombination weights. Based on these results, one can derive some optimal parameter setting, in particular the recombination weights [4] .
The progress rate on the sphere is linked to the convergence rate of "real" algorithms, that is implementing a proper step-size or/and covariance matrix adaptation. First, it is directly related to the convergence rate of an "artificial" algorithm where the step-size is set proportionally to the distance to the optimum (see [8] for instance) 2 . Second, the convergence rate of this artificial algorithm for a proper choice of proportionality constant gives a bound on the convergence rate of step-size adaptive algorithms. For (1 + λ) or (1, λ) ESs the bound holds on any function with a unique global optimum, that is, a step-size adaptive (1 + , λ)-ES optimizing any function f with a unique global optimum will not achieve a convergence rate faster than the convergence rate of the artificial algorithm with step-size proportional to the optimum on the sphere function [6, 20, 22] 3 . For algorithms implementing recombination, this bound holds not on any f but on spherical functions [6, 20] . While analyzing the convergence and convergence rate of "real" algorithms is generally quite intricate, there is a simple connection between progress rate analysis and convergence analysis of step-size adaptive evolution strategies: on scaling-invariance functions (with optimum in zero without loss of generality (w.l.g.)), the mean vector divided by the step-size is a Markov chain whose stability analysis leads to the linear convergence of the algorithm [9] . In progress rate analysis the dynamic of this Markov chain is simplified and assumed to be constant.
In this paper, we investigate ESs with weighted recombination on a general convex quadratic function. Since the CMA-ES and most of the recent variants of CMA-ES [3, 23, 25 ] employ weighted recombination, weighted recombination ESs are among the most important categories of ESs. The first analysis of weighted recombination ESs were done in [4] , where the quality gain has been derived on the infinite dimensional sphere function f : x → x 2 . Moreover, the optimal step-size and the optimal recombination weights are derived. The quality gain on a convex quadratic function has been studied in [12, 13] for a variant of weighted recombination ESs called (µ/µI , λ)-ES that employs the truncation weights, where the weights for µ best candidate solutions are 1/µ and the other weights are zero. We extend and generalize these results with a mathematically rigorous derivation.
The contributions of this paper are as follows. First, the asymptotic quality gain of the weighted recombination evolution strategy on a convex quadratic function
2 ≪ 1 is derived for the infinite dimensional search space. The recombination weights optimal for the quality gain turn out to be the same values as the ones derived for the infinite dimensional sphere function [4] . It implies that the optimal weights derived for the infinite dimensional sphere function is optimal independently of the Hessian matrix A of the objective function and the covariance matrix C of the sampling distribution. Moreover, we 2 The algorithm is "artificial" in that the distance to the optimum is unavailable in practice. 3 More precisely, (1 + , λ)-ES optimizing any function f (that may have more than one global optimum) can not converge towards a given optimum x * faster in the search space than the artificial algorithm with step-size proportional to the distance to x * .
see the dependency of the quality gain on the eigenvalue distribution of the Hessian matrix. It provides a better understanding of the algorithm than our empirical knowledge that the convergence speed of the algorithm with a fixed covariance matrix is roughly proportional to 1/(N Cond(AC)) when C is fixed, whereas our result reveals the dependency of the convergence speed not only on the condition number of AC but on the eigenvalue distribution of AC as long as Tr ((AC) 2 ) ≪ Tr(AC) 2 . This may lead to a better algorithm design since such an empirical knowledge is used for algorithm design [2] .
Second, our proof is rather different from the derivations of the quality gain and the progress rate in previous works. On the one hand results derived in for instance [4, 11, 16] rely on a geometric intuition of the algorithm in the infinite dimensional search space and on various approximations. On the other hand, the rigorous derivation of the progress rate (or convergence rate of the algorithm with step-size proportional to the optimum) on the sphere function provided for instance in [7, 21] only holds on spherical functions and provides solely a limit without a bound between the finite dimensional convergence rate and its asymptotic limit (see below). In contrast, we provide a novel and mathematically rigorous proof, based on the expression of the expectation of the recombination weights assigned to a given candidate solution as a function of the candidate solution. It is inspired by the previous work [1] .
Third, our result is not only asymptotic for N to infinity as opposed to previous rigorous results deriving progress rate [7, 8, 21 ] (see also [6] for an overview of those results) but we provide an error bound between the finite dimensional quality gain and its limit. The bound shows the dependency of the convergence speed of the quality gain of the weighted recombination ES solving an arbitrary convex quadratic function to its limit on the recombination weights and the eigenvalue distribution of the Hessian matrix of the objective function. Thanks to the explicit bound, we can treat the population size increasing with the dimension of the search space and provide (for instance) a rigorous sufficient condition on the dependency between population size and N such that the per-iteration convergence rate scaling of O(λ/N ) holds for algorithms with intermediate recombination [11] . This paper is organized as follows. In Section 2, we formally define the evolution strategy with weighted recombination. The quality gain analysis on the infinite dimensional sphere function is revisited. In Section 3, we derive the quality gain bound for a finite dimensional convex quadratic function. The asymptotic quality gain is derived as a consequence. We discuss how the eigenvalue distribution of the Hessian matrix of the objective function influences the quality gain and its convergence speed for N → ∞. In Section 4, we conduct simulations to visualize the effect of different Hessian matrices, the dimension, the recombination weights, the learning rate for the mean vector update, and the step-size. In Section 5, we discuss further topics: the tightness of the derived bound, interpretation of the results for a fixed but non-identity covariance matrix, the dynamics of the mean vector on a convex quadratic function, the geometric interpretation of the optimal setting, the linear convergence proof using the quality gain analysis, and further related works.
FORMULATION

Evolution Strategy with Weighted Recombination
We consider an evolution strategy with weighted recombination. At each iteration t 0 it samples candidate solutions X1, . . . , X λ from the N -dimensional normal distribution N (m (t) , (σ (t) ) 2 I), where m (t) ∈ R N is the mean vector and σ (t) > 0 is the standard deviation, also called the stepsize or the mutation strength in the work of Beyer and his co-authors, e.g. [11] , and I is the identity matrix of dimension N . The candidate solutions are evaluated on a given objective function f : R N → R. W.l.g., we assume f to be minimized. Let i : λ be the index of the ith best candidate solution among X1, . . . , X λ , i.e., f (X 1:λ )
. . . f (X λ:λ ), and w1 · · · w λ be the weights. W.l.g., we assume
i denote the so-called effective variance selection mass. The mean vector is updated according to
where cm > 0 is the learning rate of the mean vector update, i.e., κ = 1/cm is the ratio between the standard deviation σ and the step-size for the mean update σ · cm.
To proceed the analysis with a mathematical rigor, we introduce the weight function as follows
where I{condition} is the indicator function which is 1 if the condition is true and 0 otherwise, and l and u are the numbers of strictly better candidate solutions and equally well or better candidate solutions than Xi, respectively, which are defined as follows
The weight value for Xi is the arithmetic average of the weights w k for the tie candidate solutions. In other words, all the tie candidate solutions have the same weight values. If there is no tie, the weight value for the ith best candidate solution X i:λ is simply wi. With the weight function, we rewrite the algorithm (1) as follows
or equivalently, letting
The above update (5) (or (6) ) is equivalent with the original update (1) if there is no tie among λ candidate solutions. If the objective function is a convex quadratic function, there will be no tie with probability one (w.p.1). Therefore, they are equivalent w.p.1. The motivation of the new formulation is twofold. One is to well define the update even when there is tie, which happens w.p.0, though. The other is a technical reason. In (1) the already sorted candidate solutions X i:λ are all correlated and they are not anymore normally distributed. However, they are assumed to be normally distributed in the previous work [4, 12, 13] . To ensure that such an approximation leads to the asymptotically true quality gain limit, a mathematically involved analysis has to be done. See [7, 8, 21] for details. In (5) or (6) , the ranking computation is a part of the weight function and Xi are still independent and normally distributed. This allows us in a rigorous and novel approach to derive the quality gain on a convex quadratic function.
In the analysis of this paper, we do not consider the adaptation of step-size σ (t) . Instead we investigate the response of the progress measure to the input step-size σ (t) = σ.
Quality Gain Analysis on a Spherical Function
In general, it is too difficult to analyze the Markov chain defined by rank-based stochastic algorithms on the continuous domain. One won't obtain the explicit formula of the convergence rate of an algorithm. Instead, we study the expected amount of the progress in one algorithmic iteration. The quality gain [10, 24] is one of a common measure to evaluate such progress. It is defined as the expectation of the relative decrease of the function value. In this paper we define the quality gain as the conditional expectation of the relative decrease of the function value given the mean vector m (t) = m and the step-size
where x * ∈ R N is (one of) the global minimum of f . Note that the quality gain depends also on the weights (w k ) λ k=1 , the learning rate cm, and the dimension N . To avoid division by zero, we assume that m ∈ R N \ {x * }. In [4] , the algorithm (1) solving a spherical function f (x) = x 2 is analyzed. For this purpose, the normalized step-size and the normalized quality gain are introduced. The normalized step-size at m is defined as
and the normalized quality gain is defined as the quality gain φ scaled by N/2, namely,
It is stated that by taking N → ∞, the normalized quality gain converges to the asymptotic normalized quality gain
where E[N i:λ ] is the expected value of the ith smallest order statistics N i:λ from λ independent populations sampled from the standard normal distribution (a formal proof of this result is presented in [7] with the detailed proof for the uniform integrability done in [21] ). For a sufficiently large N , one can approximate the quality gain as φ(m, σ)
). Consider the optimal parameter setting that maximizē φ∞(σ, (w k ) λ k=1 ) in (10) . Remember 
Moreover, given (w k ) λ k=1 , the optimal normalized step-sizē
The optimal value of the asymptotic normalized quality gain isφ∞(σ
, which is roughly estimated by λ/2 if λ is sufficiently large, say λ 10 2 . Therefore, the quality gain is approximated by λ/N . We have three remarks on the optimal normalized quality gain. First, it tells that the quality gain is proportional to 1/N . Note that we know from [26] that a comparison-based algorithm can not achieve the convergence rate better than 1/N . One can not expect a faster convergence except a constant factor. Second, the quality gain is to measure the improvement in one iteration. If we generate and evaluate λ candidate solutions every iteration, the quality gain per evaluation (f -call) is 1/λ times smaller, i.e., the quality gain per evaluation is 1/N , rather than λ/N . It implies that the number of iterations to achieve the same amount of the quality gain is inversely proportional to λ, which is ideal when the algorithm is implemented on a parallel computer. The third remark is that the result is obtained in the limit N → ∞ while λ is fixed. Therefore, it is implicitly assumed that λ ≪ N . The second remark above holds only when λ ≪ N . In practice, the quality gain per iteration tends to level out as λ increases. Figure 1 shows how the asymptotic normalized quality gain divided by λ scales with λ when the optimal step-
Four different weights schemes are employed, the optimal weights (
−ln k , 0)), and the truncation weights (w k = 1/µ for k = 1, . . . , µ and w k = 0 for k = µ + 1, . . . , λ) with µ = ⌊λ/4⌋ and µ = ⌊λ/10⌋. All the weights are scaled so that λ k=1 |w k | = 1. The expected value of the normal order statistics N i:λ for i ⌈λ/2⌉ is approximated by the Blom's formula
where Φ is the cumulative density function of the standard normal distribution.
When the optimal weights are used, it goes up to 0.5 as λ increases (implying λ k=1 |E[N i:λ ]| ≈ λ for a sufficiently large λ). On the other hand, the quality gain with only nonnegative weights can not be above 0.25, which will be obtained if the first half of the weights are proportional to the optimal setting and the last half of the weights are zero. The CMA type weights well approximate the optimal nonnegative weights.
The optimal step-size (12) depends on (w k ) λ k=1 , in particular, depends on µ. For example, consider the truncation weights with a fixed ratio λ/µ. Then, we findσ
. It implies that the optimal stepsize is roughly proportional to µ. However, since the optimality holds for N → ∞ while λ is fixed, it is implicitly assumed that λ ≪ N . Therefore,σ * ∈ Θ(µ) may not hold if λ ≪ N .
The asymptotic normalized quality gain (10) can be seen as a quadratic function ofσ. Figure 2 shows how the normalized quality gain divided by λ scales withσ/σ * . The maximum normalized quality gain is reached whenσ/σ * = 1. With a smaller step-size, we observe a slower convergence. The asymptotic normalized quality gain
On the other hand, we observe a rapid drop of the normalized quality gain if we increase the step-size. Withσ/σ * = 2, we see no progress. With a larger step-size, we observe the negative progress, i.e., the divergence of the mean vector.
The normalized quality gain depends only on the normalized step-sizeσ and the weights (w k ) λ k=1 . Since the normalized step-size does not change if we multiply cm by some factor and divide σ by some factor, one can say that cm doesn't have any impact on the asymptotic normalized quality gain, hence on the quality gain, as long as σcm is constant. This is unintuitive and not true in a finite dimensional space. The step-size σ realizes the standard deviation of the sampling distribution and it has an impact on the ranking of the candidate solutions. On the other hand, the product σcm is the step-size of the m-update, which must depend on the ranking of the candidate solutions. The asymptotic normalized quality gain provided above tells us that the ranking of the candidate solutions is independent ofσ in the infinite dimensional space.
QUALITY GAIN ANALYSIS ON A GEN-ERAL QUADRATIC FUNCTION
In this section we derive the normalized quality gain bound and the asymptotic normalized quality gain of the weighted recombination ES (1) minimizing a quadratic function with its Hessian ∇∇f (x) = A assumed to be nonnegative definite and symmetric, i.e.,
where x * ∈ R N is the global optimal solution 4 . The performance of an algorithm on a quadratic function is essential to understand the local behavior of the algorithm since an arbitrary twice continuously differentiable function can be approximated by a quadratic function locally.
Normalized Quality Gain and Normalized
Step-Size
We introduce the normalized step-size and the normalized quality gain as we did in (8) and (9) for the sphere function. First of all, if the objective function is homogeneous around the optimal solution x * , the optimal step-size must be a 4 A nonnegative definite matrix A is a matrix having only nonnegative eigenvalues, i.e., x T Ax 0 for all x ∈ R N . If A is not full rank, i.e., it has a zero eigenvalue, the optimum x * is not unique. homogeneous function of degree one with respect to m − x * . This is formally stated in the following proposition. The proof is found in Appendix A.
for a fixed integer n > 0 for any α > 0 and any x ∈ R N . Consider the weighted recombination ES (1) minimizing a function g : x → f (x − x * ). Then, the quality gain is scale-invariant, i.e., φ(x * +(m−x * ), σ) = φ(x * +α(m−x * ), ασ) for any α > 0. Moreover, the optimal step-size σ * = argmax σ 0 φ(m, σ), if it is well-defined, is a function of m − x * . For the sake of simplicity we write the optimal step-size as a map σ * :
Note that the function m → ∇f (m) = A(m − x * ) is homogeneous of degree one around x * . However, this function is not invariant to scaling of a function, i.e., scaling of Hessian A. To make it scale invariant, we will divide it by the trace Tr(A) of Hessian A. Therefore, the function m → ∇f (m) / Tr(A) is our candidate for the optimal step-size. We define the normalized step-size and the scaleinvariant step-size for a quadratic function as follows.
Definition 3.2. For a quadratic function (14) , the normalized step-sizeσ > 0 is defined as
In other words, the step-size is given by
We call it the scale-invariant step-size for a quadratic function (14) .
The normalized quality gain of weighted recombination ES with scale-invariant step-size on a quadratic function is then defined as follows.
Definition 3.3. Let g : R N → R be the m-dependent scaling factor of the normalized quality gain defined by
The normalized quality gain for a quadratic function is defined asφ
In other words,
Note that the normalized step-size and the normalized quality gain defined above agree with (8) and (9), respectively, if f (x) = x 2 , where A = 2I, ∇f (m) = m and g(m) = 2/N . Moreover, they are equivalent to Eq. (4.104) in [11] introduced to analyze the (1+λ)-ES and the (1, λ)-ES. The same normalized step-size has been used for (µ/µI , λ)-ES [12, 13] . See Section 4.3.1 of [11] for the motivation of these normalization.
Theorem: Normalized Quality Gain on Convex Quadratic Functions
The following theorem provides an upper bound of the difference between the normalized quality gain on a finite dimensional convex quadratic function and the asymptotic normalized quality gain derived on the sphere function.
Theorem 3.4 (Normalized Quality Gain Bound).
Consider the weighted recombination evolution strategy (6) solving a convex quadratic function (14) . Let the normalized step-size and the normalized quality gain defined as (15) and (18) . Then,
) is the function defined in (10).
The first consequence of Theorem 3.4 is the generalization of the infinite dimensional analysis on the sphere function in [4] to a convex quadratic function. Let (AN ) N∈N be the sequence of Hessian matrices AN of a convex quadratic function (14) of dimension N ∈ N+. Under the condition
2 → 0 as N → ∞, we can prove that the normalized quality gain defined in (18) converges to the unique limitφ∞(σ, (w k ) λ k=1 ). In particular, the limit agrees with the one of (10) derived for the sphere function. The following corollary formalizes it, which can be immediately derived from Theorem 3.4.
Corollary 3.5 (Normalized Quality Gain Limit
It tells that the quality gain on a convex quadratic function with Hessian A such that Tr(A 2 ) ≪ Tr(A) 2 under the scale-invariant step-size (Definition 3.2) is approximated by the product of the normalization factor g(m) and the asymptotical normalized quality gain as
Asymptotically, the quality gain can be decomposed in two parts: the normalization factor g(m) that depends on the mean vector and the eigenvalue distribution of A, and the asymptotic normalized quality gain that depends on the normalized step-size and the recombination weights. Note that the RHS of (22) agrees with the limit of the one derived for the (1, λ)-ES (Eq. (4.108) in [11] ) if cm = 1, w1 = 1 and wi = 0 for i 2 5 . Moreover, it coincides with the limit of the quality gain for (µ/µI , λ)-ES deduced from the results obtained in [12, 13] if cm = 1, wi = 1/µ for i = 1, . . . , µ and wi = 0 for i = µ + 1, . . . , λ.
The second consequence is a further generalization of Corollary 3.5 that allows us to take λ increasing to +∞ as N → ∞. It reflects the practical setting that we often set λ dependently on N . The optimal normalized step-sizeσ * (with a slight abuse of notation) given in (12) depends on (w k ) λ k=1
and typically scales up in the order of O(λ). Moreover, if σ = βσ * for some β ∈ (0, 2), the asymptotic normalized quality gain is
where the right-most side is maximized when wi ∝ −E[N i:λ ] and the maximum value is (β − β 2 /2)
Since both the normalized step-size and the normalized quality gain typically diverges towards infinity, the convergence of the normalized quality gain pointwise with respect toσ such as (21) is not sufficient. In the following, we provide a sufficient condition to show the convergence of the error rate between the normalized quality gain and the asymptotic normalized quality gain uniformly forσ ∈ [ǫσ * , (2 − ǫ)σ * ]. 
be the sequence of weights of length λN . Letσ * N be the optimal normalized step-size defined in (12) given (w
where max k is taken over k ∈ 1, λ − 1 . Then, for any ǫ ∈ (0, 1),
where supσ is taken overσ
Consider, for example, the truncation weights with the number of parents µN and the sphere function (A = 2I). Then, the condition reads λ [14] ) that
the condition reads λ
In the state-ofthe-art algorithm, namely the CMA-ES, the default population size is λN = 4 + ⌊3 ln(N )⌋ and the weights are similar to the positive part of the optimal weights and the others are zero. This case fits in Corollary 3.6 as well.
This condition λN ∈ o(N 1/6 ) is a rigorous (but seemingly not tight) bound for the scaling of λ such that the per-iteration convergence rate of a (µ/µ, λ)-ES with a fixed λ/µ on the sphere function scales like O(λ/N ) [11, Equation 6 .140].
Remark that contrary to the spherical case where we can show that for any dimension, the algorithm with scale-invariant step-size σ = σ opt x − x * (for a proper choice of constant σ opt and optimal weights) is optimal [20, 21] , we cannot prove here the optimality of the scale-invariant step-size (16) for a finite dimension. However for a quadratic function with Tr(A 2 ) ≪ Tr(A) 2 , the algorithm with the scale-invariant step-size (16) achieves the quality gain greater than 1 − ǫ times the optimal quality gain g(m)φ∞, where ǫ > 0 is the right-hand side of (20) divided byφ∞.
Effect of the Eigenvalue Distribution of the Hessian Matrix
The theorem tells that the optimal weights are the same on any infinite dimensional quadratic function satisfying the condition Tr(A 2 )/ Tr(A) 2 → 0. In particular, the optimal weights on such quadratic functions are the same as the optimal weights on the infinite dimensional sphere function. It is a nice feature since we do not need to tune the weight values depending on the function. The optimal normalized step-size and the optimal normalized quality gain are independent of A. However, the stepsize and the quality gain depends on it. When the weights and the normalized step-size are fixed, the step-size and the quality gain are
Since ∇f (m) = A(m − x * ), we have
where di(A) are the ith greatest eigenvalue of A. The lower and upper equalities for both of the above inequalities hold if and only if m−x * is parallel to the eigenspace corresponding to the smallest and largest eigenvalues of A, respectively.
On the surface of the hyper ellipsoid centered at the optimum x * , the optimal step-size can be different by the factor of at most Cond(A) = d1(A)/dN (A). This is visualized in Figure 3 . Each circle corresponds to the equal density line of the normal distribution with the mean m and the standard deviation ∇f (m) / Tr(A). If we focus on the area around each circle, which is the right area to look at since the candidate solutions are produced around there, the function landscape looks like a parabolic ridge function.
In the above discussion we assumed that A is positive definite, i.e., d1(A) . . . dN (A) > 0. However, the condition Tr(A 
In this case, g(m) can be 2/M if d1(A) = · · · = dM (A) > 0 and di(A) = 0 for i ∈ M + 1, N . The quality gain is then proportional to 2/M , instead of 2/N . That is, the optimal evolution strategy (evolution strategy with the optimal stepsize) solves the quadratic function with the effective rank M defined on the N dimensional search space as efficiently as it solves its projection onto the effective search space (hence n dimensional search space). Table 1 If the condition number α = Cond(A) is fixed, the worst case is maximized when the function has a discus type structure (d1(A) = α and d2(A) = · · · = dN (A) = 1), and is minimized when the function has a cigar type structure (d1(A) = · · · = dN−1(A) = α and dN (A) = 1). The value of dN (A)/ Tr(A) will be close to 1/N as N → ∞ for the discus type function, whereas it will be close to 1/(N α) for the cigar. Therefore, if N ≫ α, the worst case quality gain on the discus type function is as high as the quality gain on the spherical function, whereas the worst case quality gain on the cigar function is 1/α times smaller. On the other hand, the inequality Tr(A 2 )/ Tr(A) 2 < 1/(N −1) on the cigar type function holds independently of α, while Tr(A 2 )/ Tr(A) 2 depends heavily on α on the discus type function. The fraction will not be sufficiently small and we can not approximate the normalized quality gain by Theorem 3.4 unless α ≪ N . Therefore, the theorem is not appropriate for functions of discus type if the condition number is higher than the dimension of interest 6 .
Proof of the Theorem
Here we sketch the main line of the proof of Theorem 3.4. First we expand the normalized quality gain. Let
With (15), it is easy to see that
Using (28) with z = (m (t+1) − m (t) )/σ, the normalized quality gain on a convex quadratic function can be written asφ 
The following lemma provides the expression of the conditional expectation of the weight function.
be the cumulative density function of the function value f (X). Then, we have for any i, j ∈ 1, λ , i = j,
Thanks to Lemma 3.7 and the fact that (X k ) λ k=1 are i.i.d., we can further rewrite the normalized quality gain by taking the iterated expectation
Here Z andZ are independent and N -multivariate normally distributed with zero mean and identity covariance matrix and X = m + σZ andX = m + σZ, where σ = σ ∇f (m) /(cm Tr(A)).
The following lemma shows that the second term on the right-most side of (33) depends only on the weights (w k ) λ k=1 .
The following two lemmas show that the third and the fourth terms on the right-most size of (33) fade away as
Lemma 3.9.
Lemma 3.10.
Finally we deal with the first term on the right-most side of (33). For this purpose, we introduce an orthogonal matrix Q such that Qe = (1, 0, . . . , 0), and let N = QZ. Since Z is N -multivariate standard normally distributed, so is its orthogonal transformation N . Hereafter, for any x ∈ R N the ith coordinate of x is denoted by [x]i.
Lemma 3.12. Let N 1:λ . . . N λ:λ be the normal order
We finalize the proof of Theorem 3.4. From (33), we have
In light of Lemmas 3.11 and 3.12, the first term is upper bounded by 
.
Thanks to lemma 3.8, the second term is zero. The third term and the fourth term are bounded using Lemmas 3.9 and 3.10, respectively, as This completes the proof.
SIMULATION
We conduct experiments to see (i) how the empirical normalized quality gain deviates from the asymptotic normalized quality gain (9) on a finite dimensional quadratic function, (ii) how it depends on the Hessian A, and (iii) how it changes when we change cm while fixingσ × cm.
To estimate the normalized quality gain, we run T iterations of the algorithm (1) with scale-invariant step-size (16) and average the empirical quality gain at each iteration, namely,
We set T = 10000 and run 10 trials with the initial mean m (0) taken from the uniform distribution on the unit sphere surface 7 . We plot the median (×) and the 10%-and 90%-tile range (shaded area in same color, always thin and often not even visible) over the trials, along with the asymptotic normalized quality gainφ∞ (×) and the theoretical bound with cm = 1 (outside shaded area) and cm = ∞ (inside shaded area). The results are summarized in Figure 4 . Note that the normalized quality gain is divided by λ, i.e., persample normalized quality gain is displayed, and the normalized step-size is divided by the optimal normalized step-sizē σ * =σ * ((w k ) λ k=1 ) given in (16) (with a slight abuse of notation) so that the peak ofφ∞ is located at 1 and its value is around 0.5 for the optimal weights and 0.25 for the nonnegative CMA-type weights.
Effect of A. We first focus on the results with cm = 1 (the default setting). The empirical normalized quality gain gets closer to the normalized quality gain derived for the infinite dimensional quadratic function as N increases. The approach of the empirical normalized quality gain to the theory is the fastest for the sphere function (A = I). For convex quadratic functions with the same condition number of α = 10 6 , the speed of the convergence of the normalized quality gain toφ∞ as N → ∞ is the fastest for the cigar function, and the slowest for the discus function. This reflects the upper bound derived in Theorem 3.4 that depends on the ratio Tr(A 2 )/ Tr(A) 2 , whose value is summarized in Table 1 for the functions tested here. For the cigar function the (normalization) ratio is close to 1/(N − 1), while for the discus function the ratio is very close to 1 for N ≪ α and we do not observe significant difference between results on different N . 7 We checked the dependency of the estimated normalized quality gain on the number of iterations T . Comparing the median values over 10 trials obtained with T = 1000 and T = 10000, the maximum difference was 0.0004 forσ/σ * 0.1, and 0.009 forσ/σ * 2 among all settings (all functions, all dimensions, both types of weights, and all values of cm).
Effect of cm. On the sphere function, we observe that a larger cm leads to a better empirical normalized quality gain ifσcm is fixed. The reason is as follows. On the sphere function, the negative gradient everywhere points to the global optimum. The function is locally approximated by a linear function whose normal vector is given by the gradient of the function. When cm is large and hence the step-size is small, the ranking of the candidate solutions tends to admit the ranking of the solutions on the linear function. Then, it tends to provide a good estimate of the gradient. Therefore, a smaller step size, i.e., a larger cm, leads to better progress. On the other quadratic functions, we observe a similar tendency when Tr(A 2 )/ Tr(A) 2 is small enough. However, if λ is relatively large or Tr(A 2 )/ Tr(A) 2 is relatively large, particularly on the discus function, a large cm tends to result in a poor convergence performance. On a quadratic function in general, its gradient does not point to the optimum. If σ is sufficiently small but σcm is relatively large, the mean vector is updated in the negative gradient direction and overshoots since the actual step-size σcm is too large. Consequently, σ will become even smaller in practice. This behavior will be more emphasized if the condition number of the Hessian is higher.
Effect of w k . We clearly see the difference between the normalized quality gain response with the optimal weights and the non-negative weights used in the CMA-ES. Compared with the curves for the optimal weights, the curves for the CMA-type weights tend to be closer to the asymptotic normalized quality gain. The difference is emphasized when the learning rate cm for the mean vector update is smaller than one. Differently from the tendency we observe for the optimal weights, a smaller cm results in a higher empirical quality gain.
The optimal weights are symmetric around zero, implying that they assume the symmetry of the sorted candidate solutions. Such a symmetry does not hold for a general convex quadratic function in a finite dimensional search space unless the step-size is sufficiently small. Since the symmetry can not be assumed in practice, using the negative part of the weights leads to unpromising behavior when cm is small, i.e.,σ is large.
FURTHER DISCUSSION
Tightness of the Normalized Quality Gain Bound. As we see in Figures 4 , the theoretically derived bound (Theorem 3.4) is not tight, in particular for the interesting area where the normalized quality gain has a peak.
The bound (20) has two terms. The first term is mainly from the approximation error of the cumulative density function of f (X) (scaled by the right factor) for X ∼ N (m, σI) by the cumulative density function of the univariate standard normal distribution N . In the proof of Lemma 3.11, we use the Chebyshev's inequality to bound the error. However, since we know the distribution of N and f (X), we may be able to improve the first term by exploiting the distributions. Since the first term dominates if cm is fixed, a better bound for the first term will lead to a tighter bound.
The second term of (20) comes from the quadratic terms of (33). It bounds the deviation of the normalized quality gain due to a random walk of m on the equal function Figure 4 : Empirical normalized quality gain on four convex quadratic functions, Sphere, Discus, Ellipsoid and Cigar (from left to right) of dimension N = 10, 100 and 1000 (from top to bottom). The optimal weights (top) and the (nonnegative) CMA-type weights are used and λ = 10.
value surface (hyperellipsoid). It becomes almost independent of selection (ranking) of candidate solutions as N goes sufficiently large. In the proofs of Lemmas 3.9 and 3.10 we simply use the Cauchy-Schwarz inequality to evaluate the effect of selection (weight functions u2 and u3) and the noise due to stochastic sampling of candidate solutions separately. The second term gives the best upper bound that is achieved when cm → ∞, though it is not a realistic setting. Even if cm → ∞ is considered, we can not yet obtain the O(λ/N ) scale up of the quality gain for λ ∈ o(N ), but we obtain λ ∈ o(N 1 2 ) for (µ/µI , λ)-ES with fixed µ/λ ratio. To answer the question if we can achieve O(λ/N ) scale up for λ ∈ o(N ), we need to improve both the first and second terms of the bound (20) .
Non-Isotropic Gaussian Sampling. The isotropic covariance matrix of the multivariate normal sampling distribution is considered above. We can generalize all of the re-sults in this paper to an arbitrary positive definite symmetric covariance matrix C by considering the affine transformation of the search space. Let f : x → (x − x * ) T A(x − x * ), and consider the coordinate transformation x → y = C − 1 2 x. In the latter coordinate system the function f can be written as
by the same transformation. Then, it is easy to prove that the quality gain on the function f given the parameter (m, σ, C) is equivalent to the quality gain on the functionf given (C − 1 2 m, σ 2 , I). The normalization factor g(m) of the quality gain and the normalized step-size are then rewritten as
Interpretation of Dynamics. The asymptotic quality gain depends on m through g(m). In practice, we observe near worst case performance with g(m) ≈ 2dN (A)/ Tr(A), which implies that m − x * is almost parallel to the eigenspace corresponding to the smallest eigenvalue dN (A) of the Hessian matrix. We provide an intuition to explain this behavior, which will be useful to understand the algorithm, even though the argument is not fully rigorous.
We consider the weighted recombination ES (6) with scaleinvariant step-size (16). Lemma 3.11 implies that the order of the function values f (Xi) coincide with the order of
, where e = ∇f (m (t) )/ ∇f (m (t) ) . This is because if d ∼ N (0, I), then d T Ad/ Tr(A) in (28) almost surely converges to one by the strong law of large numbers. It means that the function value of the candidate solutions is determined solely by the first component on the right-hand side of (28), that is, e T (Xi − m (t) )/σ (t) . Since the ranking of the function only depends on e T (Xi − m (t) )/σ (t) , one can rewrite the update of the mean vector as
where µw = w N (0, I − ee T ). If the function is the spherical function, A ∝ I, the mean vector does a symmetric, unbiased random walk on the surface of a hypersphere while the radius of the hypersphere gradually decreases due to the second term on (38). If the function is a general convex quadratic function, A ∝ I, the corresponding random walk on the surface of a hyperellipsoid becomes biased. Then, m − x * tends to be parallel to the eigenspace corresponding to the smallest eigenvalue dN (A), which means that the quality gain is close to the worst case of dN (A)/ Tr(A) 8 .
Geometric Interpretation of the Optimal Situation.
On the sphere function, we know that the optimal step-size puts the algorithm in the situation where f (m) improves twice as much by m moving towards the optimum as it deteriorates by m moving randomly in the subspace orthogonal to the gradient direction [24] . On a general convex quadratic function, we find the analogous result. From (33) and lemmas in Section 3.4, the first term of the asymptotic normalized quality gain (10) , is due to the random walk in the orthogonal subspaces 9 . The asymptotic normalized quality gain is maximized when the normalized step-size is set such that −σ
. That is, the amount of the decrease of f (m) by m moving into the negative gradient direction is twice greater than the increase of f (m) by m moving in its orthogonal subspace.
Linear Convergence. We can derive the linear convergence of the algorithm where at each iteration, the step-size is proportional to ∇f (m) /cm Tr(A) from our quality gain analysis. Since the algorithm is stochastic, there are several ways to define the linear convergence. Here, we define the linear convergence of the algorithms by
If we consider the weighted recombination evolution strategy with the step-size (16), using the normalized log quality gain, we can rewrite the above definition as
The convergence CR is lower bounded by using Theorem 3.4. Using the inequality g(m)
2dN (A)/ Tr(A), we can lower bound each term on the right-hand side of the above equality as
Then, note thatφ ln (m,σ) φ (m,σ). Letting the righthand side of the inequality (20) be denoted by ǫ(A,σ, (w k ) λ k=1 ), we havē
) . 8 The reason may be explained as follows. It is illustrated in Figure 3 that the optimal step-size is the largest when m is on the shortest axis of the hyperellipsoid, and the smallest when m is on the longest axis. It implies that the progress in one step is the largest in the short axis direction (parallel to the eigenvector corresponding to the largest eigenvalue of A), and the smallest in the long axis direction (parallel the eigenvector corresponding to the largest eigenvalue of A). It implies the situation quickly becomes closer to the worst case, while it takes longer iterations to escape from near worst situation. Therefore, we observe near worst situation in practice. 9 More precisely, the second term comes from the quadratic term in (28) that contains the information in the gradient direction as well. However, the above statement is true in the limit N → ∞.
Altogether, we obtain
), the convergence rate CR > 0 and the algorithm converges. For choices of λ and N that were discussed previously in the paper, we know that ǫ(A,σ, (w k ) λ k=1 ) goes to zero such that the condition will be satisfied.
Related Work. Reference [19] studied the (1 + 1)-ES with the one-fifth success rule on a convex quadratic function with Hessian
where α 1 is the condition number, θ ∈ [0, 1] determines the proportion of the number of short axes of the ellipsoid.
To analyze the algorithmic behavior, the so-called localization parameter, ζ, that is the distance to the optimum in the last N − ⌊N θ⌋ dimensional subspace divided by the distance to the optimum in the first ⌊N θ⌋ times α. In the reference, it is proved that for α ∈ poly(N ) and θ = 1/2, if the initialization satisfies 1)N ) ). The convergence rate of O(1/N ) is also proved on a general quadratic function with a bounded condition number, α ∈ O(1). However, the influence of the condition number α to the convergence rate is missing.
References [5] and [16] studied ES with intermediate recombination and ES with weighted recombination, respectively, on the same type of quadratic functions with Hessian (40). Their results, progress rate and quality gain, depend on the localization parameter, the steady-state value of which is then analyzed to obtain the steady-state quality gain. References [12, 13] studied the progress rate and the quality gain on the general convex quadratic model as we already mentioned in the paper. Our study is differentiated from these results by a mathematical rigorousness. On the other hands, in these references, the dynamics of the step-size control mechanisms, self-adaptation and cumulative step-size adaptation, is analyzed. These are beyond the scope of this paper and we do not discuss further on this topic.
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That is, the quality gain is scale invariant around (x * , 0). Moreover, the above equality implies that argmax σ φ(x * + (m − x * ), σ) = argmax σ φ(x * + α(m − x * ), ασ), i.e., the optimal step-size at x * + α(m − x * ) is α times greater than the optimal step-size at x * +(m−x * ). Therefore, the optimal step-size as a function of m − x * is homogeneous with the exponent 1, i.e., σ
Proof of Corollary 3.6. Letσ = βσ * w for some β ∈ [ǫ, 2 − ǫ]. Two terms depending onσ on the right-hand side of (20) 
The three terms depending on λ and (w k ) λ k=1 on the righthand side of (20) are respectively bounded as
and
Using the above equalities and inequalities, we obtain
Under the condition (23), both the first and the second terms on the RHS of (46) converge to zero as N → ∞. This completes the proof.
Proof of Lemma 3.7. Since (X k ) λ k=1 are independently and normally distributed, the conditional probability of an event I{f (X k ) < f (Xi)} = 1 for any k = i given Xi is c f (f (Xi)). Then, the probability of λ k=1 I{f (X k ) f (Xi)} being a for a ∈ 1, λ is given by the binomial probability mass
with p = c f (f (Xi)). Note that the sum of the above probabilities over a ∈ 1, λ is one. It implies that
takes the value of wa with probability one. Then, for any α 0,
Similarly, the joint probability of
f (Xj ). Then, the conditional joint probability of
f (Xj )} = b for a, b ∈ 1, λ given Xi and Xj is expressed by the trinomial probability mass
with p = c f (f (Xi)) and q = c f (f (Xj )) if a < b, and zero otherwise. Note that the sum of the above probability over 1 a < b λ is 1. It implies that
) takes a value of the form waw b with probability one. Hence, we find
which reads (32). Taking the integral of (31) with respect to p ∈ [0, 1] and using the formula Proof of Lemma A.1. From the first paragraph of the proof of Lemma 3.8, we find that c f (f (Xi)) and c f (f (Xj )) are independent and uniformly distributed on [0, 1].
By using Jensen's inequality to exchange the square and the conditional expectation, we have
follow the same distribution, i.e., N = (N1, . . . , NN ) is Nmultivariate standard normally distributed. Using this fact, we obtain
Tr(A 2 ) Tr(A) 2 .
Here we used the relation Tr(A 2 ) = Tr((EDE) 2 ) = Tr(D 2 ). Applying the Schwarz inequality and using Lemma A.1, we obtain Proof of Lemma 3.10. Let A = EDE T be the eigen decomposition of A as we do in the proof of Lemma 3.9, and let N = E T Z1 andÑ = E T Z2. Then,
Applying the Schwarz inequality and using Lemma A.1, E |u 3 (c f (f (X 1 )), c f (f (X 2 )))(Z Lemma A.3. c f (f (X)) = cN (HN ).
Proof of Lemma A.3. The probability of the i.i.d. copy f (X) of f (X) being smaller than f (X) is written as Here we used (28). Analogously to what we have done in the proof of Lemma 3.9, we find Inserting the above equality to (50), we end the proof. 
