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《論　文》
容量制約をもつネットワーク設計の
大規模問題に対する近似解法
片　山　直　登
1　はじめに
アークとノードからなるネットワークと，ネットワーク上を流れる多品種の需要量が
与えられたときに，アークに関するデザイン費用と品種に関するフロー費用の合計が最
小化となるアークを選択し，各品種のフローの経路を求める問題をネットワーク設計問
題とよぶ．アークに単位時間当たりの処理量である容量をもつ問題を容量制約をもつ
ネットワーク設計問題（capacitated network design problem, CND）とよぶ．
今日まで，CND に対する数多くの研究がなされており，ベンチマーク問題である C  
問題および R 問題（Crainic et al. 2001）がアルゴリズムの評価に用いられている． C  
問題は，ノード数20から30，アーク数230 から700，品種数40から400の問題と，ノード
数100，アーク数400，品種数10から30の問題で構成されている．また，R 問題は，ノー
ド数10，アーク数35から83，品種数10から50の問題と，ノード数20，アーク数120から
315，品種数40から200の問題で構成されている．今日では， C 問題および R 問題は短
時間で最適解または精度の高い近似解を求めることができるようになっている．
そのため最近では，CND に対するベンチマーク問題として，より大規模な問題であ
るGT問題が用いられるようになっている．GT問題は，ノード数500，アーク数2000か
ら3000，品種数50から200の問題で構成されており，（F, T）と（F, L）の 2 種類の問題
群がある．（F, T）はアークにおけるデザイン費用がフロー費用に比べて相対的に高く，
アーク容量がフロー量に比べて相対的に小さな問題である．また，（F, L）はアークに
おけるデザイン費用がフロー費用に比べて相対的に高く，アーク容量がフロー量に比べ
て相対的に大きな問題である．C・R 問題とGT問題を比較すると，最大規模の問題では，
アーク数である 0－1 であるデザイン変数は700個から3000個に，連続変数であるアーク
フロー変数は28万個から50万個に増加している．また，アーク数の増加に加えてノード
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数も100個から500個に増加し，品種の取りうるパス数は大幅に増加している．そのため，
パスフローを用いた定式化を用いた場合には，パスフロー変数は大幅に増加することに
なる．
GT問題に対して，Hewitt et al.（2010）は限定された広範囲の近傍を探索する厳
密解法とヒューリスティクスを組合せた解法である IP 探索法を適用している．また，
Munguí et al.（2017）はマルチ CPU を活用した並列局所探索法を適用し，IP 探索法に
より得られた解と比べて大幅な改善に成功している．
本研究では，CND に対する容量スケーリング法と MIP ソルバーによる近傍探索法を
組み合わせたMIP近傍探索法をGT問題に適用可能なように改善し，提案した解法がGT
問題に対して有用な近似解を算出できることを示す．
2 　CNDの定式化
ノード集合 N，アーク候補集合 A，品種集合 K で定義されるネットワークを考える．
変数として，アーク（i, j）を選択するか否かを表すデザイン変数 yij，アーク（i, j）上
の品種 k のフロー量を表すアークフロー変数 xkij を用いる．費用として，アークを選択
するときに発生するデザイン費用 fij，アーク（i, j）上の品種 k の単位当たりのフロー
費用 ckij が発生する．これらの費用の和を最小化し，その最小値をΦとおく．アーク（i, 
j）の容量 Cij，品種 k の需要量 d
kが与えられ，品種 k は始点 O kを出発し，終点 D kに
到着する．また，アークA からなるネットワーク上でノード n から出るアーク集合
N＋n（A），アークA からなるネットワーク上でノード n に入るアーク集合 N－n（A）が与
えられる．
このとき，アーク集合 A に対するアークフロー変数を用いた CND の定式化 CNDA
（A）は，次のように表される．
CNDA（A）
　　　　　Φ
ͨΊɼ඼छͷऔΓ͏Δύε਺͸େ෯ʹ૿Ճ͍ͯ͠ΔɽͦͷͨΊɼύεϑϩʔΛ༻
͍ͨఆࣜԽΛ༻͍ͨ৔߹ʹ͸ɼύεϑϩʔม਺͸େ෯ʹ૿Ճ͢Δ͜ͱʹͳΔɽ
GT໰୊ʹରͯ͠ɼHewitt et al. (2010)͸ݶఆ͞Εͨ޿ൣғͷۙ๣Λ୳ࡧ͢Δݫ
ີղ๏ͱώϡʔϦεςΟΫεΛ૊߹ͤͨղ๏Ͱ͋Δ IP୳ࡧ๏Λద༻͠ɼMungu´ı
et al. (2017)͸Ϛϧν CPUΛ׆༻ͨ͠ฒྻہॴ୳ࡧ๏Λద༻͠ɼIP୳ࡧ๏ʹΑΓ
ಘΒΕͨղͱൺ΂ͯେ෯ͳվળʹ੒ޭ͍ͯ͠Δɽ
ຊݚڀͰ͸ɼCNDʹର͢Δ༰ྔεέʔϦϯά๏ͱMIPιϧόʔʹΑΔہॴ୳
ࡧ๏Λ૊Έ߹Θͤͨۙࣅղ๏Λ GT໰୊ʹద༻ՄೳͳΑ͏ʹվળ͠ɼఏҊͨ͠ղ
๏͕GT໰୊ʹରͯ͠༗༻ͳۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ NɼΞʔΫީิू߹ Aɼ඼छͷू߹K Ͱఆٛ͞ΕΔωοτϫʔΫΛ
ߟ͑Δɽม਺ͱͯ͠ɼΞʔΫ (i, j)Λબ୒͢Δ͔൱͔Λද͢σβΠϯม਺ yijɼΞʔ
Ϋ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢ΞʔΫϑϩʔม਺ xkij Λ༻͍Δɽඅ༻ͱͯ͠ɼ
ΞʔΫΛબ୒͢Δͱ͖ʹൃੜ͢ΔσβΠϯඅ༻ fijɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ
౰ͨΓͷϑϩʔඅ༻ ckij ͕ൃੜ͢Δɽ͜ΕΒͷඅ༻ͷ࿨Λ࠷খԽ͠ɼͦͷ࠷খ஋Λ
Φͱ͓͘ɽΞʔΫ (i, j)ͷ༰ྔCijɼ඼छ kͷधཁྔ dk͕༩͑ΒΕɼ඼छ k͸࢝఺Ok
Λग़ൃ͠ɼऴ఺Dkʹ౸ண͢Δɽ·ͨɼΞʔΫA͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ
n͔Βग़ΔΞʔΫू߹ N+n (A)ɼΞʔΫ A͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ nʹೖ
ΔΞʔΫू߹N−n (A)͕༩͑ΒΕΔɽ
͜ͷͱ͖ɼΞʔΫू߹ Aʹର͢ΔΞʔΫϑϩʔม਺Λ༻͍ͨ CND ͷఆࣜԽ
CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
= min
∑
(i,j)∈A
∑
k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =


−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
2
　　　　　　　　　　⑴
subject to
ͨΊɼ඼छͷऔΓ͏Δύε਺͸େ෯ʹ૿Ճ͍ͯ͠ΔɽͦͷͨΊɼύεϑϩʔΛ༻
͍ͨఆࣜԽΛ༻͍ͨ৔߹ʹ͸ɼύεϑϩʔม਺͸େ෯ʹ૿Ճ͢Δ͜ͱʹͳΔɽ
GT໰୊ʹରͯ͠ɼHewitt et al. (2010)͸ݶఆ͞Εͨ޿ൣғͷۙ๣Λ୳ࡧ͢Δݫ
ີղ๏ͱώϡʔϦεςΟΫεΛ૊߹ͤͨղ๏Ͱ͋Δ IP୳ࡧ๏Λద༻͠ɼMungu´ı
et al. (2017)͸Ϛϧν CPUΛ׆༻ͨ͠ฒྻہॴ୳ࡧ๏Λద༻͠ɼIP୳ࡧ๏ʹΑΓ
ಘΒΕ ղͱൺ΂ͯେ෯ͳվળ ੒ޭ͍ͯ͠Δɽ
ຊݚڀͰ͸ɼCNDʹର͢Δ༰ྔεέʔϦϯά๏ͱMIPιϧόʔʹΑΔہॴ୳
ࡧ๏Λ૊Έ߹Θͤͨۙࣅղ๏Λ GT໰୊ʹద༻ՄೳͳΑ͏ʹվળ͠ɼఏҊͨ͠ղ
๏͕GT໰୊ʹରͯ͠༗༻ͳۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ NɼΞʔΫީิू߹ Aɼ඼छͷू߹K Ͱఆٛ͞ΕΔωοτϫʔΫΛ
ߟ͑Δɽม਺ͱͯ͠ɼΞʔΫ (i, j)Λબ୒͢Δ͔൱͔Λද͢σβΠϯม਺ yijɼΞʔ
Ϋ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢ΞʔΫϑϩʔม਺ xkij Λ༻͍Δɽඅ༻ͱͯ͠ɼ
ΞʔΫΛબ୒͢Δͱ͖ʹൃੜ͢ΔσβΠϯඅ༻ fijɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ
౰ͨΓͷϑϩʔඅ༻ ckij ͕ൃੜ͢Δɽ͜ΕΒͷඅ༻ͷ࿨Λ࠷খԽ͠ɼͦͷ࠷খ஋Λ
Φͱ͓͘ɽΞʔΫ (i, j)ͷ༰ྔCijɼ඼छ kͷधཁྔ dk͕༩͑ΒΕɼ඼छ k͸࢝఺Ok
Λग़ൃ͠ɼऴ఺Dkʹ౸ண͢Δɽ·ͨɼΞʔΫA͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ
n͔Βग़ΔΞʔΫू߹ N+n (A)ɼΞʔΫ A͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ nʹೖ
ΔΞʔΫू߹N−n (A)͕༩͑ΒΕΔɽ
͜ͷͱ͖ɼΞʔΫू߹ Aʹର͢ΔΞʔΫϑϩʔม਺Λ༻͍ͨ CND ͷఆࣜԽ
CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
Φ = min
∑
(i,j)∈A
∑
k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =



−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
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ͨΊɼ඼छͷऔΓ͏Δύε਺͸େ෯ʹ૿Ճ͍ͯ͠ΔɽͦͷͨΊɼύεϑϩʔΛ༻
͍ͨఆࣜԽΛ༻͍ͨ৔߹ʹ͸ɼύεϑϩʔม਺͸େ෯ʹ૿Ճ͢Δ͜ͱʹͳΔɽ
GT໰୊ʹରͯ͠ɼHewitt et al. (2010)͸ݶఆ͞Εͨ޿ൣғͷۙ๣Λ୳ࡧ͢Δݫ
ີղ๏ͱώϡʔϦεςΟΫεΛ૊߹ͤͨղ๏Ͱ͋Δ IP୳ࡧ๏Λద༻͠ɼMungu´ı
et al. (2017)͸Ϛϧν CPUΛ׆༻ͨ͠ฒྻہॴ୳ࡧ๏Λద༻͠ɼIP୳ࡧ๏ʹΑΓ
ಘΒΕͨղͱൺ΂ͯେ෯ͳվળʹ੒ޭ͍ͯ͠Δɽ
ຊݚڀͰ͸ɼCNDʹର͢Δ༰ྔεέʔϦϯά๏ͱMIPιϧόʔʹΑΔہॴ୳
ࡧ๏Λ૊Έ߹Θͤͨۙࣅղ๏Λ GT໰୊ʹద༻ՄೳͳΑ͏ʹվળ͠ɼఏҊͨ͠ղ
๏͕GT໰୊ʹରͯ͠༗༻ͳۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 C DͷఆࣜԽ
ϊʔυू߹ NɼΞʔΫީิू߹ Aɼ඼छͷू߹K Ͱఆٛ͞ΕΔωοτϫʔΫΛ
ߟ͑Δɽม਺ͱͯ͠ɼΞʔΫ (i, j)Λબ୒͢Δ͔൱ Λද͢σβΠϯม਺ yijɼΞʔ
Ϋ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢ΞʔΫϑϩʔม਺ xkij Λ༻͍Δɽඅ༻ͱͯ͠ɼ
ΞʔΫΛબ୒͢Δͱ͖ʹൃੜ͢ΔσβΠϯඅ༻ fijɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ
౰ͨΓͷϑϩʔඅ༻ ckij ͕ൃੜ͢Δɽ͜ΕΒͷඅ༻ͷ࿨Λ࠷খԽ͠ɼͦͷ࠷খ஋Λ
Φͱ͓͘ɽΞʔΫ (i, j)ͷ༰ྔCijɼ඼छ kͷधཁྔ dk͕༩͑ΒΕɼ඼छ k͸࢝఺Ok
Λग़ൃ͠ɼऴ఺Dkʹ౸ண͢Δɽ·ͨɼΞʔΫA͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ
n͔Βग़ΔΞʔΫू߹ N+n (A)ɼΞʔΫ A͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ nʹೖ
ΔΞʔΫू߹N−n (A)͕༩͑ΒΕΔɽ
͜ͷͱ͖ɼΞʔΫू߹ Aʹର͢ΔΞʔΫϑϩʔม਺Λ༻͍ͨ CND ͷఆࣜԽ
CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
Φ = min
(i,j)∈A k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =


−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
2
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ͨΊɼ඼छͷऔΓ͏Δύε਺͸େ෯ʹ૿Ճ͍ͯ͠ΔɽͦͷͨΊɼύεϑϩʔΛ༻
͍ͨఆࣜԽΛ༻͍ͨ৔߹ʹ͸ɼύεϑϩʔม਺͸େ෯ʹ૿Ճ͢Δ͜ͱʹͳΔɽ
GT໰୊ʹରͯ͠ɼHewitt et al. (2010)͸ݶఆ͞Εͨ޿ൣғͷۙ๣Λ୳ࡧ͢Δݫ
ີղ๏ͱώϡʔϦεςΟΫεΛ૊߹ͤͨղ๏Ͱ͋Δ IP୳ࡧ๏Λద༻͠ɼMungu´ı
et al. (2017)͸Ϛϧν CPUΛ׆༻ͨ͠ฒྻہॴ୳ࡧ๏Λద༻͠ɼIP୳ࡧ๏ʹΑΓ
ಘΒΕͨղͱൺ΂ͯେ෯ͳվળʹ੒ޭ͍ͯ͠Δɽ
ຊݚڀͰ͸ɼCNDʹର͢Δ༰ྔεέʔϦϯά๏ͱMIPιϧόʔʹΑΔہॴ୳
ࡧ๏Λ૊Έ߹Θͤͨۙࣅղ๏Λ GT໰୊ʹద༻ՄೳͳΑ͏ʹվળ͠ɼఏҊͨ͠ղ
๏͕GT໰୊ʹରͯ͠༗༻ͳۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ NɼΞʔΫީิू߹ Aɼ඼छͷू߹K Ͱఆٛ͞ΕΔωοτϫʔΫΛ
ߟ͑Δɽม਺ͱͯ͠ɼΞʔΫ (i, j)Λબ୒͢Δ͔൱͔Λද͢σβΠϯม਺ yijɼΞʔ
Ϋ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢ΞʔΫϑϩʔม਺ xkij Λ༻͍Δɽඅ༻ͱͯ͠ɼ
ΞʔΫΛબ୒͢Δͱ͖ʹൃੜ͢ΔσβΠϯඅ༻ fijɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ
౰ͨΓͷϑϩʔඅ༻ ckij ͕ൃੜ͢Δɽ͜ΕΒͷඅ༻ͷ࿨Λ࠷খԽ͠ɼͦͷ࠷খ஋Λ
Φͱ͓͘ɽΞʔΫ (i, j)ͷ༰ྔCijɼ඼छ kͷधཁྔ dk͕༩͑ΒΕɼ඼छ k͸࢝఺Ok
Λग़ൃ͠ɼऴ఺Dkʹ౸ண͢Δɽ·ͨɼΞʔΫA͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ
n͔Βग़ΔΞʔΫू߹ N+n (A)ɼΞʔΫ A͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ nʹೖ
ΔΞʔΫू߹N−n (A)͕༩͑ΒΕΔɽ
͜ͷͱ͖ɼΞʔΫू߹ Aʹର͢ΔΞʔΫϑϩʔม਺Λ༻͍ͨ CND ͷఆࣜԽ
CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
Φ = min
∑
(i,j)∈A
∑
k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =



−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
2
　　　　　　　　　　　　　　　　⑶
　　　　　
ͨΊɼ඼छͷऔΓ͏Δύε਺͸େ෯ʹ૿Ճ͍ͯ͠ΔɽͦͷͨΊɼύεϑϩʔΛ༻
͍ͨఆࣜԽΛ༻͍ͨ৔߹ʹ͸ɼύεϑϩʔม਺͸େ෯ʹ૿Ճ͢Δ͜ͱʹͳΔɽ
GT໰୊ʹରͯ͠ɼHewitt et al. (2010)͸ݶఆ͞Εͨ޿ൣғͷۙ๣Λ୳ࡧ͢Δݫ
ີղ๏ͱώϡʔϦεςΟΫεΛ૊߹ͤͨղ๏Ͱ͋Δ IP୳ࡧ๏Λద༻͠ɼMungu´ı
et al. (2017)͸Ϛϧν CPUΛ׆༻ͨ͠ฒྻہॴ୳ࡧ๏Λద༻͠ɼIP୳ࡧ๏ʹΑΓ
ಘΒΕͨղͱൺ΂ͯେ෯ͳվળʹ੒ޭ͍ͯ͠Δɽ
ຊݚڀͰ͸ɼCNDʹର͢Δ༰ྔεέʔϦϯά๏ͱMIPιϧόʔʹΑΔہॴ୳
ࡧ๏Λ૊Έ߹Θͤͨۙࣅղ๏Λ GT໰୊ʹద༻ՄೳͳΑ͏ʹվળ͠ɼఏҊͨ͠ղ
๏͕GT໰୊ʹରͯ͠༗༻ͳۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ NɼΞʔΫީิू߹ Aɼ඼छͷू߹K Ͱఆٛ͞ΕΔωοτϫʔΫΛ
ߟ͑Δɽม਺ͱͯ͠ɼΞʔΫ (i, j)Λબ୒͢Δ͔൱͔Λද͢σβΠϯม਺ yijɼΞʔ
Ϋ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢ΞʔΫϑϩʔม਺ xkij Λ༻͍Δɽඅ༻ͱͯ͠ɼ
ΞʔΫΛબ୒͢Δͱ͖ʹൃੜ͢ΔσβΠϯඅ༻ fijɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ
౰ͨΓͷϑϩʔඅ༻ ckij ͕ൃੜ͢Δɽ͜ΕΒͷඅ༻ͷ࿨Λ࠷খԽ͠ɼͦͷ࠷খ஋Λ
Φͱ͓͘ɽΞʔΫ (i, j)ͷ༰ྔCijɼ඼छ kͷधཁྔ dk͕༩͑ΒΕɼ඼छ k͸࢝఺Ok
Λग़ൃ͠ɼऴ఺Dkʹ౸ண͢Δɽ·ͨɼΞʔΫA͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ
n͔Βग़ΔΞʔΫू߹ N+n (A)ɼΞʔΫ A͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ nʹೖ
ΔΞʔΫू߹N−n (A)͕༩͑ΒΕΔɽ
͜ͷͱ͖ɼΞʔΫू߹ Aʹର͢ΔΞʔΫϑϩʔม਺Λ༻͍ͨ CND ͷఆࣜԽ
CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
Φ = min
∑
(i,j)∈A
∑
k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =



−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
2
　　　　　　　　　　　　　　⑷
　　　　　
ͨΊɼ඼छͷऔΓ͏Δύε਺͸େ෯ʹ૿Ճ͍ͯ͠ΔɽͦͷͨΊɼύεϑϩʔΛ༻
͍ͨఆࣜԽΛ༻͍ͨ৔߹ʹ͸ɼύεϑϩʔม਺͸େ෯ʹ૿Ճ͢Δ͜ͱʹͳΔɽ
GT໰୊ʹରͯ͠ɼHewitt et al. (2010)͸ݶఆ͞Εͨ޿ൣғͷۙ๣Λ୳ࡧ͢Δݫ
ີղ๏ͱώϡʔϦεςΟΫεΛ૊߹ͤͨղ๏Ͱ͋Δ IP୳ࡧ๏Λద༻͠ɼMungu´ı
et al. (2017)͸Ϛϧν CPUΛ׆༻ͨ͠ฒྻہॴ୳ࡧ๏Λద༻͠ɼIP୳ࡧ๏ʹΑΓ
ಘΒΕͨղͱൺ΂ͯେ෯ͳվળʹ੒ޭ͍ͯ͠Δɽ
ຊݚڀͰ͸ɼCNDʹର͢Δ༰ྔεέʔϦϯά๏ͱMIPιϧόʔʹΑΔہॴ୳
ࡧ๏Λ૊Έ߹Θͤͨۙࣅղ๏Λ GT໰୊ʹద༻ՄೳͳΑ͏ʹվળ͠ɼఏҊͨ͠ղ
๏͕GT໰୊ʹରͯ͠༗༻ͳۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ NɼΞʔΫީิू߹ Aɼ඼छͷू߹K Ͱఆٛ͞ΕΔωοτϫʔΫΛ
ߟ͑Δɽม਺ͱͯ͠ɼΞʔΫ (i, j)Λબ୒͢Δ͔൱͔Λද͢σβΠϯม਺ yijɼΞʔ
Ϋ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢ΞʔΫϑϩʔม਺ xkij Λ༻͍Δɽඅ༻ͱͯ͠ɼ
ΞʔΫΛબ୒͢Δͱ͖ʹൃੜ͢ΔσβΠϯඅ༻ fijɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ
౰ͨΓͷϑϩʔඅ༻ ckij ͕ൃੜ͢Δɽ͜ΕΒͷඅ༻ͷ࿨Λ࠷খԽ͠ɼͦͷ࠷খ஋Λ
Φͱ͓͘ɽΞʔΫ (i, j)ͷ༰ྔCijɼ඼छ kͷधཁྔ dk͕༩͑ΒΕɼ඼छ k͸࢝఺Ok
Λग़ൃ͠ɼऴ఺Dkʹ౸ண͢Δɽ·ͨɼΞʔΫA͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ
n͔Βग़ΔΞʔΫू߹ N+n (A)ɼΞʔΫ A͔ΒͳΔωοτϫʔΫ্Ͱϊʔυ nʹೖ
ΔΞʔΫू߹N−n (A)͕༩͑ΒΕΔɽ
͜ͷͱ͖ɼΞʔΫू߹ Aʹର͢ΔΞʔΫϑϩʔม਺Λ༻͍ͨ CND ͷఆࣜԽ
CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
Φ = min
∑
(i,j)∈A k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =



−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
2
　　　　　　　　　　　　　　　　　　 ⑸
　　　　　xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11)ࣜΛ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CNDPL(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　　　　　　　　　⑹
⑴式は，フロー費用とデザイン費用の和であり，これを最小化することを表す．⑵
式は，ノード n における流入量と流出量の差が，ノード n が品種 k の始点 O kであれば
－d k，終点 D kであれば d k，その他のノードであれば 0 となることを表すフロー保存
式である．⑶式の左辺はアーク（i, j）上のフロー量の合計であり，右辺はアーク（i, j）
が選択されるときにCij，選択されないとき 0 となる容量制約式である．⑷式の左辺は
アーク（i, j）上の品種 のパスフロー量の合計であり，右辺はアーク（i, j）が選択さ
れるときに d k，選択されないとき 0 となる強制制約式である．⑸式はデザイン変数の
0－1 条件，⑹式はアークフローの非負制約である．
品種 k の取り得るパス集合を P k，全体のパス集合を P とし，品種 k のパス p のフ
ロー量であるパスフロー変数を x kpとし，パス p がアーク（i, j）を含むとき 1 ，そうで
ないとき 0 である定数をδPij とする．このとき，アーク集合 A ，パス集合 P ，アーク
容量 C に対して，パスフロー変数を用いた CND の定式化 CNDP（A, P, C）は，次のよ
うに表される．
CNDP（A, P, C）
　　　　　
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11)ࣜΛ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CNDPL(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　⑺
subject to
　　　　　
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11)ࣜΛ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CNDPL(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　　　　　　　　　　　　⑻
　　　　　
xkij ≥ 0 ∀(i, j) A, k ∈ K (6)
(1)ࣜ͸ ϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ Λ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊ υ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯ ͷ 0-1৚݅ (6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A k K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ dkɼબ୒͞Εͳ͍ ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11) Λ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CND L(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　　　　　⑼
　　　　　
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1) ϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ ੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ (6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7) ϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁ ʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ ੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11)ࣜΛ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CNDPL(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　　　　⑽
22
　　　　　
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11)ࣜΛ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CNDPL(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　　　　　　　　　　　⑾
　　　　　
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)
(2) n n k Ok
−dk Dk dk 0
(3) (i, j)
(i, j) Cij 0
(4) (i, j) k
(i, j) dk 0
(5) 0-1 (6)
k P k P k p
xkp p (i, j) 1
0 δpij A P
C CND CNDP (A,P,C)
(CNDP (A,P,C))
min
(i,j)∈A k∈K
ckij
p∈Pk
δpijx
k
p +
(i,j)∈A
fijyij (7)
subject to
p∈Pk
xkp = dk ∀k ∈ K (8)
k∈K p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)
(8) k
(9) (i, j) (i, j)
Cij 0 (10)
(i, j) k (i, j)
dk 0 (11)
0-1 (12)
CNDP (A,P,C) 0-1 (11)
CNDPL(A,P,C)
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
　　　　　　　　　　　　　　　　　　　⑿
⑺式は，フロー費用とデザイン費用の和であり，これを最小化することを表す．⑻式
は，品種 k のパスフロー量の和は需要量になることを表す需要保存式である．⑼式の左
辺はアーク（i, j）上のフロー量の合計であり，右辺はアーク（i, j）が選択されるとき
にCij，選択されないとき 0 となる容量制約式である．⑽式の左辺はアーク（i, j）上の
品種 k のパスフロー量の合計であり，右辺はアーク（i, j）が選択されるときに d k，選
択されないとき 0 となる強制制約式である．⑾式はデザイン変数の 0－1 条件，⑿式は
パスフローの非負制約である．
CNDP（A, P, C）において，デザイン変数の 0－1 条件を線形緩和し，⑾式を次式で
置き換えた問題を CNDPL（A, P, C）とする．
　　　　　
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹ΛP kɼશମͷύεू߹ΛP ͱ͠ɼ඼छ kͷύε pͷϑ
ϩʔྔͰ͋Δύεϑϩʔม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏
Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺Λ δpijͱ͢Δɽ͜ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔ
Ϋ༰ྔ C ʹରͯ͠ɼύεϑϩʔม਺Λ༻͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ
࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
xkp = dk ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
CNDP (A,P,C)ʹ͓͍ͯɼσβΠϯม਺ͷ 0-1৚݅Λઢܗ؇࿨͠ɼ(11)ࣜΛ࣍ࣜ
Ͱஔ͖׵͑ͨ໰୊Λ CNDPL(A,P,C)ͱ͢Δɽ
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (13)
3
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3 　近似解法
本研究で用いる解法は，容量スケーリング法と近傍探索を組み合わせた解法（片山
2017）である．この解法は，容量スケーリング法により初期探索解を算出し，MIPソル
バー用いた近傍探索を行うMIP近傍探索法である．直接，MIP近傍探索法をGT問題に
適用すると膨大な計算時間が必要となる．そこで，大規模な問題に適用可能なように，
MIP近傍探索法に改良を加える．
3 . 1 　列・行生成法
パスフローによる定式化の線形緩和問題 CNDPL（A, P, C）を最適に解くことを考え
る．パスフロー変数は膨大な数となるため，あらかじめすべてを列挙しておくのは困難
である．そこで，適当なパスの部分集合 P
－
から始め，逐次，基底に入るであろうパス
フロー変数を生成する．そのためには価格付け問題を解き，被約費用が負であるパスフ
ロー変数を生成する．生成した変数を問題に加え，対応するパスを P
－
に加えて P
－
を更
新し，再度 CNDPL（A, P
－
, C）を解き直す．この操作を被約費用が負である変数がなく
なるまで繰り返す．被約費用が負であるパスフロー変数が存在しなければ，CNDPL（A, 
P, C）の最適解が得られたことになる．
⑻式に対する双対変数をπ，⑼，⑽式に対する非負の双対変数を u ， w とする．こ
れらの値は，CNDPL（A, P
－
, C）を最適に解くことにより求めることができる．
容量制約をもつネットワーク設計の大規模問題に対する近似解法
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パスフロー変数 xp に関する被約費用は，
　　　　　
3 ۙࣅղ๏
ຊݚڀͰ༻͍Δղ๏͸ɼ༰ྔεέʔϦϯά๏ͱہॴ୳ࡧΛ૊Έ߹Θͤͨղ๏ (ย
ࢁ௚ొ 2017)Ͱ͋Δɽ͜ͷղ๏͸ɼ༰ྔεέʔϦϯά๏ʹΑΓΞʔΫू߹Λݶఆ
͠ɼݶఆͨ͠ΞʔΫू߹ʹରͯ͠ɼMIPιϧόʔ༻͍ͨۙ๣୳ࡧΛߦ͏MIPۙ๣
୳ࡧ๏Ͱ͋ΔɽMIPۙ๣୳ࡧ๏ΛGT໰୊ʹద༻͢Δ๲େͳܭࢉ͕࣌ؒඞཁͱͳ
Δɽͦ͜Ͱɼେن໛ͳ໰୊ʹద༻ՄೳͳΑ͏ʹɼMIPۙ๣୳ࡧ๏ʹվྑΛՃ͑Δɽ
3.1 ྻɾߦੜ੒๏
ύεϑϩʔʹΑΔఆࣜԽͷઢܗ؇࿨໰୊ CNDPL(A,P,C)Λ࠷దʹղ͘͜ͱΛ
ߟ͑Δɽύεϑϩʔม਺͸๲େͳ਺ͱͳΔͨΊɼ͋Β͔͡Ί͢΂ͯΛྻڍ͓ͯ͠
͘ͷ͸ࠔ೉Ͱ͋Δɽͦ͜Ͱɼద౰ͳύεͷ෦෼ू߹ P¯ ͔Β࢝Ίɼஞ࣍ɼجఈʹೖ
ΔͰ͋Ζ͏ύεϑϩʔม਺Λੜ੒͢ΔɽͦͷͨΊʹ͸Ձ֨෇͚໰୊Λղ͖ɼඃ໿
අ༻͕ෛͰ͋Δύεϑϩʔม਺Λੜ੒͢Δɽੜ੒ͨ͠ม਺Λ໰୊ʹՃ͑ɼରԠ
͢ΔύεΛ P¯ ʹՃ͑ͯ P¯ Λߋ৽͠ɼ࠶౓ CNDPL(A, P¯ , C)Λղ͖௚͢ɽ͜ͷૢ࡞
Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δύεϑ
ϩʔม਺͕ଘࡏ͠ͳ͚Ε͹ɼCNDPL(A,P,C)ͷ࠷దղ͕ಘΒΕͨ͜ͱʹͳΔɽ
(8)ࣜʹର͢Δ૒ରม਺Λπɼ(9)ɼ(10)ࣜʹର͢Δඇෛͷ૒ରม਺Λuɼwͱ͢Δɽ
͜ΕΒͷ஋͸ɼCNDPL(A, P¯ , C)Λ࠷దʹղ͘͜ͱʹΑΓٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ xpʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + uij + wkij)− πk ∀p ∈ P k, k ∈ K (14)
Ͱ͋Δɽ∑(i,j)∈A δpij(ckij + uij +wkij)͸ɼΞʔΫ (i, j)ͷ௕͞Λ ckij + uij +wkij ͱͨ͠ͱ
͖ɼύε pͷ௕͞ͱͳΔɽ·ͨɼπk͸ݱࡏͷ඼छ kͷύεू߹ P¯ kʹؚ·ΕΔύε
্ͷ࢝఺ɾऴ఺ؒͷ࠷୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ
཭ʯͰ͋ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ
΋୹͍ύεΛݟ͚ͭΔ͜ͱʹͳΔɽ
πk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼෛͷύεϑϩʔม਺Λݟ͚ͭΔʹ͸ɼ඼छ kʹ
ରͯ͠ɼ(14)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͕ͨͬͯ͠ɼ඼छ
kʹؔ͢ΔՁ֨෇͚໰୊͸ɼΞʔΫ (i, j)ͷ௕͞Λ ckij + uij + wkij ͱͨ͠࠷୹ܦ࿏໰
୊ʹؼண͞ΕΔɽ
͜ͷ࠷୹ܦ࿏໰୊ʹ͓͍ͯɼ࢝఺ɾऴ఺ؒͷ඼छ k ͷ࠷୹ڑ཭Λ µ ͱ͢Δɽ
µ − πk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟͭ
͔ͬͨ͜ͱʹͳΓɼp͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ xkp͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ µ− πk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼCNDPL(A,P,C)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽ
ੜ੒ͨ͠ύε p্ͷΞʔΫʹؔͯ͠ɼ඼छ kʹؔ͢Δڧ੍੍໿͕ࣜͳ͍৔߹͸ɼ
඼छ kͷधཁʹؔ͢Δڧ੍੍໿ࣜ (10)Λ໰୊ʹ௥Ճ͢Δɽ
4
　　　　　　　⒁
である．Σ（i, j）∈Aδ
P
ij（c
k
ij＋uij＋w
k
ij）は，アーク（i, j）の長さを c
k
ij＋uij＋w
k
ij としたとき，
パス p の長さとなる．また，πk は現在の品種 k のパス集合 P
－k に含まれるパス上の始
点・終点間の最短距離である．被約費用は「パス p の長さ－現在の最短距離」であるの
で，被約費用が負である変数を見つけることは現在の最短距離よりも短いパスを見つけ
ることになる．
 πk は定数項として扱えるので，負のパスフロー変数を見つけるには，品種 k に対し
て，⒁式の第一項を最小化するパス p を見つければ良い．したがって，品種 k に関する
価格付け問題は，アーク（i, j）の長さを ckij＋uij＋w
k
ij とした最短経路問題に帰着される．
この最短経路問題において，始点・終点間の品種 k の最短距離をμとする．μ－
πk < 0 であれば，品種 k における被約費用が負であるパスフロー変数が見つかったこ
とになり， p が生成すべきパス，パスに対応するパスフロー変数 x kp が生成すべき変数
となる．また，すべての品種 k についてμ－πk >― 0 であれば，被約費用が負である変
数が存在しないため，CNDPL（A, P, C）が最適に解けたことになる．
ここで，CNDPL（A, P
－
, C）には，左辺に変数が含まれてない強制制約式⑽は含まれ
ないものとする．生成したパス p 上のアークに関して，品種 k に関する強制制約式がな
い場合は，品種 k の需要に関する強制制約式⑽を問題に追加する．
3 . 2 　容量スケーリングと列・行生成法
初期のアーク集合に対して容量スケーリング法を適用し，事前に対象となるアークを
絞ることにする．容量スケーリング法は，線形緩和問題を解き，そのデザイン変数解の
値にしたがってアーク容量を変化させ， 0 また 1 のデザイン変数解を導出するものであ
る．容量スケーリングでは，少ない繰り返し回数で多くのデザイン変数が 0 に収束する
ことが知られている（Katayama et al. 2009）．そこで，アーク集合 A に対して容量ス
ケーリング法を適用し， 0 に収束しないデザイン変数のみを選定し，これらのアークの
みを対象とし，その後の近傍探索を実施する．この処理により，少ない計算量で多くの
アークを除外することができ，効率的に問題規模を縮小することが可能となる．もち
ろん， 0 に収束したデザイン変数が最適解において 1 である可能があるため，限定され
たアーク集合をもとに求めた解は最適解であることは保証できない．すべての変数が 0
または 1 に収束するためには多くの繰り返し回数が必要なため， 0 に収束しないデザイ
ン変数が一定数以下となる，または設定した繰り返し回数の上限に達した場合に容量ス
ケーリングを終了する．
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CNDPL（A, P, C）において， l 回目の繰り返しにおけるアーク容量を Clとし，⒀式
の上限である 1 を C/Cl に置き換え，限定されたパス集合 P
－
を用いた線形緩和問題を
CNDPL（A, P
－
, C l）とする．P
－
は，適当な初期集合から列生成で生成されたパスを加え
た集合である．なお，少なくとも左辺のパスフロー変数が 1 つ以上生成されている強制
制約式のみを考慮し，それら以外の強制制約式は含まないものとする．
l －1 回目の繰り返しであるCNDPL（A, P
－
, C l－1）のデザイン変数解を ~y とすると， l
回目のアーク容量を次のように変更する．
　　　　　
3.2 ༰ྔεέʔϦϯάͱྻɾߦੜ੒๏
ॳظͷΞʔΫू߹ʹରͯ͠༰ྔεέʔϦϯά๏Λద༻͠ɼࣄલʹର৅ͱͳΔ
ΞʔΫΛߜΔɽ༰ྔεέʔϦϯά๏͸ɼઢܗ؇࿨໰୊Λղ͖ɼͦͷσβΠϯม਺
ղͷ஋ʹ͕ͨͬͯ͠ΞʔΫ༰ྔΛมԽͤ͞ɼ0·ͨ 1ͷσβΠϯม਺ղΛಋग़͢Δ
΋ͷͰ͋Δɽ༰ྔεέʔϦϯάͰ͸ɼগͳ͍܁Γฦ͠ճ਺Ͱଟ͘ͷσβΠϯม਺
͕ 0ʹऩଋ͢Δ͜ͱ͕஌ΒΕ͍ͯΔ (Katayama et al. 2009)ɽͦ͜ͰɼΞʔΫू߹
Aʹରͯ͠༰ྔεέʔϦϯά๏Λద༻͠ɼ0ʹऩଋ͠ͳ͍σβΠϯม਺ͷΈΛબ
ఆ͠ɼ͜ΕΒͷΞʔΫͷΈΛର৅ͱ͠ɼͦͷޙͷۙ๣୳ࡧΛ࣮ࢪ͢Δɽ͜ͷॲཧ
ʹΑΓɼগͳ͍ܭࢉྔͰଟ͘ͷΞʔΫΛআ֎͢Δ͜ͱ͕Ͱ͖ɼޮ཰తʹ໰୊ن໛
Λॖখ͢Δ͜ͱ͕ՄೳͱͳΔɽ΋ͪΖΜɼ0ʹऩଋͨ͠σβΠϯม਺͕࠷దղʹ
͓͍ͯ 1Ͱ͋ΔՄೳ͕͋ΔͨΊɼݶఆ͞ΕͨΞʔΫू߹Λ΋ͱʹٻΊͨղ͸࠷ద
ղͰ͋Δ͜ͱ͸อূͰ͖ͳ͍ɽ͢΂ͯͷม਺͕ 0·ͨ͸ 1ʹऩଋ͢ΔͨΊʹ͸ଟ
͘ͷ܁Γฦ͠ճ਺͕ඞཁͳͨΊɼ0ʹऩଋ͠ͳ͍σβΠϯม਺͕Ұఆ਺ҎԼͱͳ
Δɼ·ͨ͸ઃఆͨ͠܁Γฦ͠ճ਺ͷ্ݶʹୡͨ͠৔߹ʹ༰ྔεέʔϦϯάΛऴྃ
͢Δɽ
CNDPL(A,P,C)ʹ͓͍ͯɼl ճ໨ͷ܁Γฦ͠ʹ͓͚ΔΞʔΫ༰ྔΛ C l ͱ͠ɼ
(13)ࣜͷ্ݶͰ͋Δ 1Λ C/C lʹஔ͖׵͑ɼݶఆ͞Εͨύεू߹ P¯ Λ༻͍ͨઢܗ؇
࿨໰୊Λ CNDPL(A, P¯ , C l)ͱ͢ΔɽP¯ ͸ɼద౰ͳॳظू߹͔Βྻੜ੒Ͱੜ੒͞Ε
ͨύεΛՃ͑ͨू߹Ͱ͋Δɽͳ͓ɼগͳ͘ͱ΋ࠨลͷύεϑϩʔม਺͕ 1ͭҎ্
ੜ੒͞Ε͍ͯΔڧ੍੍໿ࣜͷΈΛߟྀ͠ɼͦΕΒҎ֎ͷڧ੍੍໿ࣜ͸ؚ·ͳ͍΋
ͷͱ͢Δɽ
l− 1ճ໨ͷ܁Γฦ͠Ͱ͋ΔCNDPL(A, P¯ , C l−1)ͷσβΠϯม਺ղΛ y˜ͱ͢Δͱɼ
lճ໨ͷΞʔΫ༰ྔΛ࣍ͷΑ͏ʹมߋ͢Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij (15)
͜͜Ͱɼλ͸εέʔϦϯάύϥϝʔλͰ͋Γɼ0͔Β 1ͷؒͷఆ਺Ͱ͋Δɽ
༰ྔεέʔϦϯά๏ʹΑΓॳظύεू߹ʹੜ੒͞ΕͨύεΛՃ͑ͨू߹Λ P¯ ͱ
͓͖ɼ0ʹऩଋ͠ͳ͍σβΠϯม਺ʹର͢ΔΞʔΫू߹Λ A¯ͱ͢Δɽ͜ͷͱ͖ɼ
ΞʔΫू߹ A¯ͱύεू߹ P¯ Ͱߏ੒͞ΕΔ໰୊͸ CNDP (A¯, P¯ , C)ͱͳΔɽA¯ͱύ
εू߹ P¯ ͸ɼͦΕͧΕAͱ P ͷ෦෼ू߹Ͱ͋ΔͨΊɼCNDP (A¯, P¯ , C)ͷ࠷దղ͸
CNDP (A,P,C)ͷۙࣅղɼ࠷ద஋͸ CNDP (A,P,C)ͷ্ք஋ͱͳΔɽ
3.3 MIPۙ๣୳ࡧ๏
ΞʔΫू߹Λ༰ྔεέʔϦϯά๏ʹΑΓಘΒΕͨΞʔΫू߹ A¯ʹݶఆͨ͠໰୊
CNDA(A¯)͸ CNDA(A)ͱൺֱͯ͠খن໛ͳ໰୊ͱ͸ͳΔ͕ɼ༰қʹ࠷దʹղ͚
Δͱ͸ݶΒͳ͍ɽͦ͜ͰɼఆࣜԽ CNDA(A¯)ʹ͓͍ͯɼۙࣅղͷۙ๣ΛMIPιϧ
όʔ༻͍ͯ୳ࡧ͢ΔMIPۙ๣୳ࡧ๏Λ࣮ࢪ͢Δɽ
5
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ここで，λはスケーリングパラメータであり， 0 から 1 の間の定数である．
容量スケーリング法により初期パス集合に生成されたパスを加えた集合を P
－
とおき，
0 に収束しないデザイン変数に対するアーク集合を A
－
とする．このとき，アーク集合
A
－
とパス集合 P
－
で構成される問題は CNDP（A
－
, P
－
, C）となる． A
－
とパス集合 P
－
は，そ
れぞれ A と P の部分集合であるため，CNDP（A
－
, P
－
, C）の最適解は CNDP（A, P, C）の
近似解，最適値は CNDP（A, P, C）の上界値となる．CNDP（A
－
, P
－
, C）は相対的に小さ
な問題となるため，MIPソルバーで解き易い問題となる．得られた解 ~y は，次に示す
MIP近傍探索法の初期解に用いることができる。
3 . 3 　MIP 近傍探索法
アーク集合を容量スケーリング法により得られたアーク集合 A
－
に限定した問題
CNDA（A
－
）は CNDA（A）と比較して小規模な問題とはなるが，容易に最適に解けると
は限らない．そこで，定式化 CNDA（A
－
）において，近似解の近傍をMIPソルバー用い
て探索するMIP近傍探索法を実施する．
このMIP近傍探索法では，次の 2 本の制約式を追加して，近傍を定義する．
　　　　　
͜ͷMIPۙ๣୳ࡧ๏Ͱ͸ɼ࣍ͷ 2ຊͷ੍໿ࣜΛ௥Ճͯ͠ɼۙ๣Λఆٛ͢Δɽ
∑
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (16)
∑
(i,j)∈A|y¯ij=1
yij ≥ L−M (17)
͜͜ͰɼL͸ݱࡏͷղʹ͓͍ͯ y¯ij = 1Ͱ͋Δબ୒͞ΕͨΞʔΫ਺Ͱ͋ΓɼM ͸ۙ
๣ͷൣғͰ͋Δɽ(16)ࣜ͸ɼݱࡏͷղͰબ୒͞ΕͨΞʔΫ͔Βɼগͳ͘ͱ΋ 1ຊͷ
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͢Δɽ
Φ < UB (18)
͜ͷࣜʹΑΓɼ࣮ߦՄೳྖҬ੍͕ݶ͞Εɼݱࡏ·Ͱͷ࠷ྑ஋ΑΓ΋ྑ্͍ք஋͕
ଘࡏ͠ͳ͚Ε͹ CNDA(A¯)͸࣮ߦෆՄೳͱͳΔɽ
CNDA(A¯)ʹɼ(16)ࣜɼ(17)͓ࣜΑͼ (18)ࣜΛ௥Ճ͠ɼMIPιϧόʔΛ༻͍ͯɼ
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৔߹ʹ͸ɼݱࡏͷղΛߋ৽͢Δɽଓ͍ͯɼ௥Ճͨ͠ 3ຊͷ੍໿ࣜΛ࡟আͯ͠ɼߋ
৽͞ΕͨղʹରԠͨ͠ 3ຊͷ੍໿ࣜΛ௥Ճ͠ɼۙ๣୳ࡧΛ܁Γฦ͢ɽ͜ͷM ۙ๣
ʹ͓͍ͯɼ࣮ߦෆՄೳɼ͢ͳΘͪݱࡏͷղΑΓ΋ྑ͍ղ͕ແ͍ͱ൑அͰ͖ͨ৔߹
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MIPۙ๣୳ࡧ๏ͷৄࡉ͸ยࢁ௚ొ (2017)Λࢀরͷ͜ͱɽ
3.4 େن໛໰୊΁ͷద༻
͜ͷMIPۙ๣୳ࡧ๏͸ɼϕϯνϚʔΫ໰୊Ͱ͋Δ C໰୊΍ R໰୊ͷΑ͏ͳن໛
ͷ໰୊ʹରͯ͠͸ɼߴ଎ʹద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕Ͱ͖Δɽ͔͠͠ɼGT໰
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͕ࣜੜ੒͞Εɼͦͷ਺͕૿Ճͯ͠໰୊ͷن໛͕େ͖͘ͳΔɽҰํɼ༰ྔεέʔϦ
ϯάͰ͸؇࿨ղΛ΋ͱʹɼ༰ྔ͕ݱࡏͷΞʔΫϑϩʔྔʹۙͮ͘Α͏ʹௐ੔͢
Δɽ͜ͷͨΊɼ༰ྔεέʔϦϯάͷ܁Γฦ͠ճ਺ͱͱ΋ʹɼඇৗʹλΠτͳ༰ྔ
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͜ͷMIPۙ๣୳ࡧ๏Ͱ͸ɼ࣍ͷ 2ຊͷ੍໿ࣜΛ௥Ճͯ͠ɼۙ๣Λఆٛ͢Δɽ
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (16)
(i,j)∈A|y¯ij=1
yij ≥ L−M (17)
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͢Δɽ
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CNDA(A¯)ʹɼ(16)ࣜɼ(17)͓ࣜΑͼ (18)ࣜΛ௥Ճ͠ɼMIPιϧόʔΛ༻͍ͯɼ
Ұఆ࣌ؒ಺ͰղΛٻΊΔɽM ۙ๣ʹ͓͍ͯɼݱࡏͷղΑΓྑ͍ղ͕ٻΊΒΕͨ
৔߹ʹ͸ɼݱࡏͷղΛߋ৽͢Δɽଓ͍ͯɼ௥Ճͨ͠ 3ຊͷ੍໿ࣜΛ࡟আͯ͠ɼߋ
৽͞ΕͨղʹରԠͨ͠ 3ຊͷ੍໿ࣜΛ௥Ճ͠ɼۙ๣୳ࡧΛ܁Γฦ͢ɽ͜ͷM ۙ๣
ʹ͓͍ͯɼ࣮ߦෆՄೳɼ͢ͳΘͪݱࡏͷղΑΓ΋ྑ͍ղ͕ແ͍ͱ൑அͰ͖ͨ৔߹
͸ɼۙ๣୳ࡧΛऴྃ͢Δɽ·ͨɼܭࢉ࣌ؒ಺ʹݱࡏͷղΑΓྑ͍ղΛࢉग़͢Δ͜
ͱ͕Ͱ͖ͳ͍৔߹͸ɼM Λݮগͤͯ͞୳ࡧൣғΛॖখ͠ɼ୳ࡧΛ܁Γฦ͢ɽͳ͓ɼ
MIPۙ๣୳ࡧ๏ͷৄࡉ͸ยࢁ௚ొ (2017)Λࢀরͷ͜ͱɽ
3.4
͜ͷMIPۙ๣୳ࡧ๏͸ɼϕϯνϚʔΫ໰୊Ͱ͋Δ C໰୊΍ R໰୊ͷΑ͏ͳن໛
ͷ໰୊ʹରͯ͠͸ɼߴ଎ʹద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕Ͱ͖Δɽ͔͠͠ɼGT໰
୊ͷن໛ͷ໰୊ʹ௚઀ద༻͢Δͱେ͖ͳܭࢉ͕࣌ؒඞཁͱͳΔɽ͜ͷݪҼ͸ओʹ
2ͭ͋Δɽ
1ͭ͸ɼ༰ྔεέʔϦϯάͰ͸ઢܗ؇࿨ղΛ܁Γฦ͠ٻΊΔ͕ɼେن໛ͳ໰୊Ͱ
͸ઢܗ؇࿨ղࣗମͷ࠷దղΛٻΊΔ͜ͱ͕༰қͰ͸ͳ͍ͨΊͰ͋Δɽ༰ྔεέʔ
Ϧϯά͕܁Γฦ͞͠ͱͱ΋ʹɼྻੜ੒ͱߦੜ੒ʹΑΓύεϑϩʔม਺ͱڧ੍੍໿
͕ࣜੜ੒͞Εɼͦͷ਺͕૿Ճͯ͠໰୊ͷن໛͕େ͖͘ͳΔɽҰํɼ༰ྔεέʔϦ
ϯάͰ͸؇࿨ղΛ΋ͱʹɼ༰ྔ͕ݱࡏͷΞʔΫϑϩʔྔʹۙͮ͘Α͏ʹௐ੔͢
Δɽ͜ͷͨΊɼ༰ྔεέʔϦϯάͷ܁Γฦ͠ճ਺ͱͱ΋ʹɼඇৗʹλΠτͳ༰ྔ
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ここで， L は現在の解において y－ij = 1 である選択されたアーク数であり， M は近傍の
範囲である．⒃式は，現在の解で選択されたアークから，少なくとも 1 本のアークは
ネットワークから取り除くことを表す．⒄式は，現在の解で選択されたアークを高々
M 本のアークをネットワークから取り除くことを表す．
容量制約をもつネットワーク設計の大規模問題に対する近似解法
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現在までの最良の上界値をUBとおく．このとき，CNDA（A
－
）に次の式も追加する．
　　　　　Φ
͜ͷMIPۙ๣୳ࡧ๏Ͱ͸ɼ࣍ͷ 2ຊͷ੍໿ࣜΛ௥Ճͯ͠ɼۙ๣Λఆٛ͢Δɽ
∑
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (16)
∑
(i,j)∈A|y¯ij=1
yij ≥ L−M (17)
͜͜ͰɼL͸ݱࡏͷղʹ͓͍ͯ y¯ij = 1Ͱ͋Δબ୒͞ΕͨΞʔΫ਺Ͱ͋ΓɼM ͸ۙ
๣ͷൣғͰ͋Δɽ(16)ࣜ͸ɼݱࡏͷղͰબ୒͞ΕͨΞʔΫ͔Βɼগͳ͘ͱ΋ 1ຊͷ
ΞʔΫ͸ωοτϫʔΫ͔ΒऔΓআ͘͜ͱΛද͢ɽ(17)ࣜ͸ɼݱࡏͷղͰબ୒͞Εͨ
ΞʔΫΛߴʑM ຊͷΞʔΫΛωοτϫʔΫ͔ΒऔΓআ͘͜ͱΛද͢ɽ
ݱࡏ·Ͱͷ࠷ྑͷ্ք஋Λ UB ͱ͓͘ɽ͜ͷͱ͖ɼCNDA(A¯)ʹ࣍ͷࣜ΋௥Ճ
͢Δɽ
< UB (18)
͜ͷࣜʹΑΓɼ࣮ߦՄೳྖҬ੍͕ݶ͞Εɼݱࡏ·Ͱͷ࠷ྑ஋ΑΓ΋ྑ্͍ք஋͕
ଘࡏ͠ͳ͚Ε͹ CNDA(A¯)͸࣮ߦෆՄೳͱͳΔɽ
CNDA(A¯)ʹɼ(16)ࣜɼ(17)͓ࣜΑͼ (18)ࣜΛ௥Ճ͠ɼMIPιϧόʔΛ༻͍ͯɼ
Ұఆ࣌ؒ಺ͰղΛٻΊΔɽM ۙ๣ʹ͓͍ͯɼݱࡏͷղΑΓྑ͍ղ͕ٻΊΒΕͨ
৔߹ʹ͸ɼݱࡏͷղΛߋ৽͢Δɽଓ͍ͯɼ௥Ճͨ͠ 3ຊͷ੍໿ࣜΛ࡟আͯ͠ɼߋ
৽͞ΕͨղʹରԠͨ͠ 3ຊͷ੍໿ࣜΛ௥Ճ͠ɼۙ๣୳ࡧΛ܁Γฦ͢ɽ͜ͷM ۙ๣
ʹ͓͍ͯɼ࣮ߦෆՄೳɼ͢ͳΘͪݱࡏͷղΑΓ΋ྑ͍ղ͕ແ͍ͱ൑அͰ͖ͨ৔߹
͸ɼۙ๣୳ࡧΛऴྃ͢Δɽ·ͨɼܭࢉ࣌ؒ಺ʹݱࡏͷղΑΓྑ͍ղΛࢉग़͢Δ͜
ͱ͕Ͱ͖ͳ͍৔߹͸ɼM Λݮগͤͯ͞୳ࡧൣғΛॖখ͠ɼ୳ࡧΛ܁Γฦ͢ɽͳ͓ɼ
MIPۙ๣୳ࡧ๏ͷৄࡉ͸ยࢁ௚ొ (2017)Λࢀরͷ͜ͱɽ
3.4 େن໛໰୊΁ͷద༻
͜ͷMIPۙ๣୳ࡧ๏͸ɼϕϯνϚʔΫ໰୊Ͱ͋Δ C໰୊΍ R໰୊ͷΑ͏ͳن໛
ͷ໰୊ʹରͯ͠͸ɼߴ଎ʹద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕Ͱ͖Δɽ͔͠͠ɼGT໰
୊ͷن໛ͷ໰୊ʹ௚઀ద༻͢Δͱେ͖ͳܭࢉ͕࣌ؒඞཁͱͳΔɽ͜ͷݪҼ͸ओʹ
2ͭ͋Δɽ
1ͭ͸ɼ༰ྔεέʔϦϯάͰ͸ઢܗ؇࿨ղΛ܁Γฦ͠ٻΊΔ͕ɼେن໛ͳ໰୊Ͱ
͸ઢܗ؇࿨ղࣗମͷ࠷దղΛٻΊΔ͜ͱ͕༰қͰ͸ͳ͍ͨΊͰ͋Δɽ༰ྔεέʔ
Ϧϯά͕܁Γฦ͞͠ͱͱ΋ʹɼྻੜ੒ͱߦੜ੒ʹΑΓύεϑϩʔม਺ͱڧ੍੍໿
͕ࣜੜ੒͞Εɼͦͷ਺͕૿Ճͯ͠໰୊ͷن໛͕େ͖͘ͳΔɽҰํɼ༰ྔεέʔϦ
ϯάͰ͸؇࿨ղΛ΋ͱʹɼ༰ྔ͕ݱࡏͷΞʔΫϑϩʔྔʹۙͮ͘Α͏ʹௐ੔͢
Δɽ͜ͷͨΊɼ༰ྔεέʔϦϯάͷ܁Γฦ͠ճ਺ͱͱ΋ʹɼඇৗʹλΠτͳ༰ྔ
੍໿ͱͳΓɼେ൒ͷ༰ྔ੍໿ࣜͱڧ੍੍໿ࣜͷεϥοΫ͕ 0ͱͳΔΑ͏ͳ೉͍͠
໰୊ͱͳΔɽ͜ͷ͜ͱ͔Βɼ༰ྔεέʔϦϯάͷ܁Γฦ͠ճ਺ͱͱ΋ʹɼେن໛
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この式により，実行可能領域が制限され，現在までの最良値よりも良い上界値が存在し
なければ CNDP（A
－
）は実行不可能となる．また，探索済みの解の探索を排除すること
ができる．
CNDP（A
－
）に，⒃式，⒄式および⒅式を追加し，MIPソルバーを用いて，一定時間
内で解を求める． M 近傍において，現在の解より良い解が求められた場合には，現在
の解を更新する．続いて，追加した 3 本の制約式を削除して，更新された解に対応した
3 本の制約式を追加し，近傍探索を繰り返す．この M 近傍において，実行不可能，す
なわち現在の解よりも良い解が無いと判断できた場合は，近傍探索を終了する．また，
計算時間内に現在の解より良い解を算出することができない場合は，M＝｜M /α｜
（ a ＞ 1 ）とし， M を減少させて探索範囲を縮小し，探索を繰り返す．なお，MIP近傍
探索法の詳細は片山（2017）を参照のこと．
3 . 4 　大規模問題への適用
このMIP近傍探索法は，ベンチマーク問題である C 問題や R 問題のような規模の問
題に対しては，高速に適切な近似解を算出することができる．しかし，GT問題の規模
の問題に直接適用すると大きな計算時間が必要となる．この原因は主に 2 つある．
1 つは，容量スケーリングでは線形緩和解を繰り返し求めるが，大規模な問題では線
形緩和解自体の最適解を求めることが容易ではないためである．容量スケーリングでは，
繰り返しとともに，列生成と行生成によりパスフロー変数と強制制約式が生成され，そ
の数が増加して問題の規模が大きくなる．一方，容量スケーリングでは緩和解をもとに，
容量が現在のアークフロー量に近づくように調整する．このため，容量スケーリングの
繰り返し回数とともに，非常にタイトな容量制約となり，大半の容量制約式と強制制約
式のスラックが 0 となるような難しい問題となる．このことから，容量スケーリングの
繰り返し回数とともに，大規模でよりタイトな線形緩和問題の最適解を求めることにな
り，必要な計算時間が大きく増加する．列・行生成法により，適時必要なパスフロー変
数と強制制約式を生成して変数と制約式を制限してはいるが，それでも問題規模は大き
くなる．加えて，列生成のために品種の始点・終点間の膨大な回数の最短経路問題を解
く必要があり，大きな計算量が必要となる．以上のことから，GT問題のようなアーク
数とノード数が多い問題においては，パスフロー変数が膨大なものとなることから，こ
れらが付加されたタイトな問題をMIPソルバーで解くためには大きな計算時間が必要と
なる．
もう 1 つは，近傍探索をMIPソルバーに依存しているために，近傍探索における近傍
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を制限しても，大規模な混合整数計画問題を解く必要があるためである．このため，短
時間で適切な近傍解を算出することには困難が伴う．そこで，混合整数計画問題を解く
ために，計算時間を十分にとる必要がある．
そこで，解の精度をなるべく落とさずに，計算時間を短縮する 2 つの方法を提案する．
⑴　列生成回数の制限
容量スケーリング法では，容量スケーリングのたびに，容量を変更した緩和問題を作
成し，列生成法を用いて緩和問題に必要なパスフロー変数を生成し，緩和問題の最適解
を求める．線形緩和問題を最適に解くためには，パスフロー変数が生成されなくなるま
で列生成を繰り返す必要があるが，これには大きな計算時間を必要とする．
しかしながら，緩和問題の最適解ではなく近似解であっても，解の精度は落ちるであ
ろうが，容量スケーリング法自体は機能する．そこで，列生成の回数の上限を設定し，
容量スケーリングの繰り返しごとに列生成の回数を制限する．一定数以上のパスフロー
変数は生成しないため，被約費用が負が存在することになるが，得られる解は線形緩和
問題の近似解とはなる．しかし，容量スケーリングにかかる計算時間を大幅に減少でき
る可能性がある．なお，上限回数により生成されなかったパスは，次回の容量スケーリ
ングにおいて生成される可能性がある．列生成回数を制限した列・行生成のアルゴリズ
ムをAlgorithm1に示す．
⑵　変数・制約式の限定
容量スケーリングの繰り返しごとに，多くのデザイン変数の値が 0 に収束する．デザ
イン変数値 0 に収束した場合には，アーク容量も 0 に収束する．デザイン変数が 0 に収
束した後，デザイン変数の単位当りのデザイン費用は非常に大きくなり，デザイン変数
が再び正の値をとるためには大きな費用が必要となるため，それ以降の繰り返しにおい
て正となる可能性は極めて低い．そこで，容量スケーリングの繰り返しごとに， 0 に収
束したデザイン変数を定式化から削除する．続いて，これらのデザイン変数に対応する
アーク上を流れるパスフロー変数も不要となるため，これらを削除する．さらに，削除
したアークに対応する容量制約式と強制制約式も削除する．これにより，容量スケーリ
ングの繰り返しごとに，問題が大幅に縮小され，容量スケーリングにかかる計算時間を
減少させることができる．
0 に収束したデザイン変数と関係する制約式を定式化から削除することは，アーク集
合 A
－
から 0 に収束したアークを削除することと等価である．これらに限定されたアー
ク集合 A
－
を対象としたMIP近傍探索法を実施する．変数・制約式の限定を考慮したア
ルゴリズムをAlgorithm2に示す．
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4 　数値実験
本研究で提案したMIP近傍探索法の有効性を検討するために，大規模なベンチマーク
問題であるGT問題の24問（Hewitt 2010）に対して，数値実験を行った．本研究として，
容量スケーリング時に列生成を制限したMIP近傍探索法，および容量スケーリング時に
列生成を制限し，かつアークを削除したMIP近傍探索法を比較した．
数値実験で使用した設定した機器等は以下の通りである．
・使用OSおよび言語：UBUNTU 17.04，C++
・最適化ソルバー：Gurobi 7.02
・CPU AMD Ryzen7 1800X 3.6GHz 8Cores，RAM 32GByte
・使用コア数：容量スケーリング 1 コア，近傍探索 8 コア
また，数値実験で使用した設定したパラメータは以下の通りである．
・スケーリングパラメータλ：0.05 ～ 0.50
・スケーリングにおける列生成回数：100（列生成制限時），50（アーク削除時）
・スケーリング法の終了判定アーク数ArcNum：500
・近傍 M ：5
・近傍 M の変更基準 α：2
・近傍探索におけるMIPソルバー計算時間の上限 T ：750秒
結果を比較するために，IP探索法（Hewitt et al. 2010）と並列局所探索法（Munguí 
et al. 2017）の結果を併記した．なお，近似解の誤差を算出するために下界値を使用し
た．下界値は，最適化ソルバー Gurobiを用いて30時間計算して得られた値とMunguí et 
al. （2017）が示した値の大きい方を採用した．
表 1 にGT問題に対する上界値の平均誤差を示す．誤差（Gaps）は「（各解法の上界
値－下界値）/下界値」であり，平均誤差は全問の平均値である．
従来の研究では，IP探索法はIPSE，並列局所探索法はPALOとする．MIPRは列生成
を制限したMIP近傍探索法，MIPDは列生成制限とアーク削除のMIP近傍探索法である．
従来の研究では，IP探索法は平均誤差24.58%，並列局所探索法は平均誤差16.13%で
ある．一方，本研究の列生成制限したMIP近傍探索法は平均誤差14.25%，列生成制限と
アーク削除のMIP 近傍探索法は平均誤差14.37%であった．従来解法である並列局所探
索法と比べると，列生成を制限したMIP近傍探索法では1.88%，列生成制限とアーク削
除のMIP近傍探索法は1.76%，平均誤差が小さい解を算出することができている．
表 4 にGT問題に対する個別の目的関数値を示す．LBは下界値，斜体文字は最良値で
ある．また，表 5 にGT問題に対する個別の誤差を示す．
24問題の内，並列局所探索法が 3 問，列生成を制限したMIP近傍探索法では14問，列
生成制限とアーク削除のMIP近傍探索法では 7 問において，誤差が最も小さな最良値を
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算出している．また，並列局所探索法と比較すると，列生成を制限したMIP近傍探索法
では20問，列生成制限とアーク削除のMIP近傍探索法では19問で優れた解を算出してい
る．
並列局所探索法が最良の上界値を算出している問題は，F/T問題の品種数50または
100と少ない問題である．容量スケーリング法では，ネットワークの規模に比べて品種
数が少ない場合，初期の繰り返しにおいて，線形緩和問題においてフローが 0 となる
アークが多くなり，これらのアークは 0 に収束する可能性が高くなる．そのため，これ
らのアークの多くが最適解に含まれる場合は，容量スケーリング法によって限定された
アーク集合と最適解を含むアーク集合との差が大きくなる．その結果，容量スケーリン
グ法と組み合わせた解法の解の誤差が大きくなる場合が生じる傾向がある．一方，列生
成を制限したMIP近傍探索法よりも，列生成制限とアーク削除のMIP近傍探索法の方が
良い上界値を算出している場合もある．
表 5 にGT問題に対する平均計算時間を示す．IP探索法と並列局所探索法はメタヒュー
リスティクスのため，3600秒で計算を打ち切っている．なお，別途，IP探索法では最良
解の探索までの時間も示しており，大半の問題は700秒以下である．使用しているコン
ピュータは以下の通りである．
・IP探索法：Intel Xeon×8CPUs，2.66GHz，RAM 8GByte
・並列局所探索法：Intel Xeon X5650-6Cores×2CPUs×8Nodes，2.66 GHz，RAM 24GB
なお，使用しているコンピュータが異なっているため，計算時間を直接比較することは
できない．ただし，IP探索法では 8 個のCPUをもつコンピュータを使用し，並列局所
探索法では 2 個のCPUをもつコンピュータを 8 台連結した96コアをもつ高度な計算能
力を備えたクラスタコンピュータを使用している．
列生成を制限したMIP近傍探索法では平均15384秒となり，約4.3時間を要しており，
列生成を制限して計算時間の短縮を図ってはいるが，それでも大きな計算時間を要し
ている．一方，列生成制限とアーク削除のMIP 近傍探索法では平均9152秒となり，約
2.6時間を要している．計算時間の短縮には成功しているが，それでも大きな計算時間
を要しており，並列局所探索法の3600秒と比較して，約2.6倍となっている．使用した
コンピュータは 8 コアのデスクトップコンピュータであり，96コアをもつクラスタコン
ピュータに比べると大きく計算能力は劣ると考えられるため，実質的には提案した解法
は計算時間の面からも優れているものと考えられる．
5 　おわりに
本研究では，大規模問題に適用可能とするために，CND に対する容量スケーリング
法とMIPソルバーによる局所探索法を組み合わせた近似解法に改良を加えた容量スケー
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リング後に列生成を制限したMIP近傍探索法，および容量スケーリング時に列生成を制
限し，かつアークを削除したMIP近傍探索法を提案した．従来の解法であるIP探索法と
並列局所探索法と比較するために，GT問題を用いた数値実験を行い，提案した解法が
大規模な問題に対して有用な近似解を算出できることを示した．大半のGT問題におい
て，従来の 2 つの研究による最良解よりも良い近似解を求めることができた．計算時間
の短縮化を行ってはいるが，計算時間は従来の解法と比べて大きくなった．今後は，各
種パラメータのチューニングに加え，アルゴリズムの改良によりさらなる計算時間の短
縮化を図ることが必要である．
本研究は科学研究費基盤研究C（課題番号17K01268）による成果の一部である．
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Algorithm 1: Solving CNDPL(A, P¯ , C, y˜)
for ite← 1 to Colmax do
Solve CNDPL(A¯, P¯ , C);
Get the optimal solution y˜ of CNDPL(A¯, P¯ , C);
Get the optimal dual solution of CNDPL(A¯, P¯ , C);
for k ∈ K do
Solve the shortest path problem with reduced arc costs;
Get the shortest path p and the shortest path length µ for commodity k;
if µ < the current path length πk then
Add p to P¯ ;
Generate path ﬂow variable xkp, and generate associated forcing
constraints for each (i, j);
Add xkp and associated forcing constraints;
end
if no new path ﬂow variable have generated then
break;
end
end
end
Return P¯ ,y˜;
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l it 2: MIP Neighborhood Search
Set A, P¯ , λ, ϵ, ITEmin, ITEmax, ArcNum, M , α, T ;
Solving CNDPL(A, P¯ , C, y˜);
A¯← A; C0 ← C; l← 1;
repea
(i, j) ∈ A¯ do
C lij ← λC
l−1
ij y˜ij + (1− λ)C
l−1
ij ;
end
Solving CNDPL(A¯, P¯ , C l, y˜);
n← 0;
for (i, j) ∈ A¯ do
if y˜ij > ϵ then
n← n+ 1;
lse
A¯← A¯\{(i, j)};
end
end
until l ≥ ITEmin and n ≤ ArcNum, or l ≥ ITEmax;
Solve CNDP (A¯, P¯ , C) within time T ;
G the solution yˆ and the upper bound UB;
repeat
Add equations (15), (16) and (17) to CNDA(A¯) for the current solution yˆ;
Solve CNDA(A¯) within time T ;
Delete equations (15), (16) and (17) from CNDA(A¯);
if CNDA(A¯) has no feasible solution then
break;
else
if the solution y˜ of CNDA(A¯) is found then
yˆ ← y˜;
UB ← UBlocal
else
M ← ⌊M/α⌋;
end
end
until M = 0;
Return yˆ, UB;
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Algorithm 2: MIP Neighborhood Search
Set A, P¯ , λ, ϵ, ITEmin, ITEmax, ArcNum, M , α, T ;
Solving CNDPL(A, P¯ , C, y˜);
A¯← A; C0 ← C; l← 1;
repeat
for (i, j) ∈ A¯ do
C lij ← λC
l−1
ij y˜ij + (1− λ)C
l−1
ij ;
end
Solving CNDPL(A¯, P¯ , C l, y˜);
n← 0;
for (i, j) ∈ A¯ do
if y˜ij > ϵ then
n← n+ 1;
else
A¯← A¯\{(i, j)};
end
end
until l ≥ ITEmin and n ≤ ArcNum, or l ≥ ITEmax;
Solve CNDP (A¯, P¯ , C) within time T ;
Get the solution yˆ and the upper bound UB;
repeat
Add equations (15), (16) and (17) to CNDA(A¯) for the current solution yˆ;
Solve CNDA(A¯) within time T ;
Delete equations (15), (16) and (17) from CNDA(A¯);
if CNDA(A¯) has no feasible solution then
break;
else
if the solution y˜ of CNDA(A¯) is found then
yˆ ← y˜;
UB ← UBlocal
else
M ← ⌊M/α⌋;
end
end
until M = 0;
Return yˆ, UB;
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Solving CNDPL(A¯, P¯ , C l, y˜);
n← 0;
for (i, j) ∈ A¯ do
if y˜ij > ϵ then
n← n+ 1;
else
A¯← A¯\{(i, j)};
end
nd
until l ≥ ITEmin and n ≤ ArcNum, or l ≥ ITEmax;
Solve CNDP (A¯, P¯ , C) within time T ;
t t solution yˆ and the upper bound UB;
repeat
Add equatio s (15), (16) and (17) to CNDA(A¯) for the current solution yˆ;
Solve CNDA(A¯) wi in time T ;
Delete equations (15), (16) and (17) from CNDA(A¯);
if CNDA(A¯) has no feasible solution then
br ak;
else
if the solution y˜ of CNDA( ¯) is found hen
yˆ ← y˜;
UB ← UBlocal
else
M ← ⌊M/α⌋;
end
end
until M = 0;
Return yˆ, UB;
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lgorith 2: I eighborhood Search
Set , P¯ , λ ϵ, IT in, IT ax, rc u , , α, T ;
Solving P ( , P¯ , , y˜);
¯ ; 0 ; l 1;
peat
for (i, j) ¯ do
l
ij λ
l−1
ij y˜ij (1 λ)
l−1
ij ;
end
Solving P ( , P¯ , l, y˜);
n 0;
for (i, j) ¯ do
if y˜ij ϵ then
n n 1;
else
¯ ¯\{(i, j)};
end
end
unti l IT in and n rc u , or l IT ax;
Solve P ( , P¯ , ) ithin ti e T ;
et he solution yˆ and the upper bound ;
r peat
dd equations (15), (16) and (17) to ( ¯) fo the current solution yˆ;
Solve ( ¯) ithin ti e T ;
elete equations (15), (16) and (17) fro ( ¯);
if ( ¯) h no feasible solution then
break;
else
if he solution y˜ of ( ¯) is found then
yˆ y˜;
local
else
⌊ /α⌋;
end
end
until 0;
eturn yˆ, ;
12
P
m m
L
∈
L
∈
m m
U
U
U
l i : I i r r
t , , , , i , , , , , ;
l i ( , , );
; 0 ; ;
f (i, )
l
ij
l 1
ij ij ( )
l 1
ij ;
l i ( , , l, );
;
f (i, )
if ij
n ;
l
(i, ) ;
il l i , l ;
l ( , , ) it i ti ;
t s l ti t r ;
ti s , ( ) ( ) t ( ) f r t rr s l ti ;
l ( ) it i ti ;
l t ti s , ( ) ( ) fr ( );
if ( ) f si l l ti
r ;
l
if t l ti f ( ) i f
;
loc l
l
;
il ;
t r , ;
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表 1 ：Average Gap for GT-Category Problems （%）ද 1: Average Gap for T-Category Problems(%)
IPS PAL MIPC MIPD
27.39 18.72 16.15 16.89
ද 2: Results for GT-Category Problems
N/A/K/F/C LB IPS PAL MIPC MIPD
500/2000/050/F/L 3432140 3823610 3722839 3684997 3685000
500/2000/100/F/L 5497770 6453880 6005177 5998164 6021802
500/2000/150/F/L 6750150 8081600 7510651 7460985 7508950
500/2000/200/F/L 8031600 9828350 9338097 9006397 8991436
500/2500/050/F/L 3176040 3612030 3491664 3442960 3484280
500/2500/100/F/L 5062110 6400140 5909401 5725155 5740127
500/2500/150/F/L 6542600 9089920 8138918 7940573 7947338
500/2500/200/F/L 7717740 10099200 9788913 9245826 9275190
500/3000/050/F/L 2958630 3457280 3369303 3331662 3321234
500/3000/100/F/L 4855420 6015950 5773133 5550014 5564884
500/3000/150/F/L 6031650 8919720 7741294 7612219 7570176
500/3000/200/F/L 6722660 10040000 9195115 8834674 8807533
500/2000/050/F/T 4326550 4949780 4892012 4885949 4903703
500/2000/100/F/T 6368730 7619670 7273916 7275823 7330582
500/2000/150/F/T 7208800 8807650 8014986 7908672 7924290
500/2000/200/F/T 8845440 11893100 10617796 10534572 10526348
500/2500/050/F/T 3927990 4600200 4406080 4418094 4375932
500/2500/100/F/T 5330490 6953660 6365848 6385223 6414804
500/2500/150/F/T 5930530 7571640 7037860 6889150 6913510
500/2500/200/F/T 8327720 11452900 10727261 10456499 10476206
500/3000/050/F/T 3529370 4262350 4035362 4098767 4068199
500/3000/100/F/T 5442880 7186810 6634387 6516032 6544023
500/3000/150/F/T 6236240 8709390 7517445 7434358 7477130
500/3000/200/F/T 7283080 10390700 9751002 9557845 9492740
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ද 1: Average Gap for GT-Category Problems(%)
IPS PAL MIPC MIPD
27.39 18.72 16.15 16.89
ද 2: Results for GT-Category Problems
N/A/K/F/C LB IPS PAL MIPC MIPD
500/2000/050/F/L 3432140 3823610 3722839 3684997 3685000
500/2000/100/F/L 5497770 6453880 6005177 5998164 6021802
500/2 0 /150/F/L 6750150 081600 7510651 7460985 750 950
500/2 00/200/F/L 80316 0 9828350 933809 9006397 8991436
500/2500/ 50/F/L 3176040 3612030 3491 64 3442960 3484280
500/2500/100/F/L 5062110 6400140 5909401 5725155 5740127
500/2500/150/F/L 6542600 9089920 8138918 7940573 7947338
500/2500/200/F/L 7717740 10099200 9788913 9245826 9275190
500/3000/050/F/L 2958630 3457280 3369303 3331662 3321234
500/3000/100/F/L 4855420 6015950 5773133 5550014 5564884
500/3000/150/F/L 6031650 8919720 7741294 7612219 7570176
500/3000/200/F/L 6722660 10040000 9195115 8834674 8807533
500/2000/050/F/T 4326550 4949780 4892012 4885949 4903703
500/2000/100/F/T 6368730 7619670 7273916 7275823 7330582
500/2000/150/F/T 7208800 8807650 8014986 7908672 7924290
500/2000/200/F/T 8845440 11893100 10617796 10534572 10526348
500/2500/050/F/T 3927990 4600200 4406080 4418094 4375932
500/2500/100/F/T 5330490 6953660 6365848 6385223 6414804
500/2500/150/F/T 5930530 7571640 703 860 68891 0 6913510
500/250 /200/F/T 8327720 11452900 10727261 1045649 10 76206
500/3 00/ 50/F/T 3529370 4262350 403 362 4098767 4068199
500/3000/100/F/T 5442880 7186810 6634387 6516032 6544023
500/3000/150/F/T 6236240 8709390 7517445 7434358 7477130
500/3000/200/F/T 7283080 10390700 9751002 9557845 9492740
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表 2 ：Results for GT-Category Problems
4 58
77086
611485
863228
16504
21 475
14427
81803
805 922
89771
50121 9
449785
7439015
565 4
612 4
582837
5 551
650794
6 13
R
R
4 .2 4 . 37
容量制約をもつネットワーク設計の大規模問題に対する近似解法
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表 3 ：Gaps for GT-Category Problems（%）ද 3: Gaps for GT-Category Problems(%)
N/A/K/F/C IPS PAL MIPC MIPD
500/2000/050/F/L 11.41 8.47 7.37 7.37
500/2000/100/F/L 17.39 9.23 9.10 9.53
500/2000/150/F/L 19.72 11.27 10.53 11.24
500/2000/200/F/L 22.37 16.27 12.14 11.95
500/2500/050/F/L 13.73 9.94 8.40 9.71
500/2500/100/F/L 26.43 16.74 13.10 13.39
500/2500/150/F/L 38.93 24.40 21.37 21.47
500/2500/200/F/L 30.86 26.84 19.80 20.18
500/3000/050/F/L 16.85 13.88 12.61 12.26
500/3000/100/F/L 23.90 18.90 14.31 14.61
500/3000/150/F/L 47.88 28.34 26.20 25.51
500/3000/200/F/L 49.35 36.78 31.42 31.01
500/2000/050/F/T 14.40 13.07 12.93 13.34
500/2000/100/F/T 19.64 14.21 14.24 15.10
500/2000/150/F/T 22.18 11.18 9.71 9.93
500/2000/200/F/T 34.45 20.04 19.10 19.00
500/2500/050/F/T 17.11 12.17 12.48 11.40
500/2500/100/F/T 30.45 19.42 19.79 20.34
500/2500/150/F/T 27.67 18.67 16.16 16.57
500/2500/200/F/T 37.53 28.81 25.56 25.80
500/3000/050/F/T 20.77 14.34 16.13 15.27
500/3000/100/F/T 32.04 21.89 19.72 20.23
500/3000/150/F/T 39.66 20.54 19.21 19.90
500/3000/200/F/T 42.67 33.89 31.23 30.34
ද 4: Average Computation Time for GT-Category Problems(Seconds)
IPS PAL MIPC MIPD
3600 3600 15384 9152
14
ද 3: Gaps for GT-Category Problems(%)
N/A/K/F/C IPS PAL MIPC MIPD
500/2000/050/F/L 11.41 8.47 7.37 7.37
500/2000/100/F/L 17.39 9.23 9.10 9.53
500/2000/150/F/L 19.72 11.27 10.53 11.24
500/2000/200/F/L 22.37 16.27 12.14 11.95
500/2500/050/F/L 13.73 9.94 8.40 9.71
500/2500/100/F/L 26.43 16.74 13.10 13.39
500/2500/150/F/L 38.93 24.40 21.37 21.47
500/2500/200/F/L 30.86 26.84 19.80 20.18
500/3000/050/F/L 16.85 13.88 12.61 12.26
500/3000/100/F/L 23.90 18.90 14.31 14.61
500/3000/150/F/L 47.88 28.34 26.20 25.51
500/3000/200/F/L 49.35 36.78 31.42 31.01
500/2000/050/F/T 14.40 13.07 12.93 13.34
500/2000/100/F/T 19.64 14.21 14.24 15.10
500/2000/150/F/T 22.18 11.18 9.71 9.93
500/2000/200/F/T 34.45 20.04 19.10 19.00
500/2500/050/F/T 17.11 12.17 12.48 11.40
500/2500/100/F/T 30.45 19.42 19.79 20.34
500/2500/150/F/T 27.67 18.67 16.16 16.57
500/2500/200/F/T 37.53 28.81 25.56 25.80
500/3000/050/F/T 20.77 14.34 16.13 15.27
500/3000/100/F/T 32.04 21.89 19.72 20.23
500/3000/150/F/T 39.66 20.54 19.21 19.90
500/3000/200/F/T 42.67 33.89 31.23 30.34
ද 4: Average Computation Time for GT-Category Problems(Seconds)
IPS PAL MIPC MIPD
3600 3600 15384 9152
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表 4 ：Average Computation Time for GT-Category Problems（Seconds）
9.97 7.0 5.98 5.98
15.01 7.02 6.89 7.31
17. 5 9.43 8.71 9.41
20. 14.3 10.30 0.12
12.47 8.72 7.21 8.49
24. 1 14.87 11.29 11.58
33.32 19.37 6.46 6.56
25.33 21.48 14.74 15.11
15.64 12.69 11.44 11.09
20.03 15.18 10.73 11.03
38.29 20.02 18.02 17.37
34.96 23.61 8.76 8.40
19. 14.2 14.24 15.1
14. 13.0 12.93 13.3
21.3 0.45 8.99 9.20
17. 12.1 12.48 1.4
34. 20.0 19.10 19.0
30. 19.4 19.79 20.3
23.71 14.99 12.56 12.96
33.44 24.99 21.83 22.06
20. 14.3 16.13 15.2
32. 21.8 19.72 20.2
39.20 20.15 18.83 19.51
35.81 27.45 24.93 24.08
R
R
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表 5 ：Computation Time for GT-Category Problems（Seconds）ද 5: Computation Time for GT-Category Problems(Seconds)
N/A/K/F/C IPS PAL MIPC MIPD
500/2000/050/F/L 3600 3600 2219 2584
500/2000/100/F/L 3600 3600 9671 8813
500/2000/150/F/L 3600 3600 13778 8546
500/2000/200/F/L 3600 3600 14134 9360
500/2500/050/F/L 3600 3600 5507 3547
500/2500/100/F/L 3600 3600 9492 7942
500/2500/150/F/L 3600 3600 22851 12372
500/2500/200/F/L 3600 3600 31637 15568
500/3000/050/F/L 3600 3600 6546 2338
500/3000/100/F/L 3600 3600 15366 9135
500/3000/150/F/L 3600 3600 27619 18709
500/3000/200/F/L 3600 3600 33924 22302
500/2000/050/F/T 3600 3600 4300 2325
500/2000/100/F/T 3600 3600 4517 5398
500/2000/150/F/T 3600 3600 13619 8404
500/2000/200/F/T 3600 3600 12706 4645
500/2500/050/F/T 3600 3600 3874 1913
500/2500/100/F/T 3600 3600 10010 4589
500/2500/150/F/T 3600 3600 25099 28430
500/2500/200/F/T 3600 3600 17734 11757
500/3000/050/F/T 3600 3600 5624 2555
500/3000/100/F/T 3600 3600 18851 3287
500/3000/150/F/T 3600 3600 21687 9269
500/3000/200/F/T 3600 3600 38460 15858
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