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Abstract 
The Human Genome Project (HGP) [26], [42] is completed after 13-year effort 
'41]. It is the time for us to explore the mystery of the human body and iden-
tify the functions of the proteins, since they provide a lot of potential benefits 
and applications [38] in medicine [44], [45], agriculture [3], [39], industry, and 
tracing human migration [13], [40]. Tradition experimental approaches are no 
longer the only analysis tools. With the help of rapid improvements of in-
formation technology, high performance computers and the other computing 
resources should take over to store, process and analyze the data in order to 
provide the solutions of the problem. 
In this thesis, our ultimate target is to do the functional classification on 
protein sequences. Once a query, either an individual or a group of proteins, 
with unknown function(s) comes in, it will be compared with the profiles of 
the reference groups with known functions. A decision is then made to tell 
which group, i.e. function, it belongs to. 
Based on the Resonant Recognition Model (RRM) [19], [20], [18], [90], 
i 
a novel approach is proposed. In our approach, we stress on the structural 
characteristics of the protein sequences, and encode them by a new "most 
likely neighbor" (MLN) encoding model, instead of the physical properties in 
RRM. Sequences can then be converted into some spectrums in the frequency 
domain by the Fourier transform [16], [86]. The cross correlation is used to 
evaluate these frequency spectrums, so the corresponding classification of both 
the group and the individual queries are conducted in terms of their correlation 
coefficients. 
For the group classification, it is a pretty novel research direction that peo-
ple do not concentrate on it. Our approach offers a significantly less computa-
tional complexity and achieves at least 90% successful rate. For the individual 
classification, the task is more difficult that our average successful rate is only 
about 75%. 
It is found that more than one major set of characteristics are revealed 
in the same functional group, i.e. there are sub-groups in a functional group 
in terms of characteristics. Since these properties are very distinct from each 
other, we obtain significant improvement after the introduction of the clus-
tering concept during the classification. For the individual classification, we 
bring our accuracy up to nearly 85% on average afterwards. Moreover, our 
algorithm always ranks the best (or second) among some existing approaches. 
Our approach concentrates on the secondary protein sequences other than 
the primary protein sequences in most of the literatures. We investigate the 
structural properties instead of the physical meanings of the sequences in the 
tradition approaches. In order to avoid the clumsy traditional sequence align-
ment, we analyze the sequences in the frequency domain but not the original 
amino acid sequences (time domain). Consequently, some major characteris-
tics of a protein functional group which aid our classification are reflected in 
the frequency spectrum. We conduct the comprehensive experiments on both 
ii 
individual and group queries. The overall performance is quite satisfactory. It 
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After 13-year effort by the worldwide scientists in Biology, Chemistry, Com-
puter Science and other related fields, the Human Genome Project [26], [42 
is completed under the coordination of the U.S. Department of Energy and 
the National Institutes of Health. So far, several types of genome maps have 
been finished. A working draft for the entire human genome sequence was 
announced in June 2000 [41]. The main target of the project is to identify 
all the genes in human DNA and determine 3 billion chemical base pairs that 
construct the human DNA [47], [43 . 
The Human Genome Project is important in the century. The rea-
son is it provides another point of view of the working mechanism of the 
human body. Although the technology advanced from year to year, especially 
in Computer Science, people hardly understand the working principle of our 
whole body in full sense. Even we may realize the overall function of the or-
gans, we do not fully understand the genetic codes in DNA. It is the time to 
discover the secret in the human body. Meanwhile, it is also important for us 
to know the functionality of the protein, the essential component to constitute 
the chromosome. In fact, there are lots of potential benefits and applications 
38] if we explore ourselves. Medicine (understand biological functions) [44], 
45], microbial genomics, finding "targets" for docking drugs [46], agriculture 
1 
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(genetic engineering of better crops) [3], [39], industry (biological computing), 
and tracing the human migration are some the potential applications [13], [40 . 
Traditionally, if we wish to study the structure or the function of human's 
protein or DNA, either X-ray crystallography [10], [78] or nuclear magnetic 
resonance [10], [21] is used. It is impossible to do the experiment on a hu-
man being for too long or too often, and most people are unwilling to do so. 
Although it is possible for us to do the experiments on animals, e.g. mouse, 
however, the response time is slow. The result may not be as accurate as doing 
the experiments on human beings directly. Because of these, we have to speed 
up the process by using other approaches but with similar reliability, i.e. the 
result should be as satisfactory as the result obtained from performing the 
experiment. It is obvious that simulation in computers should be the choice. 
As a large amount of biomedical data is generated rapidly, computers are 
relied to handle them. Also, these data have to be stored in the database. 
As a result, a field called hioinformatics is emerged accordingly. The meaning 
of hioinformatics, from the Oxford English Dictionary [81], is " bioinformat-
ics is conceptualizing biology in terms of molecules and applying “ informatics 
techniques" to understand and organize the information associated with these 
molecules, on a large scale. In short, bioinformatics is a management informa-
tion system for molecular biology and has many practical applications." This 
implies that computers do not only act as the storage media, but also take up 
the most significant responsibility in analyzing the data. 
The problem we are facing now is to perform the protein matching and 
classification. Prom the level of similarity, the function of the protein could 
be predicted. In other words, the structure of the protein, as well as the 
folding may be reflected from the protein sequence. In brief, proteins can be 
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categorized and stored under different functionalities in the databases. When a 
new query (a single or a set of proteins with a common but unknown function) 
comes in, we would like to identify which function category of this particular 
protein belongs to. Therefore, searching should be performed in the database 
to seek for categories with similar sequences or characteristics to the query. 
After the scanning process, we could be able to predict the functionality of 
this particular query. 
Nevertheless, we face some challenges in solving the problem. Namely, the 
database is not well established. It means that the database does not con-
tain all the data that are in suitable form. Indeed, some data in the database 
are real in the sense that they are collected by performing biological experi-
ments (here we assume they have acceptable or even no experimental errors). 
However, some data are from prediction. For examples, secondary sequences 
are predicted from primary sequences, or the primary sequences are predicted 
from the 3D protein structure and so on. In this situation, our results become 
unreliable. 
Generally speaking, protein with similar sequences should have similar 
functionalities. However, there are some exceptions. Two proteins may carry 
the same function even they have quite a low level of similarity. If we think 
about the English words, although bus and but are two words with the high 
level of similarity, even with similar pronunciation, they have the totally dif-
ferent meanings. 
As you can see, this is a pretty hard problem. Actually, there are many 
existing methods to solve the problem, like alignment. However, we will try 
to tackle it from another angle and domain. In short, we follow the discussion 
in Resonant Recognition Model (RRM) [18], [19], [20], [90], and devise a novel 
technique that deals with the protein sequences in the frequency domain. We 
first encode the sequences by their structural characteristics, the most likely 
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neighbor (MLN). Then, the sequences are transformed into frequency domain 
by Fourier transform [16], [86]. Finally, correlation coefficients are used to do 
the evaluation and classification. 
In the following sections, some background information and the problem 
definition will be given. 
1.1 Background Information 
For a newcomer, it is quite confusing in many biological concepts and vocab-
ularies, such as chromosome, DNA, protein, gene, genetic information and so 
on. Before getting into the issue of our problem, let us have an introduction 
of some background information and basic concepts in Biology [1], [22], [43], 
4 7 ] , [71；. 
Genome represents the complete set of DNA sequences. There are 3 bil-
lions of base pairs in human beings [22], [47 . 
The most familiar concept should be chromosome. For a human being, 
we have 23 pairs of chromosomes in total. These 23 pairs of chromosomes 
are placed in all the cells in a human body. In the meantime, it is a miracle 
that each of the cells carries all and complete genetic information. There-
fore, chromosome could be considered as the most basic unit in our body [47 . 
However, in another point of view, as such a small cell contains all the genetic 
information, the information are highly condensed and compressed. The en-
coding method should be very complicated, and so it is really a difficult task 
to discover the mapping inside [22 . 
Chromosome could be considered as a high level building block. Inside a 
chromosome, it includes 2 types of nucleic acids, deoxyribonucleic acid (DNA), 
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ribonucleic acid (RNA), and the protein [47], [65'. 
DNA is made up by 4 types of chemical bases, which are abbreviated as 
A, T, G and C. Particular order of DNA bases consists of different hidden 
instructions that creates particular characteristics of an organism [47], [65 . 
Gene is a particular sequence of DNA. It is the unit that controls the ge-
netic information [47]. Therefore, it is the basic physical and functional units 
of heredity. Different genes have different sequences of DNA. 
Each of 3 DNA bases could be grouped into 1 amino acid [22]. Conse-
quently, the order of a DNA sequence determines the pattern and the arrange-
ment of amino acids. Different arrangements of amino acids are the sources of 
making different proteins. Undoubtedly, different proteins are responsible for 
different functions [22� 
Proteins are some large, complex molecules that made up of amino acids. 
Amino acids are classified according to their chemical properties. In general, 
there are 20 different types of amino acids which produce the protein chain 
2 2 ] , [73；. 
Proteins could be classified into primary, secondary and tertiary structures. 
In primary structure, proteins are the sequences that are represented by 20 
common amino acids. We can also call it as ID structure. In secondary struc-
ture, proteins can be considered as some 2D structures that are represented 
by 8 different amino acids. Finally, tertiary is the 3D structure that describes 
the 3D shape of a protein sequence [65], [66 . 
The human genome contains 3 164.7 million chemical nucleotide bases (A, 
T, G and C) [47], [52], and 30000 to 35000 genes. Even the technology are 
advancing so rapidly, however, we still have more than 10000 protein sequences 
are with unknown functions. These 3 billion nucleotide bases are arranged 
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along the chromosomes in human genome. In the Computer Sciences point 
of view, we need to have 3 gigabytes storage to accommodation all the data. 
This is an unavoidable requirement, and may cause some problems in some 
circumstances, especially for some small computers. At this stage, it is not 
quite possible to store all these 3 GB nucleotide sequences in the main memory. 
Moreover, much more computation time are required if these data are stored 
in the secondary storage [47], [69 . 
1.2 Importance of the Problem 
As mentioned in the above section, it is surprising that the total number 
of genes in human genome is far much smaller than expected. In previous 
estimations, for a human genome, there were 80000 to 140000 genes. However, 
from the recent findings, the number is greatly reduced to 30000 to 35000 
22], [47], [52]. At the same time, it is found that about 99% nucleotide bases 
are exactly the same in all people [6], [52]. Not only that, recent research 
also points out that human genome is 99% close to the one in a fruit fly [52 . 
Then, a very interesting question comes up why do human beings govern the 
world but not the fruit flies? And what are the reasons for so many differences 
between each other? 
Actually, the answer is simple. How many number of genes is not the 
critical issue, but the quality of them is an important factor. Therefore, 1% 
difference in DNA sequences could be resulted in a big impact. Since certain 
DNA nucleotides bases form a gene, so different genes hold different genetic 
information (due to different combinations of the bases). We are clever than 
fruit flies just because our genes hold much more information than them. Our 
genes may be able to evolve more meaningful and useful proteins. We may 
even utilize our genes and proteins wisely. In other words, we have some higher 
quality genes to provide lots of functionalities in our body [22 . 
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By doing the individual or group classifications on proteins, we could figure 
out the functionality of an individual as well as a group of proteins. It is a 
big step to break the mystery of human, and benefits in many aspects. By the 
way, there are no existing approaches that deal with the group classification 
directly. Therefore, we face a certain amount of difficulties due to insufficient 
guidelines. 
1.3 Problem Definition and Proposed Algo-
rithm Outline 
The ultimate goal of the protein classification and matching problem is to fig-
ure out the function of a query protein or a group of query proteins. This is a 
supervised learning process. In other words, we have to build a database that 
have categorized the protein sequences under different functions. Then, given 
a query of a protein or a group of proteins, we are able to predict the function 
of the query accordingly. 
To illustrate a bit more, we should get the profiles of all the groups with 
known function first. Meanwhile, the profile of the interested query is gener-
ated. After that, by comparing the profiles among them, we figure out the 
highest degree of similarity (maximized score of similarity) and possibility of 
homology (without losing the biological integrity) [65], [66] inside to finish the 
classification. 
Measuring the similarity is a way to realize the probabilities if the sequences 
come from the same family or common ancestor. Then, we can identify the 
function or even the structure of the query. That is to say, this is a kind of 
matching and classifying problem. 
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In the group classification, somehow we will have a set of proteins with 
unknown function. By matching this group of proteins with the known pro-
tein function groups, we could figure out or classify the function of this group. 
In individual classification, one protein becomes the query. This query will be 
compared with the profiles of different groups of proteins with known functions 
to find the maximum similarity for classification. 
Suppose a protein, p, is 
P == [AI,A2,...,OV 
where m is the length of the protein, p, and a^  is the amino acid in the 
position of p, Mi G [1, m . 
Therefore, 
P = {pi,P2,...,:PNgrpsJ 
P becomes a protein group with NGRPSIZE proteins. 
Assume there are NG different protein groups with known functions in the 
protein database, G. 
G = {I^I, P2,..., PNG } 
R is one of these NQ groups in G, which is the reference group with size 
NR. Similarly, Q is the query protein group with size NQ, where Vi?, Q ^ G 
and MR, Q ^ P. 
Moreover, Rs—rp and Qsubgrp pick Nr—? and Nq^却p proteins randomly 
from R and Q respectively. 
Rsubgrp 二 {Pl’P2, . . . 却 ) , ^^Rsut.rp ^ [丄’ Nr. 
Qsubgrp 二 {P1,P2,... ,PNqs却）, 邪 Q — ” ^ [I'^Q. 
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In other words, for a particular j , Rsubgrpj has n proteins as shown below. 
Pi = [<^11, 0,12, . •., 
P2 — [<^21? <^22, . • . , CL2m_ 
Pn 一 [^ nl 1 . . . , 
After the Fourier transformation, the frequency spectrum of each protein 
in Rsuhgrpj becomes 
fpi — /ail 5 farz, • • • i /aim. 
fp2 — .九21 ' /a22 ) • • • 5 fo,2m. 
fpn 一 .fcinl, fcin2 ' • • •， /flum. 
The cross spectrum of all the frequency spectrum, fp�\/ i G [1, n], in Rsubgrpj 
is defined as CSR. in the following. 
CSn^ik) = - V W I J Z ， V/cG[l,m] 
CSR] = 知“ m)] 
Then, CSR is the group that collects NCSR different spectrums of different 
subgroups in R. It is the same as CSQ. Therefore, 
CSR = {CSR,,CSR,,...,CSRJ， U = NCSR, ^NCSN > 1 
CSQ = {CSQ,, CSQ,,..., CSQ J , V = NCSQ, ^NCS^ > 1 
The reference spectrum, SPref, of the reference group, R, is 
1 NCSR 
^ 1=1 
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The similarity score, S, is defined as 
S = sim(x, y) , yS G [—1,1 
The threshold of the reference group, Tref, and the average similarity score 
of the query group, Tg^ ery are 
1 NCSR 
Tref = Y T X I sim{SPref,CSR^) 
1 NCSQ 
TQUERY = "TT Y^ SIM{S PREF , C SQ.) 
Finally, the classification is shown below. 
Q ^ R if Tquery ^ '^ref 
Q ^ R "^f Tquery < ^ref 
1.4 Simple Illustration 
To make it easier to understand, we will have a simple example here to illus-
trate the idea of our approach. For illustration, we could simply transform our 
problem into a figures and shapes classification problem. 
Suppose we know some classes of shapes, say circle, square and triangle. 
Once a query comes, we have to tell which group this query belongs to. 
In Fig. 1.1, the classification was taken on the rectangle as an individ-
ual query. Therefore, we compare the similarity between the query, q, and 
the reference groups one by one. If the similarity with a certain group, g, is 
bigger than the predefined threshold, Tg, the query will be grouped into this 
group. As a result, it makes sense that q belongs to the square (S) group, 
since 0.9 > T5, 0.85. 
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• OA 
Ts 二 0 . 8 5 Tc = 0 . 8 0 Tt = 0 . 7 8 
plZ 
S i m ( S , q ) = 0 . 9 ^ 
S i m ( C , q ) = 0 . 25 
Sim (T, q)= 0 . 5 1 • > q b e l o n g s t o S g r o u p 
Figure 1.1: Individual Classification 
By the same token, the group classification could be done. However, this 
time, a set of shapes from qi to q^  (a groups query) is being considered as 
shown in Fig. 1.2. Firstly, we would like to find out the common properties of 
them. After that, we try to replace these figures by a single shape, Q, that is 
the mixture of those circle-like shapes. 
Effectively, Q is extracting the common properties of a group of figures. 
It is the signature of the group. By comparing this Q, instead of a group of 
shapes, only, the classification could be speed up. 
The classification could be conducted as in Fig. 1.3 now. It is similar to 
what we did in the individual case. 
After the calculation, it is found that Q belongs to the circle (C) group 
since 0.95 > Tc,0.80. 
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W ® F \ 
\J % 
丨；：蕩ss議^ Q 
Figure 1.2: Common Characteristic of a Group of Figures 
1.5 Outline of the Thesis 
In the rest of the thesis, Chapter 2 is the survey of the existing algorithms 
to handle the protein similarity and the function identification problem. In 
Chapter 3, our motivation is presented after the discussion of RRM model, 
which is the basis of our proposed idea. We present the design and the ex-
perimental results of our proposed algorithms applying on both group and 
individual classifications in Chapters 4 and 5 respectively. After that, we show 
some applications on both types of classifications in Chapter 6 in order to 
justify the usefulness of our approach. The overall discussion of our system 
is given in Chapter 7. In Chapter 8, we give some possible future research 
directions to further expand and improve our approach. Finally, Chapter 9 is 
a brief conclusion of the whole thesis. Appendix A provides some background 
information and concepts in the Fourier transform. 
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• OA 
T3 = 0 . 8 5 Tc = 0 . 8 0 Tt 二 0 . 7 8 
S i m ( S , q ) = 0 . 1 2 
S i m ( C , q ) = 0 . 9 5 ^   
S i m ( T , q ) = 0 . 3 7 • � Q b e l o n g s t o C g r o u p 
Figure 1.3: Group Classification 
Chapter 2 
Survey 
As mentioned before, Bioinformatics is a new research direction. It is the 
combination of 2 major subjects, Computer Science and Biology. Due to its 
innovation, you could find many unsolved problems in the field. Of course, our 
protein classification problems is one of the key problems. 
2.1 Introduction 
In Bioinformatics, there are 2 main streams to deal with the classification 
problem. 
One is focusing on the protein sequences and do the sequence alignment 
by using Smith-Waterman algorithm [80], Needleman-Wunsch algorithm [67], 
FASTA [58], DP [9], BLAST [4], [5], CLUSTAL W [85], [49] and so on. 
Another main stream is using some common and popular classification tools 
in Computer Sciences [17], [28]. For example, decision tree [74] (IDS [64], C4.5 
"75], CART [11] and etc.), K-Nearest Neighbor (KNN) [33], Bayesian network 
.95]’ [12], [8], Hidden Markov Model (HMM) [31], [77], [76], Neural Network 
62], [87], and Support Vector Machine (SVM) [88], [89:. 
14 
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We will have a brief discussion on them. Also, we will summarize how they 
handle our problems. 
2.2 Dynamic Programming (DP) 
2.2.1 Introduction 
Dynamic programming (DP) [9], [34] is the tool to solve the whole problem 
by combining the results of all the subproblems [2], [17]. Moreover, these sub-
problems are not independent. They share common characteristics. Then, 
dynamic programming is able to solve these subproblems repeatedly and re-
cursively [17]. The solution of every subproblem will be saved in a table. As a 
result, it is not necessary to recalculate the answer every time when the same 
subproblem is encountered. 
2.2.2 Algorithm 
Dynamic programming is usually applied in the optimization problem [9], [17 . 
In other words, we will not find the suboptimal solutions in dynamic program-
ming. 
Nevertheless, we have to make sure that the problem should hold 2 impor-
tant properties, namely, the optimal structure and the overlapping solutions 
9], [17. 
For the optimal structure, the problem itself should have the nature or the 
structure for finding the optimal solution. Also, the optimal solution of all the 
subproblems is contained in the overall optimal solution. 
Another criteria for using dynamic programming is the overlapping sub-
problems. In this case, our problem should be able to divide into subprob-
lems. Each subproblem should be small enough so that the solution of the 
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subproblems could be computed recursively. Also, these subproblems must be 
the same, otherwise, some new subproblems will be generated from time to 
time. 
As a result, dynamic programming is suitable for solving the protein se-
quence alignment problem. The ultimate goal in the sequence alignment is 
to seek for the optimal amino acid arrangement among different proteins in 
order to generate maximum alignment score (similarity). Therefore, this can 
be modelled as the optimal value. Also, the alignment process could be con-
sidered as many common subproblems that search for the maximum similarity 
in the subsequences. 
Here is the procedure in doing the dynamic programming. In fact, it can 
be summarized as 4 major steps [2], [9], [17 . 
1. Characterize the structure of an optimal solution. 
2. Recursively define the value of an optimal solution. 
3. Compute the value of an optimal solution in a bottom-up fashion. 
4. Construct an optimal solution from the computed information. 
It is noticed that the optimal solution is calculated by using all the solutions 
from the subproblems in step 3. 
2.2.3 Example 
Dynamic programming can be applied to solve the local alignment as well 
as the global alignment problem by the Needleman-Wunsch algorithm [67 
and the Smith-Waterman algorithms [80] respectively. In the following, the 
Needleman-Wunsch technique will be shown as an example to illustrate the 
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idea of using dynamic programming in protein alignment problem [2], [34.. 
In the example, we are trying to get the global alignment of 2 protein 
sequences. 
Protein 1: b c a c a , length m = 5 
Protein 2: b a c b a , length n = 5 
According to the length of the sequences, a 6 x 6 2D matrix is constructed 
right away. Indeed, it is a (m + 1) x (n + 1) matrix, i.e. with m + 1 columns 
and n + 1 rows. Sequence 1 will be placed in the m columns, and sequence 2 
will be placed in the n rows (refer to Fig. 2.1). 
For each of the element (z, j) , where i is the column and j is the row, in the 
matrix, a score, Sij, will be computed to evaluate how similar of two sequences 
is. The scoring system is defined as follows. When there is a match residue 
in both sequences in the same position, 2 marks will be awarded. Otherwise, 
in the same position, if there is a mismatch, then 1 mark should be deducted. 
Also, 2 marks are given for the gap penalty [2], [34]. For each position in the 
matrix, Mij is defined. It is the actual score that will be put in that particular 
position. The summary of calculating Mij is shown below. 
Mi-i^j - i + Si,j the case for match or mismatch in the diagonal 
Mi,j = max < Mij-I + UJ gap in sequence 1，and to is the gap penalty (2.1) 
�M i - i j + uj gap in sequence 2 
To perform the Needleman-Wunsch algorithm, 3 steps should be executed 
2], [34]. The first step is the initialization, the second step is matrix filling 
(to calculate the score), and the last step is traceback (to find out the actual 
alignment). 
In the initialization step, the first row and the first column in the matrix 
should be initialized to 0 as shown in Fig. 2.1 [34 . 
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0 1 2 3 4 5 
b c a c a 
0 0 0 0 0 0 0 
1 b _ o  
2 a 0 
3 c 〇 
4 b ~ 
5 a  
Figure 2.1: Matrix of the initialize step 
To start the process, the position in the upper left hand corner is chosen. 
Then, we have to find out the maximal score in every location of the i仇 column 
and the 产 row by using the scoring system described a while ago. For example, 
in finding the values of Mi,2, we have to compute Mo，i, Mi,i and Mq,2 first. As 
Mo，i and Mq,2 are initialized to 0, and 2 marks are awarded to Mi,i because 
of the matching happened of the first residue b, so Mi，2 should be 
Ml,2 = ma:r[Mo，i —l，Afi,i —2,MO，2 —2: 
=max[red, green, blue 
=max[0-l,0-2,2-2； 
= m a x [ — 1 , —2, 0 
= 0 
As a result, 0 is the maximal score for Mi,2. This is the optimal solution for 
this subproblem. That is to say, you could only get 0 score when you match a 
with b. 
In Fig. 2.2, the whole matrix filling process is demonstrated by the arrows 
with different colors (blue, red and green). The scores of these arrows [2] can 
be found correspondingly in our calculation. Eventually, the green arrow with 
maximal value (0) is picked (as shown in Fig. 2.3, but with reverse direction). 
By the same token, the positions in the rest of the matrix could be filled. 
Chapter 2 Survey 19 
b c a c a 
_ 0 0 0 0 0 0 
b 0 , ？ 





Figure 2.2: Start of filling the matrix 
Lastly, we have to trace the actual alignment back. Starting from the lower 
right hand corner, we always find out the path that gains the highest score [2 . 
The process continues until the upper left hand corner is reached as shown in 
Fig. 2.3. 
b c a c a 
0 . 0 0 
rll i^BMBMH MMMM^A ^MMMMMBK ^^MMBH ^^MMMM^ 
a A 々 丄 丄 
a 0 0 1 2 0 4 
Figure 2.3: Finish of DP process 
The actual alignment indicated by blue arrows would be determined then. 
The maximum global alignment score for the two sequence is 4. This is the 
number put in the lower right hand corner of the matrix. 
Moreover, a diagonal movement, indicates matching in both sequences. 
For those horizontal movements, gaps will be inserted in sequence 2. Whereas, 
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gaps will be inserted in sequence 1 for the vertical movements. As a result, 
the ultimate sequences alignment is obtained in as follows. 
Protein 1: b c a c - a 
Protein 2: b - a c b a 
—is the gap inserted into the sequence. Please note that it is not neces-
sary to get a unique optimal alignment. Instead, we may have more than one 
alignments (paths) that yield the same maximum score. 
Let us have a detailed look into how the alignment score is calculated. 
According to the final alignment of 2 protein sequences, there are exact matches 
in positions 1, 3, 4 and 6. For positions 2 and 5, gaps are inserted. Therefore, 
8 marks are awarded for those 4 matches, while 4 marks are deducted due to 
the gap penalties. As a whole, the overall score will be 4. This is exactly the 
same as the score that calculated by the dynamic programming (located in the 
lower right hand corner of the matrix). 
2.2.4 Complexity Analysis 
In the case of protein matching problem, as shown in the example, a matrix 
with m + 1 columns and n + 1 rows should be constructed. To fill in the 
matrix, fixed computational cost is required. This includes 3 calculations for 
3 arrows, and the selection of the maximum value. As for the matrix with the 
size {m + 1) x (n + 1), the same number of positions have to be filled. That is 
to say, the complexity of solving protein alignment problem by using dynamic 
programming is roughly 0{mn). As usual, n and m are close to each other, 
therefore, the complexity, the computation time or the memory storage, is in 
order of i.e. O(n^) [14], [30], where n is the length of the protein. 
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2.2.5 Summary 
In general, DP is a simple and user friendly tool. It is because only a 2D 
matrix needed to be constructed to compare two interested items. 
DP can perform both local and global alignments, so we could have choices 
under different circumstances. 
For the protein alignment problem, gaps are able to be inserted. It allows 
us to distort the sequences and produce some better (though may not be the 
best) alignments. 
However, to design a recursive function is not so easy and critical. That is 
to say, if we wrongly design a recursive routine, we could not solve the problem. 
If the function is modelled appropriately, the efficiency will be increased. 
The complexity of DP may not be acceptable especially for both strings 
are long. The computational cost is 0{mn). For the order of n?, when n is 
large, the cost is not small. 
Till now, the biological sequences are expressed in discrete symbols (such 
as discrete amino acids in proteins). There is no problem for a 2D matrix 
to accommodate them. However, it is possible to find some sequences with 
continuous representations. In this case, it is quite difficult for DP to handle. 
Or, at least, we should impose some necessary modifications. 
2.3 General Alignment Tools 
There are many general protein sequence alignment and database searching 
tools developed. BLAST, FASTA and CLUSTAL W are the well-known ex-
amples. On the other hand, there are many famous alignment algorithms, 
no matter in the local or global alignment, like Needleman-Wunsch, Smith-
Waterman, and so on. They adopt the dynamic programming to do the se-
quence alignment. DP is the core component in these processes. Therefore, 
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the invention of DP makes a great impact on and contribution to Biology and 
Bioinformatics. 
2.4 K-Nearest Neighbor (KNN) 
In short, K-Nearest Neighbor (KNN) [33], [70] is going to group a query sample 
into a particular reference group with the shortest distance. It is as simple as a 
distance measurement. Therefore, we have to define a distance function first. 
For our problem, we employ the most simple and intuitive way, the alignment 
score between 2 proteins. This is the similarity score that tells us how similar 
2 sequences are. Once we know the relations among different sequences, we 
could do the classification [91 . 
CLUSTAL W is one of the most popular packages to get the alignment 
score. For a given reference group, and one single query protein sequence, we 
could get the alignment scores between this query to all the proteins in the 
group one by one. By the same token, the alignment scores from the other 
reference groups could be found as well. Finally, by these collected scores, we 
could determine which reference group that the query belongs to. 
2.4.1 Value of K 
Besides deciding the distance function, we have to set the value of K as well. 
X is a very critical parameter in KNN. It defines how many data samples of 
all the reference groups are considered (with respect to query) at a time. In 
other words, for g, only the K nearest data samples are used, all the other 
data points will be ignored during the classification. 
Chapter 2 Survey 23 
2.4.2 Example 
An example is presented in Fig. 2.4. 
A ^  
C • • 讓 
Figure 2.4: Simple KNN Example 
We could figure out that there are 4 reference groups, A, B, C and D. A 
query, q, is going to be classified into one of these groups. If the value of K is 
set to 5, we could draw a dotted circle that covers all 5 closest distances away 
from q. Then, q will be classified into the group with majority votes, i.e. the 
maximum number of closest distances from the same group. In the example, 
even di to ds are not the shortest among these 5 distances, we still classify q 
into group A instead of B and D. Moreover, as group C is far away from g, no 
point from it could get a place in these 5 closest distances (so C is excluded 
from the dotted circle). 
Of course, this is one of the possible classification ways. If we use another 
measurement metric or other values of K, the classification may not necessary 
be the same. 
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2.4.3 Variations in KNN 
Although the basic framework of KNN is defined, it is possible to have some 
variations. We could have different distance measurements. We could find out 
the location of the reference group (i.e. the reference point of the reference 
group) in different ways and so on. 
For the distance function, other then the alignment score, we may use ac-
tual Euclidean distance between the data points. We may use the correlation 
coefficients. Of course, we could define some new distance metrics. 
There are many possibilities to define the position of a reference group. 
However, different definitions will have different results. Instead of using all 
the data samples in the reference group, we may select the center point in the 
distribution. We may select the n nearest samples. We may even only consider 
some percentages or amount of data points inside to represent the group. 
2.4.4 Summary 
Obviously, KNN is a very straight forward algorithm. It is easily understood. 
It is very easy to implement. However, there are some tradeoffs. For example, 
the setting of the parameters is very critical. We have to choose a distance 
function very careful. Meanwhile, the value selection of K is important as 
well. Different settings of K will affect the classification performance very 
much. Furthermore, it is hard for us to handle the data samples with the same 
distance, since it influences the normal counting process of K. 
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2.5 Decision Tree 
Decision tree [53], [74] is a very general and popular tool in classification. 
However, decision tree is not dedicated for a particular problem and is not 
quite applicable in our protein classification problems. 
2.5.1 General Information of Decision Tree 
First of all, let us have a brief review of the basic ideas in decision tree. A 
simple decision tree is drawn in Fig. 2.5. 
N o d e ^ Q Y } LeveM 
Figure 2.5: Basic Decision Tree 
Basically, the tree is formed by nodes and branches [17]. For each node, it 
could have n branches, a binary decision tree is constructed if n is equal to 2 
17], [53]. Therefore, when we reach a node, we have to make a decision there 
to see which branch we should choose. 
The height, H, of the tree is defined by how many levels of nodes in the 
tree. As a result, before we go deep down to the leave nodes and make the 
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classification, you have to travel H — 1 nodes. 
In general, each node in the tree holds a particular attribute. Each possible 
value in the attribute contributes a branch in the node. Suppose there are 3 
subjects, English, Chinese and Mathematics. Each of them holds 5 possible 
values, A, B, C, D and F, of Grade. Consequently, the decision tree will have 
3 main nodes and 5 branches for each node as drawn in Fig. 2.6. 
2.5.2 Classification in Decision Tree 
When we combine all the nodes together, from the root to the leaves, the 
whole tree lists out all the possibilities (paths). Therefore, we could do the 
classification if we trace the path from the root until we reach the leave nodes. 
Actually, a training data set could help us to construct the tree, and then 
we could map each testing example to the tree to verify the result. Certain 
path in the tree will be found for each correct decision/classification. 
Prom our previous example (Fig. 2.6), if we know a student achieves A 
grade in Mathematics^ and wonder what class this student belongs to, then 
we should traverse through the tree. 
Firstly, the rightmost branch {Mathematics) in the first level will be se-
lected. The left most branch (A) under the Mathematics node is chosen 
accordingly. Once we know the path in the decision tree, we could find out 
the student is in the Excellent class. 
However, it is risky to do the classification by the path selection of the tree 
only. Because we have to choose the right path at each of the node to make the 
correct classification. We are not allowed any wrong selection of the branches. 
If only one branch is chosen wrongly, it is absolutely hard for us to recover 
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/K 
/ ^ ^ Mathematics 
English ^ V 
Chinese ^ V 
li^h (^ ijh li^b 
Excellent Good Fair Pass Poor Excellent Good Fair Pass Poor E x c e l l e n t Good Fair Pass Poor 
Figure 2.6: Decision Tree Example 
from this mistake. Eventually, we may come up with a wrong leave node and 
so a wrong classification. 
2.5.3 Disadvantages in Decision Tree 
There is a major disadvantage in using the tree. Namely, decision tree could 
only solve the query with a fix length in protein classification problems. As-
sume all the instances in the training data set have the same length, n. Suppose 
the tree has certain number of leaves, say ni. Each of these leaves represents a 
class. As a result, a query with the same length n could go to one of the leave 
nodes and determine its class easily. 
However, the problem is if the length of the query, Iq is bigger or smaller 
than n, then it is quite hard to do the classification. If Ig is smaller than n, 
we will stop at some levels in the middle of the tree. The classification process 
could not be finished. 
On the other hand, if the query is too long, we will stop in the leave node 
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without processing all the attributes in the query. This is indeed a difficult 
task to tell the class of the query. 
In both cases, even we could still make the conclusion, however, the deci-
sion may not be so accurate. 
Although we could ensure the proteins in the training data set with the 
same length, we do not know how to do the classification once the testing 
example is shorter or longer than the proteins in training data set. We either 
could not reach the leave node or could not get the exact path since there are 
much more information than the tree could accommodate. 
Again, in our example, (Fig. 2.6), in order to know the path in the decision 
tree, we have to get all the information {Subject and Grade). This points out 
that decision tree is a kind of enumeration. It lists out all the possibilities. 
Therefore, if we only know which subject that the student is taking, we could 
never know how good the student is. This implies that we could not draw a 
convincing conclusion in decision tree if we are lacking information. 
2.5.4 Comparison on Different Types of Trees 
There are many types of decision tree (analogue to thousand types of tree in a 
forest). IDS, C4.5 and CART are some common examples. The major working 
mechanism behind them is the same. We still need to choose a branch in a 
node and the class is determined from the leave of the tree. However, some 
minor differences could still be found among them. 
In brief, IDS could only deal with the discrete values. That is to say, the 
node (attribute) could only hold the discrete values. Effectively, we could know 
the exact number of branches for each node. 
If we want to handle the attributes with real values, we ought to use C4.5. 
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Each branch expresses a range of values in the attribute. Number of branches 
will be determined by the size of the range. 
ID3 and C4.5 focus on one single attribute in a node, if we want to take 
more than 1 attributes in a node into account, we have to use CART tree. 
CART trees could facilitate this. Therefore, we have to consider more than 1 
attributes before deciding which branch should go in the next level of the tree. 
2.5.5 Conclusion 
In conclusion, this is quite difficult to employ decision tree to solve our protein 
classification problem. The reason is all the proteins do not have the same 
length. We could not build a decision tree for the classification in a trivial 
sense. Or we should use some other techniques on top of the basic decision 
tree to solve the problem. 
2.6 Hidden Markov Model (HMM) 
Hidden Markov Model [31], [76], [77] is similar to basic Markov process [7 . 
However, the whole process of the former is hidden. It means that we could 
imagine it as a black box, we could not observe what happen inside [77], [31 . 
To understand HMM, let us take a look at the Markov process first. 
2.6.1 Markov Process 
In Markov process, we always formulate our problem as a finite state machine 
'7]. There are N distinct states in total to describe the whole system. Prom 
one state to another state, we have to define certain transition probabilities. 
For example, suppose there are 3 states, Football, Tennis and Do not 
Play, to describe the activity of a person, say Peter, on a day [76], [77]. A 
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finite automaton could be drawn as in Fig. 2.7. 
0.2 
A FooUDall( 1 J 
A 
Tennis f 2 " ^ 3 J Do not Play 
0-3 0.1 
Figure 2.7: Example of Markov Model 
Effectively, it shows all the possibilities of different activities (states) on 
a day and the transition probabilities from one state to another. The whole 
transition matrix, A, is shown below [76], [77]. The convention in the matrix 
is exactly the same as the node number in the figure. Therefore, the first row 
and column represent Football while the third row and column represent Do 
not Play. 
( 0 . 2 0.5 0 . 3 � 
A = 0.55 0.3 0.15 
� 0 . 2 5 0.65 0.1 � 
By A, we could know if Peter plays football today, and what is the chance 
for him to play tennis in the following day (0.5). 
The main feature in Markov process is we could observe the whole working 
process. That is to say, we could know what happen from input to output [7 . 
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2.6.2 Hidden Markov Model 
In contrast, it is not the same in Hidden Markov Model (HMM). It is still a 
probabilistic approach. However, the major difference is that we are not able 
to know what happen inside. Prom input to output, it is just like a black box. 
In other words, when you input something, you will get the answer, but you 
will not know how this answer is generated [31], [76], [77 . 
Coin Tossing Example [76], [77" 
As a simple example, suppose we have a coin tossing system. If we input some 
coins, an output saying head or tail will be returned. In this situation, we 
can only know an answer will be given and can never know how the system 
handles these coins and generates the result. We cannot know if this is the 
output from 1 coin, or the majority votes from n coins, n — 1 coins, or tossing 
certain coins for many times and so on. Therefore, this is a hidden process 
76], [11. 
Model Construction in HMM 
In a typical HMM model, we still have N states (excluding the extra Begin 
and End states). However, for each time instance, we will not have all the 
possible states. Instead, we will combine these possibilities into one big state. 
In the coin tossing example, head and tail are collected into a state, Toss. For 
the 3-state activity example, one state, Activity, could be formed to describe 
Football, Tennis and Do not Play. 
Normally, all the states are connected with each other. That is to say, this 
is a completely connected graph. However, the states are connected by the 
transition probability. We do have the chance of the states that are not linked 
with each other (say state and S2) when the transition probability between 
Si and S2 is 0. Although there is a virtual link between and S2, we will 
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have no chances to visit this edge. In fact, this is the same as deleting the 
edge. Suppose the transition probabilities are defined in a transition matrix, 
A, and aij should be the transitional probability from state i to j [76], [77 . 
Then we could have the following summary. 
CLij > 0 connection exists between state i and j 
aij = 0 no connection between state i and j 
For each state, there are M different observations. For our coin tossing 
example, the possible observations for a coin are only head and tail More-
over, the chance for getting the head and tail are the same, 1/2, for a fair coin. 
Generally speaking, different states may have different number of observations, 
and also each observation could have its own probability. All these numbers 
are collected in the observation probability matrix B. 
Normally, we consider our system at different time instance, tt^ . All initial 
conditions are determined at the first time instance, i.e. tti. Then by giving 
current state (conditions) at time i, we are able to predict what is the chance 
for certain state (conditions) to happen at the next time instance, 2+1 [76], [77 . 
After getting these parameters, we could establish the whole HMM model. 
The model is consists of 3 major parameters mentioned above, namely A, B 
and TT. If 入二 B, tt, A could then be the parameter to describe the complete 
model [77], [76 . 
2.6.3 General Framework in HMM 
According to the established model, we could generalize and visualize the basic 
framework of HMM in Fig. 2.8. 
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A J — 1 ] — i ) ^ … ； y ) 
Begin ^ J ^ ^ … ^ ^ End 
Figure 2.8: General Architecture of HMM 
Usually, there are 3 layers. The most fundamental one is in the bottom 
layer. This line collects all the positional states at each time instance. Begin 
and End states are included as well. The states in the middle row are dedicated 
to insertion, it functions exactly the same as the one in our simple example in 
Fig. 2.9. Finally, the upper row collects all the deletion states. They are the 
states that help the query deals with the unmatched characters. Effectively, 
it provides a way for the sequence to skip some columns in the alignment. 
The insertion and deletion states, help us to tackle the problem when the 
sequences are longer or smaller than the total number of positional states. 
Therefore, the insertion and deletion will become automatic during the align-
ment. That is, if the query sequence is too long, we will undergo many insertion 
states. In contrast, we have to visit many deletion states when the query se-
quence is too short. 
As a result, for a query sequence, it could be mapped into the model. 
After going through all the positional states (together with some insertion or 
deletion states at the same time), a score could be given to the query. This 
is the overall probability to evaluate the query to see how likely it should be 
classified as or assigned to the reference group. 
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2.6.4 Example 
Many researchers use HMM to solve protein matching and classification prob-
lems [32], [79] as well as many other problems in Bioinformatics. As HMM is a 
finite automaton based on a defined model, it is important to set up the model 
first. Some typical ways are used to construct this model including alignment, 
backward and forward chaining. Since we are dealing with the biological se-
quences, sequence alignment should be the most convenient option. Below 
shows the result of the multiple sequence alignment for the protein sequences 
in the training data set. 
A A T - G C C 
A T - G T G C 
A G - G T G C 
A T - - G A C 
C T A - G G C 
We could see some gaps, —, are inserted in columns 3 and 4, whereas, the 
T, G, G and A are considered insertion in sequence 1, 2, 3 and 5 in the original 
training data set. According to this alignment, we could generate the HMM 
model as shown in Fig. 2.9. 
0.4 
Q 
/A： 0.25\ / T:0.25 \ 
>l< 
^ ^ / \ ^ ^ ^ 
, A: 0.8 . A: 0.2 1 A:0 . A: 0.2 . A: 0 . n ’ T:0 ‘ ^ T: 0.6 丨 ^ T: 0.4 ‘ 丁 : 0 ‘ 丁： 0 ‘ I=nH 
Begin • G:o • G:0.2 • G:o.6 • ao.e • g:o • End 
C: 0.2 C:0 C:0 C: 0.2 C： 1 
Figure 2.9: Example of HMM 
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In Fig. 2.9, each position (column) without gaps will become a positional 
state. All columns (3 and 4) with gaps will be considered as some exceptions 
and they will be collected in the insertion state (the upper node in the figure). 
In the example, in columns 3 and 4, 6 gaps are inserted in total, besides, 1 T, 
1 A and 2 G are found there. So in the insertion state, we could have the 0.25 
chance for A and T and 0.5 chance for G [79 . 
Meanwhile, the transitional probabilities between all the positional states 
are 1 since no gaps are found in these columns. For the insertion state, i.e. 
columns 3 and 4, there are 6 gaps and 4 amino acid insertions. The prob-
abilities of visiting and leaving the insertion state are the same, namely, 0.6 
(as 6/10 = 0.6). Whereas, the chance for staying in the insertion state is 
4/10 = 0.4. 
If we now want to get the probability of a query sequence from the model, 
we could simply remove the gaps in the sequence and map it into the estab-
lished model. From the alignment, we could find out the consensus sequence 
(i.e. the symbol we could find frequently most in the corresponding column, 
see Section 5.3.1 as well), which is AT GGC. It means that we will be able 
to calculate the probability for AT GGC. 
P{ATGGC) 二 （0.8 X 1) X (0.6 x 1) x (0.6 x 1) x (0.6 x 1) x (1 x 1) 
= 0 . 1 7 2 8 
Therefore, the total probability of the consensus sequence is 0.1728 [79 . 
2.6.5 Drawbacks in H M M 
Refering to the multiple sequences alignment in Section 2.6.4, the consensus 
sequence is AT GGC. It has a high similarity to the training data set. 
However, for CT TGC, although this is the sequence that matches 3 out 
of 5 bases in the sequence, it could not get a very good score, and can only 
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score 0.0288 only. It is quite a low score compares with the consensus sequence 
(0.0288 vs 0.1728). Therefore, it should have a very little chance to be classified 
positively. 
That is the major problem in HMM. As it is a probabilistic approach, if 
some positions generate some very low probabilities, the overall probability 
will not be so high. It gives us certain difficulties in the classification. 
2.7 Chapter Summary 
The chapter has given a brief overview of some existing algorithms in solving 
our protein matching and classification problem. These algorithms can be clas-
sified into 2 main streams including the approaches in Biology and Computer 
Sciences. 
We have discussed the most classical sequence alignment and dynamic pro-
gramming (DP) in the biological aspect. Meanwhile, some general classifica-
tion tools in Computer Sciences, such as decision tree, K-Nearest Neighbor 
(KNN) and Hidden Markov Model (HMM) have been introduced. 
Chapter 3 
Related Work 
In this chapter, Resonant Recognition Model (RRM) [18], [19], [20], [90] will 
be introduced. This is an analysis tool dedicated to different kinds of biological 
sequences in Biology. The motivation of our research will then be presented. 
It also provides an example and the possibility of how RRM is related to our 
research. 
3.1 Resonant Recognition Model (RRM) 
3.1.1 Introduction 
RRM was proposed by V. Veljkoic, 1. Cosic, B. Dimitrijevic and D. Lalovic 
in 1985 [90]. RRM is the model that tries to use the digital signal processing 
techniques to analyze the DNA and protein sequences and figure out the in-
formational content of such linear macromolecules (DNA, RNA and proteins). 
In many traditional approaches, such sequences are analyzed directly by 
measuring the structural homology without any transformations [90]. RRM 
just tries to impose a transformation (e.g. Fourier transform [16], [19]) to 
convert and analyze the sequences in another domain. 
In RRM, we first assume the sequences are in the time domain by encoding 
the symbols in sequences. Then, we could evaluate and analyze the sequences 
37 
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in frequency domain after conversion. 
In fact, RRM is the physicomathematical algorithm. It combines the physi-
cal and mathematical models together to interpret the protein sequences. Pro-
teins are encoded by some physical parameters, while they are evaluated after 
transformation by using the digital signal processing methods [20 . 
By analyzing the physical processes and interactions inside the macro-
molecules of the protein, its corresponding biological function could be ex-
tracted [18]. The interactions between particular molecules are selective, also 
resonant energy will be transferred between molecules during the interaction. 
All interactions are assumed to be electromagnetic in their nature. There 
are two classes of interactions, including the protein-protein and protein-DNA 
interactions. As a result, Electron-ion interaction potential (EIIP) [19] (see 
Section 3.1.2) could be derived. We will make use of this to do the encoding. 
To extract the biological function, we need to have some mathematical 
models and do some calculations. Since protein sequences are encoded into 
some numerical sequences by EIIP, they are able to transform into frequency 
domain by using discrete Fourier transform [19] (Section 3.1.3) consequently. 
Then, the frequency spectrum can be analyzed by cross spectral function (re-
fer to Section 3.1.4). A characteristic frequency will be found to identify the 
function of the protein. 
Once we understand the nature of proteins, we can have many applications. 
We can predict the functionality of the protein [19], and propose effective mu-
tations [19]. Also, the peptides can be designed by the desired spectral, and 
the characteristics frequency [19]. Therefore, it could have a great impact on 
molecular biology and consequently on medicine, pharmacology, agriculture 
and discover the mystery of human beings [20 . 
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In the following sections, the whole RRM procedure, including all 3 major 
stages, the encoding, the transformation and the evaluation stages, will be 
discussed. 
3.1.2 Encoding Stage 
Protein could be represented in primary, secondary and tertiary structure. We 
can obtain the 3D model of a protein in the tertiary structure that determines 
the biological function of the protein. Primary and secondary structures (se-
quences) are the projection of tertiary protein structure. They are expressed 
by 20 and 8 amino acids respectively. 
In RRM, the study is based on the primary protein sequences, i.e. in 20 
common amino acids. One should always imagine them as some strings com-
posed by 20 different characters. The sequences are converted into a numerical 
sequence by EIIP [19] values. After encoding, these numerical sequences could 
be interpreted as the sequences in the time domain, i.e. some time signals. 
Electron-ion Interaction Potential (EIIP) 
Electron-ion interaction potential (EIIP) [19] denotes the average energy states 
of all valence electrons in amino acids. It is a pseudopotential obtaining from 
the following equations [19], [20 . 
< k + q M k � = 0.25Zsin(7rl.04Z)/(27r) (3.1) 
In the equation, q is the change of momentum k of the delocalized electron 
in the interaction with potential w, and k + q and k are the vectors. The 
delocalized electrons of the amino acids are critical for the distribution of the 
electrons in the whole protein [20 . 
Moreover, 
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where Zi is the number of valence electrons of the i仇 component of each 
amino acid, whereas N is the total number of atoms in the amino acid [19 . 
Consequently, the EIIP values for the primary protein structure and DNA 
19] could be found in Table 3.1 and 3.2. 
Amino Acid EIIP {Ry) 1  Amino Acid EIIP {Ry) 
1 0 y 0.0516 
i 0 w 0.0548 
n 0.0036 q 0.0761 
g 0.0050 m 0.0823 
V 0.0057 s 0.0829 
e 0.0058 c 0.0829 
p 0.0198 t 0.0941 
h 0.0242 f 0.0946 
k 0.0371 r 0.0959 
a 0.0373 I  d 0.1263 






Table 3.2: EIIP for Nucleotide (DNA) 
As protein sequence is a sequence of amino acids, after we encode it by 
EIIP, the numerical series essentially represent the distribution of the free 
electron energies along the protein. Below is an example to illustrate the idea 
of encoding. 
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Protein sequence p a 1 . . . s a k 
Encoded sequence 0.0198 0.0373 0 . . . 0.0829 0.0373 0.0371 
By the same token, all the protein sequences can be encoded. However, it 
should be reminded that the EIIP value is for primary protein sequences only, 
there are no such kind of values for the secondary protein sequences, which are 
the main focus of this thesis. 
3.1.3 Transformation Stage 
Basically, transformation provides another point of view of the protein se-
quences. The most critical issue is the natures of the sequences are main-
tained after the transformation. The transformation is accomplished by dis-
crete Fourier transform, DFT [19], [68. 
The definition and the fundamentals of DFT are presented below [18], [56], 
83]. More discussion about the transformation could be found in Appendix 
A. The DFT coefficients X{n) can be expressed as follows: 
X{n) = ， n = 0 , 1 , . . . ,芸 (3.2) 
where x is the original numerical series, with length N, and x{m) indicating 
the m仇 position of the series. X is the transformed spectrum of x in the 
frequency domain. 
In our discussion, the coefficients, named DFT coefficients, are extracted to 
plot the curve in frequency domain. It is noticed that the equation is ranged 
from 0 to N/2, this is due to the symmetry property of the DFT, and it will 
be discussed later. 
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DFT Example 
Here is the example to illustrate the idea of DFT. Suppose a: 二 [ 1 3 6 4 ] is 
the encoded protein sequence, the first DFT coefficients of X should be 
n = 0 
X(0) 二 ：r(0)e—邓"4)0.0 + 冗⑴ e - * / 2 )� . i + 工(2)e—办/2)�.2 + :r(3)e-"("2)o.3 
= I . e 0 + 3.e0 + 6.e0 + 4.e0 
= 1 + 3 + 6 + 4 
= 1 4 
By the same procedure, the rest of the DFT coefficients are 
糊 = 1 4 ， + X(2) = 0, = + j 
It is easy to find out that when there are 4 discrete points in the frequency 
spectrum, X, we can have 4 DFT coefficients. In general, if there are n sample 
points in X, there are n DFT coefficients. 
DC Component of DFT 
For the DFT coefficients in the example, X(0) = 14, is what we called the DC 
(direct current) component of DFT. Actually, X(0) is the sum of all points 
in the sequence, i.e. 1 + 3 + 6 + 4 = 14. Therefore, it is only used for the 
shifting and the scaling of the curve. For simplicity, we can discard this coef-
ficient by removing it or by setting it to 0. In our convention, we set it to 0, 
i.e. X(0) 二 0. 
Symmetry in DFT 
Again, from the DFT example, it is interesting that X{1) = X(3) and X ( 0 ) = 
X{2) after X(0) is set to 0. We can observe another property in DFT, the 
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symmetry property. 
After calculating DFT, the mirror image is formed in the frequency do-
main. That is the reason why the corresponding coefficients above are equal. 
Effectively, we could only concentrate on one half of the coefficients during the 
analysis. This explains why only N/2 are used in the equations. 
3.1.4 Evaluation Stage 
For the evaluation, RRM is different from the traditional approaches. It uses 
the cross spectral function to sum up different proteins sequences together. 
From this, the signal-to-noise (SNR) can be deduced from the outcome spec-
trum. If the SNR is greater than 20, the peak frequency of the outcome 
spectrum could be denoted as the common frequency component of this group 
of proteins. 
Cross Spectral 
The cross spectral function is the core in the evaluation. It extracts common 
characteristics of a set of interested sequences. 
For a DFT coefficient, X(n), its absolute value is: 
X(n)l^ = X(n) • X(ny , n = 0 ,1 , . . . , ^ (3.3) 
where X(n)* is the complex conjugate of the DFT coefficient of X(n), and 
N is the total number of points. 
To calculate the cross-spectral function coefficient of a group of sequences, 
we use the equation stated below. 
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Sn\ = I而n| • I馬n| (3.4) 
N where n = 0 ,1 , . . . , — 
‘ ‘ ' 2 
Xin — the series in the same group n for all i from 1 to A; 
k — total number of analyzed sequences 
After the group spectrum process, the outcome spectrum could be treated 
as the consensus spectrum. Moreover, it is much easier to find some significant 
peaks in the consensus spectrum. 
Example 
Suppose we have 3 proteins, with a length of 3. 
= [ 1 2 5 : 
X2 = [ 2 4 10 ； 
Xs = [ 9 10 21 ； 
Therefore, in total, we need to have 2 rounds (suppose one round represents 
one pass of calculation) of cross spectrum. For the first round, 
5'' = [ l x 2 2 x 4 5 x l 0 ； 
- [ 2 8 50 
Similarly, in the second round, 
二 [ 2 X 9 8 X 10 50 X 21 ; 
5' = [ 18 80 1050 
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The final group spectrum should be [ 18 80 1050 ]. We can further normal-
ize it by the peak component in the spectrum. [ 0.017 0.076 1 ] will become 
the final spectrum. 
Relative Intensity 
Suppose X = [ 3 10 2 6 ] be the sequence after doing the cross spectral, we 
need to normalize it in order to construct the common base for comparison. 
The procedure of conversion is very simple. Firstly, we choose the one with 
highest value in X. 10 is then be selected. X will be normalized to X according 
to 10, therefore, 
X - [ 0.3 1 0.2 0.6 ； 
X = [ 30% 100% 20% 60% ； 
We can either represent the new sequence in ratio (decimal number) or in 
percentage. 
Signal-to-noise Ratio (SNR) 
In brief, signal-to-noise ratio (S/N, SNR) is the ratio between signal intensity 
at the particular peak frequency and the mean value over the whole spectrum 
S 腿 = Peak intensity 
Mean of the intensity 
For example, in the previous example, the SNR is 
Peak intensity = 10 
Mean of intensity = 全 ( 1 + 3 + 6 +4 ) 
= 3 . 5 
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SNR = ！ 
3.5 � 
= 2 . 8 5 7 1 
In RRM, SNR is the measurement to determine whether the peak frequency 
of the spectrum indicates the same frequency content for all the investigated 
sequences (see Section 3.1.5 too). Once again, the SNR value is significant 
when it is 20 or larger. 
Simple Example 
Now, we move to another example to explain other characteristics of cross 
spectral. This time, X = [ 2 4.5 1 5 3 2 ] is going to perform the self-cross 
spectral. The meaning is the same X will do the cross spectral on its own. As 
X and itself must be the same, intuitively, if we perform the self-cross spectral 
several times, the characteristics found should be the identification of X. In 
other words, this lets us evaluate the similarity with other sequences. 
The process will be repeated for 5 times. The spectrums and SNRs are 
given in Table 3.3. 
Round Actual Spectrum Normalized Spectrum SNR 
0 [ 2 4.5 1 5 3 2 ] [ 0.4 0.9 0.2 1 0.6 0.4 ] 1.4286 
1 [ 4 20.25 1 25 9 4 ] [ 0.16 0.81 0.04 1 0.36 0.16 ] 1.9763 
2 [ 8 91.125 1 125 27 8 ] [ 0.064 0.729 8 x 10一3 1 0.216 0.064 ] 2.4027 
3 [ 16 410.0625 1 625 81 16 ] [ 0.0256 0.6561 1.6 x 10—3 工 0.1296 0.0256 ] 2.7285 
4 [ 32 1845.28 1 3125 243 32 ] [ 0.01024 0.59049 3.2 x 10—4 i 0.07776 0.01024 ] 2.9552 
5 [ 64 8303.77 1 15625 729 64 ] [ 0.04096 0.5314 6.4 x 10_5 1 0.046656 0.04096 ] 3.0120 
Table 3.3: Simple Auto Cross Spectrum Example 
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Observation 
By analyzing the results in Table 3.3 of the example, it is important to conclude 
that only one significant peak is generated in position 4 (as shown in Fig. 3.1). 
This position also holds the characteristic frequency of the group. 
Cross Spectrum - - 1 Cross Spectrum 一一 2 Cross Spectrum 一一 3 
_ _ _ 
1 2 3 4 5 6 1 2 3 4 5 6 2 3 4 5 6 
Cross Spectrum - - 4 Cross Spectrum - - 5 Cross Spectrum — 6 HHK 
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6 
Figure 3.1: Cross Spectrum Effect 
Cross spectral is something similar to multiplication. It is obvious that 
when 2 large number times together, the result is even larger, say L. By the 
same token, if 2 small number (< 1) times together, the output is even smaller 
compared with L (by a great amount). In conclusion, in self-cross spectrum 
those with large values will become larger, and those with small values will be 
even smaller after several rounds of auto cross spectrum. 
3.1.5 Important Conclusion in R R M 
After the cross spectrum on a group of protein sequences, the SNR is deduced 
from the consensus spectrum. It is significant if the value is in 20 at least. 
Then, the peak frequency found in the spectrum implies the common frequency 
component for all the sequences in the group. 
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According to the results in RRM, there are several major observations 
about the peak frequency [19], [20'. 
1. One relevant peak frequency exists in analyzing the functionally related 
proteins. 
2. Peak frequencies for different biological functions are different. 
3. No significant peak is found in the multiple cross spectrum of functionally 
non-related sequences. 
4. Detect function similarity even without similar protein primary structure 
or sequence. 
Based on these observations, RRM concludes and proves that the peak 
frequency of all analyzed sequences with common biological function is related 
to this biological function. 
3.1.6 Summary 
Originally, RRM is a tool to prove or even discover some internal physical inter-
actions in macromolecules. It could be done by identifying the characteristics 
frequency in certain position after doing cross spectrum. 
However, there are no reasons to limit the power of RRM. Since the way in 
generating the group frequency is interesting and quite reliable, it is possible 
to apply it in the protein function classification. 
There are some advantages of using RRM in the classification. Essentially, 
we shift the analysis platform to frequency domain that could avoid the align-
ment problem in the original protein sequences. RRM uses SNR to make the 
decision. That is to say, we do not need to handle the gaps in the tradi-
tional approaches (like DP) are required. Also, by summarizing up different 
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sequences together through cross spectrum, the profile of a group of sequences 
is known then. The computational complexity could be reduced. 
In the meantime, there are some disadvantages. For instances, RRM is 
hard to handle with a small group of sequences. To be more precise, we 
cannot draw some desirable conclusions as the SNR is quite small for a small 
number of proteins. Moreover, SNR is the only evaluation tool that may be 
too dangerous in some occasions, as we could imagine that it is quite easy to 
misclassify by the judgement of one single number. 
3.2 Motivation 
Dynamic programming is a powerful and classical tool for doing the sequence, 
not only protein, but DNA or other biological sequences, alignment in Biology. 
However, the cost for doing DP in 2 particular sequences is quite high, 
namely, in O(n^). The reason is the process requires to go through 2 se-
quences under consideration. 
On the other hand, gaps are another major component in DP. In order 
to align 2 sequences, gaps will be inserted to some suitable positions in the 
sequences. 
Of course, the placing of the gaps affects the alignment quality. It is mainly 
determined by the scoring matrix that we adopt and the interested sequences 
under consideration. Different scoring matrices lead us to different alignment 
results and gaps insertion scheme even for the same set of input sequences. 
Although there are some popular and well-known scoring matrices (e.g. PAM 
'24] and BLOSUM [37] families) for such kind of problems, you could never 
know if they are in the best setting. 
In spite of this, even for same the same setting of the algorithm, it is also 
hard for us to find out an optimal and unique alignment solution. For example, 
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to algin the following sequences, ql and q2. 
ql : a a b b b 
q2 : a b b c c 
ql : a a b b b — 
q2 : a — b b c c 
q2 \ — a h b c c 
q2 : a — b b c c 
You may obtain more than one alignment outputs. All these may or may 
not generate the same alignment score, but indeed, they will have different 
amino acids in some positions. In other words, if the positions are important 
in some situations, then the different results will matter. 
After all these considerations, what we are trying to do is to find out some 
alternatives of the traditional alignment when we deal with biological sequences 
classification. Indeed, you are able to find many existing classification tools, 
however, they are too general to tackle all sorts of problems. We do want to 
have another algorithm that is dedicated to biological sequence but does not 
cost so much (less than order This method does not need to bother 
with the gaps, and yields comparative or even better accuracy. Hopefully, it 
could be applied to other problems (may be after some modifications). 
Under such background and circumstances, our proposed method is de-
rived. By borrowing the concepts in RRM, we treat the protein sequences as 
the time signals. We devise the way to do the transformation and evaluate the 
spectrum in frequency domain. As a result, we save a lot of effort in dealing 
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with the gaps, and come up with a less complexity algorithm as well. 
3.2.1 Example 
Fig. 3.2 gives a good example by using 2 well-known trigonometric functions, 
sin{x) and cos{x), to illustrate our research idea and direction. 
S i n e W a v e [0.1s/cycle, 10 H z ] S i n e W a v e [0.1s/cycle, 10 H z ] 
\ / \/i jJL : 
0 0.05 0.1 0.15 0.2 0 10 20 30 40 50 
T i m e ( s ) F requency ( H z ) 
C o s i n e W a v e (0.1 s/cycle, 10 H z ] C o s i n e W a v e [0 .1 s/cycle, 1 0 H z ] 
:j\ / \ /I i I : 
0.2 • \ / \ - 300 - • �• \ / \ / • 25�. . 
-0.2 \ / \ - 200 • -
-0.4 . \ / \ / 150 • 1 -
一0.6 \ / \ / 100 • \ -: V / V/ - ： 乂 、 ___： 
0 0.05 0.1 0.15 0.2 0 10 20 30 40 50 
T i m e ( s ) F requency ( H z ) 
Figure 3.2: Frequency Spectrum for Sine and Cosine Waves 
In the figure, the left hand column contains the signals in the time domain 
while the corresponding spectrums in frequency domain are displayed in the 
right hand column. Moreover, the sine and cosine functions are drawn in the 
first and second rows respectively. 
The most important thing is both of them are in lOHz, i.e. 0.1 second for 
each cycle. In other words, the signals are constructed by lOHz components. 
We show 2 cycles in the time domain (the frequency domain should be the 
same for different numbers of cycles due to their periodic property). To find 
out the frequency components composition of these signals, we could simply 
do the Fourier transform, using the fast Fourier transform, fft. The spectrum 
in right hand side verifies our expectation. We could see both spectrums only 
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contain the lOHz frequency components. 
This simple example has an implication. Although the phases of sine and 
cosine waves are totally different in the time domain, we could find the same 
frequency information in the frequency domain. If we conduct the traditional 
DP alignment in both time domain's signals, it is impossible for us to find out 
ONE time instance (position) that are the same. However, we should know 
that sine and cosine are closely related and they are just shifted for 9 0 �a s 
shown below. 
sin{x) = cos(90° —:r) 
cos{x) = sin(a; —90。） 
Therefore, in alignment, we could do a very good job by shifting either one 
to the left (or right) by 9 0 �o r 1/2 cycle. Apart from some gaps inserted either 
at the beginning or the end of the signals, all the rest positions are exactly the 
same. 
By the way, if we compare the signals in the frequency domain, we could 
have the exact matching right away. This means that we do not need to con-
sider many troublesome gap insertions and alignment in the signals. Thus, to 
handle similar classification problems, we have to first encode the data in the 
problem to some time signal representations. Then we could transform them 
into frequency spectrums. Finally, these spectrums could be compared with 
each other to do the classification. 
This example gives us a foundation to further dig into the spectrum com-
parison in the frequency domain. It also assures the feasibility to implement 
our proposed idea. 
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3.3 Chapter Summary 
Resonant Recognition Model (RRM) has been discussed in this chapter. RRM 
is an analysis tool that handles different types of biological sequences in Bi-
ology. We have reviewed the overall framework of RRM by 3 main stages in-
cluding the encoding, the transformation and the evaluation stages. RRM uses 
the physical parameter Electron-ion interaction potential (EIIP) in the protein 
sequences to do the encoding. By Fourier transform, the encoded sequences 
are transformed into some frequency spectrums. After some cross spectrum 
processes, the signal to noise ratio (SNR) are employed to draw the conclusion. 
From RRM, we have been motivated to design a novel classification tool to 
handle the protein matching and classification problem. By shifting the plat-
form (from the time to the frequency domain) in analysis, we have successfully 
eliminated the clumsy gap insertion in the sequence alignment and been able 





In this chapter, we present the design and the experimental results of our pro-
posed algorithm in detail. 
We always want to avoid and replace the clumsy and troublesome alignment 
process. We borrow the idea from Resonant Recognition Model (RRM) [18], 
19], [20], [90] to devise a new approach that tackles the protein matching and 
alignment problem. 
Similar to RRM, our algorithm also has 3 main stages, the encoding, the 
transformation and the evaluation stages. However, one more stage is added 
in the beginning to do the data preprocessing. Our approach stresses on the 
structural relations rather than the physical properties (interactions) in the 
protein sequences. We focus on the transformed spectrums in the frequency 
domain rather than the original protein sequences (in time domain). There-
fore, it is a structuromathematical approach which combines the structural 
information and the mathematical model. 
The flowchart, divided into two parts, are shown from Figs. 4.1 to 4.2. It 
summarizes the whole flow of our approach. Each component inside will be 
54 
Cha])f(-r 4 Group Classtfication 55 
elaborated fully in the following subsections. 
4.2 Design 
4.2.1 Data Preprocessing 
Training and Testing Data Set 
The Database of Secondary Structure in Proteins (DSSP) [27], [54] (please refer 
to Section 4.3.1) protein database collects more than 10000 proteins which are 
categorized according to their functions. For each of the functional group, we 
divide the group into 2 sets by certain ratios, namely, 70% proteins for the 
training and the rest (30%) for the testing data set. 
Due to the size constraint of our algorithm (please refer to Section 4.5.3), 
the size of all the data sets must be bigger than 12. This policy guarantees 
enough randomization to select different subgroups and form different spec-
trums. Besides, since different groups are in different sizes, their data sets 
cannot be divided into the specified ratios exactly. 
For the training data set, it is used for forming the reference spectrum and 
finding the threshold of the reference group. Whereas, we apply the testing 
data set to evaluate the performance of our algorithm. Section 4.2.5 covers 
the details. 
Randomization of the Data Sets It is tricky to judge which proteins 
should belong to the specified data set as there is no guideline for the division. 
Moreover, the sizes of the groups are not consistent. Thus, we perform the di-
viding in a random manner. To enhance the randomization effect and achieve 
more robust and reliable experimental results, 10 different random data sets 
are produced. 
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Randomization may have some errors. Outcomes may not be too random 
or even have some biases. It is crucial to choose the randomization method, 
as well as the random seeds for the method. 
Positive and Negative Examples In our experiments, each functional 
group is set as the reference group in turn. The testing data set of this ref-
erence group is treated as a set of positive examples, meanwhile, all proteins 
in the other groups are considered as the set of negative examples. The cor-
responding positive and negative successful rates could then be found during 
the classification. 
4.2.2 Encoding Stage 
After establishing the data sets of different groups, we will encode the protein 
sequences. 
EIIP [19], originally used by RRM, is based on the physical measurement, 
dedicated to the primary protein structure, to encode the primary protein 
sequences. However, there is no such similar physical parameter for the sec-
ondary protein sequences. We propose a new Most Likely Neighbor (MLN) 
encoding scheme to overcome this problem. 
Protein sequences encoding is the process of converting the amino acids 
(characters) into some numbers. The protein sequences then become some 
numerical series and are considered as some signals in the time domain. 
The purpose of the conversion is to consider the protein sequences as some 
time signals. They are then allowed to transform into their corresponding 
frequency spectrums in the frequency domain in the next stage. 
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Getting the Most Likely Neighbor (MLN) 
Before encoding, we have to find out the neighborhood relations among all 
the sequences in the reference training data set in order to derive the MLN 
encoding scheme. These information are obtained by scanning through all the 
sequences. 
During the scanning process, for each amino acid in the sequence, we record 
the amino acids in its left and its right. The most frequent neighbor of a par-
ticular amino acid is determined after going through all the sequences. It is 
essential for us to generate the MLN chain. 
Figs. 4.3 and 4.4 show us the idea of the whole process. The pointer always 
points to the (current) amino acid being considered. In Fig. 4.3, as the pointer 
points to a, its neighbor is c, so, the frequency count for / (a, c) is added by 1 
(from 0 to 1). By the same token, when the pointer moves to amino acid c in 
protein 2 in Fig. 4.4, it has two neighbor amino acids, d and b. Then, / (c , d) 
and / (c , b) should be incremented accordingly. 
By repeating the same process on all the sequences, all the neighborhood 
relationships within the whole reference group are found. Therefore, for any 
given amino acid, its most frequent neighbor amino acid (with the largest 
probability) can be deduced. We define this most frequent neighbor as the 
Most Likely Neighbor (MLN). 
MLN Matrix By the statistics we just obtained, we could place all these 
numbers into a 2D MLN matrix (as shown in Table 4.1). It is a very important 
step to find the MLN chain. 
Development of MLN Chain 
The MLN chain can be illustrated by a simple example, x y z. In this 
chain, the most likely neighbor of x is y and the most likely neighbor of y is 
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：；：!  SS 
Prote in 1 a c b e c ... d b a 
Prote in 2 a d c b c ... a d e 
Prote in n c e b a c ... b b d 
f (a ’c) = 1 
Figure 4.3: Start of the Counting Process 
Pro te in 1 a c b e c ••• d b a 
Pro te in 2 a d c b c ... a d e 
1r i • 
Pro te in n c e b a c ... b b d 
f (c ’d ) = 3 8 + 1 = 3 9 
f (c ’b ) = 2 5 + 1 二 2 6 
Figure 4.4: Counting Process 
z. Similarly, all the attributes (amino acids) can be linked together. 
From the 2D MLN matrix in Table 4.1, we could find out the nearest neigh-
bor for each amino acid as shown in Table 4.2. Starting with one particular 
amino acid, the neighbor (next) amino acid is the one with the maximum 
count. By repeating the same process, all amino acids are linked to each other 
and the complete MLN chain is established. 
However, in most of the times, no amino acid, in the beginning, can develop 
a complete MLN chain. There is a loop or cycle formed during the chaining 
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a b o d e 
T ^ T S " 70 91 37 
~ r 15 22 n ^ 
可 1 2 2 5 9 7 5 
59 19 103 
e I 37 I 52 I 75 | 103 | 88 
Table 4.1: MLN Matrix 
a b o d e Neighbor 
70 91 37 a — d  
28 31 52 6 — e  
122 59 "~75~ c - > e ~ 
^ 19 " W e _ 
—e I 37 I 52 I 75 I 103 I 88 I e — d — 
Table 4.2: Establishing the MLN Chain 
process. Then, some incomplete and temporary chains are collected as follows. 
1 : a — d 一 e — d 
2 : b — e 一 d 一 e 
3 : c —> e —> (i —> e 
4 : d — e — d 
5 : e 4 d — e 
To handle these temporary chains, we first need to choose the starting 
amino acid with the longest temporary chain (break the tie randomly). To 
further expand the chain, we need to find out the next possible (non-repeating) 
amino acid with the maximum count. The complete MLN chain is obtained 
when all amino acids are selected. 
In the above example, none of the chains could cover all the amino acids. 
Chains 1，2 and 3 are the longest, but still miss two amino acids, so we break 
the tie by picking any one of them. For example, if the MLN chain starts with 
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c (same situation as a or 6), c e ^ will be the MLN chain without any 
cycle. For d, to expand the MLN chain, the amino acid with the biggest count 
among a and b is chosen, i.e. a (as 91 > 31). After that, a complete MLN 
chain is constructed as follows: 
MLN Chain : c — e — d — a — b 
Following the same idea, for each protein functional group in the protein 
database, we can produce its MLN chain. 
In fact, we can always develop an optimal MLN chain by selecting the chain 
with the largest neighborhood counts among all the possible chains, i.e. chains 
1 to 5 in the above example. However, it needs a bit computations. 
MLN Encoding Scheme Derivation 
The encoding scheme of a particular group of proteins is based on the MLN 
chain. 
In general, if there are risym symbols (amino acids) in the problem, we will 
assign Usym different integers, ranged from —Jisyml^  to r^ sym/2 (except 0) to 
them, 0 is reserved for all uncommon symbols. 
Therefore, we map integers from -4 to 4 (except 0) accordingly to all 8 
common amino acids in the secondary protein sequences. 0 is reserved for 
some unpopular amino acid. 
In our previous example, the MLN chain is c — e 一 d — a — b. Number 
ranged from -2 to 3 (except 0) are assigned. The mapping becomes c —> 
—2, e 一 —1, d 1, a — 2, 6 —> 3. Proteins are then encoded as shown in Fig. 
4.5. 
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Pro te in l a c b e c … d b a 
3 -.2. •！ 3 2 
Prote in 2 a d c b c ... a d e 
Pro te in n c e b a c ... b b d 
•2 -1 3 2 -a 3 3 ( 
Figure 4.5: Example of Encoding from MLN chain 
Protein Sequences Encoding 
First of all, the protein sequences in the reference training data set are encoded 
according to the MLN encoding scheme in the protein reference group (similar 
to Fig. 4.5). During the classification, both positive and negative examples 
have to be encoded based on this encoding scheme. 
The encoding schemes of different groups are different (due to different 
frequency counts and MLN 2D matrices). The encoding process could only be 
started after the encoding scheme of the reference group is settled. 
4.2.3 Transformation Stage 
Protein sequences encoding is a way to treat the sequences as some signals in 
the time domain. Fourier transform [16], [29], [86] provides another point of 
view of these signals because proteins from the time domain can be mapped to 
the frequency spectrums in the frequency domain. However, the natures and 
properties of the signals are conserved in the spectrums. They are not lost in 
the transformation. It is a very good platform to analyze the sequences in the 
frequency domain instead of the original sequences. 
The whole transformation process is exactly the same as the one used in 
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RRM. Please refer to Section 3.1.3 for more information. Besides, detailed 
discussions are presented in Appendix A [56], [83] as well. 
Although there are many well-established Fourier transform software pack-
ages, fftQ in MATLAB [60] is chosen in our experiment. The MLN encoded 
signals, instead of the EIIP encoded sequences, are the input of fftQ for our 
approach. 
4.2.4 Evaluation Stage 
After the transformation, a set of analyzed sequences are represented as some 
frequency spectrums. The cross spectrum technique is able to sum up differ-
ent frequency spectrums together. Therefore, to avoid the clumsy correlation 
calculations and comparisons between the query and every spectrum in the 
reference group, it is engaged to generate the profile of the reference group. 
Group query spectrums are produced by this technique as well. 
The correlation coefficient, which measures the similarity between the query 
spectrum and the profile (cross spectrum) of the group, is used to classify the 
query based on the comparisons with all the reference groups. 
Cross Spectrum 
The cross spectrum is a process to summarize n spectrum (the same as the 
one in RRM, see Section 3.1.4). It is a simple multiplication of the values of 
each corresponding position among n spectrums. Suppose there are NgrpSize 
spectrums (proteins) in the group, NgrpSize — 1 rounds are required for building 
the resulted spectrum. In each of the rounds, we just simply multiply the 
corresponding numbers in the corresponding positions between two spectrum. 
The resulted spectrum collects all the properties from these n spectrums 
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conceptually. Common characteristics (peaks) among n spectrums are en-
larged and all uncommon or special properties are buried. That is the reason 
why this resulted spectrum is considered as the signature of the reference 
group. This signature also facilitates and speeds up the classification process. 
Cross Spectrum Effect 
We can understand the cross spectrum effect by using the same example in 
Section 3.1.4. In the example, X = [ 2 4.5 1 5 3 2 ] is going to take several 
times of auto cross spectrum. Fig. 4.6 shows the results in each round. 
Cross Spectrum - - 1 Cross Spectrum - - 2 Cross Spectrum - - 3 
o" ‘ ‘ ‘ ‘ 1 o' ‘ ‘ ‘ ‘ 1 qI ‘ “ ‘ ‘ 
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6 
Cross Spectrum 一一 4 Cross Spectrum ——5 Cross Spectrum 一一 6 
_ _ ffl 
2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6 
Figure 4.6: Cross Spectrum Effect 
During the cross spectrum process, the spectrum suffers from certain dis-
tortions, and losing some (important) information. The process is just a kind 
of multiplication. One more round of cross spectrum further distorts the orig-
inal spectrum. In short, those components with large values in the spectrum 
will be enlarged and emerged. While, those components with small peaks will 
be shrunk or even disappeared. 
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The cross spectrum effect does matter and distort the spectrum. In Fig. 
4.6, although position 2 is 90% of position 4 in the original signal, after 6 times 
of the cross spectrum, the latter becomes a significant peak while the former 
one is compressed to a half of its original magnitude. It is ever harder to figure 
out the rest of the comparatively smaller peaks, by a outstanding amount, 
than these 2. The spectrum will be dominated by one or two peaks in some 
more rounds, say 20, later. Eventually, only the information in the 4认 position 
can survive. All the rest of the information are lost in the spectrum. 
Motivation of rootN Spectrum 
The cross spectrum effect is too strong especially when n is larger. This 
spectrum is too contrasting amongst the principles peaks. We do not want so 
much distortions because we lose a large amount of information in the spectrum 
for performing the classification. The rootN process is dedicated to restore 
the buried peaks, and establish the better and more sensible representative 
spectrum for the group of examined spectrums. 
rootN Spectrum 
Suppose we need to multiply n + 1 spectrums, SP, together, i.e. n rounds, to 
get the group spectrum, SPnew, as shown below. 
n multiplications 
SPnew 二 5 T X X … X S T 
To calculate the rootN spectrum, we only need to take root n , 小 of SPnew, 
where n is the number of the total rounds taken. 
n multiplications 
SP X SPx X SP = ^{SP X SP X X SP) 
The inversion process of rootN is shown as followings. 
^{SP X SP X ••• X SP) = SPnew 
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For the auto cross spectrum (a special case, by repeating the cross spec-
trum process itself), SPnew and the rootN of SPmw are reversible. For other 
cases, although the n + 1 spectrums are not the same, we can still get a good 
approximation and estimation (even without high degree of precision) when 
we take rootN to find the final group spectrum. 
Therefore, the rootN process is a simple and intuitive way that minimizes 
the distortion, maintains as much information as possible and reflects the char-
acteristics of the investigated spectrums. 
Example 
By the same example in Section 3.1.4, where 
xi = [ 1 2 5 ], X2 - [ 2 4 10 ], X3 = [ 9 10 21 ； 
We are able to figure out the effects after the rootN operation. The outcome 
spectrum, after 2 rounds of cross spectrum process, is SP = [ 18 80 1050 
The rootN spectrum is then the square root,小 of SP. 
； V T s a / I O ^ ； 
= ； 4 . 2 4 2 8 . 9 4 4 3 2 . 4 0 ； 
The rootN spectrum is normalized by the peak component, i.e. 32.40, in 
order to build a common base for comparing the differently scaled spectrums. 
The normalized rootN spectrum becomes [ 0.1309 0.2760 1 
Observation from rootN Spectrum In this example, the resulted spec-
trum is ST 二 [ 18 80 1050 ], so, the rootN spectrum should be [ 4.242 8.944 32.40 ], 
and its normalization turns out to be [ 0.1309 0.2760 1 
The rootN process is taken after doing the cross spectrum. However, all 
the information are kept (the third peak, 1, is still the largest one) in the spec-
trum. Other components get higher relative ratios, 0.1309 (P,) and 0.2760 
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(2"^’ • These values are much more comparable. It implies that the hidden in-
formation reappears by regenerating the and 2— peaks. The whole process 
allows us to collect more information but maintain the natures of the original 
signal. 
Reference Spectrum 
The rootN process is a better way to handle different numbers of spectrums 
in the reference groups than that of the ordinary cross spectrum process. The 
resulted spectrum summarizes all the characteristics as comprehensive as pos-
sible within the group. It could then become the reference spectrum of these 
n spectrums. 
Protein groups are in different sizes. Using all the proteins in a group in 
the rootN process to build up the reference spectrum for the group is feasible 
but not practical, especially for some large groups. It introduces the fairness 
problem and increases the computational time. We prefer to pick certain 
samples or a subset in the group as the reference group to eliminate unnecessary 
overhead. 
Therefore, we consider n proteins (spectrums) rather than the entire group. 
It is indeed difficult to figure out whether the selected n spectrums of the pro-
teins completely express the features in the group. A protein group may have 
many, even very dissimilar, characteristics. Picking arbitraries n spectrums is 
not reliable since many biases may be found in these n spectrums. 
Choosing Reference Candidate Spectrum (RCS) Randomly 
To cope with the above issues, we offer two possible solutions below. 
Instead of finding out the reference spectrum of the reference training data 
set directly, we introduce the Reference Candidate Spectrum, RCS. A RCS 
summarizes a fix number, Ncs-> of spectrums in the set. Ncs is smaller than 
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the size of the reference training data set, Ntrain, i.e. Ncs < Ntrain- Ncs is 
a constant number for all the groups no matter what Ntrain is. Furthermore, 
Ncs is equal to 10 in our settings currently. 
On the other hand, in order to cover all the characteristics in the data set, 
one arbitrary RCS spectrum is not enough. It implies that choosing several 
RCS are more statistically correct. In our setting, we choose, NRCS, 10, 
different RCS. Each of them picks Ncs spectrums from the group randomly. 
It is hope that all these 10 RCS are sufficient generalized to cover as many 
characteristics as possible in the group. 
Averaging all RCS 
To derive the reference spectrum for the reference group, we just require to 
average all the RCS spectrums according to the corresponding positions of 
each RCS. Then, the reference spectrum, SPref, for the group, is established. 
In fact, SPref plays a very important role during the classification. 
Cross Correlation 
Once we obtain the reference spectrum, SPref- The similarity scores between 
SPref and the testing queries can be calculated by the cross correlation. 
The cross correlation is a standard method to estimate how two series are 
correlated. It can take on two or more variables, or two or more time series. 
As a result, the correlation score, correlation coefficient, r, becomes the metric 
to represent the similarity of the two data items. 
Correlation Coefficient The correlation coefficient, like the mean and the 
variance, is a simple statistic. It is calculated by the following equation. 
厂 二 E 胁 ) - X -d) — my)] (4 ” 
V X X O - V E “ 2 / ( f - d ) - myY 
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where x, y are two series (in the same size), d is the delay (normally set to 
0 if we are only interested in the similarity of two series), mx and my are the 
mean of x and y respectively. 
The correlation coefficient, r, ranges from-1 through 0 to 1. The calculation 
is some operations of shifting, multiplications and summations of two series. 
We can summarize r in Table 4.3. 
r > 0 Positive or direct relationship 
r = 0 No relationship 
r < 0 Negative or inverse relationship 
Table 4.3: Classification of Correlation Coefficient 
Positive Relationship (r > 0) The physical meaning for r > 0 is when x 
gets higher in the value, y gets higher in its value, x and y are in the perfect 
correlation positive relationship when r = 1. We can therefore predict x from 
y and y from x. If x and y are plotted in x-y axis/graph, all dots should appear 
on a straight line. 
In other words, two variables share the information completely. 
Example Assume there are two vectors, x and y. x = [ 1 2 3 ] and y = 
12 3 ] have the same mean vector [2 2 2]. Therefore, we have another two 
vectors, x and y\ which are the differences of x and y from their mean vectors 
respectively. 
X = [ - 1 0 1 ] a n d ^ ' = [ - 1 0 1 ； 
Both are of the same length, 3. After putting the number into the formula, 
— ( - 1 X - 1 ) + (0 X 0) + (1 X 1) 
‘=^/(一1)2 + (0)2 + ( l ) V ( - l ) ' + (0)2 + (1)2 
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the correlation coefficient is equal to 1, r = 1. It is a perfect and direct 
correlation, which matches our expectation, since x and y are the same in 
nature. It is also the case of auto cross correlation. 
Negative Relationship (r < 0) The physical meaning is when x gets higher 
in the value, y gets lower in its value, x and y are in the perfect negative 
correlation relationship when r = —1. For this case, we can perfectly predict x 
from y and y from x. If x and y are plotted in x-y axis/graph, all dots should 
be appeared on a straight line, but in the reverse direction of the positive 
relationship case. 
Example Suppose x and y are two vectors, where a; 二 [ 1 2 3 ] and y = 
3 2 1]. Their mean vectors are the same, [2 2 2]. x and y are found by 
subtracting their mean vectors from x and y correspondingly. 
X =[-10 1] and y' = [10-1' 
Both are of the same size, 3, again. The correlation coefficient should be 
— ( - 1 X - 1 ) + (0 X 0) + (1 X - 1 ) 
r = a / F T F + (0)2 + (0)2 + (一 1)2 
r = — 1 is returned after the calculation. It implies x and y are in the 
perfect but inverse correlation. 
Zero or No Relationship (r �0 ) The physical interpretation is when x 
gets higher in the value, y gets higher or lower in its value {y is unknown). x 
and y are totally lack of relationship when r 二 0. For this case, we cannot 
make any prediction from x to y and vice versa. 
Example Here is an example to illustrate the idea of no correlation. If we 
have 
x = [ l 2 3 2 ] and y = [ 1 0 1 2 ； 
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Their mean vectors of x and y are [ 2 2 2 2 ] and [ 1 1 1 1 ] respectively. 
The 2 new vectors x and y should be 
x = [ -1 0 1 0 ] and y =[0-10 1' 
Since both vectors are of the same size, 4, after the substitutions, 
= ( - 1 X 0) + (0 X 一 1) + (1 X 0) + (0 X 1)) 
r — —1)2 + (0)2 + (1)2 + (O)V(O)^ + (—1)2 + (0)2 + (1)2 
the correlation coefficient is zero, r = 0. It shows x and y have no correla-
tion at all. 
4.2.5 Classification 
We segment our data into three categories. They are the sets of training, 
positive and negative testing examples. Each of them has its own responsibility 
during the classification. 
Reference Threshold 
The reference threshold indicates the minimum similarity score that allows the 
testing query to be classified into the reference group. The training data set 
and the reference spectrum work together to find out this threshold. 
Actually, all the training examples have to be encoded and transformed 
into frequency spectrums. Instead of averaging 10 different RCS spectrums, 
each RCS spectrum compares with SPREF by the cross correlation. 10 corre-
lation coefficients are collected then. The average correlation score, Ctrain, is 
calculated by averaging these 10 numbers. This score reflects the similarity 
between the reference spectrum and all the training examples of the reference 
group. 
Intuitively, Ctrain should be assigned as the reference threshold of the ref-
erence group directly. However, this value is too high for the classification. 
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Ctrain is treated as a reference point only. Ctrain acts as a relative score among 
different groups. The figures of different groups are comparable after the nor-
malization by Ctrain. A commoii threshold for all the groups can be derived 
accordingly. 
The actual reference threshold, T, is a certain ratio of Ctrain. The cor-
relation scores of other examples are normalized by Ctrain. Effectively, the 
correlation score for the training data set becomes 1 (or 100%) and the scores 
for all the testing examples are in certain percentages of Ctrain, Ctest. If Ctest is 
greater than T, the testing example will be classified into the reference group. 
Since T is tunable, different settings of T generate different successful rates. 
Training data set helps in finding out CTRAIN- By CTRAIN, we derive T, Testing 
examples are then classified based on T. Therefore, CTRAIN is very important 
in our classification. 
Similarity Score of Positive and Negative Testing Examples 
We could do the same thing on the rest of data segments, the positive and the 
negative testing examples, to calculate the positive and negative classification 
rates, and so the true/false positive and true/false negative respectively. Their 
definitions are listed in Table 4.4. 
True Positive Classified as positive and is actually positive 
False Positive Classified as positive but is actually negative 
True Negative Classified as negative and is actually negative 
False Negative Classified as negative but is actually positive 
Table 4.4: Definition of True/False Positive/Negative 
Taking the same process described above, the score of a group of testing 
examples is represented by a number, the average correlation coefficient. (7+优 
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and C—ve are the coefficients worked out for the positive and negative testing 
examples accordingly. If the coefficient is bigger than T, the query testing 
group will be grouped into the reference group. Otherwise, it is excluded from 
the reference group. 
For a positive example, the system should be able to group it into the 
reference group (true positive). Otherwise, it is wrongly classified (false posi-
tive) .While, for a negative example, it should be rejected from the reference 
group (true negative) correctly. Otherwise, the classification is incorrect (false 
negative). 
Numbers of the true/false positives/negatives are known afterwards. Ob-
viously, we wish to maximize the true positives/negatives and minimize the 
false positives/negatives. 
Definition of Classification (Successful) Rate 
Making use of the numbers of the true positives and true negatives, we can 
derive the sensitivity, i.e. positive classification rate (PGR), and the specificity, 
i.e. negative classification rate {NCR), for the positive and negative examples. 
, . . Number of True Positives 
1PT) ^IFLDLI — 
Total Number of Positi/ve Examples 
, . Number of True Negatives 
iT)ppi ii dfi / — — 
Total Number of Negative Examples 
In our problem, our positive/negative examples are in the group basis. 
Suppose there are 10 groups. If one group is set as the reference group, the 
testing data set of this group becomes the only positive example, and all nine 
groups in the rest are considered as the negative examples. Therefore, sensitiv-
ity {PCR) and specificity (NCR) simply calculate how many positive groups 
(out of 1) and negative groups (out of 9) are correctly classified respectively. 
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By sensitivity and specificity, the overall classification (successful) rate is 
defined as follows. 
Overall Classification Rate = ^{Sensitivity + Specificity) 
This rate essentially counts and calculates the ratio of the correct classi-
fications on the testing examples. Therefore, it can also be treated as the 
successful rate that evaluates the performance of our system. 
4.2.6 Summary 
Our approach is simple and straight forward to analyze the structural informa-
tion of the protein sequences. We borrow the idea from RRM and derive this 
classification system. We explore the secondary protein sequences and per-
form the group classification, which are not emphasized by many literatures 
and researchers. Therefore, we hope our algorithm is useful for the further 
development in its related domains. 
4.3 Experimental Settings 
The whole classification process is divided into several parts. Since the group 
classification is performed, our ultimate goal is to map a group with un-
known functionality into a particular group with known function in the protein 
database, Database of Secondary Structure in Proteins (DSSP). 
Each group, with known functions, in DSSP is set as the reference group 
in turn. A query, a set of proteins, with unknown functions is then tested to 
see whether it belongs to this reference group. 
Throughout our experiment, known data are examined first. We test the 
reliability of our system with known testing cases. If the performance is promis-
ing, it is possible to further expand the test to queries with unknown functions. 
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DSSP Experiment 
Total Proteins Total Group [Average Total Proteins [Total Group [Average 
~ M 12990 14M 8.934 1020 (7.852%) 21 (1.444%) 48.57 
> 12 9532 169 56.40 1020 (10.70%) 21 (12.43%) 48.57 
> 20 8338 91 91.63 970 (11.63%) 18 (19.78%) 53.89 
> 5Q| 6878 43 159.95 || 663 (9.639%) 9 (20.93%) 73.67 
Table 4.5: Statistics from DSSP and our Experiment 
4.3.1 Statistics from Database of Secondary Structure 
in Proteins (DSSP) [27], [54 
Our experiment adopts the famous and well-established protein database, 
Database of Secondary Structure in Proteins (DSSP) [27], [54]. Table 4.5 
summarizes some background information and statistics of the database and 
the data used in the experiments. 
In DSSP database, there are almost 1500 groups. Only around 2% protein 
groups are used in our experiment. It seems to be a very small portion of 
the whole database. However, there are too many groups with less than 12 
proteins, dissatisfy the minimum size requirement (see Section 4.5.3)，for our 
experiment. Only 169 groups are left after removing these small groups. In 
other words, we have already tested 21 groups and about 12.5% proteins in 
total. 
To evaluate our system, the chosen groups are in different sizes, some are big 
and some are small. Precisely speaking, 3 groups possess less than 20 proteins 
and 8 groups are larger than 50 in their sizes. Moreover, one particular group 
has 160 proteins. It is comparative big even within the whole DSSP database. 
Choosing various sizes of protein groups in DSSP, effectively, shows us 
the adaptability of our system. A reliable system ought to have consistently 
good performances in different environments. More information of the selected 
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groups and the division into different data sets, of them are shown in Table 
4.6. 
Group Total Number Training Data Set Testing Data Set 
Eye-lens 14 12 (85.71%) 12 (85.71%) 
Sugar 49 34 (69.39%) 14 (28.57%) 
Catalytic 20 14 (70%) 12 (60%) 
Metal 30 21 (70%) 12 (40%) 
Aminotransferase 51 36 (70.59%) 15 (29.41%) 
Calcium 79 55 (69.62%) 24 (30.38%) 
Blood 42 29 (69.05%) 13 (30.95%) 
Chemotaxis 19 14 (73.68%) 12 (63.18%) 
Dehalogenase 17 12 (70.59%) 12 (70.59%) 
Glycosidase 31 22 (70/97%) 12 (38.71%) 
Growth 64 45 (70.32%) 19 (29.69%) 
Histocompatibility 23 16 (69.57%) 12 (52.17%) 
Hormone 74 52 (70.27%) 22 (29.73%) 
Lipid 37 26 (70.27%) 12 (32.43%) 
Methyltransferase 54 38 (70.37%) 16 (29.63%) 
Neurotoxin 67 47 (70.15%) 20 (29.85%) 
Structural 37 26 (70.27%) 12 (32.43%) 
Antifreeze 38 27 (71.05%) 12 (31.58%) 
Biotin 57 40 (70.18%) 17 (29.82%) 
Cell 57 40 (70.18%) 17 (29.82%) 
Immune m 112 (70%) 48 (30%) 
Table 4.6: Size of the Training and Testing Data Set of Different Groups 
Generally speaking, it is, however, more difficult to handle the large groups 
rather than the small groups. If 50 is said to be the threshold, 43 groups, own-
ing more than 50 proteins, are considered as the big groups in DSSP. Since 
we have already taken 9 among them, it is a rather big and acceptable ratio 
(�20.93%). 
4.3.2 Parameters Used 
A fact sheet in Table 4.7 summarizes all the parameters used in the experiment. 
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Parameter Value 
Protein Type Secondary Protein Sequence 
Protein Group Used 21 
Total Number of Proteins 1020 
Average Protein in a Group 48.57 
Total Random Data Set 10 
Training Data Set 70% proteins in the group 
Testing Data Set 30% proteins in the group 
RCSa Size {Ncs) 10 
Total RCS Spectrum {NRCS) 10  
Data Selection^ Random selection 
Building RCS Cross Spectrum and rootN 
Reference Protein Average RCS 
Evaluation Method Correlation coefficient 
Reference Threshold T (0.85 in current setting) 
aRCS means reference candidate spectrum 
bChoosing proteins for building spectrums 
Table 4.7: Parameters Used in the Experiment 
In our experiments, we have tested 21 proteins functional groups, almost 
49 proteins per group on average. 
For each protein group, it is split into two sets, 70% of proteins for the 
training data set and 30% for the testing data set. The reference spectrum is 
the average of NRCS, i.e. 10, RCS spectrums, while each RCS is the randomly 
picked Ncs, i.e. 10, proteins. The correlation coefficient is employed to com-
pare the similarity between the reference spectrum and the testing examples. 
All these parameters are collected by the trial and error basis through var-
ious experimental settings. The current setting is observed to be the best till 
now. 
The usage of the secondary protein sequences is the most fundamental 
issue in our approach. There are 8 different amino acids in 2D sequences. We 
need less numbers to encode the amino acids and eliminate many unnecessary 
fluctuations. We can then plot out some better and smooth curves in the time 
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domain, which helps and facilitates the Fourier transformation process. 
Finally, the reference threshold is T. It is tunable. We could have different 
values of T. In our current setting, it is equal to 0.85. 
4.3.3 Experimental Procedure 
To ensure the reliability, the approach is to train the group classifiers by some 
known data in DSSP first. We select certain numbers of protein groups of 
different sizes. One of them is chosen to be the reference group at a time. Part 
of this reference group will be used as the positive testing examples. All the 
other groups will be used as the negative testing queries. The classification 
correctness of our system can then be determined. 
4.4 Experimental Results 
As mentioned in Section 4.2.5, during the experiments, we can find out the 
values of Ctrain, C+ve and C—饥.Ctrain is normalized to 1 and C+ e^ and C-^e 
are some ratios of Ctrain. The predefined threshold T, which is certain ratio of 
Ctrain, IS Set t o 0.85 t h r o u g h o u t the entire exper iments . 
Therefore, the value of C^ye should be bigger than T and as close to 1 as 
possible. For the C—饥,it is expected to be smaller than T by certain amount. 
The experimental results are presented in the following sections. We con-
duct our experiment on all 10 random data sets of 21 different protein groups. 
Instead of listing out all the successful rates in the 21 groups, we only con-
centrate on the overall average classification rates of them. In addition, a 
complete analysis of 2 particular groups, Neurotoxin and Biotin, are shown in 
fully detail. 
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4.4.1 Reference Group - Neurotoxin 
Tables 4.8 and 4.9 depict the relative correlation scores, based on the threshold 
T, which is 0.85, of all the 10 random sets in 21 protein groups with respect 
to the Neurotoxin, set as the reference group. 
Group Set 1 | Set 2 | Set 3 | Set 4 | Set 5 | Set 6 
Neurotoxin (Testing) 0 . 9 7 2 1 0 . 9 6 6 8 " “ 0 . 9 6 9 1 0 . 9 7 0 2 0 . 9 5 4 “ 0 . 9 6 4 1 
Eye-lens 0.6921 0.6978 0.7571 0.7561 0.7278 0.7033 
Sugar 0.6992 0.7306 0.7442 0.7445 0.7684 0.5953 
Catalytic 0.4797 0.4602 0.5257 0.5403 0.474 0.4377 
Metal 0.9536**^ 0.9409** 0.9484** 0.9248** 0.9452** 0.8637*^ 
Aminotransferase 0.6832 0.7238 0.6905 0.7692 0.7326 0.6835 
Calcium 0.8556* 0.83 0.9034** 0.9182** 0.8660* 0.8662* 
Blood 0.9291** 0.8912* 0.9144** 0.9203** 0.9194** 0.9052** 
Chemotaxis 0.782 0.7782 0.8429 0.7988 0.8439 0.8453 
Dehalogenase 0.8334 0.7826 0.8478 0.835 0.8157 0.819 
Glycosidase 0.8962* 0.8566* 0.9145** 0.8252 0.8855* 0.8018 
Growth 0.8822* 0.8994* 0.6661 0.8962* 0.8949* 0.9114** 
Histocompatibility 0.8142 0.8614* 0.7827 0.7588 0.825 0.8367 
Hormone 0.9536** 0.9543** 0.9496** 0.9338** 0.9622** 0.9760** 
Lipid 0.9453** 0.9626** 0.9562** 0.9573** 0.9824** 0.9482** 
Methyltransferase 0.9194** 0.8875* 0.9224** 0.9151** 0.9179** 0.9197** 
Neurotoxin (training) 1 1 1 1 1 1 
Structural 0.9055** 0.9246** 0.9240** 0.9626** 0.8465 0.8237 
Antifreeze 0.7433 0.5198 0.5435 0.5117 0.622 0.5259 
Biotin 0.5408 0.5669 0.5997 0.5812 0.6008 0.4837 
Cell 0.8484 0.8453 0.8577* 0.8630* 0.822 0.8459 
Immune 0.7485 0.7211 0.6993 0.7518 0.7217 0.7364 
"•Ratio greater than 0.90 
^Ratio greater than 0.85 
Table 4.8: Relative Correlations of Neurotoxin Group 
Our threshold is adjustable. Other than 0.85, we can tune it to other values 
to yield different classification rates. Table 4.10 gives the classification rates 
with respect to different thresholds from 0.8 to 1. The corresponding curves 
are plotted for visualization in Fig. 4.7. 
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一 Group Set 7 | Set 8 | Set 9 Set 10 |Avg. Ratio 
Neurotoxin (Testing) 0 . 9 8 0 5 0 . 9 9 2 7 0 . 9 4 9 7 " " ” O ^ 0.9701 
Eye-lens 0.7535 0.7475 0.7285 0.703 0.7267 
Sugar 0.6922 0.6547 0.6603 0.7513 0.7041 
Catalytic 0.5757 0.5048 0.5048 0.473 0.4976 
Metal 0.9207**'^  0.9325** 0.9485** 0.9403** 0.9318** 
Aminotransferase 0.7974 0.7453 0.6436 0.6947 0.7164 
Calcium 0.8987*^ 0.8966* 0.8821* 0.9191** 0.8836* 
Blood 0.9505** 0.9683** 0.9134** 0.9301** 0.9242** 
Chemotaxis 0.8133 0.8334 0.8574* 0.8499 0.8245 
Dehalogenase 0.8938* 0.8647* 0.8424 0.8178 0.8352 
Glycosidase 0.8201 0.8804* 0.8924* 0.8509* 0.8623* 
Growth 0.9298** 0.9401** 0.9339** 0.8892* 0.8843* 
Histocompatibility 0.8405 0.7855 0.816 0.7979 0.8119 
Hormone 0.9106** 0.9431** 0.8898* 0.9418** 0.9415** 
Lipid 0.9668** 0.9498** 0.9610** 0.9634** 0.9593** 
Methyltransferase 0.9213** 0.9233** 0.8918* 0.9202** 0.9139** 
Neurotoxin (training) 1 1 1 1 1 
Structural 0.9344** 0.8247 0.9281**0.9425** 0.9017** 
Antifreeze 0.4718 0.6762 0.7263 0.5158 0.5856 
Biotin 0.5997 0.5754 0.644 0.5829 0.5775 
Cell 0.9308** 0.8901* 0.9238** 0.8809* 0.8708* 
Immune || 0.9258** | 0.8303 0.7944 0.7188 0.7648 
"Ratio greater than 0.90 
^Ratio greater than 0.85 
Table 4.9: Relative Correlations of Neurotoxin Group 
Observation in Neurotoxin 
In Table 4.10, setting the threshold to 0.85, the average classification rate is 
roughly about 77%. Setting the threshold between 0.89 and 0.96, the classi-
fication rate is more than 80%. This range can be considered as the feasible 
range for setting the threshold. The performance is even significantly better if 
the thresholds is pushed between 0.93 and 0.95 since we obtain over at least 
91% classification rate. 
In Fig. 4.7, the curves take a long time to climb up from 0.6925 to near the 
top slowly, and only stay the top for a short instance on the quite rightmost 
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Threshold! Set llSet 21 Set 31 Set 41 Set 51 Set 61 Set 7|Set 8|Set 9|Set lQ|Avg. Ratio 
~ ~ 0.7 0.725 0.725 0.725 0.675 0.675 0.65 0.675 0.675 0.7 0.6925 
0.81 0.7 0.725 0.725 0.725 0.675 0.7 0.65 0.675 0.675 0.7 0.695 
0.82 0.725 0.725 0.725 0.725 0.7 0.725 0.675 0.675 0.7 0.725 0.71 
0.83 0.725 0.75 0.725 0.75 0.75 0.75 0.7 0.7 0.7 0.725 0.7275 
0.84 0.75 0.75 0.725 0.775 0.75 0.775 0.7 0.75 0.7 0.725 0.74 
0.85 0.775 0.775 0.775 0.775 0.8 0.825 0.725 0.75 0.725 0.75 0.7675 
0.86 0.8 0.8 0.8 0.775 0.8 0.825 0.725 0.75 0.75 0.775 0.78 
0.87 0.8 0.825 0.8 0.8 0.825 0.875 0.725 0.775 0.75 0.775 0.795 
0.88 0.8 0.825 0.8 0.8 0.825 0.875 0.725 0.775 0.75 0.775 0.795 
0.89 0.825 0.85 0.8 0.8 0.85 0.875 0.725 0.8 0.8 0.825 0.815 
0.9 0.85 0.9 0.8 0.825 0.875 0.875 0.775 0.85 0.85 0.825 0.8425 
0.91 0.875 0.9 0.825 0.825 0.875 0.9 0.775 0.85 0.85 0.825 0.85 
0.92 0.9 0.9 0.875 0.875 0.925 0.95 0.8 0.85 0.875 0.85 0.88 
0.93 0.925 0.925 0.925 0.925 0.925 0.95 0.9 0.875 0.925 0.875 0.915 
0.94 0.925 0.925 0.925 0.95 0.925 0.95 0.95 0.9 0.95 0.9 0.93 
0.95 0.95 0.95 0.975 0.95 0.95 0.975 0.95 0.975 0.475 0.975 0.9125 
0.96 1 0.975 1 0.975 0.45 0.975 0.975 0.975 0.475 0.975 0.8775 
0.97 1 0.5 0.5 1 0.475 0.475 1 1 0.5 1 0.745 
0.98 0.5 0.5 0.5 0.5 0.475 0.5 1 1 0.5 1 0.6475 
0.99 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1 0.5 0.5 0.55 
1 II 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
Table 4.10: Classification Rates of Neurotoxin Group 
side of the graph. On the other hand, the overall classification rate is not 
satisfactory, where the maximum average classification rate is only 93% (when 
the threshold is 0.94). The classification rates decrease quite notable when the 
thresholds exceed the maximum relative correlation of the positive examples, 
i.e. around 0.97 in Neurotoxin. In other words, it is not sensible to increase 
the threshold beyond 0.96. 
4.4.2 Reference Group — Biotin 
Another example, by setting the Biotin group as the reference, is shown in 
Tables 4.11 and 4.12. The classification rates under different thresholds of 
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Classification Rate of Neurotoxin under Different Thresholds 
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Figure 4.7: Classification Rates of Neurotoxin under Different Thresholds 
each random data set can be found in Table 4.13. 
Observation in Biotin 
This group shows much better results than the Neurotoxin group. We achieve 
almost 100% (at least 95%) correct classification when the threshold is set 
between 0.81 and 0.96. It allows the acceptance line (threshold) to be set 
within this region without noticeable changes in the overall successful rates. 
In other words, the curves in Fig. 4.8 go to the top (i.e. 100%) very quickly 
(from 0.8 to 0.87) and stay on the top for a long range of correlation thresholds, 
i.e. between 0.88 and 0.95. Although the classification rates start to drop when 
the threshold setting beyond 0.96, the overall performance is quite good that 
there are only little number of both false positives and false negatives. 
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Group II Set 1 | Set 2 | Set 3 | Set 4 | Set 5 | S e t " ^  
Biotin (Test ing)“ 0.9678 0.9806 0.9661 0.9645 0.9603 0.9799 
Eye-lens 0.6291 0.6809 0.681 0.5785 0.6307 0.5965 
Sugar 0.7403 0.7754 0.71 0.7123 0.6904 0.7067 
Catalytic 0.4944 0.4645 0.4523 0.4862 0.4917 0.5282 
Metal 0.6186 0.7499 0.7409 0.6864 0.6781 0.6692 
Aminotransferase 0.4516 0.6124 0.4791 0.5409 0.5242 0.479 
Calcium 0.6755 0.7163 0.7413 0.6939 0.7226 0.747 
Blood 0.5728 0.6514 0.6746 0.6795 0.6714 0.6329 
Chemotaxis 0.6305 0.6446 0.7657 0.7211 0.7694 0.6915 
Dehalogenase 0.6806 0.6707 0.706 0.6612 0.6577 0.7119 
Glycosidase 0.7242 0.6964 0.6767 0.6395 0.6433 0.698 
Growth 0.8098 0.7883 0.8078 0.7487 0.7549 0.8743*� 
Histocompatibility 0.6191 0.5775 0.6239 0.5495 0.5851 0.6607 
Hormone 0.4631 0.6793 0.5452 0.6583 0.5894 0.515 
Lipid 0.8369 0.7868 0.8165 0.8059 0.7633 0.8307 
Methyltransferase 0.5345 0.5478 0.4775 0.5045 0.5397 0.5454 
Neurotoxin 0.6125 0.6823 0.7395 0.6717 0.5901 0.4967 
Structural 0.7528 0.6935 0.7237 0.6915 0.7586 0.6766 
Antifreeze 0.4398 0.3356 0.3155 0.3185 0.4976 0.4114 
Biotin (training) 1 1 1 1 1 1 
Cell 0.7291 0.8374 0.7301 0.814 0.8129 0.8304 
Immune ||o.7464|q.7828|o.6953|o.6445[q.7Q65| 0.7501 
"Ratio greater than 0.85 
Table 4.11: Relative Correlations of Biotin Group 
4.4.3 Average Results of all the Groups 
Table 4.14 lists out the average classification rates of all 10 random data sets 
by setting each group as reference in turn. 
Observation of Overall Classification Rate 
The hill-shape curves in Fig. 4.9 represent the performance of all 21 groups in 
all 10 random data sets. The slope of the curves is not as deep as the Biotin 
one (see Fig. 4.8), but is not so flat as the Neurotoxin group (see Fig. 4.7). 
Moreover, it stays near the top when the threshold is set between 0.84 and 
0.92. 
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Group II Set 7 | Set 8 | Set 9 | Set 10 |Avg. R ^ 
Biotin (Testing)“0.9703 0.9641 0.9581 0.9997 0.9711 
Eye-lens 0.6631 0.6309 0.6611 0.6977 0.6449 
Sugar 0.7094 0.6481 0.748 0.7257 0.7166 
Catalytic 0.533 0.4793 0.5547 0.4705 0.4955 
Metal 0.6887 0.6497 0.7585 0.7193 0.6959 
Aminotransferase 0.5877 0.5545 0.5179 0.5601 0.5307 
Calcium 0.6999 0.7748 0.7305 0.8067 0.7309 
Blood 0.6278 0.6732 0.7257 0.728 0.6637 
Chemotaxis 0.6866 0.701 0.7717 0.7667 0.7149 
Dehalogenase 0.6703 0.6915 0.7061 0.7179 0.6874 
Glycosidase 0.677 0.6839 0.7654 0.7476 0.6952 
Growth 0.7926 0.7725 0.7596 0.784 0.7893 
Histocompatibility 0.6164 0.5919 0.6693 0.6171 0.6111 
Hormone 0.6424 0.6072 0.6482 0.5379 0.5886 
Lipid 0.8268 0.8517*^0.8673* 0.8238 0.821 
Methyltransferase 0.538 0.5467 0.5682 0.5844 0.5387 
Neurotoxin 0.728 0.7002 0.7973 0.7232 0.6741 
Structural 0.6641 0.8229 0.7544 0.7892 0.7327 
Antifreeze 0.3275 0.5504 0.4049 0.3496 0.3951 
Biotin (training) 1 1 1 1 1 
Cell 0.7375 0.812 0.8657* 0.8634* 0.8032 
Immune | |o.7377| 0.747 0.7832 0.7332 0.7327 
^Ratio greater than 0.85 
Table 4.12: Relative Correlations of Biotin Group 
Since our threshold is 0.85, the overall classification rate is about 90%. 
When the threshold locates in around 0.89, the maximum classification rate 
is achieved, i.e. almost 93%. Setting the threshold between 0.8 and 0.95, we 
can have 80% classification rates. If we narrow the range to between 0.84 and 
0.92, the classification rate will be impressively increased to 90%. It is an 
acceptable rate and the chances for wrongly dropping some true groups and 
including some false groups are small. To sum up, we manage to have some 
good overall average successful rates in our experiments. 
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Threshold! Set llSet 21 Set 31 Set 4|Set 5|Set 6|Set 7|Set 8|Set 9|Set 10|A Rat 
~ 0.95 0.975 0.95 0.95 0.975 0.925 0.975 0.925 0.95 0.925 0.95 
0.81 0.975 0.975 0.975 0.975 0.975 0.925 0.975 0.925 0.95 0.95 0.96 
0.82 0.975 0.975 1 1 1 0.925 0.975 0.95 0.95 0.95 0.97 
0.83 0.975 0.975 1 1 1 0.925 1 0.975 0.95 0.975 0.9775 
0.84 1 1 1 1 1 0.975 1 0.975 0.95 0.975 0.9875 
0.85 1 1 1 1 1 0.975 1 0.975 0.95 0.975 0.9875 
0.86 1 1 1 1 1 0.975 1 1 0.95 0.975 0.99 
0.87 1 1 1 1 1 0.975 1 1 1 1 0.9975 
0.88 1 1 1 1 1 1 1 1 1 1 1 
0.89 1 1 1 1 1 1 1 1 1 1 1 
0.9 1 1 1 1 1 1 1 1 1 1 1 
0.91 1 1 1 1 1 1 1 1 1 1 1 
0.92 1 1 1 1 1 1 1 1 1 1 1 
0.93 1 1 1 1 1 1 1 1 1 1 1 
0.94 1 1 1 1 1 1 1 1 1 1 1 
0.95 1 1 1 1 1 1 1 1 1 1 1 
0.96 1 1 1 1 1 1 1 1 0.5 1 0.95 
0.97 0.5 1 0.5 0.5 0.5 1 1 0.5 0.5 1 0.7 
0.98 0.5 1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1 0.6 
0.99 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1 0.55 
1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
Table 4.13: Classification Rates of Biotin Group 
Sensitivity and Specificity Analysis 
Following the definitions in Section 4.2.5, we can make use of the figures in 
Table 4.14 to do the sensitivity and specificity analysis on our proposed algo-
rithm, which evaluates the performance of the algorithm from another view 
angle. Tables 4.15 to 4.17 show all these figures under different thresholds 
(from 0.8 to 1) of all 21 groups in all 10 random data sets. Please note that 
the true positive rate {TPR) is equivalent to the sensitivity, while, the false 
positive rate (FPR) is the complement of the specificity, i.e. 1 - specificity. 
Fig. 4.10 summarizes and displays the figures in these tables (Tables 4.15 
to 4.17) and draws them by using the Receiver Operating Characteristics [36 
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Classification Rate of Biotin under Different Thresholds 
1 丄 Z y t - r 产 : ~ ^ ~ ^ ~ ^ ― ~ t — ‘ “ ^ 
< i ~ ^ a r ” ^ jgT^  ^ ^ 一 ~ : - , \ 1 • ^ 
二 - - 7 < N ；： 
0.9 - 'I ： ’-
：入\\ 
0.8 - I \ ： t _ 
\ � � �\ \ \ 
1 • \ M ： 
2 0.7 — k 
� I � 1 ： 1 
ra 1 ^ -
1 M \ “ 
.y 1 I ) 
1�.6 - \ V � 
0 I � “ ‘ 
\ Ujv 
0.5- __1___«___ 
~ s e t l 
• se t2 
- s e t 3 
s e t 4 
0 . 4 - - e - s e t s -
s e t s 
—t— s e t ? 
— t - se t8 
s e t s 
O set 10 
— X - Avg. Rat io 0.3 I I 1 1 ！ i 1 I I I  
0 .8 0 . 8 2 0 . 8 4 0 . 8 6 0 . 8 8 0 .9 0 . 9 2 0 . 9 4 0 . 9 6 0 . 9 8 1 
Threshold Figure 4.8: Classification Rates of Biotin under Different Thresholds 
(ROC) curve (see Section 5.5.2 for details), which is dedicated to such in-
vestigation. The values of sensitivity are plotted against the corresponding 
values of the complement of the specificities, i.e. 1 - specificity, under different 
thresholds. The area under the curve represents the accuracy of the algorithm. 
In terms of our predefined threshold, 0.85, we achieve 98.10% true posi-
tive rate (sensitivity) and the complement of the specificity is 17.71%, i.e. a 
specificity of 82.29%. In terms of the accuracy, our algorithm subscribes about 
97.83% of the area in the x-y axis/graph, i.e. almost 98% accuracy. 
The sensitivity and specificity analysis reaches the same conclusion as our 
previous calculations. We obtain significantly high accuracy, about 98%, and 
we perform pretty well when the threshold is set between 0.84 and 0.92, where 
we can maintain both the sensitivity and the specificity of at least 80%. 
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Thresholdll Set 1 I Set 2 I Set 3 I Set 4 | Set 5 | Set 6 | Set 7 | Set 8 | Set 9 |Set 10| A Rat 
~ U . 8 2 3 8 0.8452 0.8667 0.8405 0.8476 0.8464 0.8464 0.8298 0.8202 0.8321 0.83987 
0.81 0.844 0.8548 0.8774 0.8619 0.8607 0.8679 0.8607 0.8417 0.8393 0.8524 0.85608 
0.82 0.8512 0.8631 0.8655 0.8786 0.8774 0.8821 0.8738 0.8488 0.8536 0.875 0.86691 
0.83 0.8619 0.8845 0.8738 0.894 0.8917 0.875 0.8857 0.8583 0.8679 0.8893 0.87821 
0.84 0.8845 0.8964 0.8631 0.9107 0.9083 0.8917 0.8964 0.8821 0.8786 0.9012 0.8913 
0.85 0.8964 0.8857 0.8774 0.9214 0.9238 0.9095 0.9107 0.894 0.8917 0.9083 0.90189 
0.86 0.9131 0.8988 0.8905 0.9286 0.9321 0.9167 0.9226 0.9071 0.8774 0.925 0.91119 
0.87 0.931 0.9107 0.9036 0.9417 0.9452 0.9286 0.8857 0.9262 0.894 0.9321 0.91988 
0.88 0.9167 0.9238 0.9095 0.9488 0.9536 0.9393 0.869 0.9167 0.9095 0.9452 0.92321 
0.89 0.925 0.9369 0.9155 0.9548 0.9631 0.9202 0.8833 0.931 0.9226 0.9298 0.92822 
0.9 0.8905 0.9488 0.9012 0.9202 0.9714 0.8833 0.8917 0.9214 0.9119 0.9393 0.91797 
0.91 0.8774 0.9536 0.9119 0.9012 0.9357 0.8929 0.8786 0.9036 0.9179 0.9226 0.90954 
0.92 0.8655 0.9119 0.8738 0.8833 0.8929 0.8774 0.8893 0.8845 0.931 0.931 0.89406 
0.93 0.85 0.8917 0.806 0.8952 0.8714 0.8786 0.8726 0.8429 0.9393 0.919 0.87667 
0.94 0.8048 0.8488 0.7821 0.85 0.875 0.8548 0.8536 0.8226 0.9464 0.9 0.85381 
0.95 0.7357 0.8536 0.7845 0.7821 0.8071 0.8321 0.7833 0.7357 0.831 0.8321 0.79772 
0.96 0.6667 0.8548 0.7143 0.7357 0.7119 0.7607 0.6893 0.7357 0.7607 0.7607 0.73905 
0.97 0.619 0.7143 0.5714 0.6417 0.6179 0.6655 0.6905 0.6429 0.6667 0.7143 0.65442 
0.98 0.5476 0.5952 0.5476 0.5714 0.594 0.5476 0.6429 0.6429 0.5714 0.6429 0.59035 
0.99 0.5 0.5238 0.5 0.5 0.5 0.5 0.5476 0.5476 0.5476 0.5714 0.5238 
1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 | 0.5 0.5 
Table 4.14: Average Classification Rates of all the Groups 
4.4.4 Conclusion in Experimental Results 
The overall successful rates in our experiment are around 90%. We observe 
that majority groups get good results (e.g. Biotin group). However, for a small 
number of groups, they are difficult to handle. We have to think of some pos-
sible improvements or impose some alternatives to increase their correctness. 
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Figure 4.9: Average Classification Rates of all the Groups under Different-
Thresholds 
4.5 Discussion 
4.5.1 Discussion on the Experimental Results 
Overall Performance 
We expect the relative correlations for the positive examples to be as close 
to 1 and to stay as clear from the predefined threshold, T, as possible. In 
general, these ratios collected are bigger than or near to 0.9 in our experiments. 
Meanwhile, the relative correlations for the negative examples are expected to 
be as small as possible. The experimental results are convincible and are of 
comparatively low values (< 0.8%), too. 
The overall performance in the group classification is quite promising. We 
achieve 90% or above accuracy in most of the groups. The classification per-
formance is protein group dependent since we cannot tackle some of the groups 
properly. It does not adapt to all different environments. 
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Set 1 II Set 2 Set 3 Set 4 
Threshold TPR^ FPR^ "^TPR FPR “ TPR F P ^ TPR | F P ^ 
i 0.3524 i 0.3095 1 0.2667 1 0.3190 
0.81 1 0.3119 1 0.2905 1 0.2452 1 0.2762 
0.82 1 0.2976 1 0.2738 0.9524 0.2214 1 0.2429 
0.83 1 0.2762 1 0.2310 0.9524 0.2048 1 0.2119 
0.84 1 0.2310 1 0.2071 0.9048 0.1786 1 0.1786 
0.85 1 0.2071 0.9524 0.1810 0.9048 0.1500 1 0.1571 
0.86 1 0.1738 0.9524 0.1548 0.9048 0.1238 1 0.1429 
0.87 1 0.1381 0.9524 0.1310 0.9048 0.0976 1 0.1167 
0.88 0.9524 0.1190 0.9524 0.1048 0.9048 0.0857 1 0.1024 
0.89 0.9524 0.1024 0.9524 0.0786 0.9048 0.0738 1 0.0905 
0.90 0.8571 0.0762 0.9524 0.0548 0.8571 0.0548 0.9048 0.0643 
0.91 0.8095 0.0548 0.9524 0.0452 0.8571 0.0333 0.8571 0.0548 
0.92 0.7619 0.0310 0.8571 0.0333 0.7619 0.0143 0.8095 0.0429 
0.93 0.7143 0.0143 0.8095 0.0262 0.6190 0.0071 0.8095 0.0190 
0.94 0.6190 0.0095 0.7143 0.0167 0.5714 0.0071 0.7143 0.0143 
0.95 0.4762 0.0048 0.7143 0.0071 0.5714 0.0024 0.5714 0.0071 
0.96 0.3333 0 0.7143 0.0048 0.4286 0 0.4762 0.0048 
0.97 0.2381 0 0.4286 0 0.1429 0 0.2857 0.0024 
0.98 0.0952 0 0.1905 0 0.0952 0 0.1429 0.0024 
0.99 0 0 0.0476 0 0 0 0 0.0024 
1 II 0 I 0 II 0 I 0 I  0 I 0 I 0 I 0 
^TPR (True Positive Rate) 二 Sensitvity 
^FPR (False Positive Rate) = 1 - Specificity 
Table 4.15: Average True Positive and False Positive Rates of all the Groups 
I 
Performance in Different Random Data Sets 
For each protein group, we pick 10 different random data sets in the experi-
ment. They, altogether, are supposed to cover all the traits in the group. It 
means that different data sets having diverse properties may be quite distinct 
to each other. Their experimental results are pretty consistent and relatively 
close to each other. Therefore, our approach is not data sets dependent. The 
approach can adapt to different data sets. In order to have a comprehensive 
analysis and overcome some biases (if any) in some particular data sets, we 
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II Set 5 Set 6 Set 7 Set 8 
Threshold TPIT FPR^ 一 TPR FTO TPR FPR TPR | FPR" 
^ 1 0.3048 1 K m i 1 o W i i 0 . 3 4 0 5 
0.81 1 0.2786 1 0.2643 1 0.2786 1 0.3167 
0.82 1 0.2452 1 0.2357 1 0.2524 1 0.3024 
0.83 1 0.2167 0.9524 0.2024 1 0.2286 1 0.2833 
0.84 1 0.1833 0.9524 0.1690 1 0.2071 1 0.2357 
0.85 1 0.1524 0.9524 0.1333 1 0.1786 1 0.2119 
0.86 1 0.1357 0.9524 0.1190 1 0.1548 1 0.1857 
0.87 1 0.1095 0.9524 0.0952 0.9048 0.1333 1 0.1476 
0.88 1 0.0929 0.9524 0.0738 0.8571 0.1190 0.9524 0.1190 
0.89 1 0.0738 0.9048 0.0643 0.8571 0.0905 0.9524 0.0905 
0.90 1 0.0571 0.8095 0.0429 0.8571 0.0738 0.9048 0.0619 
0.91 0.9048 0.0333 0.8095 0.0238 0.8095 0.0524 0.8571 0.0500 
0.92 0.8095 0.0238 0.7619 0.0071 0.8095 0.0310 0.8095 0.0405 
0.93 0.7619 0.0190 0.7619 0.0048 0.7619 0.0167 0.7143 0.0286 
0.94 0.7619 0.0119 0.7143 0.0048 0.7143 0.0071 0.6667 0.0214 
0.95 0.6190 0.0048 0.6667 0.0024 0.5714 0.0048 0.4762 0.0048 
0.96 0.4286 0.0048 0.5238 0.0024 0.3810 0.0024 0.4762 0.0048 
0.97 0.2381 0.0024 0.3333 0.0024 0.3810 0 0.2857 0 
0.98 0.1905 0.0024 0.0952 0 0.2857 0 0.2857 0 
0.99 0 0 0 0 0.0952 0 0.0952 0 
1 II 0 I 0 II 0 I 0 I 0 I 0 II 0 I 0 
“TPR (True Positive Rate) = Sensitvity 
^FPR (False Positive Rate) = 1 - Specificity 
Table 4.16: Average True Positive and False Positive Rates of all the Groups 
average the results in all 10 sets, but not focus on some specific data sets. 
Moving the Acceptance Line 
The following summarizes the findings in the classification rates over different 
threshold positions. 
T ! ：^ anci i^PT 
where T is the threshold, TP and FP denote the number of the true and 
false positives accordingly. 
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II Set 9 II Set 10 Average 
Threshold — TPR^ FPR^ TPR FPR TPR FPR~ 
^ i 0.3595 i 0.3357 1 0.3202 
0.81 1 0.3214 1 0.2952 1 0.2879 
0.82 1 0.2929 1 0.2500 0.9952 0.2614 
0.83 1 0.2643 1 0.2214 0.9905 0.2340 
0.84 1 0.2429 1 0.1976 0.9857 0.2031 
0.85 1 0.2167 1 0.1833 0.9810 0.1771 
0.86 0.9524 0.1976 1 0.1500 0.9762 0.1538 
0.87 0.9524 0.1643 1 0.1357 0.9667 0.1269 
0.88 0.9524 0.1333 1 0.1095 0.9524 0.1060 
0.89 0.9524 0.1071 0.9524 0.0929 0.9429 0.0864 
0.90 0.9048 0.0810 0.9524 0.0738 0.9000 0.0640 
0.91 0.9048 0.0690 0.9048 0.0595 0.8667 0.0476 
0.92 0.9048 0.0429 0.9048 0.0429 0.8190 0.0310 
0.93 0.9048 0.0262 0.8571 0.0190 0.7714 0.0181 
0.94 0.9048 0.0119 0.8095 0.0095 0.7190 0.0114 
0.95 0.6667 0.0048 0.6667 0.0024 0.6000 0.0045 
0.96 0.5238 0.0024 0.5238 0.0024 0.4810 0.0029 
0.97 0.3333 0 0.4286 0 0.3095 0.0007 
0.98 0.1429 0 0.2857 0 0.1810 0.0005 
0.99 0.0952 0 0.1429 0 0.0476 0.0002 
1 II 0 I 0 I  0 I 0 I 0 I 0 
^TPR (True Positive Rate) = Sensitvity 
^FPR (False Positive Rate) = 1 - Specificity 
Table 4.17: Average True Positive and False Positive Rates of all the Groups 
We get different classification rates using different thresholds. If the thresh-
old is set higher, fewer groups will be classified into the reference group. It 
results in dropping both true and false positive groups and reduces the number 
of the false positives but suffers from reducing the correctness of classifying 
the positive examples. Decreasing the thresholds has the reversed effects. 
T is a pretty strict requirement in the classification. We would like to offer 
some relaxed criteria to make the classification more reasonable (see Section 
8.5 also). The relaxed threshold allows some statistical errors during the whole 
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Figure 4.10: ROC Graph for all the Groups 
process. The classification can then have a certainty value instead of yes or 
no. 
Observation from the Graphs 
Trends of the Curves The trends and the shapes of the curves simply tell 
the classification performance. Since we always wish to grab higher accuracy 
no matter what threshold that we set, the curves, accordingly, ought to have 
the following properties. 
For a hill-shape like curve, we expect the plateau of the hill to be located 
as close to 100% as possible. Also, the plateau should be as large as possible in 
order to maximize the threshold coverage. Some of our groups can get a long 
and flat plateau, such as the Biotin group (e.g. Fig. 4.8), but some cannot, 
like the Neurotoxin group (e.g. Fig. 4.7). 
In the meantime, the curve should be converged to the plateau (100%) as 
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fast as possible. It defines a large positive up hill slope. 
In brief, the curves should climb up the hill quickly, stay on the plateau 
in much of their time before going down the hill. Then, we can guarantee the 
maximum classification rates in most of the time. 
4.5.2 Complexity Analysis 
One of our major aims in designing the proposed algorithm is to find out a 
possible substitution of the most popular technique, sequence alignment, in 
bioinformatics, which handles similar classification problems in genomic appli-
cations. 
In this subsection, we analyze the complexity of each module in our algo-
rithm. The overall complexity is then achieved. Since Dynamic Programming 
(DP) is the major part of the alignment process, to evaluate our approach, we 
could make a complexity comparison with DP (see Section 4.5.3 as well). 
Complexity in Group Classification 
Suppose Ntrain, N+ye and N_ve are the numbers specifying the total number 
of proteins in the training data set, the positive examples and the negative 
examples respectively. 
m represents the length of a protein, whereas k is the total number of 
amino acids. Moreover, NRCS indicates the total number of reference candidate 
spectrums {RCS) selected. Ncs denotes the number of spectrums picked 
randomly to form one RCS spectrum. 
Both NRCS and Ncs are some constants, m, NTRAIN, N+恍,N—YE and k will 
be changed in different groups or different problems. 
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For our approach, it can be divided into 2 phases, the training and the 
evaluation phases. The former focuses on finding the reference spectrum and 
the threshold of the reference group. Then, we calculate the correlation score 
for a testing query in the evaluation phase. We will discuss different modules 
in both phases one by one in the following sections. 
To count the neighborhood frequency, we require to go through every single 
position in each protein, so it is in 0{mNtrain)-
For getting the MLN chain, we cannot generate the complete chain imme-
diately. We have to expand the chain iteratively. The idea is similar to the 
bubble sort. Therefore, the worst case complexity is in 0{k'^). 
The complexity of encoding protein sequences should be the same as find-
ing the neighborhood frequency count, so it is in 0{mNtrain)-
There are NRCS time sequences in total. We then need 0{NRCS x NCS X 
m log m) in the Fourier transformation process. 
For the cross spectrum, we randomly select Ncs spectrums from NRCS 
time signals. The multiplications are taken from their corresponding posi-
tions. Sufficient, NRCS, RCS spectrums are then generated. In all, it requires 
0{NRCS X Ncs X m). 
These NRCS spectrums undergo the rootN process, at each position. It 
implies the order of 0{NRCS X RN) complexity. 
For the correlation coefficient, we have the standard formula to calculate, 
and the complexity is 0{rin?). 
A reference spectrum gathers the mean values of the corresponding posi-
tions among all NRCS RCS spectrums. As a result, the complexity is 0{NRCS X 
m). 
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Meanwhile, the complexity of finding the average correlation coefficients 
is pretty small, in 0{NRCS)- It is the same for the cases of the positive and 
negative examples since they undergo the same procedure, and just have minor 
differences in picking the RCS spectrums. 
After knowing the complexity of each individual module, based on one 
particular group and one data set, the complexities for generating three major 
components, include the reference spectrum (Ref. Sp.), the reference threshold 
(Ref. Thres.) and the evaluation can be calculated. 
Complexity of Different Major Tasks Table 4.18 is a checklist of the 
complexity on different major units. 
Ref. Sp. Ref. Thres. Evaluation 
I. Freq. Count {mNtrain) / / 
II. MLN Chain (P) ~ 7 / “ 
III. Encoding (ref) {mNtrain) {_ 
IV. Encoding (+ve) (m7V+”e) / 
V. Encoding (-ve) (m7V—”e) / 
VI. FFT (NRcs^csm\o<^m) — / / / 
VII. Cross Spectrum [NRCSNcs�、 / / / 
VIIL rootN (Nncsm) — / / / 
IX. Corr. Coeff. (m^) — / / 一 
X. Ref. Spectrum (JSIRCS�、 / 
XL Avg. Corr. Coeff. {NRCS) || | / | / • 
Table 4.18: Checklist of Getting the Complexity 
Therefore, we could immediately come up with the complexity calculation 
of each major component as follows. 
First of all, we compute the complexity of the reference spectrum and 
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threshold in the training phase. 
Complexity for Computing the Reference Spectrum 
= 0 ( 7 + / / + III + y / + VII + VIII + X) 
= 0 { m N t r a i n + A：^ + mNtrazn + NRCSNCSTU log 771 + NRCSNCSTU + NRCSTTI + NRCSTU) 
=0{2mNtr � + + ((log m + 1)NrcsNcs + NRcs)m) 
=C>(m7Vtrazn + 
Complexity for Computing the Reference Threshold 
=0{I + II + IV + VI + VII + VIII + /X + XI) 
=0{mNtrain + + m7V+训 + NucsNcsm log m + NncsNcsm + NRCSTU + m^ + NRCS) 
= + + m2 + ( ( log m + 1)NRCSNCS + NRCS)m) + NRCS) 
=0{mN+ye + + 
The complexity of evaluating each testing example is derived as follows. 
Complexity for Computing the Evaluation for Each Testing Example 
=OiV + VI + VII + VIII + IX + XI) 
=0{JNN_ 恍 + NNCSNCSM log m + NNCSNCSM + NRCSTTI + M? + NRCS) 
=0{2MN_ 恍 + + m2 + (( log m + 1)NRCSNCS + NRCS)m) + NRCS) 
= 0 { m N ^ y e + k'^ + 
Clearly, the three major components almost achieve the same complex-
ity, i.e., within the same order. The training and evaluation phases are also 
bounded by 0{mNtrain + + m^) as both N+ye and TV—”e are smaller than 
Ntrain- The coHiplexity can be further simplified as i.e. 0(rn?), be-
cause m is larger than Ntrain and k. 
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Complexity of Dynamic Programming 
Dynamic programming (DP) is not only the classical and fundamental tech-
nique in the sequence alignment, but also the key module in many other clas-
sification tools to handle the problems. For example, in K-Nearest Neighbor 
(KNN), usually, the alignment score defines the distance measurement. In 
Hidden Marko Model (HMM), we always build up the model according to the 
outcome of the multiple sequence alignment within the reference group. 
Moreover, due to the novelty of our group classification as discussed later, 
it is fair to compare with DP rather than other algorithms. 
In DP, suppose we want to know the similarity between two sequences of 
lengths p and s respectively. We could simply map them into a 2D matrix 
with dimension p x s^ p for the row and s for the column. For the ultimate 
path, the resulted optimal alignment in the DP matrix, the longer the path in 
the diagonal is, the higher the number of matchings happens in two sequences. 
Therefore, it is trivial to understand the complexity is depended on the length 
of two sequences. Since m indicates the length of a protein, the complexity is 
bounded by O(m^). 
Complexity of Group Classification in DP In DP, 0{ps) (bounded by 
0(rin?)) could only tell the complexity of a pair of proteins. In the group clas-
sification, assume we have q and r proteins in the query (Q) and the reference 
(i^) group respectively. To measure the alignment scores of these two groups 
completely, we need to go through a 0{qr) calculations. For each pair of pro-
teins, there is a DP process, in 0(ps), between each protein in Q and every 
protein in R. As a result, the overall complexity should be in 0{pqrs). Again, 
as r and s are smaller than m, the overall complexity can be represented by 
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Conclusion in Complexity 
Our algorithm seems to be much better than DP. Our complexity is in quadratic 
order, while DP needs to undergo the order of quartic. We provide a promising 
approach, with less complexity, in doing the group classification. 
4.5.3 Other Discussion 
Choosing Correct Ncs 
It is a very important but difficult task to choose a correct value of Ncs. We 
find that is it not so suitable to set Ncs equal to the size of the protein group 
as it induces the fairness problem among different groups with various sizes. 
Besides, setting Ncs as certain percentage of the total number of proteins is 
also not good enough. It produces outstanding cross spectrum effect, especially 
for the large groups. We currently fix the value by trial and error. It turns out 
to be a good (even not the best) setting for the system. We could still seek for 
the optimal value for Ncs by some clever methods or optimization techniques 
(like GA [51]). 
Evaluation of Ncs Since the value choosing of Ncs is very important, we 
have to understand the criteria of judging a good Ncs-
Being able to construct a good reference spectrum is the most fundamental 
requirement for a good Ncs. It means that the reference spectrum ought to 
have enough expressive power to describe and cover different attributes in the 
group. If the spectrum is generalized, we eliminate the worry about the biases 
of the random selections. 
Limitation on the Size 
Since both Ncs and NRCS are fixed to 10, and random selection is involved 
during the spectrum building process, so, we have to develop certain constraint 
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on the size of each protein group. 
In other words, the size of a group, NgrpSzze, must not be too small. The 
size, obviously, could not be smaller than the Ncs, 10. To provide sufficient 
choices for random picking, we can determine the minimum size of a group. If 
we ensure NgrpSize^ Ncs offers adequate combinations for choosing, when Ncs = 
10, NgrpSize should be at least 12 because there are 66 combinations (choices) 
in total. 
It implies that the worst case for the random selection is about picking one 
out of 6 to 7 choices, and the minimum group size becomes 12. 
Other Statistical Measures 
Currently, we take the average correlation coefficients to do the classification. 
We may use some other statistical measurements, such as the maximum, min-
imum or other kinds of coefficients. The figures (and data) are viewed in 
different angles with different interpretations. Therefore, they will generate 
different classification rates. 
Problems in Gathering the Group Query 
Our group classification is based on a very important assumption. We assume 
it is not so difficult to collect some groups of proteins with common unknown 
functions as the queries. 
In practice, the major problem is how do we gather a group of proteins with 
similar features? If we could collect a group of proteins, in most of the cases, 
either we can tell or have already discovered some common characteristics 
inside. Although we do not manage to fully understand their functions, some 
properties may be known from some preliminary biological tests. 
Nevertheless, there are some some alternatives to find out the group queries, 
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even though we may suffer from some overhead costs or efforts in the data pre-
processing. Since Bioinformatics is a pretty new research field, there are still 
roughly 10000 protein sequences with unknown function. It is expected to col-
lect many more by the efforts of biologists and many related researchers in the 
near future. It is obviously a rich and large pool to produce some group queries. 
First of all, we investigate these sequences. We can divide them into cer-
tain groups by their similarities. The traditional dynamic programming [9 
or some existing packages like CLUSTAL W [15], [49], BLAST [4] can then 
offer a big hand. They do the sequence alignment and find out the similarity 
scores. Protein sequences are then split into different groups according to their 
alignment scores. These groups formed are treated as the input of our system. 
Novelty in Group Classification 
The group classification is not the main stress in the related domain. Normally, 
people would rather put their efforts on the individual classification. It is not 
only the individual classification is much more useful, but it is also the difficult 
to find the group queries just mentioned. Therefore, we are one of the pioneers 
in dealing with this issue. 
However, this novel idea could become a new research direction. It has 
some practical and potential applications (see Chapter 6) to justify the exis-
tence of our approach. 
There are no existing algorithms that solve such kind of problems directly; 
or they could only carry out the group classification on top of the individual 
classification. We could only estimate and compare the performance of them 
in the indirect way. It is not a fair comparison because, in order to tackle 
the group classification, the existing methods may probably produce some 
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significant improvements after certain modifications. Therefore, it is rather 
hard to evaluate and compare the performance between our approach and the 
other existing methods. 
4.6 Chapter Summary 
Our group classification is a novel research direction in the related aspect. We 
have borrowed the idea from the Resonant Recognition Model (RRM) and 
have developed a reliable system. 
The design of our system is very close to RRM, but we have put the em-
phasis on the structural information and developed the Most Likely Neighbor 
(MLN) scheme to encode the proteins. We have employed the correlation co-
efficients to do the evaluation and classification. Since we have established 
a profile spectrum to sum up the reference group as well as a group of query 
protein examples, we have saved a lot of comparisons and much computational 
efforts between the testing queries and the reference group. 
We have conducted the experiment in 21 protein functional groups in our 
protein database and achieved a 90% successful rate on average. For some 
particular thresholds, we have even increased the average classification rate to 
almost 93%. In terms of the complexity, we have achieved a smaller computa-
tional complexity than dynamic programming (DP) by a significant amount. 
Chapter 5 
Individual Classification 
In this chapter, we focus on the individual classification that performs the 
classification on a single query protein. 
We begin with the discussion of the overall design. Then, we present our 
clustering technique, which enhances the overall performance. We also inves-
tigate the possibilities of the hybridization, by combining and analyzing both 
sequence (traditional alignment) and frequency (Fourier transform) domains. 
After that, the experimental results and the comparison between different algo-
rithms to evaluate our proposed methods are shown. The chapter is concluded 
by a brief summary. 
5-1 Design 
The individual classification is roughly the same as the group classification. 
Both of them have 4 major stages, the data preprocessing, the encoding, the 
transformation and the evaluation. Since it is more difficult to deal with a 
single individual protein instead of a group of proteins in our proposed sta-
tistical approach, we have to impose some adjustments on the original group 
classification. In the rest of this chapter, only those parts with changes are 
highlighted. We can refer to Chapter 4 for details on the other steps in the 
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design. 
5.1.1 Group Profile Generation 
In the group classification described in Chapter 4, we randomly pick Ncs, 
10, spectrums, within the reference group, each time to set up one reference 
candidate spectrum (RCS). Averaging NRCS, i.e. 10, RCS spectrums, with 
respect to the values of the corresponding positions, the signature of the ref-
erence group is derived. 
As we focus on the individual classification now, the comparison among 
different spectrums should be based on a single spectrum. Therefore, each 
RCS is constructed by one single spectrum, i.e. Ncs becomes 1. No cross 
spectrum is required then. The average of 10 RCS is simply the average of 10 
random spectrums in the reference group. 
5.1.2 Preparation of Each Testing Examples 
By the same token, in the individual classification, since the size of each test-
ing example is tuned down to 1, there is no other spectrums accompanied in 
performing the cross spectrum. It also means that we do not need to undergo ； 
the rootN process (or consider N 二 the spectrum is unchanged). A testing 
example is the Fourier transformation of the chosen protein sequence directly. 
5.2 Design with Clustering 
We impose some slight modifications, based on the clustering concept, on our 
current design as mentioned in Section 5.1 to derive the new classification 
method and improve the overall performance. 
We still maintain the framework and 4 major stages in this new design. We 
Chapter 5 Individual Classification 105 
only require some changes in the evaluation and the classification processes. 
The main difference is in the way of building the reference spectrum. Since 
each reference group forms different subgroups after the clustering, instead 
of one unique profile, we come up with several representatives, one for each 
cluster, for the entire group. Consequently, each testing example requires to 
compare with the reference spectrum of each cluster for the classification. 
5.2.1 Motivation 
Noises and outliers exist in most of the problems, and can even be found 
within the same protein functional group in our experiments. They degrade the 
classification accuracy by a large amount. It is critical to handle and minimize 
the effect of the noises. After carrying out the multiple sequence alignment, we 
can visualize the similarities among different analyzed sequences. Therefore, 
the noise can then be discovered easily. 
After the alignment, some particular sequences are not coherent, or even 
very inconsistent, to the rest of sequences within the same functional group. It 
is the key motivation to divide the group up into different subgroups in order 
to increase the accuracy of classification of a single query protein, i.e. clusters. 
To do the clustering, we only need to make minor adjustments to our design. 
Eventually, each cluster should own one or a few characteristics, distinct to 
other clusters, for identification. 
5.2.2 Data Exception 
We characterize the noises (or exceptions) into two main categories. They are 
the length and alignment exceptions that represent the exceptional cases in the 
length and the alignment respectively. They are either too long or too short in 
their lengths. For the latter situation, the alignments of some sequences look 
very different to the rest of the group. As these exceptional cases influence 
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the proper clustering process, we neglect them first. After the clustering, we 
reconsider them as some special examples in a special cluster again during the 
evaluation and the classification. 
Length Exception 
Protein sequences within the same group always have variable lengths. Their 
length distribution can be visualized by a histogram. 
Fig. 5.1 shows a very good example that the length of different proteins 
in the Catalytic Antibody group are roughly the same, i.e. from 210 to 218. 
In contrast, Fig. 5.2 provides an uneven distribution in the DNA Binding 
group. More than 95% proteins are spread in a certain range, from 7 to �2 5 0 . 
However, there are some exceptional cases because their lengths are far away 
from this major cluster. For these less than 5% examples, we may label them 
as the outliers of the group. 
Dendrogram of Group Catalytic Antibody 
61 1 1 1 —1 1 1 1 r — ~ ^ 1 1  I 
2 1 0 2 1 1 212 2 1 3 2 1 4 2 1 5 2 1 6 2 1 7 2 1 8 2 1 9 2 2 0 
Length 
Figure 5.1: Length Histogram in Catalytic Antibody 
Statistically, there are only about 5% proteins of the group are considered 
as the length exceptional cases. Whereas, majority proteins in the group are 
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Dendrogram of Group DNA Binding 
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Figure 5.2: Length Histogram in DNA Binding 
distributed within a certain close range. 
Alignment Exception 
We have the general understanding, namely, the similarities, of a group of 
sequences after performing the multiple sequence alignment. 
As mentioned above, since some exceptionally long or short sequences al-
ways exist within the same functional group, there is no good alignment scheme 
to deal with such kind of sequences. Many gaps would be inserted in the se- 丨  
quences in order to accommodate them. Fig. 5.3, is an alignment output from 
CLUSTAL W, which illustrates this idea. Only 4 lines in there contain amino 
acids. As lelj is particularly longer than the other sequences in the group, we 
have to insert plenty of gaps in the rest of sequences. Similarly, many gaps 
are inserted into some extremely short sequences to conform with the longer 
sequences. 
In both situations, the alignment quality will decline by a large amount. 
Therefore, we have the motivation to remove these exceptional sequences be-
fore doing the alignment. After the removal, all the sequences are in some 
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Figure 5.3: Too Long for One Sequence in Multiple Sequence Alignment 
comparable lengths, so we avoid excessive gap insertions and will have better 
alignment. 
Fig. 5.4 demonstrates a good alignment after removing the length excep-
tions. Whereas, Fig. 5.5 shows up a poor example. Some particular sequences, 
like laqi, laqj and 2adm, are still inconsistent to the rest of the groups. We 
have to insert many gaps in the sequences for the alignment consequently. 
We cannot solve all the problems by removing the length exception proteins 
3 5 c 8 CCCEEEECSEEEECTTCCEEEEEEEEEEE-CGG---GEEEEEECTTSCCEEEEETTTEEC 






l y e c CCCEEEECSEEEEETTSCEEEEEEESSCCBCTTSCBCEEEEEECTTSCEEEEEETTTEEC 
l y e f CCCEEEECSEEEECTTSCEEEEEEESSCCBCTTSCBCEEEEEECTTSCEEEEEETTTEEC 
l y e g CCCEEEECSEEEECTTSCEEEEEEESSCCBCTTSCBCEEEEEECTTSCEEEEEETTTEEC 
Ihyy CCCEEEECSEEEECTTCCEEEEEEESSCCBCTTSCBCEEEEEECTTSCCEEEEETTTEEC 
l y e d CCCEEEECSEEEEETTSCEEEEEEESSCCBCTTSCBCEEEECCCTTSCCCEEEETTTEEC 
* * * * ** *** ** •••••••女 * * * * * * * * * * * * * * * * * * * * 
Figure 5.4: Example of Good Multiple Sequence Alignment 
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laqi HHHHHTT  
laqj HHHHHTT  
2 a am HHHHHHH  
lyut) SSEEEEECSCC CSSCSHHHHHHSSE--EEESSS--SCSSSSSSSCTTTTCSEEE 
2e3rc TTCCEEE-SCC C S SHHHHHHHTTS S - - CEEEC CSSHHHHHHHHHHCCSCC 
laf7 HHHHHCCC CCGGGHHHHHHHHH--HHHHHH--TCCCHHHHHHHHHHCTTCT 
1 tirg- ECCTTS-SCE EBEKEEEEEEEGGGCCCCCCSS- -CCCHHHHHHHHHHHHTT--
2kce ECCTTS-SCE EEEEEEEEEEEGGGCCCCCCSS--CCCHHHHHHHHHHHHHT--
la:x:w ECCTTS-SCE EEEEEEEEEEEGGGCCCCCCSS- -CCCHHHHHHHHHHHHHT--
Ibici EECTTS-CEE EEEEEEEEEEEGGGCCCCCCSS--CCCCHHHHHHHHHHHTT--
EECTTS-CEE EEEEEEEEEEEGGGCCCCCTTT- -TCCHHHHHHHHHHHHTT--




1tsl ECCSSS-SCE EEEEEEEEEEEGGGCCCCCTTT--TCCHHHHHHHHHHHHTT—— 
1tsm ECCSSS-SCE EEEEEEEEEEEGGGCCCCCTTT--TCCHHHHHHHHHHHHTT--




2 tSir ECCSSC-CCE EEEEEEEEEEECTTCCCCCSSS--CCCHHHHHHHHHHHHTT--
Ibko TCCSSCBBSS-SCSBCCEEECEEEEEEECSSSCCCCSSS--CCCHHHHHHHHHHHHTS--
lt>sf GSCCCCCCSS-SCCCCCEEEEEEEEEEECSSSCCCCSSS--CCCHHHHHHHHHHHHTT--
Ixirt) CC EEEEEEEE CTTS HHHHHH  
Ixrc CC EEEEEEEE CTTS HHHHHH  
Itotl j TCCSEE-ETT CTTSTTHHHHHHTT-CCCEECC——SCHHHHHHHHHHHHHTTT S 
Ixva TCCEEE-ESS CTTSHHHHHHHHTT-CEEEEEE--SCHHHHHHHHHHHHHTTTS 
lv3 9 CGGGG-GSC CCSSTTHHHHHH HHHHHHHHHHHHHTT--
lvp3 CGGGG-GSC CCSS TTHHHHHH HHHHHHHHHHHHHTT--
lvp9 CGGGG-GSC CCSS TTHHHHHH HHHHHHHHHHHHHTT--
Ivpt CGGGG-GSC CCCSTTHHHHHH HHHHHHHHHHHHHTT--
3mct： CGGGG-GSC CCCSTTHHHHHH HHHHHHHHHHHHHTT--





Figure 5.5: Inconsistence in Multiple Sequence Alignment 
only. We should not consider the alignment exception proteins (at most 5% 
proteins) in the group in order to perform the proper clustering process. 
As a whole, to do a better job in clustering, we first focus on about 90% of 
the data of a group after the removal of all the exceptional cases. 
Interpretation in Multiple Sequence Alignment In Fig. 5.5, after the 
alignment, there are many inconsistency in the sequences because of many gap 
insertions to some sequences. However，by further investigation’ we discover 
some patterns in the alignment result. For the first three rows {laqi to 2adm), 
they have the similar pattern different from the others. A big partition is found 
from Itrg to 2tsr. Another subgroup is near the bottom {lv39 to 2c6/). Even 
the sequences in the rest have similar or the same patterns, but they can only 
form some small groups with size of 1 or 2. 
This discovery has a big implication. A group of sequences even with 
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a common functionality can be divided into clusters with similar patterns. 
Therefore, a good clustering technique helps us to split the group up according 
to their particular characteristics. Intuitively, it leads us to have some better 
classification performance. 
5.2.3 Clustering Technique 
We employ the hierarchical or agglomerative clustering [23], [48], [55] algorithm 
where the clustering is based on the similarity scores among different proteins. 
The clustering process begins with each data sample. Each sample is con-
sidered as one cluster on its own. For example, we start with 10 clusters if 
there are 10 data samples. Different data samples will be combined to form a 
bigger cluster with respect to the computed minimum distances between them. 
We repeat the same process until all the data are clustered. 
There are several ways to link (merge) the data samples up. Among them, 
the complete linkage, the single linkage and the average linkage [25], [61], [82 
are commonly used to recalculate the distances of the data samples in the 
newly formed cluster. In our experiments, the complete linkage is selected. 
In brief, there are 2 processes including the cluster merging and the dis-
tance recalculation in each pass. For the cluster merging, we link the clusters 
by minimum distance. After that, we compute the new distance for each data 
sample in the newly formed cluster by the complete linkage in the distance 
recalculation step. 
Dendrogram [59] (See Fig. 5.7) is a tree that dedicates to such kind of 
clustering. It depicts the relationships between different data samples. We can 
place different thresholds in the dendrogram to generate different clusterings. 
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Complete Linkage [25 
The multiple sequence alignment gives us all the alignment scores among the 
proteins. We make use of these scores and the complete linkage technique to 
do the clustering in a group. 
The definition of complete linkage [25] is rather simple. This approach, 
essentially, does not miss any pair of data samples in the newly formed cluster 
even only with minimal or weak relationship. It considers and assigns the 
largest distance (i.e. the smallest alignment score) to each pair of data sample 
within the newly formed clusters (i.e. the distance matrix like Fig. 5.6). 
Therefore, we keep the complete information in the new cluster. 
Example After the alignment, an alignment score, i.e. similarity score, is 
given to each pair of sequences in the data set. It has the inverse relationship 
with the distance, so the larger the alignment score, the shorter the distance 
is, and each alignment score is corresponding to a distance. A 2D distance 
matrix is then formed as shown in Fig. 5.6. 
1 2 3 4 5 1 2 3 4 5 
1 O 2 3 7 9 1 O 
2 2 O 5 9 8 2 2 O 
3 3 5 O 4 6 3 3 5 0 
4 7 9 4 O 1 4 7 9 4 O 
5 9 8 6 1 O 5 9 8 6 1 O 
Symmetry Distance Matrix Modif ied Matrix 
1 2 3 (4 5) (1 2 ) 3 (4 5) (12 3) (4 5) 
1 O (1 2) O (12 3) o 
2 2 O 3 5 O (4 5) 9 O 
3 3 5 O (4 5) 9 6 O S tep 3 
(4 5) 9 9 6 O Step 2 
Step 1 
Figure 5.6: Demonstration of the Complete Linkage Process 
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Fig. 5.6 also illustrates the procedure of merging the data samples and the 
clustering status. First of all, data samples 4 and 5, followed by samples 1 and 
2, are merged. Then, the cluster (1 2) picks the data sample 3 to form a bigger 
cluster. Finally, the clusters (12 3) and (4 5) are combined together. We stop 
the process since we end up with one cluster. 
The most critical issue during the whole process is to choose the minimum 
distance in each step for merging. After samples 4 and 5 are joined together in 
step 1，we fill up the new matrix by the maximum distance between the other 
samples and the new cluster elements (4 and 5). Vector [ 9 9 6 ] is then placed 
in the matrix. 
Because the distance between any two samples, say 4 and 5, and the dis-
tance for samples 5 and 4 are the same, the matrix is a symmetric matrix. It is 
sufficient to consider one half of the matrix, either the region above or below 
the diagonal. 
Drawing the Dendrogram 
Dendrogram is a way to display the whole clustering process and the rela-
tionships between the data samples as shown in Fig. 5.6. It is the tree that 
organizes different samples in an effective way. Using the complete linkage, 
the resulted dendrogram of our example is built in Fig. 5.7. 
The agglomerative clustering process is indeed the way to list out all the 
clustering possibilities. To finalize the clustering (e.g. define how many clus-
ters, how large the clusters are and so on), we ask for the aid of the dendrogram. 
An imagined horizontal threshold line can be drawn within the dendrogram 
(see Section 5.7.4 for more details). Moving it up and down will result in dif-
ferent cluster formations and clustering qualities. The actual threshold setting 
could be based on some predefined criteria. 
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Figure 5.7: Example of Dendrogram 
Example Two real life examples in Figs. 5.8 and 5.9 show the effect and 
importance of the dendrograms of different sizes. 
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Figure 5.8: Example I: Dendrogram for a Small Group (Dehalogenase) 
The way of doing the clustering is pretty straight forward. We just set the 
virtual horizontal cut-off line (threshold) to various positions in the dendro-
gram to get different clustering conditions. For example, if we require to form 
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Dendrogram of Group Neurotoxin 
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Figure 5.9: Example II: Dendrogram for a Large Group (Neurotoxin) 
the clusters with at least 85% similarity, we are merely gathering the data sam-
ples with less than 15%, (100 — 85) = 15, dissimilarity. The horizontal cutting 
line should then be intercepted in 15 of the 沪axis. A typical example (group 
Dehalogenase) of setting the clustering threshold are shown in Fig. 5.10. 
Dendrogram of Group Dehalogenase 
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Figure 5.10: Illustration of Forming the Clusters by Different Threshold 
The dashed line (black) is in 85% similarity while the dotted line (red) is 
around 93% similarity. They generate different clusters. For the former one, 
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two groups are formed. One big group collects all the data samples except 
sample 2, and data sample 2 forms a very small cluster on its own. On the 
other hand, when we pull the line upwards to 85% similarity, three clusters 
are formed. The original big cluster is divided into two parts, one on the left 
with 5 samples (1, 5, 6, 8 and 9), and another one with another 5 samples (3, 
4，7, 10 and 11). The small group with sample 2 is still maintained. 
Basically, it is rather easy to do the clustering on some small groups as 
mentioned. It is conceivable that how complicated to cluster in some larger 
groups likes Fig. 5.9. The clustering in some large groups is not organizable 
and manageable because many tiny small clusters are formed under certain 
threshold settings. 
Our clustering is based on the similarity scores. We concentrate on the 
similarity of the clusters and how many clusters are going to be formed. We 
can have better clustering if there are some prior knowledge to determine the 
clustering threshold. Otherwise, the final clustering results may not be so 
desirable. Some more discussions on the threshold setting are found in Section 
5.7.4. 
Unclassified Exceptional Data After excluding all the exceptional pro-
teins (if any), the clustering mentioned above is applying to the � 9 0 % of the 
data samples of the group. 
To grab back all the missing data, one additional cluster is formed. For 
example, although three clusters are generated under 93% similarity in Fig. 
5.10, the total number of clusters should be 4. The last cluster gathers all the 
exceptional data samples (if any) in the group. It also implies that none of the 
data samples is neglected in our system. 
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5.2.4 Classification 
After the clustering, each cluster is considered as a new reference group during 
the classification. For instance, if we have 5 clusters in a group, then, there 
are 5 small reference groups inside the big one. Each cluster contributes a 
reference spectrum. Whereas, each testing example should compare with each 
reference spectrum in turn and work out the classification eventually. 
Prom our previous example, there are 4 clusters. 4 reference spectrums 
altogether, SPreh to SPref^, cover the whole group. For each testing example, 
q, it calculates the correlation coefficient, Cqi, with each SPrefi, where i is 
from 1 to 4. The actual correlation coefficient of q should be the maximum 
one among Cqi to (7^ 4, i.e. Cqmax-
q is then classified into the corresponding cluster that holds Cmax provided 
that Cmax is greater than the predefined threshold for the reference group. 
Once we know how to classify a testing query, all kinds of classification rates 
can be determined. 
5.3 Hybridization of Our Approach and Se-
quence Alignment 
Our algorithm is a novel way to analyze the secondary protein sequences in 
the frequency domain. Traditionally, there are many existing methods to solve 
our problems, but they work on the protein sequences directly without any 
transformation. It is obvious that the sequence alignment is the most popular, 
classical and traditional one. 
In this section, we are trying to discuss the hybridization of the traditional 
alignment and our frequency spectrum algorithm. 
Actually, we do not need many changes in the hybridization. We still main-
tain four main steps in our algorithm. The major difference is just on the way 
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to generate the reference spectrum of a group. 
2 different hybridizations including the AlignRemove and the AlignChange 
are investigated. They provide 2 possible ways to obtain the reference spec-
trum of a group. We first carry out the multiple sequence alignment on the 
whole reference group. The signature (consensus sequence) of a group is then 
obtained from the alignment result. The reference spectrum could be con-
structed by this signature after the encoding and transformation. The rest of 
the processes will be the same as the group classification algorithm described 
in Chapter 4. We complete the classification in the same way (as mentioned 
in Section 4.2.5) but using this newly generated reference spectrum. 
5.3.1 AlignRemove and AlignChange 
The idea of getting the reference spectrum is the same for both ways. The 
most important step is to do the multiple sequence alignment on the protein 
sequences in the time domain (instead of the frequency domain) in advance 
and find out the consensus sequence for the group. 
Consensus Sequence 
The concept of the consensus sequence is simple. Once we obtain the multiple 
sequence alignment of the training data set, all the sequences inside are of the 
same length. The consensus sequence of this group is made up of the amino 
acid appears most frequent in the same position (column) of all the analyzed 
sequences. Since it is said to be the optimal arrangement of the amino acids 
after the alignment, so it is convincing to become the signature of the group. 
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A simple example is shown below. 
1 2 3 4 5 6 7 8 
Pi a a b c a — d c 
P2 a — c c a a d — 
P3 b b b c a a d c 
P4 — — baa d d — 
P5 a — c c — d d — 
c.s. a — b c a a/d d — 
The above consensus sequence (denoted by c.s.) reflects the statistics inside 
the group after the multiple sequence alignment. 
It is not necessary that a unique amino acid to be obtained with the maxi-
mum frequency in the same column. We can break the tie by randomly select-
ing one among the acids with the biggest counts. For example, in column 6, 
both a and d occur twice. We can either choose one of them in the consensus 
sequence. 
Reference Spectrum 
The consensus sequence can be regarded as the profile of a functional group of 
the analyzed proteins in the time domain. To do the hybridization, we encode 
the sequence by MLN scheme and transform it into the frequency domain by 
FFT. It eventually becomes the reference spectrum during the classification. 
The gaps, such as the and 8仇 positions in the above example, could be 
produced during the alignment. We have to devise a sensible way to encode 
and handle them. 
Other than all 8 common amino acids, an extra number, 0, is reserved to 
encode some uncommon amino acids (see Section 4.2.2). It is a suitable option 
for encoding the gaps. 
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However, gaps do not have the physical meaning at all. They are some 
artificial symbols that are not an amino acid in their natures. It is doubtful 
to encode an artificial symbol by 0, which is dedicated for some amino acids. 
Since it is hard to judge the correct way to treat the gaps, two reasonable 
alternatives, the AlignRemove and the AlignChange, are derived. 
For the AlignRemove, we remove all the gaps in the consensus sequences, 
i.e. from a — bcaad— to abcaad in our example, before transforming it into 
the frequency domain. Only the key parts (patterns) are left in the modified 
consensus sequences. We simply ignore those parts without physical meaning. 
Nevertheless, after the removal, the main structure of the consensus sequence 
(as well as the whole group) is still be conserved. 
Whereas, for the AlignChange, we maintain the gaps, change them to 0, 
and do the transformation directly. For this case, the gaps are treated as some 
uncommon amino acids. It is still reasonable as long as these gaps are the 
product of the alignment. 
5.3.2 Classification 
Once the reference spectrum of the group is obtained either by the AlignRe-
move or the AlignChange, we pass the control back to our original algorithm 
and complete the classification process. 
Both AlginRemove and AlignChange essentially map a group of proteins 
into one single reference spectrum. This spectrum, again, plays a critical role in 
the evaluation and classification since the correlation coefficient of each testing 
example is determined with respect to it. 
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5.4 Experimental Settings 
5.4.1 Parameters Used 
A fact sheet in Table 5.1 summarizes all the parameters used in the experi-
ments. 
Parameter Value 
Protein Type Secondary Protein Sequence 
Protein Groups Used 22 
Total Number of Proteins 1458 
Average Group Size 66.27 
Total Random Data Set 10 
Training Data Set 70% proteins in the group 
Testing Data Set 30% proteins in the group 
RCSa Size {Ncs) 1 
Total RCS Spectrum {NRCS)  
Data Selection^ Random selection 
Reference Protein Average all RCS 
Evaluation Method Correlation coefficient 
aRCS means reference candidate spectrum 
6 Choosing proteins for building spectrums 
Table 5.1: Parameters Used in the Experiments 
Actually, most of the parameters in the individual classification are the 
same as the group one, such as the number of reference candidate spectrum 
[RCS), i.e. Nrcs, the total number of random data sets, the ratio of the 
training and testing data sets and so on. 
However, Ncs is tuned down to 1 to meet the requirement in the individual 
classification. However, the average of Nrcs, i-e. 10’ RCS are still used to 
obtain the reference spectrum. Then, the experiments are repeat for 10 times 
(10 different data set for each group/subgroup) to obtain an average result. 
The number of chosen protein functional groups are different. We pick 22 
groups. Each group has about 66 proteins on average which is larger than the 
group classification. The reason is we select some big groups in the experiment 
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as well (please refer to Table 5.2). 
5.4.2 Choosing of Protein Functional Groups 
22 protein functional groups are picked from DSSP in our experiments. The 
selection of the groups is slightly different from the group classification. Table 
5.2 lists out the size of them and the data set division status of each group. 
Group Total Number Training Data Set Testing Data Set 
Sugar 49 34 (69.39%) 14 (28.57%) 
Catalytic 20 12 (60%) 8 (40%) 
Metal 30 21 (70%) 9 (30%) 
Membrane 75 53 (70.67%) 22 (29.33%) 
Aminotransferase 51 36 (70.59%) 15 (29.41%) 
Apoptosis 35 25 (71.43%) 12 (34.29%) 
Calcium 79 55 (69.62%) 24 (30.38%) 
Glycosidase 31 22 (70/97%) 12 (38.71%) 
Growth 64 45 (70.32%) 19 (29.69%) 
Histocompatibility 23 12 (51.17%) 11 (47.83%) 
Hormone 74 52 (70.27%) 22 (29.73%) 
Lipid 37 26 (70.27%) 12 (32.43%) 
Methyltransferase 54 38 (70.37%) 16 (29.63%) 
Neurotoxin 67 47 (70.15%) 20 (29.85%) 
Structural 37 26 (70.27%) 12 (32.43%) 
Toxin 170 119 (70%) 51 (30%) 
Antifreeze 38 27 (71.05%) 12 (31.58%) 
Biotin 57 40 (70.18%) 17 (29.82%) 
Cell 57 40 (70.18%) 17 (29.82%) 
DNA 145 102 (70.34%) 43 (29.66%) 
Immune 160 112 (70%) 48 (30%) 
Phosphotransferase 105 74 (70.48%) 31 (29.52%) 
Table 5.2: Size of the Training and Testing Data Set of Different Groups in 
Individual Classification 
Apart from this, Table 5.3 shows the usage of these groups in DSSP. Within 
these 22 groups, the size of 4 particular groups are larger than 100，and 7 of 
them are bigger than 70. It essentially increases the average group size to 
66.27. 
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DSSP Experiment 
Total Proteins Total Group Average Total Proteins Total Group Average 
~ M 12990 U M 8 . 9 3 4 1458 (11.22%) 22 (1.513%) 66.27 
> 12 12990 1454 8.934 1458 (11.22%) 22 (1.513%) 66.27 
> 50 6878 43 159.95 1158 (16.84%) 13 (30.23%) 89.08 
> 1QQ|| 5059 16 316.19 || 580 (11.46%) 4 (25%) 145 
Table 5.3: Statistics from DSSP and our Experiments 
If a group with more than 50 proteins is considered to be large, we have 
already tested 30% of large groups in DSSP. Nevertheless, we still keep many 
small groups in order to make our analysis comprehensive and train the adapt-
ability of our system. 
5.5 Experimental Results 
5.5.1 Experimental Results Setup 
In the individual classification, the threshold setting is the same as the group 
classification, therefore, similar analysis can be found in Section 4.5.1. More-
over, as discussed in Section 5.2.1, the threshold setting is also noise related 
and even noise dependent. The threshold has to be set rather low to include all 
the positive examples if there exists some outliers or noisy data in the group. 
The overall classification performance becomes dissatisfactory. 
Instead of tuning the threshold, we draw a Receiver Operating Character-
istics [36] (ROC) graph (see Section 5.5.2 for details) to have a comprehensive 
analysis of all the threshold settings. This curve depicts the classification rates 
against different thresholds, as well as the overall accuracy of our algorithm. 
In order to evaluate the performance of our proposed approach, we make 
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some comparisons with different existing techniques. 
To make the comparison a bit more meaningful, we do not only consider 
the classical approach the based on only sequence alignment but a popular 
technique in Computer Science, Hidden Marko Model (HMM), is also consid-
ered. All the experimental results of HMM are obtained using HMMER [50], 
a renowned software package. 
The above mentioned methods are used to compare with the our algo-
rithms, i.e. the Cluster FFT (classification with clustering) and the original 
FFT (classification without clustering), and two variants of our approach in-
cluding the hybrid methods, the AlignChange and the AlignRemove. 
All the comparison results are plotted in the ROC curves. The accuracy 
of each algorithm can be worked out through the shapes and the areas under 
the corresponding curve. 
Actually, we also get into the K-Nearest Neighbor (KNN) [33], [70] in 
another section (Section 5.5.5). Since KNN, does not carry any threshold 
setting concept, it is not comparable with the rest of algorithms by using ROC 
curves. Anyway, we examine KNN on its own and conclude KNN is not able 
to do a acceptable job and could even be neglected in our discussion. 
5.5.2 Receiver Operating Characteristics (ROC) Curves 
ROC curve is an analysis tool from the Signal Detection Theory [36] which was 
developed in World War II. The true positive rates are plotted against the false 
positive rates (false alarms) according to different situations (e.g. thresholds) 
from the collected data (see Fig. 5.11) [93], [94]. In other words, it shows 
•the tradeoff between the sensitivity and the specificity [93]. The increasing of 
the sensitivity implies the decreasing of the specificity. Since each point on 
the curve denotes a specific situation (or a threshold value), the positive test 
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becomes more sensitivity by offering a higher threshold value, i.e. the point 
located on the curve placing nearer to the top of the graph. Similarly, we will 
enhance the specificity of the positive test if the criteria for cut-off threshold 
is relaxed, i.e. the point located on the curve placing nearer to the bottom of 
the x-y axis/graph [93]. The curve is monotonically increasing. Moreover, it 
tends to saturate (i.e. with a very small s l ope ,�0 ) as the false positive rates 
increase. 
There are two major observations in the ROC curves. One is to compare 
and measure the successful rates through the shapes of the curves. Another 
one is calculating the accuracy by the areas under the curves. 
R O C Curve Illustration  
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False Postive Rate (%) (1-Specif icity) 
Figure 5.11: Illustration of ROC Curves 
In the ideal situation, we would like to have the curve climbs up as vertical 
as possible near the y-axis (i.e. with a very deep slope) and gets saturated to 
100% as soon as it could. The closer to the upper left hand corner, the more 
accurate the results are. In other words, the larger the area under the curve 
is, the more accurate the curve is. 
When the curve subscribes the whole area of the square in the graph, the 
accuracy becomes 100%, i.e. our Perfect line in Fig. 5.11 (it is indeed hard 
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to achieve such a curve, as it is almost drawn along the y-axis and the top 
boundary). However, if we draw a diagonal (the Bad line) in the graph, we 
only get 50% accuracy. Therefore, checking the slope and the shape of the 
curve are good metrics to measure how good a plotting is, as well as conduct 
the evaluation among different methods. We should only consider the curve 
with the slope greater than 1 (45°), similar to the Good line. While, all the 
curves placed below the diagonal perform badly in the classification [63], [92'. 
In conclusion, the slope, the shape and the area under the curve reflect the 
performance of an approach. We evaluate and compare the performance of 
different algorithms by their corresponding curves in ROC. 
5.5.3 Interpretation of Comparison Results 
Our comparison is based on 22 protein functional groups in DSSP. The com-
parison is based on the performance between various approaches in each group. 
After collecting all the figures from all the algorithms, we can roughly 
summarize the results into three major categories. They include 
Type I Our approach outperforms significantly than all the other algorithms. 
Type II Our approach obtains similar performance than others and still ranks 
among the best. 
Type III Our approach gets worse results than others. 
We have further discussion on the results of these three types as follows. 
Figs. 5.12 to 5.20 show us the results of Type I. The Cluster FFT lines 
are nearer to the y-axis than other lines. Also, their turning points are nearer 
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Group Calcium Binding Comparison 
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Figure 5.12: ROC Graph for Group Calcium Binding 
to the top than other curves. It implies the accuracy are better, indicated by 
the larger area underneath, than all the other algorithms. Fig. 5.12 (Calcium 
Binding), Fig. 5.13 (Histocompatibility Antigen), Fig. 5.14 (Hormone), Fig. 
5.15 (Lipid Binding), Fig. 5.16 (Neurotoxin), Fig. 5.17 (Toxin), Fig. 5.18 
(Cell Adhesion), Fig. 5.19 (DNA Binding) and Fig. 5.20 (Phosphotransferase) 
are those 9, out of 22 ( �4 1 % ) , groups belong to this class. 
Let us take Fig. 5.16 (Neurotoxin) as an example. The curve of the Cluster 
FFT always keeps certain distance away from the rest of algorithms. It is much 
nearer to the y-axis and the top. However, the overall accuracy (the area under 
the curve) is not very satisfactory (around 80%). 
Anyway, Figs. 5.12 and 5.14, show the results in the Calcium Binding and 
Hormone groups respectively, which do not only have better results than the 
other methods, but also achieve higher accuracy (more than 91%) than the 
Neurotoxin group (Fig. 5.16). 
Group Catalytic Antibody, Metal Transport, Membrane, Aminotransferase, 
Apoptosis, Growth Factor, Methyltransferase, Antifreeze and Immune System 
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Group Histocompatibility Antigen Comparison 
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Figure 5.13: ROC Graph for Group Histocompatibility Antigen 
Group Hormone Comparison 
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Figure 5.14: ROC Graph for Group Hormone 
Chapter 5 Individual Classification 128 
Group Lipid Binding Comparison 
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Figure 5.15: ROC Graph for Group Lipid Binding 
Group Neurotoxin Comparison 
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Figure 5.16: ROC Graph for Group Neurotoxin 
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Group Toxin Comparison 
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Figure 5.17: ROC Graph for Group Toxin 
Group Cell Adhesion Comparison 
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Figure 5.18: ROC Graph for Group Cell Adhesion 
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Group DNA Binding Comparison 
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Figure 5.19: ROC Graph for Group DNA Binding 
Group Phosphotransferase Comparison 
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Figure 5.20: ROC Graph for Group Phosphotransferase 
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1� � Group Catalytic Antibody Comparison 
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Figure 5.21: ROC Graph for Group Catalytic Antibody 
(from Figs. 5.21 to 5.29) are the 9 groups in Type II, in which our approach 
only generates some comparative results with the rest of algorithms, especially 
HMM. It means that our algorithm gets better results in certain threshold 
settings, but we fail to do so under some thresholds, such as the Growth Fac-
tor group (Fig. 5.26). However, it should be noted that our algorithm is still 
ranked among the top. 
Group Sugar Binding, Glycosidase, Structural and Biotin Binding (from 
Fig. 5.30 to 5.33) are the four groups in which our method performs worse 
than the other approaches. For example, in the Glycosidase group (see Fig. 
5.31), the best one is HMM. We catch HMM up in the beginning, however, 
when the sensitivity (true positive rate) increases, the slope becomes smaller 
than HMM. The overall correctness is poorer than HMM, but it is still better 
than the rest of the approaches. 
To conclude, among all 22 groups, 9 (about 41%) of them have better results 
than others. Another 9 (about 41%) of them achieve comparative performance 
with others. The remaining 4 groups (about 18%) do not do so well. Generally 
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Group Metal Transport Comparison 
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Figure 5.22: ROC Graph for Group Metal Transport 
Group Membrane Comparison 
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Figure 5.23: ROC Graph for Group Membrane 
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Group Aminotransferase Comparison 
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Figure 5.24: ROC Graph for Group Aminotransferase 
Group Apoptosis Comparison 
7 / 1 X —Cluster FFT7 / Z / —AlignRemove? 10-/ y y y^ —^  AlignChange/ ‘ / / ..；：：^^  …Clustal W7 
. I . , , I I 一I H M M : � 
^ ^ 20 40 50 60 70 80 90 100 
False Postive Rate (%) (1-Specif icity) 
Figure 5.25: ROC Graph for Group Apoptosis 
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Group Growth Factor Comparison 
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Figure 5.26: ROC Graph for Group Growth Factor 
Group Methyltransferase Comparison 
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Figure 5.27: ROC Graph for Group Methyltransferase 
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Group Antifreeze Comparison 
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Figure 5.28: ROC Graph for Group Antifreeze 
Group Immune System Comparison 
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Figure 5.29: ROC Graph for Group Immune System 
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Group Sugar Binding Comparison 
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Figure 5.30: ROC Graph for Group Sugar Binding 
Group Glycosidase Comparison 
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Figure 5.31: ROC Graph for Group Glycosidase 
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Group Structural Comparison 
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Figure 5.32: ROC Graph for Group Structural 
Group Biotin Binding Comparison 
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Figure 5.33: ROC Graph for Group Biotin Binding 
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speaking, our overall performance is the best among 6 algorithms. We never 
drop out of the first two rankings. 
5.5.4 Area under the Curve 
The areas under different curves represent the accuracy of different algorithms, 
which can be used to compare the correctness between different methods. 
Table 5.4 lists the areas under all 6 curves (algorithms) with respect to 
each of the 22 groups. The columns FFT and cFFT represent our original 
FFT and the Cluster FFT respectively. The figures of our 2 hybrid algorithms, 
the AlignRemove and the AlignChange, are shown in the columns AR and AC 
accordingly. Since the sequence alignment is carried out by the famous software 
package Clustal W, the CW column indicates all such alignment results. The 
column HMM simply collects all the results from HMMER. Besides, the overall 
average accuracy in there is the aid to evaluate these 6 approaches. In the table, 
the maximum score (accuracy) should be 10000 (as 100 x 100), so 8880 simply 
means the 88.8% accuracy. 
Although our emphasis, Cluster FFT, is not the best algorithm in all the 
cases, we always get better accuracy and Cluster FFT are ranked at least 
second among 6 methods. 
For the overall average accuracy, it is significantly better than others and 
achieve about 85%. Whereas, all the other algorithms are not able to reach 
80% accuracy. HMM is the better one that obtains around 78% correctness 
only. Our original FFT and the pure alignment (Clustal W) perform almost 
the same at about 75% successful rate. However, the 2 variants of our ap-
proach, the AlignRemove and the AlignChange, perform badly since they only 
achieve 69% and 61% accuracy (far behind the rest of methods) respectively. 
Table 5.5 sorts the accuracy ranking of different methods with respect to 
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Group FFT cFFT I AR I AC I CW I HMM" 
Sugar 6 m f m ^ i i l O 9 0 0 0 
Catalytic 9910 9930 9770 9790 9825 9690 
Metal 6130 7980 5200 4470 8040 7300 
Membrane 5890 7020 5635 5310 6460 5050 
Aminotransferase 9040 9800 8685 7110 8710 9980 
Apoptosis 7660 8115 6650 5059 6430 8070 
Calcium 8270 9150 6500 3090 8775 8315 
Glycosidase 7840 9070 5960 5525 7090 9700 
Growth 5850 7530 4690 4500 5800 7675 
Histocompatibility 9620 9940 7230 7910 9420 9615 
Hormone 8740 9500 6700 7230 6320 6700 
Lipid 8920 9350 8500 7700 7580 8440 
Methyltransferase 8670 9350 8380 7500 8110 9150 
Neurotoxin 6700 7800 6440 5770 5210 5860 
Structural 5525 5700 5200 5210 4770 6649 
Toxin 6070 7330 6160 5250 6500 3800 
Antifreeze 8950 9315 8935 7465 8435 9050 
Biotin 9520 9645 9040 8055 9995 8790 
Cell 6175 7575 4955 4920 6230 7045 
DNA 6980 8320 7020 6460 6050 5060 
Immune 7110 8125 5645 5360 8445 6020 
Phosphotransferase 6295 8025 5770 5095 7295 5380 
Average 7558.48|8486.52|6925.42|6116.63| 7580 [7734.75 
Table 5.4: Accuracy between Different Methods 
each reference group. Table 5.6 shows the frequency of each algorithm placing 
in a specified accuracy ranking (with the corresponding ratio), which verifies 
our above observations once more. 
In all, we can draw a promising conclusion from these tables that the 
Cluster FFT is the best among all 6 algorithms. 
Discussion 
Other interesting issues revealed in the experimental results are shown below. 
The Cluster FFT is the modified and improved version of the original 
Chapter 5 Individual Classification 140 
Group II 1 I 2 I 3 I 4 I 5 I 6 
S ^ HMMcFFT C W A R FFT AC 
Catalytic cFFT FFT CW AC AR HMM 
Metal CW cFFT HMM FFT AR AC 
Membrane cFFT CW FFT AR AC HMM 
Aminotransferase HMMcFFT FFT CW AR AC 
Apoptosis cFFT HMM FFT AR CW AC 
Calcium cFFT CW HMM FFT AR AC 
Glycosidase HMMcFFT FFT CW AR AC 
Growth HMMcFFT FFT CW AR AC 
Histocompatibility cFFT FFT HMM CW AC AR 
Hormone cFFT FFT AC AR HMM CW 
Lipid cFFT FFT AR HMM AC CW 
Methyltransferase cFFT HMM FFT AR CW AC 
Neurotoxin cFFT FFT AR HMM AC CW 
Structural HMMcFFT FFT AC AR CW 
Toxin cFFT CW AR FFT AC HMM 
Antifreeze cFFT HMM FFT AR CW AC 
Biotin CW cFFT FFT AR HMM AC 
Cell cFFTHMM CW FFT AR AC 
DNA cFFT AR FFT AC CW HMM 
Immune CW cFFT FFT HMM AR AC 
PhosphotransferasellcFFT CW FFT AR | h M m | AC 
Table 5.5: Accuracy Ranking of Different Algorithms of Each Group 
FFT. It is designed after we discover the subgroup properties within the same 
reference group, which motivates the introduction of the clustering concept. 
Therefore, we expect the newly developed Cluster FFT gets better performance 
than the original FFT. There are many figures and strong evidences to support 
this hypothesis. 
Moreover, for the accuracy values, there is a big difference between the 
Cluster FFT and the FFT. There are 9 (out of 22) groups in the former one, 
that produces over 90% accuracy, but we can only find 4 in the original FFT. 
Particularly, the Catalytic and Histocompatibility groups reach almost 
Chapter 5 Individual Classification 141 
[I 1 I 2 I 3 I 4 I 5 I 6  
FFT 5 (0.2273) 12 (0.5455) 4 (0.1818) 1 (0.04545) ^ W J O ) ^ 
cFFT 14 (0.6364) 8 (0.3636) 0 (0) 0 (0) 0 (0) 0 (0) 
AR 0 (0) 1 (0.04545) 3 (0.1364) 8 (0.3636) 9 (0.4091) 1 (0.04545) 
AC 0 (0) 0 (0) 1 (0.04545) 3 (0.1364) 5 (0.2273) 13 (0.5909) 
CW 3 (0.1364) 4 (0.1818) 3 (0.1364) 4 (0.1818) 4 (0.1818) 4 (0.1818) 
HMM[| 5 (0.2273) 4 (0.1818) 3 (0.1364) [s (Q.1364)| 3 (0.1364) 4 (0.1818) 
Table 5.6: Ratio of Accuracy Ranking among Different Algorithms 
100% (around 99.3%) precision in the Cluster FFT. Only one group (Struc-
tural) gets less than 70% accuracy. Whereas, there are 10 groups with less 
than 60% correctness in the original FFT. 
Prom the figures, we realize that our original FFT obtains quite close per-
formance as one of the classical approaches in Biology, Clustal W. In terms of 
the overall accuracy, the hybrid approaches, the AlignRemove and the Align-
Change, are lagging behind the other approaches by a quite large amount, 
namely, 10% to 20%, which is significant in classification. 
After summarizing all the above figures, we conclude the performance of 
different approaches as follows. 
(Good) (Bad) 
Cluster FFT — HMM FFT / Clustal W — AlignChange — AlignRemove 
5.5.5 Classification with KNN 
First of all, unlike other algorithms, K-Nearest Neighbor (KNN) only tells 
us the overall successful rates. After specifying the value of K, KNN merely 
determines whether a query is classified correctly. It implies that KNN does not 
have any threshold concept. Anyway, we can still investigate the performance 
of KNN by tuning the values of K. 
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5.5.6 Three Types of KNN 
The alignment scores are our distance measurement in KNN. However, there 
are some problems in the scores, such as the situation shown in Fig. 5.34. 
fh 
• • ^ ^ i •• •• ••• 
X 
Figure 5.34: Samples with Same Distance in KNN 
Suppose there are two reference groups, X and Y, with rrix and rriy mem-
bers respectively. When a query q arrives, we calculate the distance, i.e. the 
alignment score, between q and each instance in X and Y. Occasionally, q 
obtains the same alignment score with different instances in the same group. 
The question is how do we deal with these equal-scored points? We have to 
think of a solution carefully since different answers affect the normal counting 
process of K in KNN. 
In Fig. 5.34，di, d � , ( h and d^  are of the same length, but have smaller 
distances than d .^ The counting process affected or even halted due to these 
equal-distanced samples. We propose 3 possible alternatives to solve this issue. 
Clustering the Same Distance 
Since the distances from q to Xi to Xs are equal within the same group X ’ i.e. 
di to ds, we consider them as a whole or as one cluster. We only update the 
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counting of K once (not n, 3, times). 
Finally, group X and Y are in the equal distance to the query (if K = 1) 
even though group X has three members with the same distance to q, but only 
one in Y. 
Percentage of the Same Distance 
In the example, rUj： is 29 and rUy is 54. Three, Xi to X3, out of 29 instances 
in X get the same distance to q. Whereas, only one, out of 54 members 
3 
have this property in Y. Their corresponding percentages are — (0.1034, i.e. 
29 
10.34%) and ^ (0.01852, i.e. 1.852%). It is obvious that former one has 
greater percentage than the latter one. We then conclude that g is a bit nearer 
to group X than group Y when K = 1. For this case, the counter of K is only 
increased once in group X. 
Frequency Count of the Same Distance 
The most intuitive way is to count the occurrences in each reference group, q 
is put in the group with the maximum frequency count. 
Therefore, in our example, group X is said to be the nearest group to q 
instead of Y since q collects three times more instances from X than Y. 
Besides, we have to update the counter of K in group X for 3 times. 
5.5.7 Results in Three Types of KNN 
Three different types of KNN mentioned above including the clustering, the 
percentage calculations and the frequency counting are abbreviated by cK, % 
and Freq in our following presentation. We work out the successful rates by 
setting the value of K to 1, 3，5 and 10 as shown from Table 5.7 to 5.9. 
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Group Sugar Cata Metal Membrane Amino Apopto Calcium 
K二 1 (K) 6 6 . 0 7 4 3 . 7 5 67.05 0 ^ 6.25 
K=3 (K) 69.643 40.625 31.25 57.955 20.00 27.08 15.63 
K=5 (K) 60.715 28.125 31.25 69.3175 28.335 20.835 19.79 
K=10 (K) 50.00 9.375 22.92 75 43.33 8.33 35.415 
K二 1 (%) 41.07 6.25 33.33 50 0 39.58 5.21 
K - 3 (%) 39.28 71.875 35.415 34.09 13.33 39.585 3.125 
K二5 (%) 50 93.75 45.835 30.6825 41.67 37.5 10.415 
K=10 (%) 48.213 100 35.4175 29.545 70 25 19.79 
K二 1 (Preq) 48.22 6.25 10.42 62.5 0 20.84 7.29 
K二3 (Preq) 53.573 21.875 18.75 52.273 13.335 20.835 13.543 
K=5 (Preq) 50 9.375 18.753 48.865 30 14.585 23.958 
K=1Q (Freq)|46.4275| 0 14.585 37.5 60 6.25 32.29 
Table 5.7: Classification Rates of KNN 
To sum up the figures, we realize that cK and % often rank the top. While, 
the frequency count approach cannot do the classification properly. Moreover, 
between cK and %, there is no convincing results to conclude which value of 
K is better. Some groups are better with some K values. We, in general, seem 
to achieve better performance when K is equal to 10. 
No matter what parameters settings, the overall average successful rates in 
KNN is still a bit disappointing, namely, less than 50%. It is far away from 
our expectation and is not comparable to the other algorithms stated in the 
previous section. 
5.6 Complexity Analysis 
5.6.1 Complexity in Individual Classification 
Suppose Ntrain, N+”e and N一恍 specify the total numbers of the proteins in the 
training data set, the positive examples and the negative examples respectively. 
m represents the length of a protein, whereas k is the total number of amino 
Chapter 5 Individual Classification 145 
Group Glyco Growth Histo Hormone Lipid Methyl Neuro 
K=1 (K) 1 6 . 6 7 t K U 0 71.59 64.59 10.94 71.25 
K - 3 (K) 45.835 49.123 4.545 44.3175 58.33 54.688 27.5 
K=5 (K) 27.0825 47.367 31.8175 59.093 52.08 45.31 23.75 
K - 1 0 (K) 6.25 42.107 9.09 56.82 52.085 40.625 17.5 
K=1 (%) 47.92 78.95 2.27 69.32 79.17 10.94 65 
K二3 (%) 62.5 52.63 40.908 40.908 72.915 53.125 30 
K=5 (%) 62.498 47.37 65.91 36.363 64.583 54.688 18.75 
K=10 (%) 50.00 28.073 79.548 0 58.335 65.625 16.25 
K=1 (Preq) 27.08 75.44 0 71.59 68.75 20.31 68.75 
K=3 (Preq) 27.085 43.86 2.273 45.453 54.165 53.125 26.25 
K二5 (Freq) 22.918 43.86 20.4525 39.775 50.00 51.563 15 
K二 10 (Freq)ll 12.5 | 29.8371 4.545 | 2.275 |52.085| 50 7.5 
Table 5.8: Classification Rates of KNN 
acids. Moreover, N R C S is the total number of reference candidate spectrums 
(RCS) selected. Ncs denotes the number of spectrums picked randomly to 
form one RCS spectrum. 
Both N R C S and Ncs are constants, m, NTRAIN, A^ +^ e, N—恍 and k will be 
changed in different groups or different problems. 
Since similar experimental procedures are carried out in the individual 
classification, the complexity calculations should be quite close to the group 
one. 
The main difference in the individual classification is that no cross spectrum 
and rootN processes are required due to the consideration of only a single 
protein (spectrum) at a time. Therefore, items VII and VIII in Table 4.18 are 
no longer applicable. 
Nevertheless, items VII and VIII in Table 4.18 are not the critical com-
ponents for the complexity calculation. The complexity without clustering is 
then bounded by 0{mNtrain + k^+ i.e. in since m is the dominated 
factor. 
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Group II Struct I Toxin Anti |Biotin| Cell DNA Immune Phospho 
K=1 (K) 45.84 49.51 77.08 86.77 32.35 27.33 2 6 . 5 7 2 3 . 3 9 
K=3 (K) 20.833 47.548 72.92 100 19.12 34.88 49.48 43.55 
K=5 (K) 12.5 54.413 75 100 20.588 26.74 54.168 50.808 
K=10 (K) 4.168 63.728 75 100 16.175 39.53 63.02 42.74 
K - 1 (%) 79.17 48.04 77.08 86.77 32.35 27.91 25 27.42 
K=3 (%) 56.25 17.158 72.92 94.12 16.178 13.95 8.855 22.58 
K=5 (%) 45.833 13.728 77.08 100 14.705 9.30 11.978 30.645 
K=10 (%) 31.25 4.41 75 98.53 14.705 6.98 3.645 24.195 
K=1 (Freq) 56.25 49.51 77.08 86.77 32.35 31.98 26.05 25.81 
K=3 (Freq) 25 37.748 72.92 97.06 13.235 25.00 43.23 30.65 
K二5 (Freq) 12.503 43.628 75 100 11.763 20.35 50 38.71 
K=10 (Freq)ll 2.083 I37.255I 75 | 95.59 |l0.293|l3.95| 66.145 37.903 
Table 5.9: Classification Rates of KNN 
5.6.2 Complexity in Individual Clustering Classification 
Based on Table 4.18, a few extra modules are inserted to do the subgroup 
clustering. Their complexities are listed in Table 5.10. 
In the whole clustering process, we have to do the multiple sequence align-
ment on the reference group first. Similar to the traditional DP, the complexity 
should be in O(miVwn). 
The multiple sequence alignment returns all the alignment scores between 
different pairs of proteins. A 2D alignment symmetric matrix is then formed. 
By this matrix, we draw the dendrogram [59]. The whole agglomerative clus-
tering process [23], [55] costs log Ntrain) which generates N^ clusters. 
Nci is not a constant since we may have different clustering conditions in dif-
ferent groups, and form various number of clusters. 
For each testing query, it is compared with all N^ reference spectrums. 
The complexity turns out to be 0{Nci x N R C S X RN). 
We have to set up the reference threshold from the positive examples and 
compare Nd average correlation coefficients for all the negative examples in 
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the classification. Therefore, the complexity will become N D x N R C S instead. 
Ref. Sp. Ref. Thres. Evaluation 
A. Alignment (ref) (jnNtrain)  
B. Dendrogram {N'j^；^^ log A^ trazn) / 
C. Ref. Spectrum { N C I N R C S ^ ) / 
D. Avg. Corr. Coeff. { N C I N R C S ) || | / | / ' 
Table 5.10: Additional Checklist of Getting the Complexity 
Using the similar complexity calculations as the group classification without 
clustering (see Section 4.5.2), the complexity on the individual classification 
with clustering is computed as follows. 
Complexity for Computing the Reference Spectrum 
二 + + B + 
=OimNtrcan + k^  + TuNtr— + N ; — log Ntrazn + NdNncsm) 
=0{2mNtrazn + A：^  + NdNncsm + Nl^in log Ntrain) 
=〇{mNtravn + K^ + NCINRCSTU + log Ntram) 
Complexity for Computing the Reference Threshold 
= 0 { m N + y e + + rn^ + D) 
二 0{mN+ye + p + + NCINRCS) 
=0{2mN+ye + k'^ rn^) 
=0{mN+^e + k'^ + m'^) 
For the evaluation, the complexity of each testing example should be as 
follows. 
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Complexity for Computing the Evaluation for Each Testing Example 
二 0{mN_^e + + m^ + D) 
= 〇 { m N _ 恍 + + m2 + NCINrcs) 
二 0(2m7V_^e + /c^ + m^) 
0{mN-恍 + /c^ + m^) 
After the clustering process, the maximum complexity should be in 0{mNtrain+ 
k^  + NciNncsm + log Ntrain) or 0{mNtrain + + 爪2). They can be sim-
plified as 0((2 + Nci + logm)m^) or as m is the dominated factor. 
Either one can be selected since they are in the same order. In all, again, both 
training and evaluation phases are in the same complexity order of O(m^) as 
m is the variable with the largest values. The complexity is also the same as 
the design without clustering. 
5.6.3 Complexity of Individual Classification in DP 
For DP, to do the individual classification, the scanning process of each query 
example to all r proteins in the reference group is still a must. Therefore, the 
complexity is 0{r). Inside each pair of proteins, a normal DP calculation is 
needed, which costs 0{ps), where p and s are the lengths of the query and a 
protein in the reference group respectively. The overall complexity becomes 
O(prs), and can be simplified as O(m^) since r, p and 5 are bounded by m, 
which is the dominated factor in the complexity calculations. The complexity 
is one order of m lower than the one in the group classification. 
5.6.4 Conclusion 
In conclusion, we find that our original approach requires less complexity than 
the traditional DP process by about an order of 0(n). The most promising 
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issue is we achieve significant improvement in accuracy, with lower complexity, 
in the clustering design. Therefore, it is a good direction for further research. 
5.7 Discussion 
5.7.1 Domain Expert Opinions 
Tuning the threshold in our system is the most difficult task. However, we can 
seek some guidelines and suggestions from the domain experts. The domain 
experts state from their experience that the impact of the false positives is 
a bit gentler than that of the false negatives. It implies the missing of the 
negative examples are affordable and tolerable, but the missing in the positive 
examples costs much more. Therefore, it is acceptable to have smaller success-
ful rates ( � 7 0 % ) for the negative examples, while the positive classification 
rates (^90%) should be as high as possible. 
If we misclassify some negative examples, we can only say that the current 
approach does not have adequate ability to make the correct classification. 
We still have a chance to recover this fault by using the biological testing in 
the verification. However, once we wrongly classify a positive example in the 
reference group, it is very hard to pick it out anymore. As a result, we have 
to pay special attention to collect higher positive successful rates. 
5.7.2 Choosing the Threshold 
We use different ways to choose and fix a threshold for a particular group 
between the group and individual classifications. In the group classification, 
a global threshold is derived for all the groups. Obviously, we can have dedi-
cated threshold setting for each group as well. For the individual classification, 
it is not wise and even impossible to establish one universal threshold in the 
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classification. Instead, each group should have its own threshold. 
The ROC plotting in Section 5.5.3 points out a very good direction in the 
threshold settings of different groups. Since the true positive rates are plotted 
against the false positive rates in the ROC curves with respect to different 
threshold settings, one can easily choose a point, threshold, in there which 
meets some predefined criteria. 
It is obvious that when we obtain more true positive rate, we suffer more 
from the false positive rates, and vice versa. Furthermore, we can select the 
threshold rooted on the comparison between different approaches since one 
could always find a threshold that beats the other approaches by the greatest 
amount or fulfills some other special conditions. 
The threshold setting is a complicated task. We can do a better job if we 
have certain prior knowledge or predefined requirements (e.g. some guidelines 
in Section 5.7.1). 
5.7.3 Statistical Support in an Individual Protein 
After the cross spectrum and rootN processes, some notable peaks are found 
in the outcome spectrum that reflect the common and major characteristics 
of a set of analyzed sequences. Therefore, these peaks are formed from a large 
amount of statistics which reflect the characteristics of a group. 
In the group classification, the final query spectrum is a collection of a 
set of spectrums. It minimizes the possible biases and represents the content 
inside the group in a more convincible way. 
In contrast, in the individual classification, we always lack statistical sup-
port from one single query spectrum only. Even though the query holds some 
Chapter 5 Individual Classification 151 
major properties, these traits cannot be emerged easily in the spectrum be-
cause there are no cross spectrum and rootN processes during the spectrum 
establishment. Thus, a single spectrum does not have enough expressive power 
to truly reflect the information of a group of sequences. The individual classifi-
cation becomes more difficult and unreliable. It is easy to make some incorrect 
judgement by one spectrum. As a result, it also explains why the results are 
not so satisfactory as the group one. 
5.7.4 Discussion on Clustering 
Our experimental results have significant improvements after the introduction 
of the clustering concept. Some discussions listed below provide the possible 
directions and ideas for further improvements. 
Motivation of Clustering 
The situation discussed in Section 5.7.3 is also applicable to the reference 
spectrum building and becomes an important factor to introduce the clustering 
concept. If there are no clustering, each RCS will collect the spectrums from 
different clusters. Finally, the reference spectrum is mixed up with different 
characteristics, so it may be too general for the classification. When a query 
contains some specified characteristics representing the reference group, the 
chance for misclassification is high since these properties are not the dominant 
components (peaks) in the reference spectrum. We cannot produce a large 
correlation coefficient for this query. 
In the group classification without clustering, both of the reference and 
query spectrums are mixed up with different attributes in different clusters. 
Thus, it is still possible for them to match with each other by a good correlation 
coefficient. 
For the individual classification without clustering, the reference spectrum 
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is mixed with different characteristics, but the query only holds some speci-
fied characteristics. Besides, we only have one single spectrum in the query, 
it does not have sufficient statistical support (see Section 5.7.3) to get a good 
coefficient. 
As a result, the above observations do not only motivate the usage of 
clustering, but also state that the clustering technique is more important in 
the individual classification rather than the group one. 
Threshold Tuning in Dendrogram 
In a dendrogram (Fig. 5.7), the lower the position of the threshold, the more 
clusters are found, and the smaller the size of the clusters are. On the other 
hand, if the threshold is increased to a higher position, the clusters becomes 
bigger and we will have fewer clusters. 
In the extreme situations, each data sample will become a cluster on its own 
or all data samples will be merged into one big cluster if we set the threshold 
to its lowest or highest possible positions respectively. 
We summarize the above observations in the following. 
T T => NCJA and NdSize '、 
T i Nci T and N^size、， 
where T is the threshold, Nd means the total number of clusters, and NdSize 
denotes the average cluster size. 
The position of the threshold in a dendrogram indicates the similarity level. 
We decrease the similarity level among the sequences in the same cluster when 
we place the threshold in a higher position, and vice versa. It is better to have 
some predefined requirements or prior knowledge to select the cut-off position 
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of the threshold. Otherwise, we may need to find the optimal position by trial 
and error basis or some other optimization methods, like GA. 
Ideal Clustering 
The purpose of the clustering is to split a group into some small groups accord-
ing to different dissimilar characteristics inside the group. Therefore, the ideal 
clustering situation is to assign one cluster for one particular characteristic, 
say 5 clusters for 5 significant properties. For each cluster formed, it is allowed 
to have more than one dominated features or some other minor attributes. 
Anyway, the basic but hard to achieve, requirement is different clusters should 
be identifiable amongst each other clearly. 
Generally speaking, the clustering is also affected by the size of the group. 
We always do well in clustering with small groups, but we cannot get so satis-
factory clustering results in some big groups since there are many outliers and 
noisy data. It does not carry so many diverse properties as those large groups. 
Problems in Small Clusters 
When the cluster is too small, there are not enough spectrums to generate a 
good reference spectrum with sufficient statistical support (see Section 5.7.3). 
Besides, too many clusters need extra computational efforts. 
For example, if the size of the cluster is smaller than the predefined num-
ber, Ncs, then, we may need to collect less number of spectrums than Ncs, 
or just averaging all these spectrums, to form one RCS. It also implies that 
there are no randomization in the spectrum selection. 
The clusters with small sizes trigger another potential problem. Small clus-
ters are formed by a few sequences. They are considered as the minority parties 
or some outliers since their particular properties are insufficient to become the 
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dominated traits of the group. However, they may be some potential signifi-
cant characteristics that represent the whole group. It is possible to find some 
more similar sequences, through experiments later on to enlarge these clusters. 
We are risk to miss such significant properties. 
In our current design, when we encounter such situation, we are not able 
to make the correct judgement and wrongly exclude them from the reference 
group. 
Sequences in the Last Cluster 
In the last cluster, it gathers all the exceptional sequences together (see Section 
5.2.3). It is the mixture of various properties that are not the dominated 
attributes with a large probability. A generic reference spectrum favored to 
all the situation is generated then. 
All the testing examples will have some close correlation coefficients with 
respect to this generic reference spectrum consequently. The positive examples 
are getting some relatively small coefficients, whereas, the negative examples 
could obtain some quite large values comparatively. They increase the diffi-
culties during the classification. 
5.7.5 Poor Performance in Hybridization 
The performance in both hybrid algorithms, the AlignRemove and the Align-
Change, are far from our expectation. Their overall accuracy values are less 
than 70% and seldom get the best two rankings among 6 algorithms during 
the comparison. We originally have a quite high expectation on them since 
they employ the classical alignment approach on top of our proposed idea. We 
hoped the generated reference spectrum could describe the reference group 
precisely and help us to achieve better classification performance. 
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We employ the consensus sequence as our reference sequence in both algo-
rithms so far, but we may encounter many gaps unavoidably. The encoding of 
these gaps becomes crucial (please refer to Section 5.3.1) since we cannot set 
up a good reference spectrum if we adopt a poor or even incorrect encoding 
scheme. Unfortunately, the current way to encode the gap in the AlignRemove 
and the AlignChange have their flaw, which makes the experimental results 
below our expectation. 
For the AlignRemove, even the structure for the key patterns are main-
tained, heavy distortions are found by removing the gaps. It is the same effect 
as picking out some parts (structures) within the group from time to time. The 
consensus sequence essentially holds incomplete information and even misses 
some necessary components. It does not seem to be a sensible way to deal 
with the gaps. 
For the AlignChange, it is arguable to replace all the gaps by an uncom-
mon amino acid, i.e. the reserved number, 0, during the encoding. If this 
assumption is not correct, the generated reference spectrum is wrong. 
The above encoding suggestions are two of the possible ways to treat and 
encode the gaps. For further research, we should devise better and meaningful 
encoding schemes. 
5.8 Chapter Summary 
In this chapter, based on the group classification, we have imposed some slight 
modifications to analyze the individual classification on a single query protein. 
We have found that it is a difficult task since there are not sufficient statis-
tical support from one protein (spectrum). Therefore, the overall performance 
has been lower than expected. 
After introducing the clustering concept, we have divided the reference 
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group into different clusters and we have achieved some significant improve-
ments on the classification, namely, from 75% successful rate to near 85%. Not 
only that, we have performed the comparison on some existing approaches, 
including Hidden Marko Model (HMM), K-Nearest Neighbor (KNN), the se-
quence alignment, our design without clustering and 2 variants (AlignRemove 
and AlignChange) of our approach. Our clustering FFT approach has less 
computational costs and ranked the top or at least second among them in 




In this chapter, we introduce a few possible applications on both group and 
individual classifications. 
For the group classification, the simplest and the most intuitive application 
should be separating different groups or measuring how similar these groups 
are by their correlation coefficients. For the individual classification, the most 
straight forward application should be deciding the function of an unknown 
protein. Furthermore, domain experts state that a protein can carry more 
than one function, which contradicts to our common senses (see Section 7.3), 
we can employ both classifications to verify this statement. 
Before starting our discussion, we have to understand the correlation graph 
and the minimum spanning tree (MST) [35], [84 . 
6.1.1 Construct the Correlation Graph 
In our approach, we are relying on the correlation coefficients to do the classi-
fication. However, due to the changing of the reference groups, the correlation 
coefficient becomes non-commutative. Table 6.1 shows a typical example. 
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一I A I B I C I D 
A II - I 0.25 0.18 0.40 
B 0.15 - 0.24 0.90 
C 0.12 0.34 - 0.03 
D 0.32 0.80 0.25 — 
Table 6.1: Complete Correlation Matrix 
Assume corr{x, y) calculates the correlation coefficient between the refer-
ence group, X, and the query group, y. For groups B and D, when group B is 
selected as the reference group, group D will be the query group. The proteins 
in D are encoded by the MLN encoding scheme of group B. The correlation 
coefficient is corr[B, D) = 0.8. However, in the reverse situation, when group 
D is considered as the reference group, the proteins in group B will be encoded 
according to the encoding scheme of group D. It produces another correlation 
coefficient, corr、D、B) = 0.9. This example shows the differences in the refer-
ence groups cause the differences in the MLN encoding schemes, and therefore, 
their correlation coefficients. 
However, even the encoding schemes are the same for both cases, due to the 
random selection of the reference candidate spectrum (RCS) and the testing 
query, it is rather impossible to obtain the same correlation coefficient in both 
situations. 
Consequently, the outcome correlation coefficients between two investigated 
groups are not the same, which implies the non-commutative correlation coeffi-
cients (0.8 vs 0.9). Nevertheless, our experimental figures show such differences 
in the coefficients are just small, e.g. within 0.1. 
To handle the differences in these non-commutative coefficients, we have 3 
solutions. We can average these two numbers, take the maximum one or pick 
the smallest coefficient. As a result, for groups B and D, we assign 0.85, 0.9 
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and 0.8 for these 3 schemes respectively. 
Averaging the coefficients gives us the overall idea between two calculations. 
It is believed to be the fairest and simplest way, since we take both situations 
into account. Any possible biases to either group could be eliminated as well. 
To choose a bigger correlation coefficient, we are focusing on the closest 
relationship among two groups. In contrast, if we look at the minimum value, 
we are probably trying to figure out and maintain the biggest dissimilarity 
between each other. 
We can still give many other measurements to handle the coefficients. As 
the averaging is simpler and more general one, we stick to it in our following 
discussion. 
Correlation Coefficient Matrix 
After averaging the numbers in Table 6.1，a new symmetric matrix, which 
contains all commutative coefficients is formed as in Table 6.2. The actual 
correlation coefficient between B and D becomes 0.85. 
一I A I B I C I D 
A II - I 0.20 0.15 0.36 
B 0.20 - 0.29 0.85 
C 0.15 0.29 - 0.14 
D 0.36 0.85 0.14 -
Table 6.2: Symmetric 2D Correlation Matrix 
We can transform the matrix shown in Table 6.2 into a complete corre-
lation graph easily. This graph shows all the relationships among different 
coefficients, i.e. groups. We can further simplify the graph by building a 
minimum spanning tree (MST) [35], [84. 
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Complete Correlation Graph 
A graph is a collection of nodes connected by edges [17]. In Table 6.2, each 
group is considered as one node in the graph. An edge between 2 nodes implies 
certain relationship between the nodes. Since we would like to establish a 
complete correlation graph, the nodes in the graph are fully connected as 
shown in Fig. 6.1. 
0 . 3 6 N . 0 . 2 9 
0 . 1 5 0 . 8 5 
Figure 6.1: Complete Correlation Graph 
The complete graph provides all the information and relationships among 
different groups, which is not good enough in some situations because of too 
many links in the graph. The drawing becomes quite messy that people may be 
confused easily, and are difficult to trace and understand the relationships be-
tween the nodes immediately, especially for a large number of analyzed groups 
are being considered. 
Therefore, we would like to replace it by a clearer, more concise and tidier 
presentation. It is accomplished by removing some edges in the graph by build-
ing a minimum spanning tree (MST) graph. A MST describes the relationship 
of all the groups by the minimum number of nodes and edges. Although we 
may suffer from some information lost, we still maintain and keep all the key 
information inside the graph. 
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6.1.2 Minimum Spanning Tree (MST) 
There are lots of ways to form the minimum spanning tree by a given complete 
correlation graph or matrix. The Prim's [72] and Kruskal's [57] algorithms are 
two popular examples. In our experiment, we employ the Kruskal's algorithm. 
A tree is a special kind of graph. A minimum spanning tree connects all 
the vertices in the graph with the minimum cost (e.g. minimum distance). 
Each vertex can only be visited once. Moreover, no cycle is allowed in the tree 
35], [84:. 
Kruskal's Algorithm 
Kruskal's algorithm [57] is a well-known approach to generate the minimum 
spanning tree. The pseudo code below delivers its idea [17 . 
Let 
T be an empty tree, 
n be the total number of vertices in the original graph, 
E be all the edges in the original graph. 
while (T < n — 1 edges kk E ^ empty) 
Pick (V, lu) in E with smallest distance 
Remove (y^ w) G E 
if {{v, w) does not form a cycle in T) 
(V, w) — T 
if (T < n - 1 edges) 
print "No Minimum Spanning Tree" 
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Assume there are n vertices and all the possible edges (i.e. the pairs of 
vertices) in the graph are collected in E. To form the MST, T, we need n - 1 
edges. 
In every pass, we select the edge with the minimum cost in the original 
graph and put it into T. If there is no cycle formed in T, we delete this edge 
from E. Otherwise, we have to reselect the edge with the next minimum cost. 
Once n-1 edges are collected by T, T turns out to be the resulted MST. 
In some occasions, even all the edges are selected in E, i.e. E is empty, T still 
owns less than n - 1 edges, we could not establish any MST in the original 
graph [17], [57 . 
Below is an example that further explains the idea. By the correlation 
matrix in Table 6.2, the resulted MST is then drawn in Fig. 6.2. This tree 
covers all the nodes in the minimum costs without forming any cycles. 
Q ® 
0.15 oaeN. 0.85 
© ® 
Figure 6.2: Minimum Spanning Tree 
In the mean time, Fig. 6.3 depicts the detailed procedures of drawing the 
MST tree. First of all, we find out the edge BD with the minimum distance 
0.15. Please note that choosing the smallest distance is the same as selecting 
the biggest correlation coefficient, i.e. similarity. Nodes B and D are selected 
as they are in the biggest correlation coefficient, 0.85. Then, we focus on the 
set of edges related to these selected vertices, i.e. edges BA, BC, DA and DC. 
Because edges BA, BC, DA and DC have the similarity scores 0.2, 0.29, 0.36 
and 0.14 correspondingly, so, we choose edge DA, which has the biggest value 
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(smallest distance). In the next pass, edge AC is chosen instead of edge AB 
(even with a higher correlation, 0.2) in order to eliminate the cycle. 
© © 
… 0 . 3 6 N y y ^ 0 . 2 9 … 
0-15 0 .85 0 .85 
. © © 
Q © ‘ Q © 
O a N v 0-85 0 .15 O 3 6 \ 0 .85 
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Figure 6.3: Procedures of Finding Minimum Spanning Tree 
As a result, all the nodes in the original graph are visited once and the 
total cost for drawing the minimum spanning tree is the smallest. 
Interpretation of MST 
After forming the MST, we visualize the relationships and have a better un-
derstanding among all the nodes. We reveal that the nodes B and D, nodes 
D and A, and nodes A and C are closely related in certain extent. 
Furthermore, we can also work out some indirect relationships, such as 
nodes B and A, nodes B and C and so on. They need one or more nodes in 
the middle to set up the connections. We, therefore, are able to discover some 
meaningful interpretations inside. Nevertheless, we still need to put many ef-
forts (e.g. biological experiments) to evaluate and prove such observations. 
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By the same token, we are able to construct some MST graphs in our prob-
lem. The relationships among different protein groups are then shown. It is 
very impressive if we find some significant knowledge and discovery, especially 
those are not intuitive and trivial. 
To verify some general concepts or expectations is another main applica-
tion. For example, if people always say groups G and H are originated from 
the same family, then the corresponding MST could help us to prove such 
statement or, at least provide some preliminary evidences. 
6.2 Application in Group Classification 
The correlation coefficients measure the similarity between the query and the 
reference groups. Two major observations about these correlation coefficients 
are summarized as follows. 
Case I With very close values 
The selected groups are functionally close to each other. In the extreme case, 
a group may carry two or even more functions. 
Case II With some very far away values 
There are comparably large dissimilarity among the analyzed groups. The 
chance of having important relationships between them is quite small. 
6.2.1 Groups with Weak Relationship 
To illustrate the idea, we take 7 groups including group 1 (Eye-lens), group 
3 (Catalytic), group 6 (Aminotransferase), group 10 (Chemotaxis), group 11 
(Dehalogenase), group 21 (Antifreeze) and group 22 (Biotin) as an example. 
We would like to figure out whether these groups have some close relations. 
Table 6.3 is the 2D matrix shows the average correlation coefficients, as well 
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as the similarity, between different groups. The corresponding MST graph is 
constructed in Fig. 6.4. 
一I 1 I 3 I 6 I 10 I 11 I 21 I 22 
I - 0 . 6 0 1 1 0 . 5 4 1 2 0 . 6 6 4 1 0 . 5 9 5 1 0 . 5 6 4 7 0 . 6 0 2 8 
3 0.6011 — 0.5528 0.611 0.6157 0.4712 0.5457 
6 0.5412 0.5528 - 0.6668 0.5357 0.5347 0.5298 
10 0.6641 0.611 0.6668 - 0.6967 0.5684 0.7476 
II 0.5951 0.6157 0.5357 0.6967 — 0.7288 0.6574 
21 0.5647 0.4712 0.5347 0.5684 0.7288 - 0.485 
22 0.6028 0.5457 0.5298 0.7476 0.6574 0.485 -
Table 6.3: Average Correlation Coefficients Matrix for Groups with Weak 
Relations 
0.6664 / / \ 0.7446 
Z 0.6668/ \o.6967 
G ) © © © 
0.6175 / \ 0.7288 
o © 
Figure 6.4: MST for Groups with Weak Relations 
In Fig. 6.4，groups 10 and 22 posses the closest relation among all the 
groups, but it is not a really strong correlation, which is only around 0.75. All 
the other coefficients are less than 0.7, which means the correlations in the 
other groups are rather weak. Although we can also build up some indirect 
relations, such as groups 10 and 3 or groups 10 and 21, they are some relatively 
weaker connections. Also, groups 10, 11, 3, and 21 may form a larger grouping. 
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As a whole, these groups do not contain very close relationship between 
each other, which matches our common senses that each group should have its 
own featured function. 
6.2.2 Groups with Strong Relationship 
The classification is trivial when the characteristics among different groups are 
distinguishable. However, we do find some groups that are similar, especially 
for those proteins with multiple functions. We cannot separate them merely 
by their correlation coefficients. 
These coefficients can be used to prove and verify the existence of the 
subgroups within a big protein family, and to check whether the analyzed 
groups are originated from the same family. We can draw some promising 
conclusions if the related correlation coefficients are high. 
Closely Related Groups 
We select 5 groups in the test. They are group 5 (Membrane), group 17 
(Methyltransferase), group 18 (Neurotoxin), group 20 (Toxin) and group 26 
(Phosphotransferase). In order to make the testing more convincing, three 
groups (Membrane, Toxin and Phosphotransferase), which do not appeared in 
our previous experiments, are taken into account as well. 
We calculate the average correlation coefficients of these 5 groups and put 
the numbers into Table 6.4. 
The corresponding MST graph is derived in Fig. 6.5. 
We, by the MST, can guess there are some strong connections within these 
groups easily. For example, groups 20 and 18 obtain very high correlation 
score, while, group 20 also has very high similarities, more than 0.91，with 
groups 5 and 26. We may conclude that the proteins in these groups may not 
be dedicated to one particular function, but have multiple functionalities. For 
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一 5 I 17 I 18 I 20 I 26 
"5 : 0 . 9 1 1 9 O m ^ 0 ^ 7 6 0 . 9 0 5 4 
17 0.9119 - 0.8941 0.9039 0.8762 
18 0.9139 0.8941 - 0.9386 0.8864 
20 0.9176 0.9039 0.9386 - 0.9108 
26 0.9054 0.8762 0.8864 0.9108 -
Table 6.4: Average Correlation Coefficients Matrix for Closely Related Groups /K 
0 . 9 3 8 6 ^ X 0.9108 
0.9176 
© CO © 
0.9119 
© 
Figure 6.5: MST for Closely Related Groups 
instance, group 26 may have some characteristics of group 20 and vice versa. 
Although group 17 is in the second level of the MST, its correlation coeffi-
cients along the connection are still high enough to tell the close relationship 
with group 20. These 2 groups may share some common or similar proper-
ties, or even perform some similar functions. Furthermore, groups 20, 5 and 
17 may form a larger grouping. This observation is impressive if people have 
never considered such possible clustering. 
Prom such kind of simple MST graphs, they do not only tell us much more 
information about the analyzed groups, but also give us the direction to further 
extend our experiments and investigate these groups. We can also, with some 
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quite high degree of certainty, exclude the considerations of some particular 
groups which have small correlation coefficients. 
Subgroups Verification 
To explain the idea, we consider the groups 20 (Toxin) and 18 (Neurotoxin) 
in our experiment. Since a common word TOXIN is found in their names, we, 
intuitively, guess they should have some common characteristics. 
Besides, the word Toxin seems to be more general than the word Neuro-
toxin. The Neurotoxin group has a pretty high chance to be a subgroup or a 
branch under the Toxin family. 
This hypothesis is only our first impression without any evidences or statis-
tics support. Therefore, we try to construct the minimum spanning tree to 
prove whether they are directly related. 
Table 6.5 contains the average correlation scores between two groups. We 
find that they have a very high degree of correlation, 0.9386. We are then 
able to say, with a high level of confidence, groups 20 and 18 are in the same 
category. 
— I 18 I 20 
I s : 0.9386 
20 0.9386 -
Table 6.5: Average Correlation Coefficients Matrix for Subgroups Verification 
6.3 Application in Individual Classification 
Although the draft of human genome is released, we still have more than 10000 
protein sequences with unknown functions. It is the main motivation for us to 
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do the individual classification. 
The simplest application should be classifying and answering the function 
of a query directly. Similar to our experiments, we first fix a reference protein 
group, then we ask whether a particular query belongs to this reference group. 
Instead of wondering on one particular reference group, we consider all the 
reference groups at the same time as illustrated in Table 6.6. 
Assume there are 10 protein functional groups. In each group, there are 10 
testing examples. All the 100 testing examples can be sorted with respect to 
each group according to their correlation coefficients. 
Besides, the location of the reference threshold for each group is specified 
in the table, which defines the minimum correlation score to accept the testing 
examples into the reference group. For example, in group 1, the threshold 0.75 
is located at position just ranked below 15. In other words, from ranks 1 to 
15, the examples' correlation scores are all larger than 0.75 and are classified 
into the group. While all the examples with the ranking lower than 15 will be 
excluded from group 1 as their scores are less than 0.75. 
Moreover, for a particular testing query, g, we can collect all its rankings 
and relative scores in all the groups in the table. Say, q is ranked the third 
in group 1. As the location of the threshold is 15, the relative ranking should 
then be 3/15. The relative score is calculated by 
Srelative — (1 — Tri ) + 7p 
丄pos 丄pos 
where Qpos is the ranking of the q, Tpos is the location of the reference 
threshold, and qpos should be smaller than Tpos- If Qpos is greater than Tpos： q 
has no chance to be assigned into the reference group, therefore, the relative 
score becomes 0 (e.g. group 10). 
The relative scores, for a specific query, g, could be considered as the chance 
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Group 
Rank 1 2 | . . . | 10 
1 II 0.9875 0.9920 I • • • I 0.9667 
2 0.9859 0.9904 … 0.9611 
3 0.9845 (q) 0.9873 • •.. 0.9522 
99 0.0358 0.0935 … 0 . 1 3 9 2 (g) 
m 0.0317 0.0905 •… 0.1287 
Threshold Rank 15 22 • •. ^ 
Rank (q) 3 15 . . . 99 
Rel. Rank 3/15 15/22 .•• 99/20 
Rel. Score | 0.8667 0.3636 | … | 0 
Table 6.6: Correlation Ranking of Testing Examples in Different Groups 
or probability of classifying q into certain groups. We can then rank these 
relative scores for q as shown in Table 6.7. 
Rank Group Rel. Score Rank Group Rel. Score 
1 ^ 0.9298 6 J2 0.3636^ 
2 gi 0.8667 7 g 込 0.34 
3 gQ 0.75 8 gg 0.217 
4 gj 0.6239 9 g^  0 
5 I I 0.4521 II 10 gio 0 
Table 6.7: Ranking of Relative Score of q 
After getting the table, we have to define the selection criteria for further 
investigation. It means that if we want to verify the experimental results or 
observations through some biological experiments, we will save many efforts by 
just looking at these selected potential groups and exclude other unimportant 
groups. For instance, if we focus on the groups in the first three ranks, only 
groups gi and QQ will be considered. We can also set a specific threshold 
value, say, 0.6. Only the groups with the scores bigger than 0.6 are left, i.e. 
gi, 96 and gi. 
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6.4 Chapter Summary 
Some feasible and practical applications in the group and the individual clas-
sifications have been discussed in this chapter. 
Using the correlation coefficients in the minimum spanning tree (MST), we 
can reveal the possible relationship and how similar among different protein 
functional groups. For some groups, we have concluded that they are dissimi-
lar to each other and each of them posses its own featured function. However, 
for some other groups, we have discovered some close relations between them. 
We have claimed these groups may be originated from the same protein family 
or even hold multiple functions. We have also revealed the possible groupings 
of several closely related groups. Moreover, according to some very high corre-
lation values, we have verified the subgroup relationship among the analyzed 
groups. 
For the individual classification, instead of asking whether a specific query q 
belongs to a particular reference group, we have proposed a way to investigate 
all the reference groups at the same time. By the collected figures, we can 
further reduce the efforts in the biological tests when we verify our observations 
and hypothesis. 
Chapter 7 
Discussion on Other Analysis 
7.1 Distanced MLN Encoding Scheme 
The Most Likely Neighbor (MLN) encoding scheme is one of the core compo-
nents in our design. Since we use the simplest way in the encoding, namely, 
from —x/2 to x/2 for x different symbols, we simply assign -4 to 4 for 8 amino 
acids in the secondary protein sequences. Although the results obtained so far 
is quite promising, we can still find room for improvement. Using the Dis-
tanced MLN (DMLN) encoding scheme is one feasible alternative. 
DMLN is very similar to MLN. MLN is considered as an equal spacing, one 
unit apart, encoding scheme, while, DMLN uses distanced spacing. 
The distanced spacing scheme tries to reflect the neighborhood status in a 
more accurate way. The closer the two parties, i.e. in stronger neighborhood 
relations, the closer values are assigned to them. Assume a fixed range for 
assignment is chosen (-4 to 4 in our situation), the spacing between them 
becomes smaller than the equal spacing of one unit. Therefore, we should find 
some less related parties with some spacing larger than one unit. 
Table 7.1 is an example to illustrate the idea. Suppose there are 6 symbols, 
from a to / , in total. They are arranged, from the top to the bottom, by their 
neighborhood information. Therefore, we encode the starting symbol, d, of the 
172 
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DMLN chain as -3, a as -2 and so on. Our distanced MLN encoding is derived 
in the D M L N 3 column. 
~ ||Frequency|N. Distance|DMLNl||DMLN3 
dT3)|| - I - I 0 I  -3 — 
a T ^ ' 90 0.1375 — 0.1375 —-2.175 
"epl^' 50 — 0.1875 — 0.325 —-1.05 
T (Ty ' 20 一 0.225 0.55 0 3 ~ 
T J ^ ' 30 - 0.2125 0.7625 ~T575~ 
V ( 3 ) II 10 I 1 I  3 
Table 7.1: Example for DMLN Encoding 
Besides, the Frequency field means the neighborhood occurrences between 
the symbols in the current and the previous row. For instance, the neighbor-
hood count for a and d is 90, while it is 20 for c and e. It tells us d and 
a appear together in neighboring for 90 times. N.Distance denotes the nor-
malized distance which represents how far that two symbols are apart. After 
that, the normalized DMLN scheme, D M L N l , is obtained. It is the encoding 
scheme that accumulates the normalized distance ranged from 0 to 1. To fit 
into our design, as there are 6 symbols, the numbers from -3 to 3 are filled in 
D M L N 3 . The new DMLN scheme assigns a to -2.175, f to 1.575 and so on. 
The symbols are expressed by their neighborhood information, which are not 
in equal spacing. 
The distanced MLN scheme essentially gives us the neighborhood structure. 
When the analyzed parties are very close to each other, they are assigned some 
close values. We, easily, reveal how close between different parties are by just 
examining the value assignments. It is obvious that the equal spacing encoding 
cannot provide such information. 
We expect some better results after using DMLN because it describes the 
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structural information of the protein sequences in a more sensible way. How-
ever, the experimental results say another story. We have implemented the 
DMLN and done the classification. The results do not improve over the equal 
spacing approach impressively. In some extreme cases, the performance is even 
worse. Therefore, we still employ the simple MLN scheme in our experiments 
as shown in Sections 4.4 and 5.5. 
Even though DMLN does not perform well, it is just one of the possi-
ble encoding methods. We should not limit ourselves and stop seeking other 
directions for improvement (see Sections 7.2 and 8.1 as well). 
7.2 Unique Encoding Method 
Since different groups have different encoding parameters, it may induce the 
fairness problem that affects the classification quality. Therefore, we take a 
look at the unique encoding scheme for all the groups. Based on the fun-
damentals of MLN, we have tried two more encoding schemes. One is using 
the overall MLN chain, and another one is using the most frequent MLN chain. 
For the former one, we simply get the statistics from all the MLN chains and 
build up a unique MLN chain. The basic idea is to choose the non repeating 
amino acid with the largest occurrence in the corresponding position of all the 
MLN chains. For example, if p is found to be the most frequent acid in the 
position among all the chains, it will be picked into the overall MLN chain. 
We cannot select p anymore even it owns the largest counts in other positions 
again. Finally, the overall MLN chain is established and applied in all the 
groups. 
In the second approach, we imagine all the groups as a whole, i.e. one big 
collection. The neighborhood scanning process conducts on all the sequences 
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inside. It ends up with the true neighborhood relationships among different 
amino acids within the whole database. All the proteins are encoded with 
respect to this resultant MLN chain. 
Undoubtedly, both methods address the flexibility and adaptability prob-
lems. Even we slightly modify the database, say the insertion or deletion of one 
group or even one protein, the overall MLN encoding method may be changed 
accordingly. 
The above two schemes unify the MLN information in all the groups, so 
the structural information of each individual group cannot be maintained. 
The overall encoding scheme turns out to be the mixture of the structural 
properties from all the groups. Since the overall results on both suggested 
schemes are not as good as expected, it brings us further implication. The 
structural information of a protein group is an important factor to identify its 
function and characteristics correctly. 
7.3 Protein with Multiple Functions? 
Could a protein carry more than one function? It is a very critical question we 
have to ask because different answers lead us to different interpretations and 
conclusions on the experimental results. 
Many people expect that one protein should perform one major and unique 
function on its own. We, however, could analyze the possibilities of a protein 
carrying more than one function. 
Similar to a computer, it usually is not limited to one application only. 
On the other hand, proteins are nothing special but different arrangements of 
amino acids, which have different interpretations, i.e. functions. For a (long) 
protein sequence, it may consist of many parts or amino acid arrangements 
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that identify the characteristics of the protein (see Section 7.5 too). If differ-
ent proteins with different functions have the same key amino acids segments, 
these proteins are possible to have multiple functions. 
Indeed, domain experts have already asserted the possibility of the above 
hypothesis. They draw this conclusion by some experiments on some particular 
proteins. This finding provides us another view point to our problem and 
experimental results. It may be a very good reason to explain why the results 
on some queries are not so good or even worse than the other queries by a 
large amount, especially in the individual classification. 
For example, if a query protein carries multiple functions, its frequency 
spectrum will contain several characterized peaks that identify different func-
tional groups. For this case, the query spectrum can either have a very good or 
a very poor matching with each reference spectrum of these functional groups. 
In the former situation, each featured peak in the query spectrum generates a 
high correlation coefficient with the corresponding functional group easily. The 
query will then be classified to all these groups at the same time. Whereas, the 
query spectrum in the latter case should be too general (i.e. carrying many 
featured peaks of many groups) to get some very high correlation coefficients 
with all the reference spectrums. As a result, the query is simply excluded 
from all these groups. 
7.4 Discussion on Sequence Similarity 
Although the words, happy, glad and delighted have totally different spellings, 
they have similar meaning. For another example, the words but and bus have 
in different meanings, but their spellings are close to each other. 
The above examples are only the simple illustration in daily English, which 
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cannot be mapped to our problem directly. However, they give us a taste of 
our problem. These examples draw a very significant conclusion that similar 
spelling (alignment) does not necessary imply similar meaning (functionality). 
It is not 100% reliable to use the similarity in the spelling (alignment) solely 
to do the judgement and classification. 
On the other hand, we ought to use different metrics to evaluate or verify 
the proteins. It means that when we suspect the certainty of particular results, 
we may employ another evaluation tool for double checking. Besides, for some 
cases, the correlation coefficients cannot make the judgement alone, we need 
to use another measurement to classify the query. 
However, it is still reliable and acceptable to adopt the similarity measure-
ment as our primary evaluation method so far. Because we do not encounter 
above situations very often. 
7.5 Functional Blocks in Proteins 
For the English word apply, a set of words with small variations can be derived. 
They include applies, applied, applying, application, applicable, applicability, 
applicabilities and so on. They do not have exactly the same meaning, but 
they are similar and closely related. 
However, when we do the exact matching on these words, it is not necessary 
to yield a very high value of similarity between each other. Say, for the words 
apply and applies, there have only 4 character matching. It is even worse for 
the words apply and applicabilities. Although they have 4 matched characters, 
11 characters in there are not matched. As a result, the spellings and the 
similarity scores do not truly reflect the actual meaning. 
It points out a crucial observation that some key characters or parts, such 
as apply or appl may exist in these words. In our view, these key parts can 
be interpreted as the functional blocks, i.e. some arrangements of amino acids 
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that represent certain important function of a protein sequence. 
If it is a solid assumption, it could speed up our evaluation process. To de-
termine the function similarity between two proteins, we only need to examine 
these key physical functional blocks. Even these proteins have very different 
looking, if they match with some major functional blocks, we still assign a 
high similarity value to them. We are essentially putting some smaller weights 
on those unimportant parts or even neglecting them along the sequence. The 
problem is to identify these functional blocks. 
7.6 Issues in DSSP 
Database of Secondary Structure in Proteins (DSSP) is a well-established pro-
tein sequence database. It stores the primary and secondary sequences for 
each protein. It, however, does not guarantee all the data are correct, since 
some data come from prediction. 
Generally speaking, it is more difficult to get a secondary protein sequence 
than a primary one. The former can be obtained either from the projection 
of tertiary protein structure or by some actual experiments. The problem is, 
nowadays, known 3D protein structures are still scare. It is difficult to generate 
accurate secondary protein sequences. 
It is rather easy to obtain the protein sequences in their primary structures. 
Fortunately, secondary protein sequences can be predicted from their primary 
sequences. Although we cannot fully eliminate the possible information lost 
or distortions during the conversion. It is a feasible solution to solve the data 
insufficiency. 
Even for the primary protein sequence, we cannot guarantee 100% relia-
bility on the data. We are still able to find some mistakes throughout the 
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biological experiments no matter in the X-ray crystallography [10], [78] or the 
nuclear magnetic resonance [10], [21]. The errors may come from the experi-
ment's procedures, the careless of human beings and so on. 
Anyway, for the completeness, we should analyze the primary protein se-
quences as well. These experiments could be treated as the control experi-
ments, since their results can be used to verify and evaluate how good our 
systems is. 
7.7 Flexible Encoding 
First of all, due to the novelty of our encoding method, it is possible to encode 
all kinds of biological sequences. Unlike Resonant Recognition Model (RRM), 
our encoding scheme is not only limited to the primary protein sequences only, 
we can derive the MLN mapping for secondary protein sequences easily even 
without knowing physically properties, e.g. EIIP. It saves us efforts in figuring 
out the physical meanings inside the protein sequences by many time consum-
ing experiments or calculations. 
Our encoding method is flexible and adaptive to changes. Because we 
stress on the structural instead of the physically information in the protein 
sequences, the whole mapping scheme could be changed if necessary, say, when 
the experimental results are not good enough. 
7.8 Advantages over Dynamic Programming 
The troublesome gap insertion in the sequence alignment is the critical mo-
tivation to propose our algorithm. Therefore, we give up the analysis in the 
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original protein sequences and pay attention to their spectrums in the fre-
quency domain. 
DP cannot compare the spectrums in the frequency domain easily since the 
values in there are not discrete but continuous. It is very hard to construct 
a 2D matrix dedicated to this situation, unless, certain modifications are im-
posed. 
Our proposed approach is able to sum up the characteristics different pro-
teins. We, therefore, can generate a profile, with several featured frequency 
components, representing a particular group of proteins. 
In contrast, DP only deals with one protein and cannot process a group 
of proteins and establish a signature for the group immediately. Some extra 
manipulations have to be done in order to find out the profile of a group. 
7.9 Novel Research Direction 
Throughout our experiments, the secondary protein sequences are being tested. 
It is a pretty new research direct that is not the main attention of many re-
searchers. However, some tradeoffs are found as mentioned in Section 7.6. 
A novel group protein classification is implemented here. It introduces 
quite a new research direction to other researchers (please refer to Section 
4.5.3). Furthermore, we do find some applications (see Section 6.2) inside to 
justify the usefulness of our design. 
Even the idea does not look bad at all, we face a practical problem. By the 
domain experts, it is not quite common to find some groups of proteins with 
unknown function. If we can gather and group various proteins together, we 
may have already known some common characteristics among these sequences. 
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Some related issues and possible alternatives are addressed in Section 4.5.3. 
However, we may be able to use dendrogram to cluster a new set sequences 
for group classification. 
Chapter 8 
Future Works 
8.1 Improvement in Encoding Scheme 
Although the performance of our current encoding scheme is satisfactory, there 
are some rooms for improvements. There are some possible ways as shown be-
low. 
First of all, currently, each group has its own MLN encoding scheme. How-
ever, is it possible to devise a unique encoding scheme? Section 7.2 seems to 
discourage us to do so, but we should not give up at once. RRM sets up a 
good example to use a single physical parameter, EIIP, for encoding. 
Two possible alternatives mentioned in Section 7.2 do not work properly. 
Therefore, it is not sufficient and not the best approach to examine the struc-
tural information of the protein sequences only. We have to review our MLN 
encoding scheme and take more other information into consideration. For in-
stance, by putting different weights on different protein groups (say, heavier 
weights for larger groups) is one of the sensible ways. 
EIIP is only applicable to the primary protein sequences because the sec-
ondary protein sequences are the projections of the tertiary protein structures 
and there are no EIIP values. Nevertheless, rather than EIIP, could we get 
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some similar physical measurements to do the encoding? If so, we could easily 
unify our encoding scheme. 
In the value assignment, there are quite a lot of possibilities for explorations. 
Instead of the naive encoding scheme (from —x/2 to x/2 for x different sym-
bols), could we assign some real values for different symbols (like Section 7.1)? 
Could we define another or even a variable range for encoding? 
Finally, in the most extreme case, we could just do the random assignment 
to the amino acids on all the proteins. This is not a statistical approach, but 
it may provide another point of view of the results or even play an important 
role in the verification and the evaluation of our system. 
8.2 Analysis on Primary Protein Sequences 
For the completeness, we ought to carry out the experiments on the primary 
protein sequences as well. Primary sequences are the data with higher degree 
of the accuracy (refer to Chapter 1 and Section 7.6). Then, the experimental 
results could become more reliable than the case in the secondary sequences. 
Furthermore, these results could be used to verify and evaluate the correctness 
of the experimental results in secondary protein sequences, and to see if they 
could reach the same conclusion. In other words, we can know how good and 
robust of our system are. 
Nevertheless, there are some practical problems in conducting the experi-
ments on the primary protein sequences. One of the most critical issues is the 
encoding scheme. Since there are 20 different amino acids in the sequences, 
there are many ups and downs in the encoded sequences in time domain. Their 
corresponding frequency spectrums will have many fluctuations as well. This 
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observation may affect and bring down the classification quality. Probably, we 
have to devise another encoding scheme or modify the current one to suit the 
needs in ID protein sequences. 
8.3 In Between Spectrum Scaling 
According to the cross spectrum effect in Section 4.2.4, after the cross spectrum 
process, too few detectable information, namely, peaks, are left in the outcome 
spectrum. Using the rootN approach, some more peaks are re-generated in the 
outcome spectrum. Then, we can get much more useful information about the 
profile of the group. However, the rootN process may be recovering too much 
information, especially those unimportant peaks, burying much key informa-
tion inside. In this sense, an in between spectrum scaling may be a suitable 
choice. 
The in between scaling process is the spectrum building process between 
two extremes, i.e. between the normal and rootN cross spectrum scaling pro-
cesses. 
In our setting, we define the number of rounds, TV, by the number of proteins 
is being considered. If there are 6 proteins, we need to do 5 rounds of cross 
spectrum, and so we take ^ to form rootN spectrum. To use the in between 
scaling, we may simply pick up an arbitrary n (between 1 to TV exclusively) to 
take the root ( i .e .小 ^ and ^ in the example). 
As a result, the outcome spectrum will have an optimal scale. The key 
characteristics of the group do not turn out to be too apparent, but much 
more information are conserved and become detectable than the rootN case. 
In between scale may contain maximum amount of information of the profile 
or the properties of the group. 
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Of course, instead of choosing a n arbitrary, we may have some other meth-
ods to choose the value of n. We can optimize n through training examples. 
8.4 Improvement in Hybridization 
The hybridization of traditional sequence alignment and our novel frequency 
technique gives us some disappointed performance (please refer to Section 
5.5.4). However, we should not give up easily. Instead, there is great po-
tential to further develop the hybridization approach. 
There is much room for improvements, but the most critical issue is to find 
out an appropriate way of picking the reference sequence after the alignment. 
It is not necessary to choose the consensus sequence as the reference. 
Meanwhile, if the artificial symbol, gap, is endowed with a good interpre-
tation, we could do the suitable encoding on it. Perhaps, we are even able to 
discover the physical meaning for the gaps. 
If we put extra efforts in studying the sequences of a group in advance, shall 
we treat the gaps in the in between way? It means that we may delete or keep 
the gaps in some occasions, but not removing or keeping them completely. 
8.5 Fuzzy Threshold Boundaries 
Basically, after setting a threshold for classification, a very strict requirement 
is set up as well. A query is included or excluded even when its similarity score 
is a little bit higher or a bit lower than the predefined threshold. Then, the 
classification way not be so sensible. 
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If we introduce the fuzzy concept in tuning the thresholds, then, the re-
quirement is relax and probably some better classification performance will be 
achieved. 
Thresholds are not clear cut in the fuzzified approach. Besides the sim-
ilarity score, we may use the certainty factor to tell the confidence in the 
classification. Hopefully, we could handle the boundary cases of the thresholds 
better in future. 
8.6 Optimal Parameters Setting 
There are many parameters settings throughout our experiments, namely, the 
value of the Ncs, the number of the RCS [NRCS), the ratio setting of different 
data sets (70% and 30% for the training and the testing data sets respectively), 
the number of random data sets, the selection of random seeds (i.e. random-
ization methods) and so on. 
Actually, these parameters are related to to the classification directly. Any 
changes on them will produce different results and classification performances. 
It is very difficult to judge what is the best setting of these parameters. So far, 
our setting is on the trial-and-error basis by carrying out many experiments 
on different parameters' settings. It is not a practical and effective approach 
and it is too time consuming as we have no clear directions for tuning the 
parameters. 
In the ideal situation, it is better to have some statistical supports to tell 
what setting of the parameters is best. We should try to set the values through 
some statistical processes or proofs, such as the Chi-square testing. However, 
it is not easy to do since we do require to formulate our problem very well in 
advance. 
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A better solution is to use some optimization algorithms, like genetic al-
gorithm (GA) [51]. GA is a stochastic search and optimization algorithm. It 
borrows the evolutionary principles to search for the solution. In brief, it tries 
to explore the solution landscape and find out the optimal solution. If we could 
formulate our problem properly, GA will give us a big hand in finding out the 
correct setting for different parameters. 
8.7 Generalization Tool 
In our original design, we do want to replace of the traditional sequence align-
ment (see Section 3.2). Fortunately, the overall performance of our approach is 
quite satisfactory. In this sense, our algorithm is a problem specific or problem 
dependent approach. Is it possible to generalize our approach to solve different 
types of problems? 
Our algorithm has the potential to do so indeed. To formulate our problem 
and encode the protein sequences are the core to our algorithm. We investi-
gate the structural properties in the sequences and derive the MLN encoding 
scheme. It means that if we are able to propose a reasonable way to encode 
the data in other problems, our system will be applicable to solve them. 
There is no free lunch in this world. The specialization is conflicting with 
the generalization. If we try to increase the degree of the generalization, the 
degree of the specialization will be decreased. In conclusion, if the algorithm 
is capable of solving some more problems, it is not quite possible to get some 
very good performances in these specific problems. 
Chapter 9 
Conclusion 
Based on the Resonant Recognition Model (RRM), we have proposed our novel 
algorithm to solve the protein matching and classification problem. Unlike the 
original RRM, we have stressed on the structural characteristics (MLN) of the 
secondary protein sequences. We have encoded and converted the sequences 
into their corresponding frequency spectrums by the Fourier transform. After 
the cross spectrum and rootN processes, all essential components including 
the reference threshold and the reference spectrum for the reference group, 
and the testing query spectrum for both group and individual classifications 
have been obtained. 
For a set of query spectrums, we have offered the group classification in a 
less complexity and achieved at least 90% successful rate. For the individual 
classification, the average successful rate in correctly classifying an individual 
query spectrum has been about 75%. 
After the discovery of some multi-functional protein groups, suitable clus-
tering has been imposed accordingly to separate each important characteristic 
into a cluster and enhance the classification performance. We have signifi-
cantly increased the accuracy of our individual classification to near 85% on 
average. 
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We have analyzed the protein sequences in the frequency domain, which can 
avoid the clumsy traditional alignment in the original protein sequences suc-
cessfully. We have investigated the secondary protein sequences and explored 
the possibility of doing the group classification, which are not the general con-
cern in other literatures. 
We have conducted the comprehensive experiments on both group and 
individual queries. We have offered pretty satisfactory performance but with 
less computational complexity. In conclusion, we have designed a promising 
approach that worths further development and exploration. 
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A. l Introduction 
By the definition [56], [60], [83], given a function x, the Fourier transform X 
stated in Equation A.l is returned. Equation A.2 is the inverse process of 
Equation A.l. Therefore, the Fourier transform is reversible. 
糊 二 f > ( 加 r ) ( " (A.l) 
眷达眷-N。-綱 (A.2) 
k二1 
where 二 e x p l is an N仇 root of unity and N is the length of 
X and X. 
As the digital computer needs to sample the function in the time domain 
discretely, therefore, the discrete Fourier transform (DTF) [68] is commonly 
used to approximate the Fourier transform [86]. Since doing the DTF is com-
putational expensive, the fast Fourier transform (FFT) [16]，[29] is then per-
formed. It is a more economical way to compute the Fourier transform [56], 
.83]. In MATLAB, we can use fftQ [60] to generate the vector of the discrete 
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Fourier transform. For example, assume y 二 fft(x), where x is the input 
signal of / / t ( ) , then, y becomes the output vector of DFT in MATLAB. 
There are two sufficient conditions on the input function f{x) [56] to ensure 
the existence of the Fourier transform, they include: 
1. f{x) should be piecewise continuous on every finite interval. 
2. f{x) have to be absolutely integrable on the x-axis. — 
Generally speaking, the input function should be periodic if it is going to 
perform the Fourier transform. However, for an aperiodic function, f{t) (see 
Fig. A.l) [83], it can still become periodic by undergoing many duplication 
processes, i.e. copying and pasting, on the same function f{t) in its left and 
right towards both - o o and +oo respectively. A new periodic function frit) 
as shown in Fig. A.2, with each cycle T, is then constructed. 
/ ( D 
A r e a = A 
I,., I",IIIII|.-„,.,.i„,n,,.,.-ij |Hr\ , j � .I l l I ' ' l l II I I 厂 
0 
Figure A.l: Aperiodic Function 
/r(0 
Area = A 
•zAyLJkir 
4 J丨、0 T“ T 
lim / ; (/) = / ( / ) 
Figure A.2: Periodic Function 
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A.2 Example 
The Fourier transform (Equation A.l) converts the waveform from the time 
domain to the spectrum in the frequency domain. On the other hand, the 
inverse Fourier transform (Equation A.2) is the process of converting the fre-
quency spectrum in the frequency domain to the waveform in the time domain. 
An example is shown in Fig. A.3 [83 . 
/ � / \ 
A unit gate function Its spectral density graph 
Figure A.3: Conversion between the Time and Frequency Domain 
The definition of the input function, rect(t), is expressed as follows. 
F 
1 _ i < T < i 
/ ⑷二 2 人 2 (A.3) 
I 0 otherwise 
The definition of the output function 5a(cj), i.e. F(cj), is shown below. 
i^M 二圳I) 二 sm 缓 （A.4) 
Since F(cj) is the Fourier transform of / � ’ it, essentially, describes all the 
frequency components in the input waveform, /(力）• 
A.3 Physical Meaning of Fourier Transform 
In another point of view, the Fourier transform expresses the superposition 
of sinusoidal oscillations in all frequencies by setting different values of the 
parameter nt in Equation A.5 [83 • 
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/、 . ^ , 2nt7r „ . 2nt7T 
S ⑴ = A o + ^ A n cos + SIH (A.5) 
n=l n=l 
In Equation A.5, s(t) is a periodic function with the fundamental frequency 
To, which is the summations of the sine and cosine waveforms with different 
frequencies. 
In conclusion, we are able to transform all the continuous functions into 
their spectrums in the frequency domain since all the aperiodic functions can 
become periodic by some simple modifications (see Fig. A.l and A.2). 
On the other hand, after the Fourier transform, we are, basically, investi-
gating the frequency compositions of a given function (time signal). No matter 
how complicated the function in the time domain is, we are still able to do 
the transformation. The reason is all the desirable shapes in the time domain 
could be constructed by the additions of different sine and cosine waveforms. 
We, consequently, could make use of the frequency compositions of different 
spectrums to conduct the comparison and analysis. 
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