The algebraic theory of variable-length codes was initiated by Schützenberger in the 1950s. Almost all the subsequently stated results in this theory are constructive and therefore lead to algorithms. However, there are some basic problems that are still open. For instance, we still do not know how to decide whether a finite code can be embedded in a finite maximal one. We answer this question under additional hypotheses. Precisely, let A be a finite alphabet with a ∈ A, let X ⊆ a * (A \ a)a * . Let n ∈ N , let Ω(n) be the number of factors in the prime factorization of n. We give an algorithm to decide whether there exists n, with Ω(n) 2, and a finite maximal code C which is also factorizing such that X ∪ a n ⊆ C. We recall that a factorizing code is a finite maximal code which satisfies the factorization conjecture, proposed by Schützenberger. The above-mentioned statement is a consequence of another result proved in this paper. Namely, given a factorizing code C, it is known that the words in C 1 = C ∩ a * (A \ a)a * satisfy a property P defined by using factorizations of cyclic groups. In this paper we give an algorithm to decide whether a set X ⊆ a * (A \ a)a * can be embedded in a set C 1 satisfying P. Furthermore, we prove that, conversely, for each set C 1 satisfying P, under additional hypotheses, there exists a factorizing code C such that C 1 = C ∩ a * (A \ a)a * and, as a consequence, C 1 is a code. In this case, C can be constructed starting with prefix/suffix codes and by using two types of operations on codes (composition and substitution). The additional required hypotheses concern the structure of the factorizations involved and are always satisfied when, for each b ∈ A \ a, we have |C 1 ∩ a * ba * | = n, with Ω(n) 2. In addition, we prove that there exist sets C 1 which satisfy P and which are not codes.
Introduction
The origin of the theory of (uniquely decipherable) codes can be found in the early works of Shannon in the 1950s and an algebraic theory of codes was later initiated by Schützenberger, using noncommutative algebra as a tool for studying them [34] . This paper follows Schützen-berger's approach according to which a variable-length code C is the base of a free submonoid of A * [2, 34] .
The theory of codes has been extensively developed since the 1950s and significant results have been stated [2, 4, 10] . Strong properties have been proved for maximal codes (i.e., codes not contained in any other code) which have been introduced, like the others, in connection with the original framework of the theory. Furthermore, almost all the results in the theory are constructive and therefore lead to algorithms. Nevertheless, the structure of codes (and particularly of maximal codes) has not been thoroughly investigated. Also, there are some basic problems in this theory that are still open [2, 3] . For instance, given a finite set C of words, we can decide whether C is a code, but the algorithms that do this give no structural description of the words in C. Furthermore, given a code, we do not know how to test whether this code can be embedded in a finite maximal one even if it consists of only a few words. We do not even know whether this property is decidable [27, 29] .
On the other hand, one of the most important unsolved problems in the theory is known as the factorization conjecture and was proposed by Schützenberger: given a finite maximal code C, there would be finite subsets P , S of A * such that C − 1 = P (A − 1)S, with X denoting the characteristic polynomial of X [2, 4, 10] . Any code C which satisfies the above equality is finite, maximal, and is called a factorizing code. For example, finite prefix maximal codes are factorizing [2] . Partial results are known and recalled in Section 2. The most impressive among them is by Reutenauer and proves that the above-mentioned equality holds for a finite maximal code with P , S polynomials with integer coefficients [31, 32] .
The material presented in this paper fits into this framework and all the results proved here are also connected to a special class of factorizations of the cyclic group Z n , which was introduced by Hajós in the 1950s in a completely different framework [21] . We recall that a pair (R, T ) of subsets of N is a factorization of Z n if for each z ∈ {0, . . . , n − 1} there exists a unique pair (r, t), with r ∈ R and t ∈ T , such that r + t = z (mod n). The general structure of the pairs (R, T ) is still unknown but two simple families of these pairs can be recursively constructed: Krasner factorizations and Hajós factorizations (see Section 2 for precise definitions). The latter seem to play a crucial role in the description of the structure of factorizing codes (see [12] [13] [14] [15] 17] ).
Let us briefly discuss the main results in this paper. A known result states that each set C 1 = {a r ba t | r ∈ R, t ∈ T , (R, T ) Hajós factorization of Z n } is contained in a finite maximal code over a two-letter alphabet {a, b} [25] . Let A be an alphabet of any size, let a ∈ A. Another known result states that, for each b ∈ A \ a, the words in a set C 1,b such that C 1,b = C ∩ a * ba * for a factorizing code C ⊆ A * can be arranged over a matrix C 1,b = (a r p,q ba v p,q ) 1 p m,1 q such that for each row R p = {r p,q | q ∈ {1, . . . , }} and each column T q = {v p,q | p ∈ {1, . . . , m}} in this matrix, (R p , T q ) is a Hajós factorization of Z n [15] . This property has been enhanced via the more restrictive notion of a good arrangement, given in [17] . Intuitively, C 1 has a good arrangement if C 1 = b∈A\a C 1,b , where C 1,b has an arrangement as above which in addition, can be recursively constructed according to a (recursive) construction of the Hajós factorizations of Z n (see Definition 3.3) .
In this paper we prove that, under additional hypotheses, for each set C 1 having a good arrangement, there exists a factorizing code C such that C 1 = C ∩ a * (A \ a)a * and as a consequence C 1 is a code (Propositions 5.1, 7.1). The additional required hypotheses concern the structure of the factorizations involved and, in particular, these hypotheses are always satisfied when for each b ∈ A \ a, |C 1,b | = n with Ω(n) 2, Ω(n) being the number of factors in the prime factorization of n. In this case, C 1 belongs to a class F 1 (I, J ) of polynomials introduced in [18] . So, as proved in [18] , C can be constructed starting with prefix/suffix codes and by using two types of operations on codes (composition and substitution).
Thus, for a factorizing code C with a n ∈ C and Ω(n) 2, C 1 = C ∩ a * (A \ a)a * if and only if C 1 has a good arrangement (Corollaries 5.1, 7.1). Despite this result, we prove that there exist sets C 1 having a good arrangement and which are not codes (Proposition 4.1).
Finally, we give an algorithm to decide whether a set can be embedded in a set having a good arrangement (Proposition 6.5). The mentioned algorithm is not practical to use but it is of theoretical interest. Indeed, as a consequence, we can show that it is decidable whether, for X ⊆ a * (A \ a)a * , there exists n ∈ N with Ω(n) 2 and a factorizing code C such that X ∪ a n ⊆ C (Propositions 6.6, 7.2).
For a better readability of the text, all these results have been proved for a two-letter alphabet but at the end of this paper we extend them to alphabets of a larger size. This paper is organized as follows: Section 2 contains all the basic definitions and results concerning codes and factorizations of cyclic groups, whereas the notion of a good arrangement is recalled in Section 3. In Section 4, we show that sets having a good arrangement exist which are not codes, whereas in Section 5 we prove the above-mentioned result on sets having a good arrangement and contained in a factorizing code. Decision problems are investigated in Section 6. Finally, in Section 7 we briefly discuss the case of alphabets of size greater than two.
Basics
This section contains all the basic definitions and results concerning codes and factorizations of cyclic groups which will be used later on. We begin with the main problem which is behind the investigation that we have carried out, namely the factorization conjecture, and all the basics on codes (Section 2.1). Therefore we recall all known results and definitions on the factorizations of cyclic groups (Section 2.2). We end this section with a special known equation related to factorizing codes (Section 2.3).
Codes and the factorization conjecture
Let A * be the free monoid generated by a finite alphabet A and let A + = A * \ 1 where 1 is the empty word. For a word w ∈ A * and a letter a ∈ A, we denote by |w| the length of w and by |w| a the number of the occurrences of a's in w. When |w| a = r, we will say that w has r a's. The same notation |X|, when referred to X ⊆ A * , means the cardinality of X. The reversal of a word w = a 1 . . . a n , a i ∈ A, is the word w ∼ = a n . . . a 1 and we set X ∼ = {w ∼ | w ∈ X}. Furthermore, in connection with Boolean and rational operations, we shall identify a word w with the language {w}.
A code C is a subset of A * such that, for all c 1 , . . . , c h , c 1 , . . . , c k ∈ C, we have:
A set C ⊆ A + such that C ∩ CA + = ∅ is a prefix code. C is a suffix code if C ∼ is a prefix code and C is a biprefix code when C is both a suffix and a prefix code. A code C is a maximal code over A if for each code C over A such that C ⊆ C we have C = C . As one of Schützenberger's basic theorems shows, a finite code C is maximal if and only if C is complete, that is C * ∩ A * wA * = ∅, for all w ∈ A * [2] . If C , C are codes with C being maximal and C ⊆ C then C is called a completion of C . If, in addition, C is finite, then C is a finite completion of C .
Denote Z A (respectively N A ) the semiring of the polynomials with noncommutative variables in A and integer (respectively nonnegative integer) coefficients. A finite subset X of A * will be identified with its characteristic polynomial: X = x∈X x. Henceforth we will use a capital letter to refer to a set and to its characteristic polynomial. For a polynomial P and a word w ∈ A * , (P , w) denotes the coefficient of w in P and we set supp(P ) = {w ∈ A * | (P , w) = 0}. When we write P 0, we mean P ∈ N A . Conjecture 2.1, given in a weaker form in [28] , is among the most difficult and still unsolved problems in the theory of codes. This conjecture was formulated by Schützenberger and, as far as we know, it does not appear explicitly in any of his papers. It was quoted as the factorization conjecture in [26] for the first time and then also reported in [2, 4, 10] .
Conjecture 2.1. ([35])
Given a finite maximal code C, there are finite subsets P , S of A * such that:
Each pair (P , S), with P , S finite subsets of A * and such that Eq. (1) holds, will be called a factorizing pair for C. Each code C verifying the previous conjecture is finite, maximal and is called a factorizing code. If C , C are codes with C being factorizing and C ⊆ C then C is called a factorizing completion of C .
Finite maximal prefix codes are the simplest examples of factorizing codes. Indeed, C is a finite maximal prefix code if and only if C = P (A − 1) + 1 for a finite subset P of A * [2] . In the previous relation, P is the set of the proper prefixes of the words in C. More interesting constructions of factorizing codes can be found in [6, 7] and the result which is closest to a solution of the conjecture was obtained by Reutenauer [4, 31, 32] . He proved that if we allow that P , S ∈ Z A , then Eq. (1) holds for each finite maximal code C.
Other results prove the conjecture for special classes of finite maximal codes. More precisely, given m ∈ N , an m-code C is a finite maximal code over {a, b} such that each word in C has at most m occurrences of the letter b. If m is less than or equal to three then C is factorizing [13, 20, 29] . Furthermore, C is also factorizing if b m ∈ C and m is a prime number or m = 4 [36] .
In this paper we will consider a two-letter alphabet A = {a, b} except for Remark 5.2 and Section 7, where A will be a nonempty alphabet of any size. We will also use the following notation: for P ∈ Z A and g ∈ N , we denote P g polynomials such that for all w ∈ supp(P g ) we have |w| b = g and P = P 0 + · · · + P h . Furthermore, given Z ⊆ a * ba * and n ∈ N , we set
Finally, as we have already said, we will exhibit a factorizing completion for a special class of polynomials (Propositions 5.1, 7.1). In addition, this completion can be constructed by using two operations on codes: composition and substitution. Let us briefly recall their definitions.
Let D ⊆ B * , C ⊆ A * be two codes such that each letter b ∈ B is a factor of at least one word in D and with |B| = |C |. Let ϕ : B * → (C ) * be an isomorphism that extends a bijection from B onto C . Then, the set C = ϕ(D) = D C is a code over A and we say that C is obtained by composition of D and C [2] . A code C ⊆ A + is indecomposable if, whenever C = D C then either C = A or D = B, otherwise C decomposes or is decomposable (over C ). The class of factorizing codes was shown to be closed under composition and specific relations exist between factorizing pairs for D and C and a factorizing pair for C ( [6] ; see also [5, 8, 9, 11] for further results). The same class of factorizing codes is also closed under another operation which was first considered for finite prefix maximal codes in [2] and subsequently defined for factorizing codes in [1] as follows. Given factorizing codes C = P (A − 1)S + 1, C = P (A − 1)S + 1 and w ∈ C , C = (P + wP )(A − 1)S + 1 is showed to be a factorizing code in [1] . C is named a substitution of C and C by means of w. Furthermore, the result C ∼ of the obvious dual operation working on (C ) ∼ , (C ) ∼ and w ∼ will once again be a factorizing code since the class of factorizing codes is closed under the operation ∼. More generally, the result of a finite number of applications of such an operation, or of its dual version will once again be called "substitution." Some results are known on substitution [16] . However, as shown in [19] , composition and substitution are not powerful enough to generate all factorizing codes, i.e., factorizing codes exist which cannot be obtained by using composition and substitution starting with simpler codes. An example of one of these codes is given in the same paper [19] .
Krasner and Hajós factorizations
In [21] , Hajós gave a method, slightly corrected later by Sands in [33] , for the construction of a class of factorizations of an abelian group (G, +) which are of special interest in the construction of factorizing codes and especially in the proof of our results. As in [14] , we describe this method for the cyclic group Z n of order n (Definition 2.1). The corresponding factorizations will be named Hajós factorizations.
For subsets S = {s 1 , . . . , s q }, T of Z n , we define S • T as the family of subsets of Z n having the form {s i + t i | i ∈ {1, . . . , q}}, where {t 1 , . . . , t q } is any multiset of elements of T having the same cardinality as S. Furthermore, it is convenient to translate the definitions in a polynomial form. For a polynomial in N a , the notation a H = n∈N (H, n)a n will be used with H ∈ N 1 , i.e., with H being a finite multiset of nonnegative integers. 
Finally, let X 1 , X 2 ⊆ N , let n ∈ N . The equation X 1 = X 2 (mod n) means that for each x 1 ∈ X 1 a unique x 2 ∈ X 2 exists with x 1 = x 2 (mod n) and for each x 2 ∈ X 2 a unique x 1 ∈ X 1 exists with x 1 = x 2 (mod n). 
such that:
Furthermore we have R, T ⊆ {0, . . . , n − 1}.
A recursive construction of Hajós factorizations of Z n , which will be frequently used in this paper, was first given in [25] as a direct result, then it was proved in [19] for the sake of completeness, and now it is illustrated in Proposition 2.1. 
, where (R 1 , T 1 ) satisfies one of the two following conditions.
(1) There exists t ∈ {0, . . . , n − 1} such that R 1 = {0, . . . , n − 1} and (1) , T (1) ) being a Hajós factorization of Z h , g, h ∈ N , n = gh, R (1) , T (1) ⊆ {0, . . . , h − 1}. The chain of divisors defining (R (1) , T (1) )
The simplest example of Hajós factorizations is given by Krasner pairs. They can be defined as follows. Given the chain of divisors of n in Eq. (2), let us consider the two polynomials a I and a J defined by:
The two polynomials above were considered by Krasner and Ranulac in [23] , where they proved that a pair (I, J ) satisfies Eqs. (5) if and only if (I, J ) satisfies the following property: for any z ∈ {0, . . . , n − 1} there exists a unique (i, j ), with i ∈ I and j ∈ J , such that i
Notice that, since Krasner pairs are also Hajós factorizations, they can be recursively constructed by using Proposition 2.1. A stronger relationship between Hajós factorizations and Krasner pairs is reported in Theorem 2.1 below and makes some equations between polynomials in N a intervene. 
Theorem 2.1 points out that for each Hajós factorization (R, T ), we can associate a Krasner factorization (I, J ) with (R, T ).
In [25] , (I, J ) is called a Krasner companion factorization of (R, T ) and in [19] the author proved that all the Krasner companion factorizations of a given Hajós factorization (R, T ) can be easily constructed starting with all the chains of divisors of n defining (R, T ). Finally, looking at Definition 2.1, we see that for a Hajós factorization (R, T ) of Z n , we have R, T ⊆ {0, . . . , n − 1}. Therefore, in the next part of this paper, for R, T ⊆ N , we will say that (R, T ) is a Hajós factorization of Z n if (R (n) , T (n) ) satisfies the conditions in Definition 2.1 where, for a subset X of N and n ∈ N , we denote X (n) = {x | 0 x n − 1, ∃x ∈ X, x = x (mod n)}. In the sequel Ω(n) will denote the number of factors in the prime factorization of n [22] .
A special equation
In the next part of this section we will focus our attention on Eq. (6) in the definition below. The connection with a factorizing code C is as follows. Let (P , S) be a factorizing pair for C, let
Then, as a direct result, there exists n ∈ N such that C 1 satisfies Eq. (6) and P 0 = a I , S 0 = a J .
Definition 2.2.
Let n ∈ N , let (I, J ) be a Krasner factorization of Z n . If I , J , L i , M j are finite subsets of N such that:
Good arrangements
In this section, we recall the notion of good arrangement of C 1 ⊆ a * ba * and matrices with entries in A * or in N will be considered. Given a matrix A = (a p,q ) 1 p m,1 q with entries in N and an integer n, n 2, we denote
An arrangement of X, with X ⊆ A * (respectively X ⊆ N ), will be an arrangement of the elements of X in a matrix (a i p,q ba j p,q ) 1 p m,1 q with entries in A * (respectively N ) and size |X|. 
p . In the first case, we set D = g−1 k=0 (kh + D (1) ). In the second case, D is obtained by taking D (1) and then substituting in it each r (1) p,q ∈ R (1) p with the corresponding r (1) We end this section with an observation which will be used later on. Given an arrangement of C 1 and a Krasner pair (I, J ), in order to decide whether this arrangement is a good arrangement (having (I, J ) as a Krasner associated pair), we should make use of Definition 3.3 and, in turn, of Definition 3.1. Indeed, we have to prove that the induced arrangements of the rows and of the columns of C 1 are good. Thus, we consider the intermediate Krasner pairs in the recursive definition of (I, J ) and, correspondingly with each of them, if C 1 is a good arrangement, we can construct matrices of increasing size which satisfy Definition 3.1. Then, the number of steps in this construction corresponds to the number of intermediate Krasner pairs and the induced arrangements of the rows and of the columns of C 1 will be the matrices obtained in the last step. This argument will be used in the proof of Proposition 4.1.
A counterexample
Proposition 4.1. The set: 
(b).
We now prove that the matrix A in Eq. (7) 
Step 4) (I, J ) = {0, 2, 4, 12, 14, 16}, {0, 1, 6, 7} .
(Step 1) I 0 = {0}, J 0 = {0, 1}. It is easy to see that ({0}, {0, 1}) and ({0}, {0, 3}) are Hajós factorizations of Z 2 having ({0}, {0, 1}) as a Krasner companion factorization. Thus, consider the matrices:
According to condition (2) in Definition 3.1, R 0 (respectively T 0 ) is a good arrangement of 4 p=1 R p,0 (respectively 6 q=1 T q,0 ) with respect to the rows (respectively columns), where (2) and in view of condition 1) in Definition 3.1, T 0 is also a good arrangement of 6 q=1 T q,0 with respect to the columns, where (2) in Proposition 2.1 is satisfied with h = 2 and g = 3. Let us consider the matrices defined below: 
1 ) (union with respect to the rows), in view of condition (3) Looking at Proposition 3.1, we can see that for a characterization of the subsets C 1 = C ∩ a * ba * of factorizing codes C, we should require that C 1 ∈ G 1 . Furthermore, in view of Proposition 4.1, we see that additional hypotheses are necessary. A particular case will be considered in the section that follows.
A positive answer
In this section, we prove that good arrangements constructed by means of short chains of divisors correspond to codes having factorizing completions. In particular, for a subset C 1 of a * ba * with |C 1 | = n and Ω(n) 2, there exists a factorizing code C such that C 1 = C ∩ a * ba * if and only if C 1 ∈ G 1 (Corollary 5.1).
Remark 5.1. In [18] , the author introduced a class of special solutions to Eq. (6) and the class F 1 of the corresponding results C 1 . The main result in [18] proves that C 1 has a factorizing completion C satisfying the same requirements as in Proposition 5.1 below. As a matter of fact, the second part of the proof of Proposition 5.1 shows that under the hypotheses of Proposition 5.1, C 1 ∈ F 1 . In addition, for the sake of completeness, in this proof the factorizing completion C is also explicitly constructed. 
Furthermore, there exist factorizing codes C, C such that C ∩a * ba * = C (mod n) 1
, C ∩a * ba * = C 1 , and a n ∈ C ∩ C . Finally, C, C can be obtained by composition and substitution, starting with prefix/suffix codes.
Proof. Assume that C 1 has a good arrangement with (I, J ) as a Krasner associated pair. Then, by Definitions 3.1, 3.3, C (mod n) 1 also has a good arrangement and we have: (9) where {C 1,k | k ∈ {0, . . . , g − 1}} is a set of good arrangements, all having the same induced arrangement of the columns and all having the pair (I, J 0 ) as a Krasner associated pair, J 0 = {0}. Furthermore, there should exist a good arrangement C 1,k , with (I, J 0 ) as a Krasner associated pair,
, such that C 1,k is obtained by taking C 1,k and then substituting in it each a i ba j with a i+λ i,k h ba j , λ i,k ∈ {0, 1, . . . , g − 1}. Once again by Definition 3.3 we can see that, for i ∈ {0, 1, . . . , h − 1}, there exist t i ∈ {0, 1, . . . , h − 1} such that:
So, for i ∈ {0, 1, . . . , h − 1}, k ∈ {0, 1, . . . , g − 1}, there exist λ i,k ∈ {0, 1, . . . , g − 1} such that:
Therefore, when we substitute in Eq. (9) each C 1,k with the expression on the right side in Eq. (11), we obtain Eq. (8) .
In order to prove the second part of the statement, firstly we exhibit a factorizing code C such that a n ∈ C and C ∩ a * ba * = C (mod n) 1 . Indeed, let A = {a, b} and let us consider X 1 ∪ a h , where X 1 satisfies Eq. (10). Since X 1 ∪ a h is a prefix set, we already know that D = P (A − 1) + 1 is a factorizing code, where P is the set of the proper prefixes of the words in X 1 ∪ a h (see Section 2.1), i.e.:
In addition, it is easy to see that we have D ∩ a * = P 0 (a − 1) + 1 = a h , D ∩ a * ba * = P 0 b + P 1 (a − 1) = X 1 . Consider now C 1,k , where C 1,k satisfies Eq. (11). For each k ∈ {0, 1, . . . , g − 1}, set:
Observe that for λ i,k = 0, the term a {0,...,λ i,k −1}h+i ba t i vanishes in the above sum since, as we know, a {0,...,λ i,k −1}h+i ba t i = a ∅ ba t i = 0. We also notice that C k ∩ a * = P 0 (a − 1) + 1 = a h and
It is easy to see that C k is obtained by substitution, starting with D and so C k is a factorizing code. As a matter of fact, here we consider iterated applications of the substitution operation, starting with D, by means of each word in {a {0,...,λ i,k −1}h+i ba t i | i ∈ {0, . . . , h − 1}, λ i,k > 0}. Precisely, let us consider the polynomials D i,j , S i,j , 0 i h − 1, 0 j λ i,k , recursively defined by the relations: S k a kh ,
We claim that C is obtained by iterated applications of the substitution operation, starting with C k and so C is a factorizing code. Indeed, C 0 = P (A − 1)S 0 + 1 and C 1 = P (A − 1)S 1 + 1 are factorizing codes such that a h ∈ C 0 . Then, C 1 = P (A − 1)(S 0 + S 1 a h ) + 1 is a factorizing code such that a 2h ∈ C 1 and, by induction,
Obviously, C g−1 = C. Therefore, we have:
So, C is a factorizing completion of C (mod n) 1 satisfying the conditions in the statement. In order to complete the proof, let C 1 = {a r+μ r n ba t+η t n | a r ba t ∈ C (mod n) 1 }. Thus, by using the same argument as for C k , we can prove that C , C defined by: are factorizing codes, since they are obtained by substitution starting with C and C respectively. Finally, we have:
So, C is a factorizing completion of C 1 satisfying the conditions in the statement. 2
Remark 5.2. Let C be a finite maximal code over A, let a ∈ A, let n ∈ N . Then, for each b ∈ A \ a, we have a n ∈ C if and only if |C ∩ a * ba * | = n (see Exercise VIII.6.3 in [2] ). (1) There exists a factorizing code C such that 
A decision problem
As we have already mentioned in Section 1, it is not know whether we can decide that a finite code X can be embedded in a finite maximal code C. Very few results are known when no additional hypotheses on X (and C) are given (see [24, 29, 30] ). We now prove that given X ⊆ a * ba * we can decide whether n exists, with Ω(n) 2, and a factorizing code C also exists such that X ⊆ C, a n ∈ C.
Proposition 5.1 and Corollary 5.1 are needed to prove this result. This is why we first investigate how to decide whether a pair of subsets of N can be embedded in a Hajós factorization. As a matter of fact, this section is organized as follows.
(1) In Section 6.1, we show that given P , Q ⊆ N , we can decide whether there exists n ∈ N (respectively n ∈ N , with Ω(n) 2) and a Hajós factorization (R, T ) of Z n such that P ⊆ R, Q ⊆ T . We can also construct all n's and (R, T )'s satisfying this condition. (2) In Section 6.2, we show that, given X ⊆ a * ba * , we can decide whether there exist n ∈ N (respectively n ∈ N , with Ω(n) 2) and a subset C 1 of a * ba * such that C 1 has a good arrangement with a Krasner factorization (I, J ) of Z n as an associated pair and X ⊆ C 1 .
In view of Corollary 5.1, the last result states that we can decide whether X ⊆ a * ba * can be embedded in a factorizing code C with a n ∈ C, Ω(n) 2, and this observation will be explicitly made in Proposition 6.6.
We now briefly discuss, for given P , Q ⊆ N and n ∈ N , how to decide whether there exists a Hajós factorization (R, T ) of Z n such that P ⊆ R, Q ⊆ T . Indeed, given n ∈ N , there exists a finite number of chains of positive distinct divisors of n and each of these chains defines a finite number of Hajós factorizations (R, T ) of Z n with R, T ⊆ {0, . . . , n − 1}. Thus, we check whether one of these factorizations (R, T ) is such that
Analogously, given X ⊆ a * ba * and n ∈ N , we can decide whether there exists a subset C 1 of a * ba * such that C 1 has a good arrangement with a Krasner factorization (I, J ) of Z n as an associated pair and X ⊆ C 1 . Indeed, there exists a finite number of arrangements of the elements of X over a matrix containing empty entries also, and whose size is bounded by h × k, with h|n, k|n. Considering the above arguments, we can decide whether we can fill in the entries for one of these arrangements in a way that the obtained matrix is a good arrangement.
Embedding in a Hajós factorization of Z n
In order to solve the more general questions we previously mentioned, we give a definition and we recall the recursive construction of the Hajós factorizations (R, T ) of Z n given in [14] .
Definition 6.1. Let P , Q ⊆ N . We say that (R, T ) is an n-Hajós completion of (P , Q) if (R, T ) is a Hajós factorization of Z n such that P ⊆ R and Q ⊆ T . We say that (R, T ) is a Hajós completion of (P , Q) if there exists n ∈ N such that (R, T ) is an n-Hajós completion of (P , Q).
Remark 6.1. We notice that if (P , Q) has an n-Hajós completion, then n max {|P |, |Q|}. 
. , n − 1} (mod n). (R, T ) is a Hajós factorization of Z n , with respect to the trivial chain 1|n of divisors of n. (2) (R, T ) is a Hajós factorization of Z n , with respect to the chain of positive distinct divisors
of n:
if there exists p ∈ {0, . . . , k 1 − 1} such that we have
is a Hajós factorization of Z n/k 1 with respect to the chain of positive distinct divisors of n/k 1 :
The algorithm below is based on the above-mentioned recursive construction of the Hajós factorizations of Z n and allows us to decide whether (P , Q) has a Hajós completion. Furthermore, in the case of a positive answer, this algorithm yields all the Hajós completions of (P , Q).
Algorithm. HCA

Input: P , Q ⊆ N .
Task: To decide whether there exists a Hajós completion (R, T ) of (P , Q ).
Output: The list of all the Hajós completions (R, T ) of (P , Q ).
Method
Apply Steps 1, 2 to the pair (P , Q), with P = P , Q = Q and with P = Q and Q = P .
Step 1. For each p with 0 p min P , denote + g) ) is a kn-Hajós completion of (P , Q). If for each p no such k exists and |P | 2, |Q| 2, then no Hajós completion of (P , Q) exists.
Step 2. If |P | = 1 or |Q| = 1, namely P = {p} and Q = {q 1 , . . . , q s }, (R, T ) exists. Indeed, let n M = max {p, q 1 , . . . , q s } + 1 be equal to the greatest element in (P ∪ Q) + 1. If we set R = P = {p} and T = Q∪T , with T = {0, . . . , n−1}\Q, (R, T ) is an n-Hajós completion of (P , Q) for all n n M , with R, T ⊆ {0, . . . , n − 1}. We consider: (a) all the Hajós completions (R, T ) of (P , Q) which can be obtained by taking these pairs (and all the pairs obtained by substituting T with Q ∪ T , T = T (mod n)), (b) all the Hajós completions (R, T ) of (P , Q) which can be obtained by applications of
Step 1 to (P , Q), (c) all the n-Hajós completions (R, T ) of (P , Q) with max {|P |, |Q|} n < n M . (These pairs can be easily obtained. Indeed, Y = {n ∈ N | max {|P |, |Q|} n < n M } is a finite set and, for each n ∈ Y , all the n-Hajós completions of (P , Q) can be constructed with ease, as observed at the end of the previous section.)
It is clear that Algorithm HCA is not practical to use but it merely serves to show that the existence of a Hajós completion (R, T ) of (P , Q) is not undecidable. Example 6.1 should clarify the application of this algorithm.
Example 6.1. Let us outline the application of Algorithm HCA to the pair (P , Q) with P = {6}, Q = {0, 2, 4}. The application of Step 2 gives the n-Hajós completion (R, T ) of (P , Q), where R = {6}, T = {0, 1, . . . , n − 1}, for each n 7. We can also apply Step 1 to the pair (P , Q). Thus, we should look for the n-Hajós completions of the pairs (P i , Q) with P i = {6 − i}, 0 i 6.
Let us illustrate the case i = 0. In this case, we have k = 2 and either P = kQ 1 
It is easy to see that the first case yields n-Hajós completions (R, T ) of (P , Q) which have been previously found, so let us consider the second case.
We have Q 1 = {0, 1, 2}, P 0 = {3}, P 1 = ∅ and we should construct the n-Hajós completions of the pairs (P 0 , Q 1 ) and (P 1 , Q 1 ) . Once again, we can apply Step 1 or Step 2. In the second case we get the 2n -Hajós completion ({r, 6}, {0, 2, 4, 6 , . . . , 2(n − 1)}) of (P , Q), where n 4 and r is an odd number. In the other case, we can apply the same arguments as before by firstly considering the case p = 0 and k = 3.
Proposition 6.2. Let P , Q ⊆ N . It is decidable whether there exists a Hajós completion (R, T ) of (P , Q). Algorithm HCA constructs all the Hajós completions of (P , Q).
Proof. Let q P ,Q be the maximal number of iterated applications of Step 1 that can be carried out starting with a pair (P , Q ) with P = P , Q = Q and with P = Q and Q = P .
We observe that if q P ,Q = 0, then, in view of Proposition 6.1, there exists a Hajós completion (R, T ) of (P , Q) if and only if either |P | = 1 or |Q| = 1 and (in the first of these cases), R = P , T = {0, 1, . . . , n − 1}(mod n). Now, if n is a sufficiently large integer such that P , Q ⊆ {0, 1, . . . , n − 1}, then n n M . Thus, Algorithm HCA yields (R, T ) by carrying out Step 2-(a). Otherwise, n < n M and (R, T ) is also obtained in Step 2-(c). So, in this case, Algorithm HCA constructs all the Hajós completions (R, T ) of (P , Q). Furthermore, after a finite number of applications of the algorithm, starting with the pair (P , Q), we get a pair (P , Q ) such that q P ,Q = 0. Indeed, if we apply Step 1 to the pair (P , Q), and k exists, we obtain a pair (P g , Q 1 ) with P g = ∅ or max P g < max Q and Q 1 = ∅ or max Q 1 < max P .
We end the proof by using induction on q P ,Q . For the previous arguments we can suppose q P ,Q > 0.
In view of the characterization of the Hajós factorizations of Z n given in Proposition 6.1, if (P , Q) has a Hajós completion (R, T ) then either |R| = |P | = 1,
In the first case the algorithm finds (R, T ) (Step 2). Otherwise,
by induction hypothesis the algorithm finds (R g , T ) and so the algorithm finds (R, T ) also (Step 1). 2
The following definition will be used in the next part of this section. Definition 6.2. Let (P , Q) be a pair of subsets of N (having at least one Hajós completion). A sequence S P ,Q (or simply S, if (P , Q) is understood) is a sequence ( (Step 1, k 1 ), (Step 1,  k 2 ) , . . . , (Step 1, k v ), (Step 2, n M,v ) ) of v applications of Step 1 and one final application of
Step 2 in Algorithm HCA applied to (P , Q), where v 0, k j is the integer corresponding to the j th application of Step 1 and n M,v is the integer mentioned in Step 2. We say that the integer
is obtained by S P ,Q and we set:
Notice that the application of Algorithm HCA to a pair (P , Q) of subsets of N (having at least one Hajós completion) yields only a finite number of different sequences ( (Step 1, k 1 ) , (Step 1, k 2 ) , . . . , (Step 1, k v ), (Step 2, n M,v ) ). Thus, N P ,Q , N P ,Q are finite sets of integers (which can be constructed by Algorithm HCA). The proposition which follows is the bulk of the results given in this section.
Proposition 6.3. Let (P , Q) be a pair of subsets of N (having at least one Hajós completion).
Let N P ,Q be as in Definition 6.2.
We can decide whether (P , Q) has an n -Hajós completion with Ω(n ) 2.
Proof.
(1) For each (P , Q), for each n b ∈ N P ,Q , we prove that n b max {x | x ∈ P ∪ Q} + 1 by using induction on v, where ((Step 1, k 1 ), (Step 1, k 2 
Step 2, n M,v )) be the sequence of steps which yields n b = hn M,v . The claim is obvious when v = 0 (i.e., one application of Step 2).
(2) In view of Proposition 6.2, each Hajós completion of (P , Q) is obtained by a finite number of applications of Step 1 and one final application of Step 2 in Algorithm HCA. Let (R, T ) be an n -Hajós completion of (P , Q), with n max{x | x ∈ P ∪ Q} + 1, R, T ⊆ {0, 1, . . . , n − 1}. Then, (R, T ) is constructed by Algorithm HCA, say S = ((Step 1, k 1 ), (Step 1, k 2 ) , . . . , (Step 1, k v ), (Step 2, n M )) the corresponding sequence. It is easy to see that the integers k's produced by the iterations of Step 1 in Algorithm HCA, allow us to construct the chain of divisors of n associated with (R, T ) as in Proposition 6.1. Precisely, each k r in Eq. (12) is associated with the rth application of Step 1 and k r is obtained by taking the product of the integers k's produced by the r th applications of Step 1, with r r. In particular, n = hn where h is the product of the integers k's produced by the iterations of
Step 1 in Algorithm HCA and (a n − 1)/(a h − 1) is the last term in Eqs. (3), (4) . Obviously, n b = hn M ∈ N P ,Q . Furthermore, since n max {x | x ∈ P ∪ Q} + 1, we can prove with the same argument as in (1) that we have n max {x | x ∈ P 0 ∪ Q 0 } + 1 = n M , where
is the pair involved in the final application of Step 2 in S. (Indeed, the claim is obvious when v = 0, i.e., one application of Step 2. Otherwise, (3) It is also easy to show the third part of the statement: we have already proved that for each n = hn max {x | x ∈ P ∪ Q} + 1, there exists n b = hn M ∈ N P ,Q such that n n M . Thus, if h is a prime number take a prime number n greater than n M (or n = 1 if n M = 1); if h is the product of two prime numbers and n M = 1, take n = n M ; otherwise (P , Q) has no n -Hajós completion with Ω(n ) 2, n max {x | x ∈ P ∪ Q} + 1. Obviously, we can decide whether (P , Q) has an m-Hajós completion with Ω(m) 2, m < max{x | x ∈ P ∪ Q} + 1. 2
Embedding in a good arrangement
We now prove the main results of this section. Proof. Let X be a finite subset of a * ba * and let us consider all the arrangements of the elements of X in a matrix with empty entries also and size bounded by |X| 2 . Obviously, there exists only a finite number of these arrangements. Furthermore, we claim that there exists a good arrangement C 1 such that X ⊆ C 1 if and only if there exists one of these arrangements, say X , such that for the induced arrangements of the rows and columns (P i , Q j ), 1 i m, 1 j , there exist n-Hajós completions (R i , T j ) of (P i , Q j ), with the R i 's (respectively T j 's) being rows (respectively columns) in the induced arrangements of the rows (respectively columns) of C 1 . Indeed, if X ⊆ C 1 , then the elements of X are entries of C 1 and we obtain the required arrangement X of X by choosing the rows and the columns in C 1 which contain elements of X.
Let
N GA . Thus, for each i, j , there exists n b,i,j = hn M,i,j , such that n b n b,i,j and so, n b n max +1 (Proposition 6.3). Furthermore, N GA is the required set of integers. Indeed, suppose that X ⊆ C 1 , where C 1 has a good arrangement with a Krasner factorization (I, J ) of Z n as an associated pair, n n max + 1. Firstly notice that if (R i , T j ) is an n -Hajós completions of (P i , Q j ), we can suppose that R i , T j ⊆ {0, . . . , n − 1}, as if C 1 is a good arrangement containing X and having the R i 's, T j 's as rows and columns, the good arrangement C (mod n ) 1 still contains X (since n n max + 1). Furthermore, obviously n max {x | x ∈ P i ∪ Q j } + 1, for all i, j . Now, if C 1 exists, all the (R i , T j )'s must be defined by the same chain of divisors (C 1 is a good arrangement). Thus, in view of Proposition 6.3, for all i, j there exists a sequence S = ((Step 1, k 1 ), (Step 1, k 2 ) , . . . , (Step 1, k v ), ( Step 2, n M,i,j )) such that, with h = k 1 · · · k v , we have n = hn, n n M,i,j and R i = R (1) b,i + {0, 1, . . . , n − 1}h (in the other case, namely T j = T (1) b,j + {0, 1, . . . , n − 1}h, we can end the proof with a similar argument). 
As a consequence, if C 1 exists, with X ⊆ C 1 , C 1 being a good arrangement having the R i 's, T j 's as rows and columns, then C 1 = C 1 ∪ C 1 , where C 1 is the matrix defined by the first n M · |R (1) b,i | columns of C 1 , |C 1 | = n b , and C 1 being a matrix with entries a i ba j , i n b n max + 1. Thus, X ⊆ C 1 .
In addition, C 1 is a good arrangement. Indeed, let us consider (C 1 ) (mod n b ) and let R = n−1 k=0 (kh + R (1) ) (respectively T ) be the induced arrangement of the rows (respectively columns) in C 1 . Then, by Definition 3.1, the induced arrangement R = n M −1 k=0 (kh + R (1) ) of the rows in (C 1 ) (mod n b ) is a good arrangement. Furthermore, T is obtained by taking a good arrangement T (1) and then by substituting in it each t (1) p,q with the corresponding t (1) p,q + λ p,q h, λ p,q ∈ {0, h, . . . , (n − 1)h)} (see Definition 3.1). Thus, the induced arrangement T of the columns in (C 1 ) (mod n b ) is obtained by substituting in T (1) each t (1) p,q with t (1) p,q + λ p,q h, λ p,q ∈ {0, h, . . . , (n M − 1)h)} and so, once again by Definition 3.1, T is a good arrangement. Thus, the first part of the statement follows.
In order to prove the second part of the statement, we notice that for n < n max + 1, we can decide whether there exists a good arrangement C 1 , with X ⊆ C 1 and |C 1 | = n with Ω(n ) 2. Concerning the integers n with n n max + 1, n ∈ N GA , as we have already observed, there exists n b ∈ N GA such that we have n = hn, n b = hn M with n n M . Thus, we can end the proof with the same argument as in Proposition 6.3: if h is a prime number, we can choose any prime number n with n n M (or n = 1 if n M = 1). Otherwise, a good arrangement with the required property exists only if h is the product of two prime numbers and n M = 1. 2 Proposition 6.5. Given X ⊆ a * ba * , it is decidable whether there exists n ∈ N (respectively n ∈ N with Ω(n) 2) and C 1 such that X ⊆ C 1 ⊆ a * ba * and with C 1 having a good arrangement with a Krasner factorization (I, J ) of Z n as an associated pair.
Proof. In view of Proposition 6.4, in order to decide whether X is a subset of a good arrangement, we have to check for a finite number of positive integers n, whether there exists a good arrangement C 1 , with a Krasner factorization (I, J ) of Z n as an associated pair and such that X ⊆ C 1 . We have already observed that an algorithm for doing so exists. Finally, Proposition 6.4 already states that we can decide whether C 1 exists with Ω(n) 2. 2 Proposition 6.6. Given X ⊆ a * ba * , it is decidable whether there exists n ∈ N with Ω(n) 2 and a factorizing code C such that X ∪ a n ⊆ C.
Proof. In view of Corollary 5.1 and Remark 5.2, there exists n ∈ N with Ω(n) 2 and a factorizing code C such that X ∪ a n ⊆ C if and only if there exists n ∈ N with Ω(n) 2 and C 1 ∈ G 1 (I, J ), (I, J ) being a Krasner factorization of Z n , such that X ⊆ C 1 . Thus, by using Proposition 6.5, the conclusion follows. 2
Alphabets of size greater than two
In this section, we follow the same approach as in [15, 18] in order to discuss how the results given in the previous part of this paper can be proved under the hypothesis that A is an alphabet of size greater than two, i.e., A = {a, b 1 , . . . , b m } with m 2.
For P ∈ Z A and g ∈ N , we denote P g polynomials such that for all w ∈ supp(P g ) we have |w| A\a = m =1 |w| b = g and P = P 0 + · · · + P h . Let (P , S) be a factorizing pair for C. As a direct result, we have C 0 = P 0 (a − 1)S 0 + 1 and C r = i+j =r P i (a − 1)S j + i+j =r−1 P i (A \ a)S j , for r > 0 [13] . Consequently, there exists a Krasner factorization (I, J ) of Z n and I , J , L i, , M j, also exist with I , J , L i, , M j, ⊆ N , such that: 
Thus, let us denote G 1, (I, J ) the class of polynomials introduced in Section 3 when we set b = b . Therefore, all the results proved in this paper can be stated for C 1, with no further observations. Furthermore, the results which follow paraphrase Proposition 5.1, Corollary 5.1 and Proposition 6.6 in the more general context. Given X ⊆ a * (A \ a)a * , it is decidable whether there exists n ∈ N with Ω(n) 2 and a factorizing code C such that X ∪ a n ⊆ C.
Proof. In view of Corollary 7.1 and Remark 5.2, there exists n ∈ N with Ω(n) 2 and a factorizing code C such that X ∪ a n ⊆ C if and only if there exists n ∈ N with Ω(n) 2 and C 1, ∈ G 1, (I, J ), (I, J ) being a Krasner factorization of Z n , such that X ∩ a * b a * ⊆ C 1, , for each ∈ {1, . . . , m}. Thus, by using Proposition 6.5, the conclusion follows. 2
