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Abstract
We study several formulations of the channel assignment problem in an FDMA network as
a linear integer 0–1 program. We consider the objective of minimizing the unsatis3ed channel
demand while satisfying the co-channel, the adjacent channel and the antenna channel spacing
constraints. We compare the formulations according to two criteria: the ease with which their
linear programming relaxations can be solved, and the quality of the bounds provided by these
relaxations. We show that the best lower bound is provided by one of the set covering formula-
tions, while the other two formulations provide the same lower bound. We present computational
results that support the theoretical comparison of the models. ? 2001 Elsevier Science B.V. All
rights reserved.
R	esum	e
Nous ;etudions di<;erentes formulations du probl=eme d’a<ectation de canaux dans un r;eseau
AMRF comme programme lin;eaire en variables binaires. Nous consid;erons l’objectif de min-
imiser la demande non satisfaite en canaux tout en satisfaisant les contraintes co-canal, celles
de canaux adjacents et celles d’espacement sur les antennes. Nous comparons ces formulations
en utilisant deux crit=eres: la facilit;e avec laquelle on peut r;esoudre les relaxations lin;eaires de
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ces formulations, et la qualit;e des bornes fournies par celles-ci. Nous montrons que l’une des
formulations comme probl=eme de couverture donne la meilleure borne, tandis que les deux autres
formulations fournissent la meˆme borne inf;erieure. Nous pr;esentons des r;esultats de calculs
appuyant et illustrant la comparaison th;eorique des trois mod=eles.
Mots-cles: a<ectation de canaux, r;eseau de t;el;ephonie cellulaire, programme lin;eaire en variables
0–1, g;en;eration de colonnes, probl=eme du stable pond;er;e, plus court chemin, contraintes de
ressources, ;enum;eration implicite.
Keywords: Channel assignment; Cellular network; 0–1 Integer linear program; Column
generation; Weighted independent set; Shortest path; Resource constraints; Branch-and-bound
1. Introduction
In recent years the demand for mobile communication services has grown at an
exponential rate, and as a result telecommunication companies have had to study and
implement methods for making the most eIcient use of the frequencies assigned to
them. Indeed, because of the rapid growth in demand, the main issue facing mobile
communication companies is no longer that of minimizing the number of channels, but
of 3nding a channel assignment with good characteristics (i.e., an assignment minimiz-
ing the level of interferences or the number of dropped calls). This change of focus
has rekindled interest in mathematical models of the channel assignment problem, 3rst
investigated in a formal way by Hale [14] in a seminal paper.
If the objective is to minimize the order (i.e., the number of channels) or the channel
span, the channel assignment problem (see [14]) can be formulated as a T-colouring
problem (i.e., an ordinary colouring problem with some additional constraints). It can
also be reformulated as a travelling salesman problem (see for instance [19,20]). Since
these combinatorial optimization problems are very diIcult, one 3nds in the literature
few exact methods but many heuristics for tackling them (see for instance [10,18,43]).
In order to assess the quality of these heuristic methods, lower bounds on the values
of the heuristic solutions must be computed. They are usually obtained by consider-
ing relaxations of the T-colouring problem such as the colouring or maximal clique
problems (see [11,41,40]). Tools from polyhedral theory [19,20], interior point meth-
ods [44] and column generation techniques [2] have also been used to compute lower
bounds for this version of the channel assignment problem.
As noted above, given the present demand level, it is more realistic to consider the
objective of minimizing the interference level or minimizing the unsatis3ed demand.
Again, because of the diIculty of the problem, the 3rst methods described in the liter-
ature were heuristic (see for instance [7,4,17]). Among the exact algorithms that have
been proposed one 3nds those of Hurkens and Tiourine [17], Aardal et al. [1], Giortzis
and Turner [13], Fischetti et al. [9] and Koster et al. [28]. These exact algorithms are
surveyed and brieNy described in [23]. More recently, column generation techniques
were proposed by Jaumard et al. [22] and Jaumard and Vovor [26].
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In this paper we present three di<erent mathematical programming formulations of
the channel assignment problem. Our immediate aim is to 3nd a way of estimating the
quality of the solutions produced by heuristics. In order to do this, we can compare
their values of the optimal values of the linear relaxations of our models. We wish
to determine which model is best suited for this purpose, i.e., which linear relaxation
produces the largest lower bound. On the other hand, we wish to determine whether it is
expensive to compute a good lower bound, and we shall compare the linear relaxations
from a computational as well as a theoretical point of view. Of course, we hope that
the formulations we present in this paper will lead to reasonably eIcient algorithms,
but as we shall argue at the end of the paper, a fair amount of work is still needed to
3nd exact solutions of the channel assignment problem.
In the 3rst formulation the decision variables are of the form xif, where xif takes
the value 1 if and only if the channel f is assigned to an antenna of cell Ci. The
second and third formulations are set covering formulations amenable to solution by
column generation techniques. In the second formulation, a variable, i.e., a “column”,
corresponds to a set of cells that can be assigned the same channel without violating the
co-channel constraints. This formulation is similar to the one given by Mehrotra and
Trick [31] for the graph colouring problem. Note, however, that the master problem
of the second formulation includes (among others) constraints that prohibit adjacent
channel interferences. In the third formulation, a variable, i.e., a “column”, corresponds
to a set of channels that can be assigned to a given cell in order to satisfy the demand
without creating any co-channel, adjacent channel or channel spacing interference in
that cell. The master problem of the third formulation includes constraints that prohibit
co-channel and adjacent channel interferences between neighbouring cells.
The paper is organized as follows. In Section 2 we describe the channel assignment
problem precisely. In Sections 3, 4 and 5, we present the 3rst, second and third for-
mulations, respectively. In Section 6 we compare the three formulations. In Section
7 we discuss branching schemes for computing optimal integral solutions. In Section
8, we present two sets of computational results: one for (relatively) small networks,
which enables us to compare the optimal values of the integer program and the linear
programming relaxations, and the other for some urban FDMA networks (with data sup-
plied by Bell Mobility). Finally, in Section 9, we draw the conclusions from our work
and outline the directions for further research.
2. Statement of the channel assignment problem
2.1. Basic deEnitions
A mobile cellular network can be viewed as a collection of sites where each site is
de3ned as a set of sectors or cells (usually between 1 and 5 cells). We denote by N
the overall number of cells in the network. Each cell Ci has a given number Hi, usually
between 1 and 4, of antennas located at a base station (see Fig. 1 for an illustration).
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Fig. 1. Sites, sectors and antennas.
A required number di of channels must be assigned to each cell Ci in order to satisfy
the demand of users in the area covered by the antennas located at its base station. An
interval of tolerance is often associated with this demand (di6di6 Qdi; i = 1; 2; : : : ; N )
in order to ensure the existence of a feasible channel assignment.
Channels are taken from a subset of the channel management chart (see, e.g., [30]),
and the channel set can be identi3ed with a set F⊆N of natural numbers that is
not necessarily an interval (i.e., the numbers representing the channels need not be
consecutive). Two channels are said to be adjacent if they correspond to consecutive
integers. Note that the chart is actually a matrix of L rows and W columns (for some
constants L and W ), and it has the property that each row contains consecutive integers
and the 3rst number of a given row “follows” the last number of the previous row. In
other words, assuming that the channel f0 is stored at the intersection of the 3rst row
and the 3rst column, the channel f=f0+−1+(−1)W is stored at the intersection
of the row  and the column .
In some cases channel blocks (instead of channels) are assigned to cells. A block
corresponds to a set of consecutive entries in a speci3c column of the chart. Two
blocks B1 and B2 are said to be adjacent if there is a channel in B1 and a channel in
B2 that are adjacent. We refer the reader to Jaumard et al. [23] for more details on the
de3nition of block. The models we present in Sections 3–5 are formulated by assuming
that individual channels are assigned to cells, but some of the computational exper-
iments (namely, those involving large data sets) have been carried out by assuming
that channel blocks are assigned to cells.
In this paper, we focus more particularly on advanced mobile phone system (AMPS)
cellular networks with, e.g., the frequency division multiple access (FDMA) technol-
ogy. Several aspects of the formulations, however, could be easily adapted to other
technologies such as global system for mobile communication (GSM) or code division
multiple access (CDMA). If the spread spectrum technique is not used (as is the case
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for the standard GSM), the frequency assignment problem is essentially the same as
for FDMA, the number of frequencies used in a GSM cell being a constant multiple
of the number that would be used in a FDMA cell. On the other hand, if the spread
spectrum technique is used, as in the CDMA technology or the most recent version
of GSM, the frequency assignment problem is replaced by a code assignment problem
whose mathematical structure is very similar to the one we present (see for instance
[3]). For more details on these technical aspects we refer the reader to the books of
Mouly and Pautet [32], Lee [30] and Rappaport [39].
2.2. Objectives
While in the early days of cellular networks the classical objectives were to mini-
mize the number of channels or the span, the current objective can be formulated as
follows: given the maximum number of channels that can be rented by a cellular phone
company from its government agency, design the network in order to address the max-
imum number of users without increasing the blocking rate above a given level. In an
urban network, there are usually not enough channels to 3nd a channel assignment with
no unacceptable interferences. Therefore, a 3rst objective is to minimize the interfer-
ence level while satisfying the channel demand, and another objective is to minimize
the unsatis3ed channel demand while making sure that the channel assignment is
feasible (i.e., there are no unacceptable interferences). Observe that even if the second
objective is chosen, it is useful to set lower and upper bounds on the channel demands,
in order to avoid obtaining unacceptable solutions (i.e., strongly unbalanced solutions
with too many oversatis3ed demands at the outskirts and too many undersatis3ed de-
mands in the central areas of the network).
The choice of a speci3c objective is not easy, because decision makers have usually
several conNicting objectives. In this paper we consider the objective of minimiz-
ing the unsatis3ed channel demand. Our theoretical results, however, rely entirely on
the structure of the polytopes de3ned by the constraints of our models, and they can
be applied to models with a di<erent objective function. We note that the chosen
objective has the advantage of reducing the computational burden.
2.3. Interferences
We now describe the interference constraints that must be considered when assigning
channels to cells in order to obtain an acceptable network quality.
Co-channel interferences: Two cells can use the same channel without any interfer-
ence if their respective coverages are mutually independent (i.e., there is no overlap).
We assume that this independence is expressed through a set J co of pairs of cells for
which co-channel interferences apply, i.e., to which di<erent channels must be assigned.
Adjacent channel interferences: Similarly, two cells can use adjacent channels with-
out any interference if their respective coverages are mutually independent. We assume
that the lack of independence is expressed through a set J adj of pairs of cells for which
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adjacent channel interferences apply, i.e., to which non adjacent channels must be as-
signed. We assume that J adj⊆ J co and (i; i) ∈ J adj for all i.
Antenna channel spacing interferences: Typical 3ltering equipments require a min-
imum channel spacing, denoted by spai, between any two channels assigned to the
same antenna of a given cell Ci. If the di<erence between two channels assigned to
the same antenna is less that spai, we have an antenna channel spacing interference
(also called “co-cell” interference in the literature, where it is often assumed that there
is only one antenna per cell).
Co-site interferences: These interferences arise when adjacent channels are assigned
to cells of the same site, and they can be subsumed under J adj, i.e., (i; j) ∈ J adj⊆ J co
for a pair of cells Ci; Cj belonging to the same site.
3. The classical integer programming formulation
We 3rst present a 0–1 linear programming formulation of the channel assignment
problem that has already been explored by various authors (see, e.g., [1]) with various
objectives. This formulation, denoted (FAP0) in the sequel, expresses the fact that we
want to minimize the unsatis3ed demand, i.e., to maximize the supply of channels,
under the demand constraints, the co-channel and adjacent channel constraints and the
antenna spacing constraints. The number of variables and the number of constraints
of (FAP0) are polynomial in the size of the instance. The variables xif of (FAP0) are
de3ned as follows:
xif =
{
1 if the channel f is assigned to an antenna of cell Ci;
0 otherwise:
Note that these variables specify only the cell (and not the antenna) to which a given
channel is assigned. We prove below that we can, nonetheless, express the antenna
spacing constraints by means of these variables.
min −
N∑
i=1
∑
f∈F
xif
s:t:


di6
∑
f∈F
xif6 Qdi; i = 1; : : : ; N; (1)
xif + xjf61; (i; j) ∈ J co; i ¡ j and f ∈F; (2)
xif + xjf′61; (i; j) ∈ J adj; i6j and |f′ − f|= 1; (3)
f+spai−1∑
f′ = f
f′ ∈F
xif′6Hi; i = 1; 2; : : : ; N; f ∈F; (4)
xif ∈ {0; 1}; i = 1; 2; : : : ; N; f ∈F:
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Note that
∑
f∈F xif is the number of channels assigned to cell Ci. Thus the objective
of (FAP0) is to maximize the total number of channels assigned to all cells, i.e., the
“supply” of channels. This objective is equivalent to minimizing the total unsatis3ed
demand, denoted
v(x) =
N∑
i=1

 Qdi −∑
f∈F
xif

 :
It is clear that the function v(x) and the objective function of (FAP0) di<er only by the
constant term
∑N
i=1
Qdi.
Constraints (1) (the “demand constraints”) amount to saying that for each cell Ci, the
number of channels assigned to Ci is comprised between di and Qdi. Constraints (2) (the
“co-channel interference constraints”) express the fact that a given channel f cannot
be assigned to both Ci and Cj is the signal-to-interference ratio is smaller than a given
threshold. Similarly, constraints (3) express the fact that under certain conditions, the
assignment of channel f to cell Ci and channel f′ to cell Cj is forbidden. Finally, we
prove, in the following proposition, that constraints (4) adequately model the antenna
spacing constraints.
Proposition 1. Constraints (4) express the antenna spacing requirements; in the sense
that from any channel assignment to cells we can derive a feasible channel assignment
to antennas; and that any channel assignment to antennas yields a channel assignment
to cells that satisEes constraint (4).
Proof. Let x = (xif) be a channel assignment to cells satisfying constraints (4). Let
Fi(x) be the set of channels assigned to cell Ci, i.e., Fi(x) = {f ∈ F: xif = 1}. A
feasible assignment of these channels to the antennas of cell Ci is obtained by assigning
the channels in increasing order to the Hi antennas (i.e., assuming that there are Hi
antennas, the 3rst channel of Fi(x) is assigned to the 3rst antenna, the second to the
second antenna, the (Hi+1)th again to the 3rst antenna, and so on). Clearly, since there
are at most Hi channels per interval of length spai, there will be at most one channel
per interval of length spai on each antenna. By considering the intervals beginning
or ending at a given channel, we check easily that two channels assigned to a given
antenna di<er by at least spai.
It remains to show that constraint (4) is satis3ed by all assignments satisfying the
antenna spacing requirements. Let such an assignment be described by the vector y=
(yihf), where yihf = 1 if channel f is assigned to antenna Ah of cell Ci. Observe that
xif=
∑Hi
h=1 yihf belongs to {0; 1} since (i; i) ∈ J co by assumption. The antenna spacing
requirements are then expressed by
f+spai−1∑
f′=f
f′∈F
yihf′61; i = 1; : : : ; N; h= 1; : : : ; Hi; f ∈F:
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Clearly constraint (4) corresponding to Ci is the sum of these constraints for all the
antennas of Ci.
More details on this formulation, in particular when channels are assigned using
blocks, can be found in [24]. Finally, we observe that it is possible to aggregate some
constraints in order to tighten (FAP0). Let Ci and Cj be two distinct cells such that
(i; j) ∈ J adj, and f and f′ two channels such that |f − f′|= 1. Since J adj is a subset
of J co by assumption, constraints (2) and (3) imply that
xif + xjf61; xif′ + xjf′61; xif + xif′61; xjf + xjf′61;
xif + xjf′61; and xif′ + xjf61:
Because all the variables involved belong to {0; 1}, this set of constraints is equivalent
to
xif + xjf + xif′ + xjf′61: (5)
4. The #rst set covering formulation
We propose below a set covering formulation (denoted (FAP1)) that can be solved
by column generation techniques. Such formulations have proved very useful for the
solution of problems arising, e.g., in cluster analysis [8] or airline scheduling [6], and
for solving the graph colouring problem [31].
4.1. The formulation and the master problem
For each channel f we let Tf denote the collection of candidate cell sets where to
assign this channel (i.e., an element t of Tf represents the set of cells to which f is
assigned). To each set of cells corresponds a column vector a:t =(a1t ; a2t ; : : : ; aNt) such
that
ait =
{
1 if the channel f is assigned to an antenna of cell Ci;
0 otherwise:
We then introduce, for each t ∈ Tf, a variable zt that will be set to 1 if the channel
assignment described by a:t is selected, and to 0 otherwise. We denote by T the set
of all vectors a:t , i.e., T =
⋃
f∈F Tf.
The variables xif of the 3rst formulation (FAP0) are related to the variables zt of
(FAP1) by the equation
xif =
∑
t∈Tf
aitzt ; i = 1; : : : ; N; f ∈F: (6)
We need the following constraints to ensure that one and only one cell assignment is
selected for each channel:∑
t∈Tf
zt = 1; f ∈F: (7)
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As for the objective function and the remaining constraints, they are obtained from the
3rst formulation by replacing xif by its expression in (6). Note that the linearity is
preserved. We now observe that the constraints∑
t∈Tf
aitzt +
∑
t∈Tf
ajtzt61; (i; j) ∈ J co; f ∈F (8)
need not appear explicitly in (FAP1) if we restrict Tf to be a collection of stable sets.
Indeed, because (7) is veri3ed and each zt is a 0–1 variable, constraints (8) are satis3ed
if and only if the nonzero components of a column t with zt = 1 satisfy
ait + ajt61; (i; j) ∈ J co; t ∈ Tf: (9)
Therefore, we obtain the following formulation of the channel assignment problem:
min −
N∑
i=1
∑
f∈F
∑
t∈Tf
aitzt
s:t:


di6
∑
f∈F
∑
t∈Tf
aitzt6 Qdi; i = 1; : : : ; N; (10)
∑
t∈Tf
aitzt +
∑
t∈Tf′
ajtzt61; (i; j) ∈ J adj; i6j and |f′ − f|= 1; (11)
f+spai−1∑
f′=f
f′∈F
∑
t∈Tf′
aitzt6Hi; i = 1; 2; : : : ; N; f ∈F; (12)
∑
t∈Tf
zt = 1; f ∈F; (13)
zt ∈ {0; 1}; t ∈ T:
We can aggregate constraints in the same fashion as we did for (FAP0). Indeed, if
we replace xif by the expression given in (6), Eq. (5) becomes∑
t∈Tf
(ait + ajt)zt +
∑
t∈Tf′
(ait + ajt)zt61: (14)
4.2. The auxiliary problem
Because of the exponential number of variables zt , the problem we have just de-
scribed cannot be solved directly. At the end of the previous subsection, we saw that
the vectors a:t can be de3ned implicitly (i.e., by sets of constraints). The linear relax-
ation of our problem (also called the “master problem”) can thus be solved by column
generation techniques. The co-channel interference constraints are transferred to the
auxiliary problem, in which they take the form of (9). The objective of the auxiliary
problem is to 3nd a vector a:t with the most negative reduced cost.
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If we omit the index t in a, the reduced cost rf(a) of a candidate cell set for channel
f is given by
rf(a) =−
N∑
i=1
ai − ‘f(a); (15)
where ‘f(a) is a linear function of a depending on the dual variables associated to
the current solution of the restricted master problem (i.e., a version of the master
problem in which only a subset of the columns are considered). A new column with
the most negative reduced cost is then obtained by solving |F| weighted independent
set problems:
min rf(a)
s:t:
{
ai + aj61; (i; j) ∈ J co; i ¡ j;
ai ∈ {0; 1}; i = 1; : : : ; N:
Observe that these problems can be reformulated and solved as unconstrained quadratic
0–1 problems:
min
a∈{0;1}N
rf(a) +M
∑
(i; j)∈J co
i¡j
aiaj;
where M is a large constant (e.g., the sum of the absolute values of the coeIcients
of rf(a) plus 1).
5. The second set covering formulation
In this section we present another set covering formulation for the channel assignment
problem. In this formulation, denoted (FAP2), a column corresponds to a set of channels
assigned to a given cell. The co-channel and adjacent channel constraints involving
several cells are considered in the master problem. The auxiliary problem consists
of 3nding a combination of channels for a cell that satis3es the demand constraints,
the co-channel and adjacent channel constraints and the antenna spacing constraints
pertaining to this cell.
5.1. The formulation and the master problem
Given a cell Ci, let Ti be the collection of the potential channel sets that can be
assigned to it. Let T be the union of the sets Ti, i.e., T =
⋃N
i=1 Ti. Each channel set
t ∈ Ti is characterized by a column vector a:t = (a1t ; a2t ; : : : ; a|F|t) such that
aft =
{
1 if the channel f belongs to the channel set t;
0 otherwise:
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We introduce the variable zt , associated with vector a:t and de3ned as follows:
zt =
{
1 if the channel set t is selected;
0 otherwise:
The variables zt are related to the variables xif of (FAP0) by the formula
xif =
∑
t∈Ti
aftzt ; i = 1; 2; : : : ; N; f ∈F: (16)
The number of variables zt grows exponentially as the number of channels increases.
It is unlikely that all the columns corresponding to these variables can be stored in
the computer memory. In an optimal solution, however, few of the variables will
have values greater than 0. In order to obtain a set covering model amenable to an
eIcient solution procedure, we consider a decomposition scheme where all constraints
involving a single cell are transferred to an auxiliary problem de3ned for that cell.
This decomposition allows the variables zt associated with the cell to be generated as
needed, by means of the auxiliary problem.
The variables generated are actually the variables of the following master problem,
which includes the constraints linking several cells.
min −
N∑
i=1
∑
t∈Ti
∑
f∈F
aftzt
s:t:


∑
t∈Ti
aftzt +
∑
t∈Tj
aftzt61; (i; j) ∈ J co; i ¡ j and f ∈F; (17)
∑
t∈Ti
aftzt +
∑
t∈Tj
af′tzt61; (i; j) ∈ J adj; i ¡ j and |f′ − f|= 1; (18)
∑
t∈Ti
zt = 1; i = 1; 2; : : : ; N (19)
zt ∈ {0; 1}; t ∈ T:
The expression of the objective function can be derived readily from that of the
(FAP0) formulation, by using the relationship between the variables xif and zt . Con-
straints (17) and (18) forbid unacceptable co-channel and adjacent channel interfer-
ences. Note that there might be a large number of such constraints, since it depends
on the number of channels and the size of the matrices J co and J adj. Constraints (19)
ensure that each cell is assigned exactly one channel set.
Finally, we can aggregate constraints in this case also. If we replace xif by the
expression given in (16), Eq. (5) becomes∑
t∈Ti
(aft + af′t)zt +
∑
t∈Tj
(aft + af′t)zt61: (20)
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5.2. The auxiliary problem
We now address the problem of 3nding a new variable (column) zt , i.e., a new set
of channels for a speci3ed cell Ci. The new column must be such that the associated
reduced cost, which depends on the optimal dual variables of the current master prob-
lem, is negative. Moreover, the new set of channels must satisfy the constraints within
the cell, namely the demand, the co-channel and adjacent channel interference and the
antenna spacing constraints pertaining to that cell. Finding the optimal solution of this
auxiliary problem (denoted by (FAP2 AUX)i) amounts to selecting a feasible channel
set of minimum reduced cost. Formally, we need to solve the problem (FAP2 (AUX)i
de3ned below (for the cell Ci). Note that in the same fashion as for (FAP1), we shall
omit the index t in a. Accordingly, in the auxiliary problem, the variable af is equal
to 1 if the channel f is selected and 0 otherwise. Note also that the reduced cost ri(a)
of a candidate channel set is a linear function of a.
min ri(a) =−
∑
f∈F
af − ‘i(a)
s:t:


di6
∑
f∈F
af6 Qdi; (21)
f+1∑
f′=f
f′∈F
af′61; f ∈F; (22)
f+spai−1∑
f′=f
f′∈F
af′6Hi; f ∈F; (23)
af ∈ {0; 1}; f ∈F:
The term ‘i(a) appearing in the objective function is a linear function of the variables
af, whose coeIcients depend on the dual variable vector associated to the current
solution of the master problem. Constraints (21) enforce the minimum and maximum
channel demand for the cell. Constraints (22) ensure that the selected channels satisfy
the co-channel and adjacent channel interference requirements within the cell. The
antenna spacing constraints are expressed by inequalities (23). Note that the constraint
matrix of the auxiliary problem is totally unimodular, and hence any optimal basic
solution of its linear relaxation has integral components (see the proof of Proposition
2 below). The auxiliary problem can thus be solved by the simplex algorithm.
In the special case where there is only one antenna in a cell Ci, the auxiliary problem
can be reformulated as a resource constrained shortest path problem on an acyclic graph
Gi = (Vi; Ui). Indeed, de3ne the vertex set Vi in such a way that each vertex vk of Vi,
except for the source v0 and the sink v|F|+1, corresponds to a frequency fk ∈F:
Vi = {vk : vk ≡ fk; fk ∈F} ∪ {v0; v|F|+1}:
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Let each arc de3ne a possible pair of channels:
Ui = {(vk ; v‘): k ¡‘;fk + spai6f‘}
∪{(v0; vk); (vk ; v|F|+1): vk ∈ Vi; k 	∈ {0; |F|+ 1}}:
Because k ¡‘ and fk + spai6f‘ for every arc (vk ; v‘), the graph Gi is acyclic and
does not contain any path with two channels, fk and f‘, verifying |f‘ − fk |¡spai.
Note also that since spai ¿ 1 for every cell Ci, the channel spacing constraints (23)
dominate the co-channel and adjacent channel constraints if there is only one antenna
in the cell.
In order to take demand constraints into account, we introduce a resource into the
solution of the shortest path problem on the graph Gi. We can then use the algorithm
of Jaumard et al. [27] to solve the resulting resource-constrained shortest path problem.
The resource is used to count the number of selected channels. A resource window
[rk‘; Qrk‘] and a resource consumption value Vrk‘ are associated to each arc (vk ; v‘).
The resource lower bounds are de3ned as follows: rk; |F|+1 = di for every arc of the
form (vk ; v|F|+1); r0‘ = 0 for every arc of the form (v0; v‘) and rk‘ = 1 for every arc
of the form (vk ; v‘) such that k 	= 0. The resource upper bounds are Qrk‘ = Qdi −Vrk‘
for every arc (vk ; v‘). The resource consumption is Vrk‘ = 1 if f‘ ∈F and Vrk‘ = 0
if ‘= |F |+1. A path from v0 to vk can be extended using arc (vk ; v‘) only if the total
resource consumption along the path up to vk belongs to [rk‘; Qrk‘].
Consider now the arc variables ek‘ de3ned as
ek‘ =
{
1 if the vertices vk and v‘ are selected;
0 otherwise:
Recalling that af‘ is equal to 1 if the channel f‘ is selected and 0 otherwise, we have
af‘ =
∑
k:(vk ;v‘)∈Ui ek‘. Hence the reduced cost of the channel set a can be rewritten
as a linear function of variables ek‘. The auxiliary problem is then equivalent to a
single-resource shortest path problem on an acyclic graph and can be solved by the
algorithm mentioned above.
6. Comparison of the three formulations
In this section we compare the formulations from two points of view. First, we
compare the optimal values of their linear relaxations. Second, we compare the ease
with which the auxiliary problems of the set covering formulations can be solved.
6.1. Classical vs. (FAP2) set covering formulation
In this section we show that the (FAP2) column generation formulation is equivalent
to (FAP0), in the sense that there is a correspondence between the feasible solutions of
the two formulations that preserves the objective function value.
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Proposition 2. The optimal value of the linear relaxation of (FAP0) (denoted
vLP (FAP0)) is equal to the optimal value of the linear relaxation of (FAP2) (denoted
vLP (FAP2)).
Proof. As noted at the beginning of Section 5, a feasible solution of (FAP2) can be
transformed into a solution of the classical formulation (with the same objective func-
tion value) by applying the relation xif =
∑
t∈Ti aftzt . Hence v
LP(FAP0) 6vLP(FAP2).
In the other direction, we note that if x = (xif) denotes any feasible solution of the
classical formulation, the subvector xi consisting of components relative to cell Ci sat-
is3es di¿
∑
f∈F xif6 Qdi; xif+ xi;f+161 and
∑f+spai−1
f′=f;
f′∈F
xif′6Hi for all f. It is easy
to verify that the constraint matrix of this system of inequalities has the consecutive
ones property, i.e., all the ones of a given row lie in consecutive columns. Therefore,
the constraint matrix is the transpose of an interval matrix, which is known to be to-
tally unimodular (see Corollary 2.10 on p. 544 of Nemhauser and Wolsey [36]). We
conclude that the constraint matrix is totally unimodular itself and the extreme points
of the system are integral. These extreme points are precisely the feasible solutions of
the auxiliary problem of (FAP2), and the subvector xi can be written as
∑
t∈Ti zta:t ,
where
∑
t∈Ti zt = 1 and a:t is a solution of the auxiliary problem of (FAP2) (i.e., an
assignment of channels to cell Ci). It remains to verify that the collection of all such
zt (for all i and all t ∈ Ti) satis3es the other constraints in (FAP2). For (i; j) ∈ J co,∑
t∈Ti
aftzt +
∑
t∈Tj
aftzt = xif + xjf61;
which shows that the co-channel constraints are satis3ed. One can verify similarly that
constraints (18) and (20) hold.
6.2. Classical vs. (FAP1) set covering formulation
In this subsection we show that the linear relaxation bound of the 3rst set covering
formulation dominates the bound provided by the other two formulations.
Proposition 3. The optimal value of the linear relaxation of (FAP1) (denoted vLP(FAP1))
is greater than or equal to the bound provided by the linear relaxations of (FAP0)
and (FAP2):
vLP(FAP1)¿vLP(FAP0) = vLP(FAP2):
The above inequality can be strict; whether the aggregated constraints (5); (14) and
(20) are included into the models or not.
Proof. Let {zt}t∈⋃ Tf be any solution of the linear relaxation of (FAP1). We de3ne
xif as
∑
t∈Tf aitzt for all f. It is easily checked that xif is a feasible solution of the
classical formulation. On the other hand, we shall now prove that the optimal value
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of the linear relaxation of the classical formulation can be strictly smaller than that of
(FAP1).
Let us assume temporarily that constraints (5) are not included into (FAP0). We
consider a channel assignment problem in which there is one antenna per cell, spai
is equal to 3 for every cell Ci and di = 1 and Qdi = 5 for every cell Ci. Furthermore,
we assume that J co = J adj and the set of pairs such that (i; j) ∈ J adj and i 	= j is the
edge set of the graph K5 \ e (the complete graph on 3ve vertices minus one edge).
Observe that K5 \ e is a planar graph. Finally, we assume that ten channels (denoted
respectively by 1; 2; : : : ; 10) are available.
For this channel assignment problem the optimal integral value is equal to −7, while
the linear relaxation bounds of (FAP1) and (FAP0) (without the aggregated constraints)
are, respectively, −96=7 and −35=2. To verify this denote the cells C1; C2; C3; C4 and
C5 and assume that edge {C1; C4} is the only edge missing. Observe that the solution
assigning channels 1 and 8 to each of the cells C1 and C4, and channels 4; 6 and 10 to
C2; C3 and C5, respectively, is obviously an optimal solution. A solution of the linear
relaxation of the classical formulation can be obtained by assigning the value 1=2 to
each variable xif (for i = 1; 2; 3; 4; 5 and f = 1; 2; 4; 5; 7; 8; 10). An optimal solution of
the linear relaxation of (FAP1) can be constructed by assigning 5=7 of channel 1; 4; 7; 10
and 1=7 of the remaining channels to cells C1 and C4; 2=7 of channels 2; 3; 5; 6; 8; 9 to
C2; C3 and C4, and an additional 2=7 of channels 1 and 4 to C2, and 2=7 of channels
7 and 10 to C5. We have thus shown that the classical formulation (or, equivalently,
the (FAP2) formulation) is strictly dominated by (FAP1).
Note that even if we add the aggregated constraints to each of (FAP0) and (FAP1),
(FAP1) dominates (FAP0). We keep the same parameters as in the previous instance but
replace K5 \ e by K5, the optimal value of (FAP1) (with the aggregated constraints) is
−10 while that of (FAP2) is −25=2.
6.3. Comparison of the auxiliary problems
The linear programming bound provided by (FAP1) is better than that provided by
(FAP2), but as is often the case when one chooses a better bound, it may be more
diIcult to compute. Let us examine the diIculty of solving the auxiliary problems.
It is easily checked that the constraint matrix of (FAP2 AUX)i (i.e., the auxiliary
problem of (FAP2)) is totally unimodular, because it has the consecutive ones property.
Thus (FAP2 AUX)i can be solved in polynomial time. In our computational experiments,
however, we use the simplex method to compute the optimal solution of the linear
relaxation of (FAP2 AUX)i (which happens to be integral). In the special case where there
is one antenna per cell, we can solve the auxiliary problem eIciently by reformulating
it as a shortest path problem with a resource constraint (see Section 5.2).
In contrast, the auxiliary problem of (FAP1) is NP-complete. Indeed, the problem of
3nding a maximum independent set is NP-complete, even if the graph is planar (see
[12]). In practice, the auxiliary problem of (FAP1) is solved by reformulating it as an
unconstrained quadratic 0–1 problem.
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7. Branching schemes
In this section we discuss branching schemes that could be used should the optimal
solution of the linear relaxation be fractional. The branching scheme most often used
for (FAP0) is a binary branching using a single variable (see, e.g., [1,9,13]). In this
scheme we select a channel f and a cell Ci. In the 3rst subproblem, channel f is
assigned to cell Ci, i.e., xif is 3xed to 1, and in the second subproblem, channel f
is forbidden on cell Ci, i.e., xif is 3xed to 0. When applied to (FAP1) and (FAP2),
this scheme can be viewed as a branching on the variables of the auxiliary problem.
Indeed, in the case of (FAP1), the 3rst (resp. second) subproblem consists of 3xing to
1 (resp. 0) the variable ai in the auxiliary problem corresponding to channel f. Every
column t ∈ Tf of the master problem that does not satisfy the condition ait = 1 (for
instance) is removed from the master problem. The branching scheme using a single
variable can be adapted to (FAP2) in a similar fashion.
The second branching scheme for (FAP0) is a binary branching using two variables.
Two variants may be used: in the 3rst we specify a pair of cells and a channel, and
in the second a cell and a pair of channels. The 3rst variant is considered by Aardal
et al. [1], who select a pair of cells Ci and Cj and a channel f. In the 3rst subproblem,
channel f is allocated either to none of the cells or to both, i.e., we introduce the
constraint xif = xjf, while in the second subproblem it is assigned to exactly one of
the cells, i.e., we introduce the constraint xif + xjf = 1. The second variant is similar
but seems not to have been considered.
This branching scheme can also be de3ned for (FAP1) and (FAP2), but care must be
taken to preserve the structure of the auxiliary problem as much as possible. For (FAP1),
we select a pair of cells Ci and Cj and a channel f. We then de3ne two subproblems
that di<er by the constraint added to the auxiliary problem corresponding to channel f.
The constraint added to the 3rst subproblem is ai= aj (f is assigned either to both Ci
and Cj or to none of them), while that added to the second subproblem, is ai + aj =1
(f is assigned to exactly one cell of the pair {Ci; Cj}). The second subproblem thus
becomes a node packing problem with an equality constraint. In order to retain an
auxiliary problem that can be formulated as a weighted node packing problem, we
replace this constraint by ai + aj61, but keep the equality constraint in memory in
order to 3x the values of some variables later on (when appropriate). If it is not
possible to use the branching scheme with two variables (i.e., if we cannot select a
pair of cells and a chennel in such a way that the two subproblems are nonempty),
we use the binary branching on a single variable.
As for (FAP2), we can use again a binary branching involving two variables by
specifying a pair of channels and a cell. In the particular case of one antenna per cell,
recall that the auxiliary problem can be formulated as the problem of 3nding a shortest
path in an acyclic graph. To preserve this structure, we can implement a branching
scheme with four branches de3ned by the following constraints: af = af′ = 0; af =
af′ = 1; af = 0 and af′ = 1, and 3nally, af = 1 and af′ = 0. Any of these branching
constraints can be added to the auxiliary problem by setting the costs of some arcs to
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a suIciently large value. Indeed, in order to enforce the constraint af = 0, it suIces
to set to a large value the cost of each arc incident upon vf in the graph Gi (see
Section 5.2). In order to enforce the constraint af=1, it suIces to set to a large value
the cost of each arc in the set {(vk ; v‘) | k ¡f¡‘}. Note that because the constraints
af = af′ = 0 eliminate relatively few solutions, the subproblem de3ned by these will,
in general, be explored last at a given node of the branch-and-bound tree.
8. Computational results
In this section we present computational results for evaluating the two set covering
formulations. We tested the formulations on four data sets derived from two urban
networks of Bell Mobility. Because these data sets represent large instances, it is not
yet possible, within a reasonable time, to compute their optimal values and compare
them with those of their linear programming relaxations. For this reason we also tested
the formulations on (relatively) small instances, for which we are able to compare the
optimal values of the integer program and its linear relaxation.
8.1. Description of the data sets
For large instances we have considered channel assignment problems in which blocks
of channels (instead of channels) are assigned to cells. Each of the 63 prede3ned blocks
contains between 3 and 8 channels. This actually corresponds to the current channel as-
signment procedure at Bell Mobility, and ensures that the models are of a “reasonable”
size. They can be found at http:==www.crt.umontreal.ca= ∼brigitt=TELECOM=TEST PROBS=.
Note that the constraint matrix of the auxiliary problem of (FAP2)) is no longer totally
unimodular, since the demand constraint coeIcients correspond to the sizes of the
channel blocks. Hence the results on the linear relaxation bounds may no longer hold.
We have tested the two set covering formulations on four data sets derived from two
urban networks of Bell Mobility. Their characteristics are described in Table 1. For
each data set, we provide the average channel demand per cell, as well as the overall
channel demand. In order to estimate the density of the constraint matrix, we use the
density parameters of the compatibility matrices, from which we deduce an estimate
of the overall number of constraints mrows for each of the three formulations (FAP0),
(FAP1) and (FAP2) (assuming lower and upper bounds on the number of channels in
each cell). We observe that the number of constraints of (FAP0) is of the same order
as that of (FAP2) and much larger than that of (FAP1).
The lower bound on the channel demand was set in such a way that there exists a
feasible solution: we took di = di − 2 for instances 1, 2 and 4, and di = di − 4 for
instance 3. The upper bound was set to (di + the granularity of the largest block), i.e.,
Qdi = di + 7, for Table 2, and to +∞ (i.e., no upper bound), for Table 3.
The small instances were constructed by selecting a set of contiguous cells within
the Montreal network of Bell Mobility, and selecting a subset of consecutive
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Table 1
Characteristics of large instances
Instance 1 Instance 2 Instance 3 Instance 4
N 50 85 107 359
Channel demand
Average 13.5 14.5 14.5 14.2
Overall 677 1231 1557 5101
Matrix density
(i; j) ∈ J co 49.7 62.4 33.6 92.1
(i; j) ∈ J co 50.3 37.6 66.4 7.9
(i; j) ∈ J adj 87.3 86.4 90.1 97.9
(i; j) ∈ J adj 12.7 13.6 9.9 2.1
mrows (FAP0) 60,354 148,944 312,876 492,170
mrows (FAP1) 22,302 66,162 77,004 183,344
mrows (FAP2) 52,104 134,919 295,221 432,935
Table 2
Comparison of (FAP1) and (FAP2)
Instance 1 Instance 2 Instance 3 Instance 4
vLP −1027 −1826 −1483 −7; 581:03a
# max. active rows 600 994 873 2954
# max. active columns 463 525 825 754
% max. density 15.9 17.4 17.9 5.86
(FAP1) # columns generated 823 1396 3891 57,183
# rows generated 1330 3990 2318 13,056
# LP 376 780 968 16,303
Overall cpu time 0:00:43 0:03:09 0:07:04 33:29:49
% LP cpu time 52.19 49.29 26.70 44.24
% Separation cpu time 21.45 22.26 13.53 2.37
% Pricing cpu time 12.20 13.76 46.93 52.98
% Miscellaneous cpu time 14.05 14.64 12.80 0.39
vLP −1027 −1826 −2306 −7614
# max. active rows 1121 1379 1367 5015
# max. active columns 394 647 896 1628
% max. density 2.04 1.18 0.97 0.39
(FAP2) # columns generated 365 822 1077 4081
# rows generated 1258 6750 16,807 73,518
# LP 396 1021 1502 6671
Overall cpu time 0:00:24 0:03:06 0:05:48 1:48:25
% LP cpu time 27.88 16.83 21.68 9.83
% Separation cpu time 13.75 61.73 57.88 70.31
% Pricing cpu time 56.73 20.47 19.30 2.93
% Miscellaneous cpu time 1.64 0.97 1.14 16.93
aIndicates that the program execution terminated because the computing times were too large.
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Table 3
Comparison of (FAP1) and (FAP2) when the upper bounds on channel demands are removed
Instance 1 Instance 2 Instance 3 Instance 4
vLP −1654 −2830:45 −1706:5 −11; 078:7a
# max. active rows 579 838 876 2535
# max. active columns 465 574 825 879
% max. density 19.0 21.1 21.8 5.01
(FAP1) # columns generated 1350 3103 4745 18,937
# rows generated 6146 29,622 4577 28,731
# LP 1231 4503 1358 10,595
Overall cpu time 0:02:40 0:56:49 0:10:40 32:54:29
% LP cpu time 63.88 35.70 27.70 68.01
% Separation cpu time 17.71 8.33 15.55 1.56
% Pricing cpu time 6.66 49.23 43.03 30.00
% Miscellaneous cpu time 11.72 6.71 13.69 0.41
vLP −1900 −3230 −4066 −13; 642
# max. active rows 2602 1912 4076 1932
# max. active columns 502 906 1206 6927
% max. density 2.69 1.65 1.22 0.41
(FAP2) # columns generated 456 821 1099 5498
# rows generated 2553 13,598 34,563 133,274
# LP 500 1040 1652 9382
Overall cpu time 0:01:15 0:03:25 0:11:39 2:39:12
% LP cpu time 67.83 58.00 77.12 15.73
% Separation cpu time 1.74 6.92 6.54 74.08
% Pricing cpu time 29.59 34.11 15.52 1.46
% Miscellaneous cpu time 0.84 0.97 0.82 8.73
aIndicates that the program execution terminated because the computing times were too large.
frequencies from the frequency chart. The four instances have the following char-
acteristics, respectively, 8 cells and 167 channels, 8 cells and 188 channels, 8 cells
and 209 frequencies, and 3nally 16 cells and 188 channels. We set di = di − 2 and
di = di − 2 for all the small instances.
8.2. Details on the algorithms
Using ABACUS and CPLEX [42,5], we have implemented the column generation proce-
dures needed to solve both the (FAP1) and the (FAP2) set covering formulations.
The auxiliary problems are solved as follows. In (FAP1), we reformulate the auxiliary
problem (a weighted node packing problem with a linear objective function, see Section
4.2) as an unconstrained quadratic 0–1 optimization problem. To achieve this the node
packing constraints are transferred into the objective function with a penalty factor. For
instances 1–3, we solve the problem with the exact method of Hansen et al. [15], which
is an improved version of Pardalos and Rodgers [38]. This implies that computing times
could have been reduced if a heuristic had been used to 3nd a solution with a reduced
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cost of the appropriate sign. For instance 4, we use a heuristic (either Tabu Search
or Variable Neighbourhood Search, see et al. [16]), but because the computing times
were large, we did not use an exact method to check the optimality of the solutions
provided by this heuristic. In (FAP2) the auxiliary problem is solved using the CPLEX [5]
Mixed Integer Programming solver. We set the CPLEX parameters in such a way as to
stop the program as soon as it encounters an integral feasible solution whose objective
function value is negative. Therefore, we included into (FAP2 AUX) a constraint on the
sign of the objective function. A time limit is used when solving the auxiliary problem
for a given cell. This limit is removed only if no feasible solution is found for none
of the cells. When there is only one antenna per cell we use the method of Jaumard
et al. [27].
Because of the huge number of rows, we do not include all the constraints at once but
generate them as the need arises. Indeed, as long as the solution of the linear program-
ming relaxation is not feasible, we add violated constraints up to a maximum of 100
constraints. Moreover, in order to limit the growth in the number of constraints, con-
straints with a nonzero slack variable are eliminated according to some criteria related
to the improvement in the linear relaxation value. Similarly, columns are priced out in
order to limit the growth in the number of columns. Several columns may be added
simultaneously in order to reduce the number of auxiliary problems to be solved (see
[25] for the details and issues of convergence). For instance, approximately 5 columns
are added simultaneously when solving (FAP1), with each column corresponding to a
channel block.
8.3. Results for large instances and small instances
The computational experiments were carried out on a Ultra-2=1300 workstation. The
results for the large instances are summarized in Tables 2 and 3. For instance 4,
we provided an initial solution using the PULSAR program [21] in order to reduce the
computing time. Since the objective function considered in PULSAR is di<erent from the
function presented in this paper, the initial solution corresponds to a feasible channel
assignment, but with an objective function value that could be far from the optimal
value.
Table 2 gives the result of the comparison between (FAP1) and (FAP2). We provide
the optimal values (vLP) of the continuous relaxations, and we put an ‘a’ to indicate
that we terminated the program execution because the computing times were too large.
For instance 4, (FAP1) was stopped before convergence was obtained. We also pro-
vide the largest number of constraints considered in the solution of a linear program
(# max. active rows), the largest number of columns considered in the solution of
a linear program (# max. active columns), the largest density of a constraint matrix
encountered (% density), the overall numbers of columns generated (# columns gener-
ated) and rows generated (# rows generated), the number of linear programs that have
been solved (# LP) and the overall computing time (Overall cpu time) in the format
hour:minute:second. We also provide the percentage of this computing time spent
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Table 4
Results for the small instances
Instance 1 Instance 2 Instance 3 Instance 4
vLP −119 −120 −120 −259
vIP −119 −120 −120 −259
# nodes 49 31 81 245
# columns generated 1151 1041 1214 3691
(FAP1) # rows generated 1996 2385 2178 29508
# LP 292 350 335 2888
Cpu time at node 0 0:05:00 0:02:54 0:02:47 0:22:13
Overall cpu time 0:09:44 0:05:35 0:08:57 2:35:35
% LP cpu time 13.61 22.88 24.50 47.26
% Separation cpu time 5.09 8.34 6.65 28.74
% Pricing cpu time 80.83 68.11 67.92 23.65
% Miscellaneous cpu time 0.47 6.66 0.93 0.35
vLP −119 −120 −120 −259
# columns generated 88 134 126 668
(FAP2) # rows generated 349 399 407 49799
# LP 95 139 131 2298
Overall cpu time 0:00:06 0:00:08 0:00:08 0:07:32
% LP cpu time 20.51 23.15 21.94 21.44
% Separation cpu time 5.13 3.75 4.13 70.02
% Pricing cpu time 69.40 69.34 68.77 8.01
% Miscellaneous cpu time 4.79 3.75 5.16 0.53
solving the linear programs (% LP cpu time), the row generation problems (% Separa-
tion cpu time) and the column generation auxiliary problems (% Pricing cpu time), and
3nally the percentage spent in miscellaneous operations (% Miscellaneous cpu time).
Note that because of the precautions taken to keep the numbers of rows and columns
within reasonable bounds, some columns may be generated twice or more (without
loss of convergence).
In order to compare the optimal values of the linear relaxations of (FAP1) and (FAP2)
with the optimal value of the integer program, we present the computational results for
the small instances on Table 4. In order to obtain integral solutions, we have embedded
the column generation algorithm for (FAP1) within a branch-and-bound algorithm using
a single variable. The entries of the table have the same interpretation as before, with
the exception that we also provide the optimal integral value (vLP) and that all the
statistics presented under the label (FAP1) refer to the solution of the integer program.
We note that for all those instances, the integrality property is veri3ed, i.e., the optimal
value of the integer program is equal to that of its linear programming relaxation. This
is not very surprising since the channel assignment problem is very similar to be graph
colouring problem, and many instances of the latter (formulated as a set covering
problem) have the integrality or rounding property (see [31]). As we try to solve
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more diIcult instances (by increasing the number of cells or decreasing the number
of frequencies), the time required to 3nd an integral solution increases very rapidly,
even when the integrality property is veri3ed. Thus, the branch-and-bound algorithm
will have to be improved signi3cantly if we wish to obtain optimal solutions of the
channel assignment problem within reasonable times.
Finally, we observe that the optimal values of the linear relaxations of (FAP1) and
(FAP2) are fairly close for all our instances except the third instance of the 3rst group.
We have reason to believe that the data describing this instance are very “conservative”,
in the sense that the corresponding constraints are stronger that what is usually required
of “good” channel assignments. Indeed, the proportion of co-channel conNicts for this
instance (66:4) is very high, expecially considering the large size of the network. In
our opinion, the atypical results for this instance are due to the fact that the underlying
“conNict graph” is too dense, and not quasi-planar (as one would expect for cellular
telephony networks).
9. Conclusion and directions for further work
We have proposed two new set covering formulations and shown that one of them
provides a better lower that derived form the linear programming relaxation of the
classical 0–1 formulation. Our computational results seem to indicate that the optimal
value of the linear relaxation of (FAP1) is very close to the optimal value of the integer
program, and that for many instances, the optimal value of the linear relaxation of
(FAP2) is close to that of (FAP1). These results lead us to believe that either (FAP1) or
(FAP2) (which is easy to solve) will be very useful for evaluating the performance of
heuristics and solving large instances of the channel assignment problem.
In order to achieve this, however, it will undoubtedly be necessary to include into
our models inequalities 3rst derived for the node packing problem (see for instance
[33,34,37]). Also, the time needed to solve the restricted master problems could be
reduced by 3nding and applying a better strategy for generating and eliminating rows
and columns. Such a strategy could be achieved by a better understanding of the
primal-dual decomposition methods. Moreover, degeneracy problems (especially for
(FAP2)) could be overcome through the stabilization methods proposed by du Merle et
al. [8] and Krau [29]. Finally, the total time needed for computing an optimal integral
solution could be greatly reduced if one replaced the branching scheme using one
variable by a branching scheme using two variables (see Section 7).
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