The largely accepted method for evaluating the relative weight of evidence to support one hypothesis over an alternative is the likelihood ratio (LR).
1. Introduction. One of the main challenges of forensic science is that of properly evaluating the match between the characteristic of a crime stain (typically obtained from material left behind from the offender) and the corresponding material from a suspect.
Typically, a couple of mutually exclusive hypotheses is defined, of the kind of 'the crime stain came from the suspect' (H p ) and 'the crime stain came from an unknown donor' (H d ). The largely accepted method for evaluating the match in order to discriminate between the two hypotheses of interest, is the calculation of the Bayes factor (BF), regularly called in forensic context likelihood ratio (LR) and defined as follows:
This is a ratio of the two probabilities Pr of observing the evidence E (e.g., the profiling results of the offender and of the suspect), when hypotheses H p and H d are in turn assumed as true. Widely considered the most appropriate framework to report a measure of the probative value of the evidence regarding the two hypotheses H p and H d (Robertson and Vignaux, 1995; Evett and Weir, 1998; Aitken and Taroni, 2004; Balding, 2005) , it indicates the extent to which the evidence is in favor of one hypothesis over the other.
2. From the classical plug-in 'estimation' to the Bayesian 'calculation' of LR. When the evidence E is made up of the Y-STR haplotype of the crime stain (E c ) and of the suspect (E s ), which match, and the two hypotheses of interest are 'the crime stain came from the suspect' (H p ) and 'the crime stain came from an unknown donor' (H d ), the LR can be written as
where p is the frequency of the Y-STR haplotype in the population of reference, under the assumption that each true match is correctly reported. Denote with D a reference database. Since the dawn of Bayesanism, people have had the idea of using the posterior meanp = E(p|D) as a point estimate of p (Laplace, 1774; Berger, 1985; Bernardo and Smith, 2000) .p is called the Bayes estimator, obtained by using D to convert the prior distribution on p into a posterior distribution of p|D, and then minimizing the posterior expected value of the squared error loss function. 1 It seems then very natural to substitutep into (2), to obtain the Bayesian plug-in estimate LR = 1/p of LR (Weir, 1996; Taroni et al., 2010) . If, instead of the Y-STR haplotype, we have a DNA profile on a set of autosomal loci, which may be assumed as independent, the same procedure can be applied to each locus, and the resulting loci-specific LRs multiplied together.
According to the plug-in method, different LRs are obtained, depending on the loss function, and on whether one wants to estimate p, 1/p or log 10 (1/p): this arbitrariness is in some way entailed in the idea of 'estimating' the LR. Actually, the Bayesian theory, if smartly applied, directly allows to calculate the Bayesian LR, without any estimation needed (Taroni et al., 2015) . The idea is to use auxiliary data from the database of interest (D), to come up with the following personal LR:
The word 'personal' is used here not only because of the intrinsic subjectivity of the Bayesian approach (different experts may use different prior distributions), but also because if different experts use different databases this would result in different LRs. Notice that instead of using the database to come up with a point estimate of p, to be plugged into the LR, the database becomes part of the data to be evaluated, and the entire joint posterior distribution is exploited, by averaging over all possible values of p instead of choosing a particular one. This will be further developed in Sections 4 and 5. Note that (3) is actually equivalent to
since we assume that Pr(D|H p ) = Pr(D|H d ), i.e. that the prior on the parameters which generate the database does not depend on which hypothesis is true. Already Foreman, Smith and Evett (1997) proposed a differentiation between the 'plugin estimates' and the 'full Bayesian analysis'. However, both described methods are actually plug-in methods. The difference is that the first one uses frequentist estimates of θ, while the second uses Bayesian estimates of θ to be plugged into (2). The difference between the two approaches is correctly described in Brümmer and Swart (2014) .
A conventional choice for the prior distribution of the haplotype frequency p is the Beta distribution (Gunel and Wearden, 1995; Weir, 1996) , when the database D is considered as a binomial (with parameter p) sample. Sometimes, the whole set (p 1 , ..., p k ) is chosen as θ. In that case the Dirichlet distribution is proposed as a prior for allelic frequencies from multiallelic loci (Good, 1965; Lange, 1995; Weir, 1996; Taroni et al., 2010) . This can be adapted to the case of Y-STR haplotype by putting a Dirichlet prior on the vector (p 1 ,..., p k ) of the frequencies of the k haplotypes present in Nature. The haplotype observed at the crime scene is one of the k. The database D is considered as a multinomial sample, with parameters p 1 , ..., p k , such that p i = 1.
2.1. Estimating the log 10 LR instead of the LR. Instead of estimating the LR, it is more sensible to directly estimate the logarithm of the LR, sometimes called relevance ratio or weight of evidence (Good, 1950; Aitken et al., 1998; Aitken and Taroni, 2004) . The first reason for using log 10 LR instead of LR is because the interpretation of the LR values goes through orders of magnitude 10, and when a value is reported, it is important to control the relative error, rather than the absolute error. In fact, the first is meaningful in itself while the second depends on the particular value of the LR. These are the very same reasons why the verbal equivalent scale (Aitken et al., 1998 ) is based on logarithm.
Furthermore, both the odds form of Bayes' theorem and the formula to combine LRs from independent pieces of evidence involve a multiplicative relationship: this becomes a more handy additive relation if logarithm is taken (Schum, 1994) . Moreover, the logarithm helps in presenting large numbers in a compact way, of more easy comprehension, and it is symmetric with respect to prosecution's and defence's hypothesis: this may be useful if one wants to invert the weight of evidence to consider the defence's proposition (Aitken and Taroni, 2004) .
All these considerations result in the choice of considering directly estimators for log 10 LR for this research.
2.2. Notation. Throughout the paper the following notation is chosen: random variables and their values are denoted, respectively, with uppercase and lowercase characters: x is a specific realization of X. Random vectors and their values are denoted, respectively, by uppercase and lowercase bold characters: p is a realization of the random vector P. Probability is denoted with Pr(·), while density of a continuous random variable X is denoted by f X (x). For a discrete random variable Y , the density notation f Y (y) and the discrete one Pr(Y = y) will be alternately used.
From now on, LR will denote the classical plug-in estimate, while LR will denote the likelihood ratio, properly calculated.
Notice that when using the notation in (1), E and H were regarded as events. However, later in the paper, they will be regarded as a random variables. In that case, the following notation will thus be preferred:
3. The rare Y-STR haplotype problem. A particularly challenging situation which the forensic scientist is sometimes confronted with is the so called "rare type match". In order to evaluate the match between the profile of a particular piece of evidence and a suspect's profile, it is necessary to estimate the proportion of that profile in the population of potential perpetrators. Problems arise when the observed frequency of this characteristic in a sample from the population of interest (i.e., in a reference database) is 0. This makes the so-called naive estimator, which uses the relative frequency of the profile in the previously collected database, unusable.
This problem is particularly significant in case a new kind of forensic evidence (such as results from DIP-STR markers, Cereda et al. (2014, e.g.)) , is involved for which the available database size is still limited. The same happens when Y-chromosome (or mitochondrial) DNA profiles are used: because of the lack of recombination involved when offspring DNA is generated from the DNA of the parents, each haplotype must be treated as a unit (the matching probability can't be obtained by multiplication across loci) so that the set of possible haplotypes is extremely large. As a consequence, most of the Y-STR haplotypes are not represented in the database. The Y-STR marker system will thus be retained here as an extreme but in practice common and important way in which the problem of assessing evidential value of rare type match can arise. This is a very appropriate and paradigmatic example, since literature provides examples of different approaches to evaluate the evidential value of rare Y-STR haplotypes match, even though a proper downright Bayesian approach hasn't been proposed yet.
4. Bayesian LR calculation, based on beta-binomial model. One of the conventional choices for the prior distribution of a genetic frequency p of Y-STR haplotype c is the beta distribution (Weir, 1996; Gunel and Wearden, 1995; Roewer et al., 2000) , also used in forensic context (Biedermann et al., 2008; Biedermann, Garbolino and Taroni, 2013) . The data is regarded as the result of a sequence of Bernoulli trials with parameter p, where success corresponds to the observation of type c, and failure to the observation of any other type. The information provided by the database is reduced to the count X of types c (or successes) in a sample from the population of interest. In fact, our sample sequence can be regarded as 'exchangeable', meaning that the probability of observing x successes is the same regardless of the order in which these successes appear. In other words, x and N carry all information that can be obtained regarding p from the sample (Good, 1965) . Because of exchangeability, the binomial distribution provides a sensible model, when the data arise from a sequence of draws from a large population. From the prosecution's point of view the evidence E is the observation of a single success, while from the defence's point of view, of a double success.
4.1. The model. The statistical model underlying this method is defined through random variables defined as follows:
• H is a dichotomic random variable that represents the hypotheses of interest and
can take values h ∈ {1, 2}, according to the prosecution or the defense, respectively.
• E is a boolean variable, which is True whenever the crime stain and the suspect have the same Y-STR haplotype c, at the specific set of loci considered.
• P is a continuous variable, taking values p ∈ [0, 1], which represents the parameter p, i.e. the proportion of the haplotype c in the population of interest.
• X is a discrete random variable which represents the number of times the haplotype c appears in the database of size N .
The Bayesian network of Figure 1 encapsulates the conditional dependencies of the variables of the proposed model. The distribution of each variable given any particular configuration of the parent variables is required in order to express the full joint density through the factorization entailed by the Bayesian network of Figure 1 (Lauritzen, 1996) .
• A beta prior is given to p. Stated otherwise, P ∼ Beta(α, β), or
When α = β = 1, the uniform distribution is obtained.
• A uniform prior on the hypotheses is chosen:
It allows to interchange notions of LR and posterior odds.
• Given P = p, the allele count is binomial distributed with parameter p:
• Lastly, under the prosecution hypothesis the evidence corresponds to one observation of type c, while under the defence's hypothesis, type c is observed twice:
According to the factorization entailed by the Bayesian network of Figure 1 , the full joint probability density on the event E =True is:
where ∝ means proportional as a function of x, p, and h.
The conditional joint distribution of H and P , given E and X is obtained by moving into the proportionality constant everything that depends solely on X:
In order to get P (H = h|X = x, E = True), p is integrated out:
The posterior odds are thus given by
This corresponds to the LR, since we have chosen uniform prior probabilities on H. Stated otherwise :
This value can be compared to the one obtained with the 'standard' Bayesian plug-in estimate (Weir, 1996; Taroni et al., 2010) :
It is easy to see that the Bayesian plug-in estimate is less conservative that the proper LR. Indeed, LR < LR ⇔ b + N > x, which is always true, since x ≤ N and b > 0. Notice that there is an alternative derivation for (11). It can be obtained in a two-steps evaluation: first, the crime stain haplotype updates the prior over p, then the LR is calculated for the observation of another identical haplotype (that of the suspect).
First step The prior distribution Beta(α, β) on p is updated to the posterior Beta(α + 1, β + N − 1) when the haplotype of the crime scene is observed. Second step This new updated prior distribution of p is used to calculate the LR for the observation of the suspect's haplotype:
4.2. Sensitivity analysis. The sensitivity of the quantities log 10 LR, log 10 LR, and the difference between them, to hyperparameters α and β is shown in Figure 2 , for the case of interest, that is when the observed type has no occurrence in the database (i.e., x = 0). In particular, it shows the contour plot for the values of log 10 LR (a), for the estimated log 10 LR = log 10 LR (b), and for the difference log 10 LR − log 10 LR (c), when different values of α and β are chosen in the interval (0.01, 2). Observing Figure 2 , it can be gathered that log 10 LR and log 10 LR do not depend strongly on β, and decrease as α increases. The same happens for the difference which becomes smaller as α increases .
In particular, it can be proven by analysing (11) that, for fixed values of β, log 10 LR tends to log 10 (1+β+N ) when α decreases to 0, and decreases to zero when α increases. The latter is valid for log 10 LR, but on the contrary, when α decreases to zero its value increases to +∞. The reason behind it is that, for fixed β, as α increases, the prior distribution on p resembles more and more to the degenerate distribution localized on the value p = 1. This means that the haplotype has probability one to be observed, which leads to LR = 1, from which log 10 LR = 0. On the other hand, if α decreases to zero, the prior distribution tends to resemble to the degenerate distribution localized on the value p = 0. This leads to a LR = 1/0 = +∞. Comparing Figures 2 (a) and (b), one can conclude that the estimated LR is less stable, in the sense that is more sensitive to changes in α and β (especially for small values). The difference, represented in (c) has, for fixed β, a vertical asymptote when α → 0, increasing as fast as log 10 1/α. On the other hand it decreases to 0 with an horizontal asymptote when α → ∞. For fixed α, it increases very slowly to the horizontal asymptote β = log 10 (α + 1/α). From Figure 2 (c) it can be observed that the difference is important only for small values of α. Otherwise the two methods would lead essentially to the same conclusions. Table 1 provides the values of log 10 LR, log 10 LR, and the difference between them, when α → 0 (the value β is not really relevant, as explained above). Table 2 Comparison between log 10 LR and log 10 LR, for classical choices of α and β, when x = 0 and N = 100.
Typical choices of hyperparameters, which attempt to expresses indifference are:
• α = β = 1, which is the uniform distribution. Based on the principle of insufficient reason (also known as Bayes-Laplace postulate, (Bayes, 1763; Laplace, 1825) ), it corresponds to the logic of no-preference: when there is no reason to believe a particular value p to be more likely than another one. However, the problem is that one would like this to happen for any prior over monotonic transformation of p, and this is true if p is discrete and has finite parameter space, but for continuous p this does not happen.
• α = β = 1/2, also known as 'Jeffrey's prior' (Jeffreys, 1946; Perks, 1947; Bernardo, 1979) , which places more mass near the extreme to compensate for the fact that data has the strongest effect over there. This prior, which has the advantage of nicely behaving under monotonic transformations, is actually putting a uniform distribution on a transformation of the parameter p which has constant Fisher information.
• α = β = 0 is the choice proposed by Haldane (1948) and Novick and Hall (1965) .
It is not a proper beta distribution, but it is a member of what they define as 'natural conjugate Bayes density (NCBD)' class for the binomial model. It is an improper prior, since the integral of its density is infinite around 0 and 1. The posterior distribution is proper only if x > 0, (being f (p|x) ∼Beta(x, n−x)), and this constitutes a problem when the plug-in method for a rare haplotype match (x = 0) is chosen, since this method would use the posterior mean of an improper distribution. However, this posterior distribution can be seen as the degenerate distribution at zero, which makes the method applicable as well, gettingp = 0, hence log 10 LR = +∞ (see Table 4 .2). On the contrary, the full Bayesian calculation of the LR leads to a finite result for log 10 LR, because this method uses more wisely the evidence of the case, which shows that actually c has been observed (x + h is used instead of x). Note that this prior corresponds to the uniform distribution for the logit function θ = log(p)/(1 − p), and this is the reason of the adjective 'natural'.
5. Bayesian LR calculation, based on Dirichlet-multinomial model. A different choice is that of regarding the database as a multinomial sample from a population with k different haplotypes, with parameters (N ; p 1 , p 2 , ...p k ). Instead of putting a beta prior on the distribution of the probability of the single haplotype c, a multivariate Dirichlet prior can be chosen for all the probabilities (p 1 , p 2 , ..., p k ). Literature provides many examples of this method (Balding and Nichols, 1995; Balding, 1995; Lange, 1995; Weir, 1996; Buckleton and Curran, 2005; Taroni et al., 2010) , but all these approaches have two problems. First of all, they all use the plug-in approach, already described in Section 1. Second, they don't consider the uncertainty about the number k of possible types in the population. In fact, this method can be seen as a generalization of the beta-binomial model to allow more than two possible outcomes. Exactly how many, it is not possible for us to know. The problem of estimating k is a very challenging one. It has been addressed both with frequentist methods (Chao, 1984; Chao and Lee, 1992; Haas and Stokes, 1998) and with Bayesian methods (Hill, 1968 (Hill, , 1979 Lewins and Joanes, 1984; Barger and Bunge, 2010) .
We propose a full Bayesian approach which calculates the LR rather than estimating it by plug-in methods, and which uses priors over the number k of different types in the population. 5.1. The model. Assume that there may be at most m theoretically possible haplotypes alphabetically ordered in a vector, called s. For instance, m = 20 10 (10 loci, with 20 possible alleles each). Only k of them are actually present in Nature (or more specifically in the population of interest), but k is not known and also which of the m are those k is not known.
The Bayesian network of Figure 3 models a general problem, now specialized to the rare haplotype problem. It is made up of the following variables:
• K is the random variable which represents how many of the m potentially possible species are actually present in the population of interest.
• Type is a vector of length k, containing the ordered positions, in vector s, of the k haplotypes of the population of interest. A particular configuration of Type is denoted as t = (i 1 , ..., i k ), where i 1 < ... < i k .
• P is a vector of length m, specifying the probabilities of all the haplotypes, both those contained in Type, and those that are not. A particular configuration of P is denoted p = (p 1 , ..., p m ), many entries of which are zero.
• H represents the hypotheses of interest, and can take values h ∈ {1, 2}, according to the prosecution or the defense, respectively.
• E is a vector of length two, containing the indexes (i s , i t ), 1 ≤ i s , i t ≤ m, in vector s, of the haplotypes of the suspect and of the crime scene, respectively. • D represents the database, a list of haplotypes of length N , sampled from the population. A particular configuration of D is denoted d = (x 1 , ..., x m ) representing the absolute frequency in the database of each of the m haplotypes. It contains k obs < k positive values, and many zeros.
The Bayesian network of Figure 3 represents the conditional dependencies of each variable of this model, which is fully defined when the conditional probability distributions of each node given the parents are defined. A discrete prior distribution is given to K:
and different choices of f K will be proposed and analyzed in the forthcoming Sections 5.2, and 5.3.
For the distribution of Type given K, we use:
Stated otherwise, the particular indices (i 1 < ... < i k ) of the k haplotypes of the population of interest, are uniformly distributed over the set of the m k possible combinations of indexes. This is not realistic according to genetic theory, since in Nature, if some haplotype is present, then those close in terms of molecular distance are more likely to be present than others, but ignoring possible genetic information is an assumption which may work well in practice, and which makes the model relevant also for other kind of types, e.g., animal species. The distribution of P given Type = t is described as follows: let P t = (p i ) i∈t , and Pt = (p i ) i / ∈t . Then, the distribution is such that Pt = 0 with certainty, while P t is Dirichlet distributed over a simplex, with all parameters equal to α, i.e.:
The choice of a symmetric Dirichlet corresponds to the fact that information regarding the k categories is symmetrical (Good, 1980) . In practice, we assume that there is no reason a priori to believe that a type is more frequent than another, we can forget about the names and replace them by any label. If the problem remains the same when the name of the labels are swapped around, then it would be inconsistent to choose the prior for which permutations of the labels causes changes in the posterior prediction.
• The uniform prior distribution on the hypotheses is chosen:
It makes the LR equivalent to the posterior odds.
• The distribution of the evidence, given the hypotheses and the vector P is given by:
Pr(E = (i s , i t )|H = h, P = p) = p P,H , with p P,H defined as in Table 3 .
• Finally, the database D is a multinomial sample, with parameters (N, p), from the population of interest: Table 3 Definition of pP,H .
Note that actually Pr(D = d|P = p) reduces to Pr(D = d|P t = p t , Type = t), since (p t , t) automatically define p.
It holds that the joint distribution at E = (i s , i s ) (i.e., when there is a match) is:
, under the condition that i∈t p i = 1, i s ∈ t, and ∀i / ∈ t x i = 0. Then, conditioning on the observations (D = d and E = (i s , i s )), and under the same conditions mentioned above, it holds:
Integrating out p t , we obtain that
, which is valid only as long as t and d are such that ∀i / ∈ t, x i = 0. Summing out Type, we get
Summing out K we obtain that
This leads to
It can be seen from (13) that the LR depends on the data D only through k obs and x is . This is due to the choice of the symmetric Dirichlet prior, and the uniform prior on Type. In particular, this tells us that data can be reduced by sufficiency to k obs and x is . This is a rather general model, ready to be used for different scenarios. The situation of interest here is the one in which the crime stain type matches the suspect type, but it is not in the database. Stated otherwise, E = (i s , i s ) (prosecution claims that the crime stain belongs to the suspect, defense claims it belongs to a different person). The database of interest contains N observations from k obs different species, but no observation from species i s : x is = 0. This value can be compared with the one obtained through a classical plug-in Bayesian estimation:
where the number of haplotypes is a fixed valuek, to be chosen or estimated in advance. In a situation in whichk is not known, but we have a prior on K, a reasonable choice for the purpose of comparison, is that of usingk = E(K). Among the possible choices of prior one can put on K, we decided to test what happens when the Poisson distribution (see Section 5.2) and the negative binomial distribution (see Section 5.3) are chosen.
Poisson prior.
In this section a Poisson distribution with parameter λ, truncated so as to have support only on {1, 2, ..., m}, is chosen as prior distribution for K.
where λ > 0. If λ and m are large enough, the normalizing constant can be omitted and we have the standard poisson distribution:
We will consider only the case of α = 1 (multivariate equivalent of the Uniform distribution), as expressed in (16). The same analysis carried on for α = 1/2 (least-informative Jeffreys prior) led to not significantly different results in terms of LR.
It is then of interest to compare the quantities log 10 LR and log 10 LR (whenk is chosen equal to λ = E(K)), and to analyze the difference log 10 LR − log 10 LR between them. This can be done through a sensitivity analysis to see how these quantities vary when parameters of interest change.
Sensitivity analysis. The sensitivity analysis carried on letting λ and k obs vary, is shown in Figure 4 for log 10 LR ((a) and (d)), for log 10 LR ((b) and (e)), and for the difference ((c) and (f)), when α = 1, N = 100, and x = 0. In particular, the first row corresponds to the choice of a wider range for λ (from 1 to 10 000), while the second row zooms in on what happens for smaller values of λ (from 1 to 250), since the behavior of the analyzed quantities is strikingly different for λ in this range.
Sensitivity analysis for log 10 LR. Figure 4 (a) and (d) show the sensitivity analysis for log 10 LR. In particular, it can be inferred that when λ is smaller or comparable to k obs (d), the LR depends almost only on the data through k obs . On the other hand, when λ increases, the LR values depend more and more on the chosen prior through λ, and less and less on k obs . When λ > 200 (a), which is typically true λ being the expected value of the number of different Y-STR haplotypes in a population, the LR values depend only on λ. This is explained by the fact that when λ is big compared to k obs , most of the types haven't been observed yet: we don't have much data, so the posterior is likely to be similar to the prior, which is a symmetrical Dirichlet distribution for which there are many p i , each with very small probability equal to 1/λ. Since for λ > 200 the values seem not to depend on k obs , we can fix k obs = 70 and see how the log 10 LR values changes (see Figure 5 ). It can be seen that, for λ > 200, LR increases linearly with λ, indeed LR ∼ λα/2. This can be explained by replacing the Poisson prior on k, by the degenerate distribution localized on (the integer part of) λ: f K (k) = f (k; λ) = 1 {λ} (k), for λ ∈ {1, 2, ....}. This approximation is sensible for large values of λ in virtue of the law of large numbers (the Poisson(λ) being the sum of λ Poisson (1)). In this case (16) becomes
, for λ → +∞, and N fix.
Sensitivity analysis for log 10 LR − log 10 LR. The contour plot for the plug-in estimates of log 10 LR (as defined in (14) and with the choice ofk = λ) is shown in Figure 4 (b) and (e). As expected by its definition, it only depends linearly on λ and not on k obs . However it is represented through a contour plot with parameters k obs and λ, in order to make it easier to compare it to the other countour plots of Figure 4 . The difference between the 'true' value log 10 LR, and the estimated one log 10 LR is shown in Figures 4 (c) for λ ∈ {1, ..., 10 000} and (f) for λ ∈ {1, ..., 250}. In particular, one can see that, for λ > 200 (see (c)), it decreases when λ increases, while for small values of λ (see (f)) it has the opposite behavior, and strongly depends on k obs . Note that, again, the plug-in method overestimates the LR by up to almost half of an order of magnitude.
Negative binomial prior.
A different choice is that of using the negative binomial distribution (as in Hill (1968 Hill ( , 1979 ; Lewins and Joanes (1984) ). For our model a negative binomial distribution truncated so as to have support {1, ..., m} is more appropriate. It is defined as:
where r > 0 and q ∈ (0, 1). However, if E(K) is large, but small compared to m, the normalize factor is almost 1 and the standard negative binomial distribution can be used as prior distribution over K:
The likelihood ratio obtained from (16) using this prior, and for x = 0 is:
Properties of the negative Binomial distribution. In the following, a series of properties of the (zero truncated) negative binomial distribution will be listed, which will help to understand why this choice is more appropriate than the choice of the Poisson distribution as a prior for K. We will denote as NB(r, q) a random variable distributed according to a negative binomial with parameters r and q, and P(λ) a random variable distributed according to a Poisson distribution with parameter λ.
1. The mean and variance of NB(r, q) are, respectively, E(NB(r, q))= (1 − q)r/q and Var(NB(r, q))= (1 − q)r/q 2 . This represents an advantage over the use of a Poisson distribution where these two values can't be tuned independently one another, since E(P(λ)) = Var(P(λ)) = λ. Thus, the use of a negative binomial prior guarantees more flexibility. 2. The negative binomial NB(r, q) is a Gamma mixture of Poisson. 3. For fixed λ=E(NB(r, q)), when r increases, the negative binomial NB(r, q) tends in distribution to P(λ). This means that the negative binomial distribution can be seen as an extension of the Poisson distribution.
The same properties apply to the [0, m]-truncated case, both for the Negative Binomial, and for the Poisson, if m is big enough and the probability of 0 is small.
Sensitivity analysis.
A classical approach to sensitivity analysis for the negative binomial would be to analyze the sensitivity of log 10 LR to changes of r and q, and k obs , the three parameters appearing in (18). However, because of Property 3 above, we decided to use as parameters λ = E(NB(r, q)), r, which is often called dispersion parameter in Ecology, and k obs , the number of different observed species in the database. In this way it is easier to see how the results depend on the assumed number of species in Nature, and that for big r we fall back in the Poisson case. Figure 6 represents the sensitivity analysis for log 10 LR and the difference log 10 LR − log 10 LR, in the same way as we did in Section 5.2 (see Figure 4) . The contour plot of Figure 4 (b) is still valid for log 10 LR.
Sensitivity analysis for log 10 LR. It can be inferred from this analysis that when r is small (see row 1, r = 1) the value of log 10 LR depends on the data almost only through k obs and not on λ, the mean value of the number of species in Nature. When r increases the values depend more and more on λ and less and less on k obs . The range of values of log 10 LR increases with r.
Sensitivity analysis for log 10 LR − log 10 LR. According to the second column of Figure 6 , one can see that also in this case, the plug-in estimate always exceeds log 10 LR. Anyway, the difference is only significant if r is small, in particular for high values of λ.
6. Concluding remarks. This paper argues that Bayesians should calculate the LR in a Bayesian principled way. Bayesian plug-in and frequents pulg-in can sometimes be seen as convenient approximation to the LR, but the full Bayesian method for the calculation of the LR is more principled and correct. The paper has shown that the plug-in method is severely anti conservative in a way that is unfair to defense. This method, proposed both for the Beta-Binomial model and for the Dirichlet-multinomial model, eventually turned out to be even more conservative, with significant differences for particular choices of the hyper-parameters of the priors.
The two methods of Section 4 and Section 5 differ in the choice of information retained from the database. The Beta method only retains as information the frequency of the observed haplotype. A lot of information regarding other haplotypes is discarded, such as how many have been observed, and their frequencies. On the other hand, the Dirichlet method with all parameters α = 1, which at first glance seems to depend on the frequencies of all haplotypes in the databases, actually turned out to depend only on the number of observed haplotypes in the database. This is actually unattractive for Y-STR data, and it is due to the symmetry. The data does not overrule the prior which gives all the positive p i the same value, and it is also the reason why the value obtained for the LR using the two methods (beta-binomial, and Dirichlet-multinomial) do not differ too much. In the future, the use of asymmetric Dirichlet distribution will be investigated, along with alternative ways to build the prior distribution such as the Chinese Restaurant model. A concluding remark on Bayesian methods. The use of Bayesian methods has the advantage that everything is combined into a single number, without any uncertainty involved. However, there is the issue of the choice of the prior. Often Bayesians tend to hide behind the conventional choice of the so-called 'uninformative' priors, which actually are not uninformative at all. Different uninformative priors lead to different results, as we have seen. On top of that, a true Bayesian should not make use of conventional priors, but of his own priors. Lastly, it is important to point out that in the Beta binomial model the prior is chosen after the evidence is observed, which is kind of contradicting of the notion of a prior.
