We propose a strategy to guarantee realizability of species mass fractions in explicit time integration of the partial differential equations governing fire dynamics, which is a multi-component transport problem (realizability requires all mass fractions that are greater than or equal to zero and that the sum equals unity). For a mixture of n species, the conventional strategy is to solve for n 1 − species mass fractions and to obtain the nth (or "background") species mass fraction from one minus the sum of the others. The numerical difficulties inherent in the background species approach are discussed and the potential for realizability violations is illustrated. The new strategy solves all n species transport equations and obtains density from the sum of the species mass densities. To guarantee realizability the species mass densities must remain positive (semidefinite). A scalar boundedness correction is proposed that is based on a minimal diffusion operator. The overall scheme is implemented in a publicly available large-eddy simulation code called the Fire Dynamics Simulator. A set of test cases is presented to verify that the new strategy enforces realizability, does not generate spurious mass, and maintains secondorder accuracy for transport.
Introduction
This paper deals with a potential flaw in the thermochemical state which feeds the combustion model in the Fire Dynamics Simulator (FDS) for versions prior to and including FDS 6.1.2. It was recently observed that the chemical species mass fractions may sum to be greater than unity [16] , a clear violation of realizability. While the impact of this error is deemed to be minor, it is prudent to correct the flaw. In this work, we describe the root causes of the problem and a new solution method, which is implemented in FDS 6.2.0.
A numerical solution is realizable if it can physically exist. For example, positive mass densities are realizable, negative mass densities are not. Species mass fractions also have realizability constraints: mass fractions for a mixture of n species must all be greater than or equal to zero and sum to unity. . In this paper, we discuss a method to enforce this constraint for an explicit update of the species transport equations for a multi-component mixture. The scheme is implemented in a publicly available large-eddy simulation (LES) code called the Fire Dynamics Simulator (FDS) [1, 9] .
FDS is a fully explicit finite-volume code used to model lowspeed flows, with an emphasis on smoke and heat transport from fires. FDS employs block structured Cartesian cells on a staggered grid [4] . Details of the solver, including a complete description of the system of equations governing low-Mach turbulent reacting flows, may be found in [9] . The reader should bear in mind that it is very difficult to estimate time step constraints for our system of equations that are not overly conservative. FDS evaluates stability criteria and makes time step adjustments after an explicit predictor step, which is the first stage in a second-order Runge-Kutta scheme. If the time step requires adjustment (based on the predicted velocity fields), the predictor stage is repeated. Within the "adjust-time-step loop", it is critical that FDS exits the mass transport predictor stage with a realizable mass density field regardless of the chosen time step. Otherwise, the subsequent calculation of the velocity field may result in a run-time error (in other words, the code crashes, often due to unallowable values in a thermochemistry lookup table). Hence, decreasing our time step a priori (the usual approach to addressing such problems with explicit methods) is not a viable solution to the problems we will discuss here.
We are concerned with the explicit time integration of the species transport equation and the resulting numerical effects on the species mass fraction field. The species transport equation is 
where ρ is the mass density, u i is the velocity component in direction i, and the diffusive fluxes and chemical source term, respectively, obey the constraints
. Summation of (1) from α¼1 to n yields the continuity equation,
Clearly, between (1) and (2), only n of the n 1 + equations are independent.
It is important to appreciate that the transported mass per unit volume of species α in (1) 
The second-order time marching scheme used in FDS is known as a strong-stability-preserving (SSP) Runge-Kutta (RK) method [3] . SSP methods inherit the total variation diminishing (TVD) properties of their individual explicit steps. Hence, within this paper we may focus on the properties of the Euler update, as in (3). The right-hand-side of the ordinary difference equation, f k ϕ , contains both advective and diffusive transport terms. Chemistry is time split from transport and does not contribute to any realizability violation. The diffusive flux terms are modeled using Fick's law with mixture-averaged diffusivities (this is discussed further in the next section). In FDS, the advective flux terms are based on flux limiters, which essentially interpolate the cell-centered scalar values to the cell faces in such a way as to limit oscillations in the scalar solution. FDS employs both Superbee [14] and CHARM [19] limiters for LES and DNS, respectively. But other options are available in the literature. For example, the bounded QUICK or BQUICK scheme of Herrmann et al. [5] enforces global bounds on the scalar by automatically switching to first-order upwinding (Godunov) (see, e.g., [18] ) if the scalar were to go out of bounds for the chosen time step (note, however, that BQUICK is not locally TVD). Regardless of the chosen limiter, for an explicit update the time step must be small enough to maintain boundedness (even Godunov is not unconditionally stable). To ensure a robust code, the method proposed in this paper is designed to handle all degenerate cases that we may encounter in practice.
The remainder of this paper is organized as follows. In the next section, we describe options for solving the system of equations governing variable-density, low-Mach reacting flows. In Section 3, we identify the sources of realizability violations in common solver strategies. To overcome these issues, we adopt the strategy of solving transport equations for all mixture species. The problem of scalar boundedness, which is shared by all strategies, is addressed in Section 4. In Section 5, we present a range of verification cases to illustrate the improvements in the solver while maintaining second-order transport accuracy. Finally, conclusions are given in Section 6.
Methods for low-mach reacting flows
If we add temperature to our list of dependent variables and energy to our list of equations, we can understand the approaches for solving the system of equations for typical combustion problems. The methods may be categorized by how they compute density and how they compute diffusive fluxes. The density is obtained either from the equation of state (EOS) or from solving the continuity equation (actually this variant is most common in compressible Euler schemes). To our knowledge, obtaining the total mass density by explicit summation of Y ρ α , as we propose below, is a novel approach.
The level of sophistication needed in computing the diffusive fluxes depends greatly on the application. For large-eddy simulations it is uncommon to employ detailed multi-component transport (see, e.g., [17] ). Instead, it is common to employ mixtureaveraged Fickian diffusion. To guarantee the diffusive fluxes sum to zero, there are basically two options. The first is to use a "background" species to absorb the error into a single species concentration (see, e.g., [13] ). The second is to apply a correction velocity to all species (see, e.g., [12, 13] ). The background error method, which we have adopted in FDS, is the simplest and cheapest computationally and is completely adequate for handling diffusive transport for practical fire applications.
Below we provide a more detailed account of selected methods for solving our system of equations in order to provide a basis for comparison with the proposed new algorithm.
Method 1 (Typical): The most common approach to solving our system of equations is to obtain the temperature from the energy equation, the density from the EOS, and to solve only n 1 − of the species equations. The mass fraction of the nth species is obtained from
This method is iterative because to obtain any individual mass fraction requires
where ρ is from the EOS. But the EOS requires Y α . Note that the nth species is usually taken to be the most abundant (prescribed a priori) and is often referred to as the "background". For this method, no constraint on the diffusive fluxes is enforced, as all errors in diffusive transport are absorbed by the background species. Method 2 (current FDS approach): Historically the strategy employed by FDS has been to solve the continuity equation (2) The temperature is then obtained from the EOS. The energy equation is still used to form a flow divergence constraint that tightly couples mass, momentum, and energy [8] . It should be noted that both the EOS and transport equation for density are consistent by construction. As we will see, the strategy used in Methods 1 and 2 to obtain Y n is dangerous in terms of realizability. These approaches may also generate spurious mass.
, and we solve n species equations obtaining the density via
are guaranteed to be realizable (for 0 ρ > ). Thus, we have reduced the realizability problem to the "easier" problem of boundedness for Y ρ ( ) α (of course, the other two methods must also address boundedness for an explicit scheme). Details of the scalar boundedness correction are discussed in Section 4.
With this approach we must take care to ensure
. Our strategy is to absorb any errors in diffusive transport into the most abundant species locally. That is, for a given cell face we set
, where m is the most abundant species adjacent to that face. (In practice, because of the way fluxes and cellcentered scalars are stored in FDS, it is most convenient to look at the concentration on the minus side of the face normal to direction i.) Note that, since FDS is typically used as an LES code, mass transport by molecular diffusion may be two or three orders of magnitude less than turbulent transport, which uses the same turbulent diffusion coefficient for all species (hence, no errors in summation of the diffusive fluxes).
In the FDS algorithm, integration of the mean chemical source term, ṁ‴ α , is time split from transport (refer to [9] for details) and therefore does not directly create a realizability problem in the transport step, which is the focus of this paper. To be clear, the chemistry submodel does not violate realizability-all violations occur upon exit of the transport step. It is apparent, however, that the steep gradients created by the chemistry substep exacerbate the boundedness and realizability problems faced by the transport scheme.
Potential problems with solver strategies
Below we list the potential problems that may arise for explicit time updates using the methods discussed above. The problem of enforcing boundedness is shared by all three methods. If boundedness is satisfied, Methods 1 and 2 also have the potential for unrealizable mass fractions and spurious mass creation.
Boundedness: In any of the approaches, the possibility exists that an explicit update of the species transport equation will result
Obviously, this result must be corrected. But how it should be corrected is not so obvious. Suppose the floating-point result (the representation of the real number on a digital computer) is Y 1.0 10 10 ρ ( ) = − × α − ? Are we justified in "clipping" this value to zero? Generally, no. Repeated application of such clipping, when applied millions of times in a simulation, can produce significant mass conservation errors. It is better to apply a correction. Our correction strategy is outlined in Section 4.
Spurious mass creation: Spurious mass is created when the background species should be absent and one minus the sum of the other species gives a small positive number,
. One can make the argument that a different background species should be chosen. But in practice this is not always possible. The net result is that species n magically appears without being introduced through a boundary or created by a reaction.
Sum of tracked species greater than unity: This is the problem that initiated the present work. It is possible to end up with the condition
while the individual Y α are all bounded between 0 and 1. Of course, the result would then give Y 0 n < . But, as alluded to above, the temptation is to simply clip (hopefully small) negative values of mass fraction. Currently, FDS first applies a filter to the mass fraction field to correct any boundedness violations and then clips any values that are not caught by the filter (the filter is not perfect-but a major shortcoming of the old correction scheme is addressed here in Section 4). The filter corrects for boundedness and it was previously assumed that
enforced realizability. But, in fact, this last step does not enforce realizability if we must resort to clipping Y n .
To illustrate the resulting problem, Fig. 1 (left) shows a methane fire (500 kW) simulated using Method 2 above. We use a "mixed is burnt" model for combustion chemistry, Fuel Air Products + → . Hence, there are three "lumped species", Fuel, Air, and Products, in this simulation (a lumped species is a grouping of primitive species that transport and react together, implying equal diffusivities for all primitive species within a given lumped species [9] ). Note that in Method 2 only two of the three lumped species are tracked. In this case, we track Fuel and Products. Air is the background species. A virtual concentration measurement device is placed in the center near the base of the fire. On the right in the figure is a plot of the mass fractions of Fuel, Air, and Products along with the sum (dashed line). As can be seen, there are several excursions of the sum above one, a clear violation of realizability. We determined that the root cause of the realizability violation was not integration of the mean chemical source term. The problem originates in the explicit transport step, though it seems to be the case that chemical reaction exacerbates the underlying transport problems (we speculate that this is due to steep scalar gradients that appear after the time splitting of the chemical source term).
Scalar boundedness correction
In this section, we work in terms of the mass density ρ, but species mass densities Y ρ ( ) α are treated analogously. Our goals are, first, to illustrate why boundedness violations may occur, and second, to outline a scheme to correct these violations.
Consider the explicit time update of (2) in one dimension (1D). We assume a constant wind speed u moving from left to right and we use first-order upwinding (Godunov's scheme) (see, e.g., [6, 18] ) for the scalar face value. The forward Euler update for cell j is then tu x / 1 Δ Δ ≤ . This is the well-known CFL (Courant-Friedrichs-Lewy) time step constraint (see, e.g., [6, 18] ).
In general, FDS employs second-order flux limiters (Superbee [14] or CHARM [19] ), which are total variation diminishing (TVD) under certain CFL limitations. Unfortunately, it is impossible to predict the precise CFL stability limit for an arbitrary, nonlinear 3D flow field [18] . So, we are faced with a choice: (1) be overly conservative and pay the price of increased simulation times (perhaps by a factor of 2 or more) or (2) live with the fact that we may, on occasion, overstep the local CFL limit and be forced to correct the violation. In practice, the latter approach must be considered, which we discuss next.
1D example
We start by considering a minimum boundedness violation for density in 1D. Let i ρ ⁎ denote the resulting density from the explicit transport step for cell i with volume V i . Our goal is to find a correction i δρ that The basic idea is to apply a linear smoothing operator, , to the density field in regions where boundedness violations have occurred. So, the correction may be viewed as an explicit diffusion step applied to the uncorrected field with diffusion coefficient c,
Let us envision that the density in cell i is negative but that the densities in cells i 1 − and iþ1 are both in bounds (this actually is what happens most of the time with dispersion error). We therefore want a correction that takes mass away from i 1 − and iþ1 and moves it to i to make up the deficit. We know that for cell i the minimum change in mass and therefore the minimum correction that will satisfy boundedness is i i min δρ ρ ρ = − ⁎ . We take the operator as the standard discrete Laplacian. The correction for cell i is then It may be noted that (6) and (7) are similar to the corrections derived for BQUICK [5] . Based on the third line of (6) 
In this case the sum of the mass corrections is zero, as desired: 
Realistic cases
The discussion above is meant to provide a simple case for understanding the basic idea behind the correction method. In a realistic case we must account for multi-dimensional aspects of the problem (standard 3D discrete Laplacian is used for ) and for the possibility that neighboring cells may both be out of bounds. Details of the full correction scheme may be found in [9] .
Degenerate cases
With the correction scheme discussed above there are two situations that require special attention (remember, we are considering arbitrarily large time steps for an explicit time update). The first is that a single diffusion step may not be sufficient to alleviate all boundedness errors. And the second is that it is possible-in a multi-component flow-that all the species mass densities get corrected to zero to machine precision. Of course, this results in a zero mass density, where m corresponds to the maximum value of Y ρ ( ) α after correction. Notice that after one round of correction we do-as a last resort-clip the species mass densities to be positive within the summation in (8) . As we will see in the test cases below, this is a robust procedure that should be envoked rarely in practice and does not adversely affect the final results.
Verification test cases
The following test cases illustrate that the new scheme yields realizable mass fractions (Section 5.1), does not generate spurious mass (Section 5.2), and is second-order accurate (Section 5.3). All the input files for cases presented below are archived in the FDS verification suite [1, 10] . All cases were run with a pre-release of FDS 6.2.0 (Subversion 21586).
Realizability
As shown in Fig. 2 , when the new scheme is applied to the methane burner problem discussed above in Section 3 the resulting mass fraction time history is realizable. No qualitative differences in the flame dynamics are observed (compare with the mean temperature map image in Fig. 1 ). The integrated heat release rate curves for the old scheme and the new scheme are shown in Fig. 3 . The curves follow each other closely at the initial transient and oscillate around the prescribed 500 kW later in the simulation. This indicates that, while the realizability violations are undesirable, previous FDS results should be valid within the uncertainties established in the FDS Validation Guide [11] .
Mass conservation
In this case, several species are introduced into the domain via a solid phase chemical reaction. The domain is a sealed box. The added species, which enter the calculation through a mass flux boundary condition, are CO 2 , NO, NO 2 , and Cl 2 . The interesting aspect of this problem is that we track two additional species that are neither created nor destroyed via chemical reaction. One of these species is nitrogen, initialized to have zero concentration. The other species is argon, initialized to a mass fraction of unity throughout the domain. Ideally, we should see no spurious creation of N 2 mass and no spurious destruction of Ar mass. This is a nontrivial exercise because the issues discussed in Section 3 can lead to spurious creation of the background (in this case N 2 ) and spurious destruction of a species whose total mass should remain constant to machine precision (in this case Ar).
The results for the new scheme are shown in Fig. 4 . The image on the left shows the Ar mass fraction field at some later time in the simulation. The point of this plot is to impress upon the reader that the mass fraction field is nontrivial. Therefore, discrete conservation of total mass is challenging. The plot on the right is a time history of the mass of each species in the box. Note that the symbols for the injected species all overlap; they each rise slightly up to a value of 0.1 kg by the end of the run. From the plot, it is apparent that the masses of Ar and N 2 are reasonably constant.
What cannot be discerned from the plot is that the mass is constant to eight significant figures. The argon mass is maintained at 1.6605509Eþ 000 kg. And the nitrogen mass is maintained at 0.0000000Eþ 000 kg. This is a noteworthy achievement given that the total mass is always reconstructed from a volume integral of Y ρ ( )( ) α . Fig. 5 shows the change in mass for nitrogen and argon for Method 2 (old scheme, left) and Method 3 (new scheme, right). As can be seen, the background species approach used in the old scheme causes spurious creation of background species (N 2 in this case), while the transported species (argon) remains reasonably constant. As shown on the right, the new scheme solves the spurious mass creation problem (by construction).
Accuracy
To demonstrate second-order accuracy of the new species transport algorithm, here we present numerical results for the manufactured solution proposed by Shunn et al. [15] . The parameters for this problem are given in Table 1 
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dynamics simulations. Floating-point truncation errors can lead to spurious mass creation or destruction and, worse, unrealizable mass fractions if clipping is required of the nth species. While boundedness corrections were applied in previous versions of FDS, clipping of the background species led to the possibility of realizability violations (see Fig. 1 ). This problem is illustrated for a simple methane fire where we observe occasional excursions of the mass fraction sum above unity, up to values near 1.2. It should be noted that this did not adversely affect the heat release rate since fuel mass is unlikely to be clipped (see Fig. 3 ). The most likely scenarios to feel the ill effects of the realizability violations would be cases using Arrhenius chemistry or cases that rely heavily on the thermal extinction model. The validity of current and older versions of FDS still may be traced to the uncertainties published in the FDS Validation Guides [11] .
To solve the realizability problem we have adopted the strategy of solving n species transport equations and obtaining the density via Y ρ ρ = ∑ ( ) in the composition field. To verify the claims made in this paper we present several test cases. First, we rework the methane fire case (which originally exposed the realizability violations) and show that species mass fractions are indeed realizable with the new method (compare Figs. 1 and 2) . This is the key result of the paper. The second test case illustrates that the new scheme does not generate or destroy mass spuriously (see Fig. 4 ). The final test case confirms that the new scheme maintains second-order accuracy for density and species mass fractions (see Fig. 7 ). , where L ¼ 2 m. Calculations were performed with an adaptive time step satisfying both convective and diffusive CFL (Von Neumann) limits of 0.5. These results confirm second-order accuracy of the flow solver for density, mixture fraction, and velocity. As is known for projection schemes like ours, the pressure solution (represented by H) is first-order accurate [2] .
