Abstract. Satellite monitoring of aerosol properties using passive techniques is widely considered a crucial tool for the study of climatic effects of atmospheric particulate . Only space-based observations can provide the required global coverage information on spatial distribution and temporal variation of the aerosol field. This paper describes a method for deriving aerosol optical thickness at 500 nm and aerosol type from Global Ozone Monitoring Experiment (GOME) data over the ocean under cloud-free conditions. GOME, flying on board the second European Remote Sensing satellite (ERS 2) since April 1995, is a spectrometer that measures radiation reflected from Earth in the spectral range 240 -793 nm. The features of the instrument relevant to the aerosol retrieval task are its high relative radiometric accuracy (better than 1%), its spectral coverage, and its spectral resolution, which allows wavelengths in spectral regions free of molecular absorption (atmospheric windows) to be selected. The method presented is based on a pseudo-inversion approach in which measured reflectance spectra are fitted to simulated equivalents computed using a suitable radiative transfer model. The crucial aspects of this method are the high accuracy and the nonapproximate nature of the radiative transfer model, which simulates the spectra during the fitting procedure, and careful selection of candidate aerosol classes. A test application of the proposed method to a Saharan dust outbreak which occurred in June 1997 is presented, showing that in spite of the instrument's low spatial resolution, information on both optical thickness and spectral characterization of the aerosol can be retrieved from GOME data. Preliminary comparisons of the results with independent estimates of the aerosol content show that a good correlation exists, encouraging planning of a systematic application of the method.
Introduction
Interest in monitoring tropospheric aerosol properties has increased significantly over the past few years, as shown by the number of workshops and publications on this topic (the special section on Passive Remote Sensing of Aerosol and Atmospheric Corrections from the New Generation of Satellite Sensors (Journal of Geophysical Research, 103(D14), 16,815-17,217, 1997) is an excellent source of literature and information). This is a result of the key role played by aerosol in affecting the climate both by interacting directly with solar radiation and by acting indirectly on microphysical cloud properties. Increasing interest is being focused on absorbing aerosols, especially anthropogenic sulfate, but the importance of other aerosol types such as smoke produced by biomass burning, black carbon from urban-industrial activities and natural or agricultural dust is now being widely assessed. Global scale measurements of the physical and optical properties (e.g., optical thickness or mass concentration or microphysical characteristics) needed to monitor aerosol climatological effects can be achieved only by means of remote sensing from satellite because of the great spatial and temporal variability of aerosol. The global coverage achieved by satellite-based methods can serve to guide more focused experiments in regions in which the satellite has detected an enhanced aerosol activity. Renewed interest in the analysis of data measured by long-lived instruments or generations of instruments such as total ozone mapping spectrometer (TOMS), Landsat thematic mapper, Meteosat, and advanced very high resolution radiometer (AVHRR) has led to long-term monitoring of aerosol loading of the atmosphere on a daily or seasonal basis. A number of international satellite projects with specific aerosol monitoring capabilities began operating recently, while others are planned for the near future, and at the same time, methods for inversion of the data are being developed.
The ADEOS satellite with Ocean Color and Temperature Scanner (OCTS), Polarization and Directionality of the Earth's Reflectance (POLDER) [Deschamps et al., 1994] , and TOMS instruments on board gathered data from August 1996 to the end of June 1997. In mid-September 1997 the improved Sea-viewing Wide Field-of-view Sensor (SeaWiFS) on board SeaStar began its activity. A new era in remote sensing of aerosol will soon begin with the new generation of international spaceborne instruments such as Moderate Resolution Imaging Spectroradiometer (MODIS) and Multi-angle Imaging Spectroradiometer (MISR) on board the EOS AM-1 platform to be launched in 1999; Medium Resolution Imaging Spectrometer (MERIS) and Scanning Imaging Absorption Spectrometer for Atmospheric Cartography (SCIAMACHY) on board Envisat-1 planned for 1999; Stratospheric Aerosol and Gas Experiment (SAGE) III on board Meteor 3M to be launched in 1999 and on the International Space Station in Copyright 1999 by the American Geophysical Union.
Paper number 1999JD900040. 0148-0227/99/1999JD900040$09.00 2001; and Earth Observing Scanning Polarimeter (EOSP) scheduled to fly on the EOS AM-2 platform in 2004.
The aim of this work is to describe a method suitable for retrieving the aerosol optical thickness (AOT) at 500 nm and the type of atmospheric aerosol present over the Global Ozone Monitoring Experiment (GOME) field of view, exploiting the instrument's moderately high spectral resolution (from 0.2 to 0.4 nm), spectral coverage (four channels from 240 to 790 nm), and high radiometric accuracy (relative radiometric accuracy better than 1% for the radiance spectra [Deutsche Forschungsanstalt für Luft-und Raumfahrt-Deutsches Fernerkundungsdatenzentrum, (DLR-DFD) , 1996] and even better for reflectance). We believe that the proposed approach, although still based on measurements not explicitly focused on aerosols, constitutes a bridge between well-assessed or operative methods based on one (for instance, for Meteosat [Moulin et al., 1997a, b] ) or two spectral channels (for AVHRR [Stowe et al., 1997] ) and the methods based on multiple viewing angle observations and on polarization measurements proposed for the next generation of Earth observation sensors [Mishchenko and Travis, 1997b; Tanré et al., 1997] .
Characteristics of the GOME Instrument
GOME is the first European passive remote-sensing instrument operating in the ultraviolet, visible, and near-infrared wavelength regions for which the primary objective is to determine the amounts and distributions of trace atmospheric constituents. The solar irradiance (once a day) and radiance scattered by Earth's atmosphere and/or reflected by the surface are recorded with four linear detector arrays (channels), each comprising 1024 individual detector pixels. The spectra are recorded simultaneously from 240 to 793 nm. Channel ranges are as follows: 240 -316, 311-405, 405-611, and 595-793 nm. Spectral resolution varies between 0.2 nm (channel 1) and 0.4 nm (channel 4). As regards Earth nadir viewing, the maximal scan width is 960 km, and global coverage is achieved within 3 days. The local crossing time at the equator is 1030 UTC. An across-track scan sequence consists of four ground pixel types called east, nadir, west, and backscan. Each spectrum integrated over 1.5 s covers a maximum area of 40 ϫ 320 km 2 on the ground (standard GOME pixel). Further details on GOME are given by Burrows et al. [1997 Burrows et al. [ , 1999 .
Reflectance Spectra From GOME Data
All the radiative transfer computations that permit cloud and aerosol parameter retrieval deal with Earth and atmospheric reflectance, which is, in general, a function of atmospheric composition, Earth surface characteristics, observation geometry, sensor wavelength calibration, and spectral resolution. The operational level 1 GOME data product by DLR-DFD [1996] comprises spectra of solar irradiance E (in photons s Ϫ1 cm Ϫ2 nm Ϫ1 , one spectrum per day) and spectra of Earthshine radiance L (i.e., referring to the observation geometry, in photons s Ϫ1 cm Ϫ2 nm Ϫ1 sr Ϫ1 , one spectrum per pixel). Each radiance and irradiance value is included in the level 1 product together with reference wavelength (in nm) and Gaussian measurement error ( E and L for irradiance and radiance, respectively). For a detailed description of GOME data and calibration steps, see Burrows et al. [1999] and Stammes and Piters [1996] .
Reflectance is obtained from the calibrated level 1 data as
where is the GOME-measured reflectance, 0 is the cosine of the solar zenith angle at the top of the atmosphere 0 , is the cosine of the observing angle , and is the relative azimuth angle for each ground pixel. The Gaussian measurement error (1) for the reflectance is given by
Since E and L are both measured by the same instrument, most instrumental effects, which may be present in the radiance and irradiance measurements, cancel in the reflectivity: (2) sets thus the upper limit for the error. Mean values of / computed for several spectra in the analyzed GOME orbits are always Շ1%. The entire spectrum is rejected when either the solar zenith angle is Ͼ70Њ (in order to ensure that the planeparallel atmosphere assumption holds), or pixel latitude is Ͼ70Њ (to avoid the GOME polar acquisition mode). From the analysis of reflectance spectra it became clear that some problems had to be solved in order to obtain meaningful data for retrieval: the Ring effect signature, anomalies at the beginning of channel 3 (405-611 nm), and spectra jumps between channels. These problems were tagged (jumps), removed (Ring), and avoided whenever possible (anomalies and holes), respectively.
Ring Effect
Because of the high spectral resolution of the GOME instrument, the filling in of the solar Fraunhofer lines (known as the Ring effect) is apparent, especially within GOME channels 2 and 3 ( Figure 1a) . A complete description of the causes and characteristics of the Ring effect is beyond the scope of this work. For further details, see Burrows et al. [1996] . Anomalous (from the simulation of spectra point of view) spectral lines are caused by rotational Raman inelastic light scattering, which may give rise to uncertainties when a detailed description of high-resolution spectra is required, as in the case of differential optical absorption spectroscopy. Generally, in such a case the Ring effect is handled as an absorbing pseudoconstituent [Solomon et al., 1987] .
At a distance from gas absorption lines a simplified approach can be attempted for dealing with the presence of unexpected lines due to the filling in of the solar Fraunhofer lines. It is based on the assumption that inelastic scattering from molecular nitrogen and oxygen does not, on average, subtract energy from the radiant field but deflects photons according to its own phase function and shifts the photon wavelength to a higher or lower value.
Neglecting the angular dependence of light scattering (due to the very low scattering cross section), the wavelength shift is filtered out by means of box averages on reflectance data. A proper box average width has been selected as 6 nm, as described by Fish and Jones [1995] , since this spectral interval represents the characteristic scale of the problem. Figure 1a shows the effect of the selected method of averaging together data within a 6 nm box. Reflectance spectra were computed with a 3 nm step within spectral windows selected according to criteria explained in section 4.2. Averaged data (asterisks, shifted down by 0.03 in Figure 1a ) may be then considered "Ring free."
Anomalies, Jumps, and Holes
Since there is a wide gas-free spectral window straddling the end of channel 2 and the beginning of channel 3, the channels must be used simultaneously. Overlap is checked for and, if necessary, eliminated, but further precautions must also be adopted because of spot anomalies (reported, for instance, by Stammes and Piters [1996] ) at the beginning of channel 3.
These anomalies are visible in GOME spectra plotted in Figure 1c as steep spectral behavior at ϳ408 nm. Anomalies are automatically detected by testing the slope at the beginning of channel 3 over an interval of 1.5 nm. In this case the spectrum is flagged, and the beginning of the channel (the first 4 nm) is ignored in the subsequent analysis.
It was expected that the ultraviolet-visible-near-infrared (UV-VIS-NIR) spectra obtained from GOME channel data would not display significant differences in reflectance between quasi-overlapping channels. Unfortunately, such differences (so-called "jumps") may occur. The most probable explanation for these jumps lies in the serial readouts of the CCD arrays, with a time difference of 0.094 s between the first and the last diode. This means that for a 320 km across-track ground pixel, targets seen by the first and the last diodes are shifted 20 km in the forward scan. This may introduce the observed differences due to broken cloud fields and land reflectance inhomogeneities. This phenomenon should be less frequent over the ocean and in cloud-free situations, which show homogeneous boundary conditions within the GOME ground pixel.
Since several GOME channels (2, 3, and 4) are used in the retrieval process, it has to be checked that reflectance spectra have no jumps between the channels. An example of such an event is shown in Figure 1b at ϳ406 nm. The jump detection procedure developed involves extrapolating the data at the end of channel 2 (last 30 nm) over the beginning (first 10 nm) of channel 3 and comparing the two data sets. If they differ on average by Ͼ2%, then a warning is recorded. The average percentage difference between the two data sets is stored for analysis at the end of the retrieval process. Anomalously large gaps in valid data ("holes") were found to occur at the beginning of channel 3. In these cases, anomalies and jumps were flagged as undetermined.
Retrieval Method
Our method is based on a pseudoinversion approach in which the GOME-measured reflectance spectra are fitted to spectra computed by means of a suitable radiative transfer model (RTM) able to simulate the spectral response of an aerosol-loaded atmosphere in the UV-VIS-NIR part of the electromagnetic spectrum. The free fitting parameter is the AOT (also defined as A ); the parameter is adjusted until a minimum is reached in the figure of merit function (the index that describes the agreement between the data and the model function). This procedure is carried out separately for each selected aerosol class (see section 4.4), and this gives rise to as many optical thickness values as classes. The final step of the procedure is to select as retrieved the class and optical thickness that gave rise to the minimum fitting residual value.
Because measurements are interpreted on the basis of models relating the atmospheric optical properties to the radiance field itself, the remote-sensing-derived aerosol characteristics have to be regarded as "radiatively equivalent" quantities, since they relate to the assumptions, methods, and inputs used to simulate the measured spectra. The analysis is restricted to uniform low-reflecting oceanic areas and to cloud-free scenarios. Since the land surface albedo is generally poorly known, geographically and temporally variable, and relatively high in the visible portion of the electromagnetic spectrum, it is not possible to extract the aerosol information from the satellite signal over the continents, especially on the spatial scale of the GOME ground pixel. Methods already proposed for identifying dark vegetation targets using the data themselves [King et al., 1992 ] cannot be used for GOME because of the lack of suitable wavelengths within its spectral range.
The main features of our method are the following: First, the use of GOME data overcomes problems [Tanré et al., 1996, p. 19,044] such as " ⅐ ⅐ ⅐ the lack of good spectral resolution ⅐ ⅐ ⅐ , Figure 1 . GOME reflectance spectra from channels 2 and 3 for three different ground pixels. (a) the "Ring effect," particularly apparent around 395 nm (Fraunhofer lines). Asterisks mark box averages, 6 nm wide (the smoothed spectrum is shifted down by 0.03). (b) An example of spectra jump between channels. (c) An example of anomaly at the beginning of channel 3. lack of adequate satellite calibration, and the presence of water vapor" which limited the success of existing methods, since GOME's spectral resolution is high enough to avoid gaseous absorption lines and bands, and the instrument's relative radiometric accuracy is high. Second, while most of the current satellite retrieval methods are based on the fitting of radiance measurements to lookup tables (LUTs), the method presented here makes use of a fast radiative transfer code to compute the atmospheric reflectances needed during the fitting process, with the twofold advantage of not having to preselect a small number of possible values of the model parameters, which often do not encompass all the possible conditions, and of a greater flexibility of the method itself. Third, the RTM DownStream used to simulate the GOME spectra is able to describe multiple scattering processes with high accuracy, to deal with the Mie scattering phase functions of the aerosol even in the presence of strong forward peaks, and to account for aerosol absorption. Last, the adoption of one "universal" aerosol model or of a few aerosol models representative of the local conditions has been superseded by automatic detection of the aerosol type among a preselected set of candidate classes.
Two major concerns arise in retrieving aerosol information from GOME data. Cloudy pixel rejection at the GOME ground resolution (40 ϫ 320 km 2 ) can result in sparse clear pixel statistics and in some misinterpretation of high aerosol loadings as thin clouds and vice versa. Indeed, we believe that the range of atmospheric turbidity conditions, such as high aerosol loading, thin cirrus clouds, and broken clouds, is a severe test for any single-sensor detection scheme, especially if spectral coverage is not sufficiently wide to encompass both UV-VIS and thermal IR measurements. Such complicated scenarios are problematic, and aerosol information obtained in these cases has a low degree of reliability.
Moreover, our method shares the difficulties of all similar methods based solely on radiance measurements; that is, false solutions can be generated in which synthetic spectra similar to the measured spectrum are produced with aerosol parameters deviating significantly from their real values [Mishchenko and Travis, 1997a, b] . Nevertheless, the effort of deriving aerosol information from GOME data can be considered a test for the presented method, which is considered suitable for application on the planned multiwavelength near-nadir viewing sensors.
Fitting Algorithm
The GOME reflectance spectra are fitted to simulated reflectance spectra using the standard Levenberg-Marquardt method (LMFM), which is best suited for models that depend nonlinearly on the set of m unknown parameters a ϭ (a 1 , ⅐ ⅐ ⅐ , a m ). In the present application, m ϭ 1 and a ϵ A ; that is, there is only one fitting parameter. The LMFM is a standard and extremely robust fitting method described and discussed in depth by Press et al. [1994] .
Given a set of N data R G ( i ) with their own measurement errors ( i ), the aim of a procedure that fits these data to a model function deriving from some underlying physical theory R S ( i ) is to adjust the parameters of the model to obtain a minimum in the merit function, the merit function being conventionally arranged so that small values indicate close agreement between data and theory. The parameters that produce this minimum are called best fit parameters. The adopted merit function is the well-known chi-square:
where I CLASS is the index that identifies the aerosol class. The measured data R G are assumed to be independently randomly distributed as a normal (Gaussian) distribution around the "true" value R S . The standard deviations of these normal distributions are ( i ). In the LMFM the minimization of the merit function 2 proceeds iteratively. Given trial values for the parameters, the solution is improved until 2 stops, or effectively stops, decreasing. To determine whether the process has reached convergence, after each iteration step the difference between the current value of 2 and the previous one is evaluated. We check whether the relative and absolute differences between the two 2 values fall below the corresponding preselected threshold:
where n is the iteration number. The procedure is stopped after n ϭ 3 consecutive steps that give rise to 2 values fulfilling these conditions.
In the application of the retrieval method to the test case we selected N ϭ 7 wavelengths in the transparent windows (see section 4.2). The number of wavelengths resulting from average processes connected with the filtering of the Ring effect has been further reduced to save computational time; the final selection of wavelengths adopted to process the test case is given in Table 1 . The reflectance values at the seven wavelengths R G ( i ), i ϭ 1, ⅐ ⅐ ⅐ , 7 are computed as averages of the GOME-measured reflectances . The general structure of the fitting software is as follows for each GOME pixel: (1) The GOME reflectances R G ( i ) for the seven selected wavelengths (i ϭ 1, ⅐ ⅐ ⅐ , 7) are computed with their own errors ( i ), (2) the LMFM is independently applied for each of the M aerosol classes, (3) these M fitting procedures produce M values of the best fit parameter A , the associated standard deviations , and the corresponding 2 values, called the fitting residual, and (4) the smallest fitting residual out of the M available values is selected; the corresponding parameters A , , and I CLASS are the resulting aerosol characteristics of the pixel under examination.
Wavelength Selection
Aerosols exhibit extinction continuum spectra that overlap with the selective absorption of atmospheric gases. In order to retrieve the aerosol properties it is preferable to avoid gas absorption bands that strongly shadow the aerosol continuum. Many authors working with Sun photometers or satellite data have selected suitable wavelengths at which gases and aerosols do not interfere with each other [Bruegge et al., 1992] . In order to select suitable wavelengths we analyzed the vertical atmospheric transmittance over the GOME wavelength range using MODTRAN 3 version 1.5 released by Phillips Laboratory [Berk et al., 1989] . The main gas absorbers were found to be O 3 , H 2 O, and O 2 and to a lesser extent, SO 2 , NO, and NO 2 . Vertical atmospheric transmittance was analyzed by selecting from the MODTRAN 3 atmosphere models the ones which gave the highest absorption of O 3 and H 2 O. These are the subarctic winter for O 3 and the tropical atmosphere for H 2 O. The transmittance computations were carried out with the maximum spectral resolution of MODTRAN 3 and in the absence of aerosol. On the basis of this computation we can see that GOME channels 2, 3, and 4 have high transparency windows, in which it is possible to retrieve the aerosol. In order to define the position and width of these transparent windows the gas transmittance threshold T Ն 0.996 and transparent window width Ն3 nm were established. The test showed the wavelength range from 357 to 430 nm straddling GOME channels 2 and 3 to be suitable. Nevertheless, this range is still affected by negligible absorption of the NO 2 band and by weak absorption of O 3 , which, however, increases below 347 nm. In channel 4 the threshold has been exceeded only at a few wavelengths.
The need to avoid gas absorption bands so as not to mismatch aerosol and gas optical thicknesses was met by limiting the spectral range to three "windows." The results are summarized in Table 2 .
Atmospheric Model
In view of the complexity and variability of the phenomena occurring in the atmosphere, especially when such a large ground pixel is involved, an accurate knowledge of several physical quantities influencing the atmospheric status and hence the radiance reflected from Earth is required. For example, the radiative field may be influenced by the vertical temperature and pressure profile, the wind velocity, the humidity level, and many others parameters. However, global measurements of these quantities are not generally available with the required degree of precision and time-space resolution; moreover, handling such a large quantity of information would require considerable computer time and memory.
The need to represent reality using a schematic model (i.e., a model depending on as few parameters and variables as possible) together with the requirement of performing fast computations makes it necessary to introduce some assumptions which describe the atmosphere purely in terms of the dominant physical processes. In the present model the atmosphere is considered to be cloudless, horizontally homogeneous, and divided vertically into three layers: a uniform mixture of aerosol and molecules between two pure molecular layers, bounded by a Lambertian reflecting surface. The height and thickness of the aerosol-loaded layer vary according to the class considered (see section 4.4); only one class is considered at a time; that is, the model at present does not allow for the presence of boundary layer and stratospheric aerosols at the same time. Indeed, our method aims to retrieve the optical thickness of the dominant aerosol type in the scenario so that the presence of small quantities of different particulate and the need for an accurate description of the vertical distribution of the aerosol are minor aspects. Diffusion and absorption by air molecules and aerosol are accounted for. The oceanic spectral albedo is taken from a data set which provides Lambertian spectral reflectances between 240 and 800 nm with spectral resolution of 5-25 nm [Guzzi et al., 1996] . The surface pressure necessary for computation of the Rayleigh optical thickness is taken from the U.S. Standard Atmosphere (1976) .
With increasing relative humidity values, atmospheric water vapor condenses onto the particles and alters their size and chemical composition. Although seven humidity levels from 0 to 99% are available in the input aerosol properties database, the optical properties of the aerosol classes selected for the test case presented in this work were produced under the assumption of a dry environment. This is a good approximation in the case of an event like the transport of Saharan desert dust over the Atlantic Ocean (see section 7.1). D 'Almeida and Schütz [1983] observed a maximum of 5% by mass of water-soluble substances in several soil samples. Furthermore, Winkler [1973] showed that in favorable atmospheric conditions, mineral particles may increase in size by absorbing water on their surfaces, but this process, called capillary condensation, results in an increase in particle size of Ͻ5%. For these two reasons the optical properties of mineral components are considered independent of relative humidity.
Aerosol Classes
We selected a limited set of four classes representing the natural environment in which the aerosol event described in section 7 occurred. With the exception of the mineral dust type from Shettle [1984] these classes are taken from the database described by Levoni et al. [1997] , which contains an exhaustive and up-to-date inventory of aerosol components and classes selected according to the most recent World Meteorological Organization recommendations. The mineral model proposed by Shettle [1984] describes the characteristics of the windblown dust and sand originating from arid and semiarid regions and transported long distances over the oceans [Jankowiak and Tanré, 1992] . The chemical composition remains unchanged during transport, but the size distribution is altered because of settling out of larger particles. The maritime class represents typical conditions of oceanic air masses in which particles of oceanic origin are mixed with aerosol of continental origin. This mixture is representative of oceanic areas, excluding very clean, remote maritime environments. The maritime polluted class reflects even more contaminated maritime air masses, including a percentage of anthropogenic soot particles of continental origin. The volcanic class has been added to the list of candidates for representing a stratospheric model: Aerosol in the stratosphere forms a fairly homogeneous and stable layer that influences remote sensing of tropospheric aerosols only after major volcanic eruptions. The relevant optical properties of the four selected aerosol classes are shown in Table 3 along with the two levels (in km) that delimit the correspondent atmospheric layer. upon the other variables is omitted for brevity) must also be computed, and this means several more evaluations of the function itself, corresponding to an equal number of calls to DownStream. The use of a fast RTM for the purpose of fitting GOME spectra therefore appears mandatory. DownStream uses the well-known discrete ordinates radiative transfer (DI-SORT) routine [Stamnes et al., 1988] and the truncation approximation called the multiple scattering (MS) method [Nakajima and Tanaka, 1988] . The use of the MS method allows the radiative intensity field to be calculated precisely by using a small number of angular discretizations. Because an exceedingly high accuracy in radiative transfer computations appears to be unimportant in remote-sensing applications because of uncertainties related to atmospheric variability and assumptions made in the atmospheric model that introduce nonnegligible errors in simulated radiances [Nakajima et al., 1986] , a relative accuracy level of Ϸ1% is considered acceptable in the present analysis. A numerical test to determine the smallest number of streams necessary to attain the desired accuracy was carried out. For this purpose a variety of test cases have been selected within the range of possible scenarios experienced by the GOME instrument. The corresponding parameters are summarized in Table 4 . The reflectances R TEST relative to these scenarios were computed in double precision with both DISORT and DownStream using a decreasing number of streams (nstr), namely nstr ʦ [68, 32, 24, 20, 18, 16, 14, 12, 10, 8] . DISORT (version 1.1) ran using the ␦-M method, as envisaged by the code itself. The reference reflectance values R REF are obtained from DISORT using a sufficiently high number of streams (nstr ϭ 100) and the relative accuracy is computed for each number of streams by means of
where the dependence of R TEST and R REF upon the parameters of the scenario is the same as ⌬R and has been omitted for conciseness.
In Figure 2 the mean and the standard deviation of ⌬R calculated for both DISORT (Figure 2a ) and DownStream (Figure 2b ) over the set of the 1024 test scenarios are plotted versus the number of streams. The gain in speed with respect to DISORT (or DownStream since they take the same time for a monochromatic calculation) with 68 streams is also plotted on the same graph (Figure 2c ). It should be noted that DownStream with eight streams is ϳ12 times faster than DISORT with 68 streams, and the desired accuracy is maintained, while DISORT has to run with 16 streams in order to satisfy the accuracy requirement of 1%, but it is only about 7 times faster than DISORT with 68 streams.
Selection of GOME Ground Pixels Suitable for Aerosol Characteristics Retrieval

Cloud Screening
Because of their high and relatively constant reflectivity in the UV-VIS-NIR spectrum, clouds can mask the presence of aerosol over the pixel, acting as noise that covers the aerosol signal and distorts the spectral dependence. The spatial dimensions of the GOME ground pixel increase the probability of The aerosol classes are taken from the classification presented by Levoni et al. [1997] . They are mainly based on the work of d 'Almeida et al. [1991] and Shettle and Fenn [1979] and on the classification recommended by the World Climate Programme [1983, 1986] . The spectral extinction coefficients ( e ) are normalized to a number density of 1 particle cm Ϫ3 , 0 is the single scattering albedo, and g is the asymmetry factor. Read 2.44E-5 as 2.44 ϫ 10 The number of scenarios selected to assess the performance of DownStream with respect to DISORT is given by 4 ϫ 2 ϫ 4 ϫ 2 ϫ 4 ϫ 4 ϭ 1024.
observing partially cloud-covered pixels. In this work, cloud clearing is carried out using a procedure which aims to derive cloud coverage or, identically, fraction f, cloud optical thickness c , and cloud top pressure h p by fitting GOME reflectance data around the oxygen A band (761 nm) to a suitable model [Guzzi et al., 1996] . The method initially suggested for GOME by Kuze and Chance [1994] has undergone subsequent development and can now be used to produce coverage parameters prior to aerosol analysis: cloud-contaminated pixels (i.e., with c and/or f greater than a preselected threshold) are not taken into consideration in the aerosol analysis. Since partially cloudy pixels and major aerosol events such as dust plumes may have the same brightness [Jankowiak and Tanré, 1992] and the adopted cloud-fitting method does not appear to be capable of discriminating between the two scenarios, care has to be taken when fixing cloud contamination thresholds in order to avoid discarding pixels affected by high aerosol loadings.
Water-Land Mask
We obtained the elevation data file generated by the U.S. Navy and maintained by National Center for Atmospheric Research. This consists of global elevation data at a resolution of 10 arc min. An algorithm to determine whether a GOME ground pixel is completely covered by water was generated in two steps. First, the original data set was transformed into a water-land mask with the same ground resolution. Then a test was performed to check that each GOME pixel, identified by its four corners, lies on a water-marked area.
Sun Glint
Sun glint is a perturbation of remote-sensing data from space, which depends on specific conditions of illumination and observation of the underlying surface and on surface optical properties. Generally, it originates from specular or quasispecular reflection of sunlight directly reaching the surface, which is almost always water. This phenomenon is influenced by many factors, including surface type and slope and ground pixel scale, but observation geometry is the most important.
Sun glint over the ocean generally results in an increase in radiation collected by nadir viewing sensors with respect to ordinary observing conditions. Since GOME flies on a polar morning Sun-synchronous satellite, geometrical conditions for Sun glint may occur for eastward scans at seasonally dependent latitude belts. Within the context of this work the Sun glint flag generated by the DLR processor (level 1 data) was used to identify separately spectra that may be affected by this problem.
Sensitivity Analysis
To test the efficiency of the aerosol retrieval algorithm, GOME-measured data have been substituted with "pseudomeasured" spectra obtained from the function R S itself, i.e., from radiative transfer computations carried out by DownStream. The retrieval method was applied to these pseudomeasured spectra. The use of pseudomeasured spectra in the phase of analysis of the retrieval method has the twofold advantage of producing reference spectra with controlled input parameters and a well-known error level and of testing the method under the best conditions so as to assess the performance of the method itself when the "measured" data are really a random sample of the parent distribution R S (). The seven wavelengths and the four aerosol classes previously selected are used in this analysis; the observing geometry is nadir viewing, and three solar zenith angles are considered. The selected AOTs are representative of conditions from almost clear to heavily aerosol-loaded. This makes it possible to analyze the algorithm's capability of retrieving the aerosol properties (optical thickness and class) for small values of optical thickness and to confirm its expected good performance in the presence of larger aerosol loadings. Table 5 summarizes the choice of inputs.
This sensitivity study does not include the effects of errors in the basic assumptions and in the radiative transfer model used in the algorithm, errors that are sometimes very difficult to assess. In this way we were able to assume that the algorithm was applied to the "best case," where the measured scenarios were really the ones modeled with DownStream. We began the sensitivity study by applying the retrieval algorithm directly to the 4 ϫ 7 ϫ 3 ϭ 84 reflectance spectra described above, without any simulated instrumental error or noise; that is, we selected R G ( i ) ϵ R S ( i ). The standard deviations ( i ) are taken as proportional to the reflectance itself, namely, ( i ) ϭ 0.01 ϫ R S ( i ). The algorithm proved to be able to retrieve exactly both the AOT and the aerosol class, even for very small optical thicknesses such as 0.01 and 0.05. The most noteworthy result of this test with no noise superimposed over the data is that the results are independent of the first guess given to the optical thickness in the retrieval procedure.
To estimate the effects of the GOME sensor instrumental errors on the algorithm's ability to retrieve the correct aerosol parameters, we added a random Gaussian error with a standard deviation ( i ) ϭ 0.01 ϫ R S ( i ) to the pseudomeasured reflectance spectra. This means that the pseudomeasurements introduced into the fitting method are given by
where
where idum is a random deviate normally distributed around zero and generated by a suitable software routine. For each combination of the parameters of Table 5 , 100 spectra have been produced, each affected by an error that is a statistical occurrence of the Gaussian noise described above.
The results for the retrieved aerosol optical thickness RET are summarized by means of the scatter diagram shown in Figure 3 for a solar zenith angle of 15Њ, plotting RET as a function of the input aerosol optical thickness TRUE . Each quadrant of Figure 3 is devoted to results obtained from reflectance spectra with the same true aerosol class (i.e., the class pertaining to the pseudomeasured spectrum); the aerosol classes maritime, desert dust, maritime polluted, and volcanic 2 correspond to the quadrants A, B, C, and D, respectively. The results are plotted in Figure 3 with five symbols: the plus represents the mean RET value obtained by averaging the aerosol optical thickness resulting from fitting the 100 reflectance spectra (fixed TRUE and the true aerosol class) to spectra produced with the maritime class. The same applies for the asterisk, square, and diamond, which represent the aerosol fitting classes desert dust, maritime polluted, and volcanic 2, respectively. Finally, the triangle represents the results of the "best fitting class" (BFC). In this case, the mean RET value is obtained by averaging 100 retrieved optical thicknesses corresponding to the aerosol class with the lowest residual. We only plotted the error bars for the BFC because for the other data they were negligible.
From this scatter diagram we can observe a very close agreement between the BFC data and the data belonging to the true aerosol class. In quadrant A both triangles and pluses lie on the bisector of the quadrant. The same applies in quadrants B, C, and D for asterisks, squares, and diamonds, respectively. Moreover, the error bars for the BFC data always assume small values, indicating a very high accuracy in aerosol optical thickness retrieval. Cases for TRUE ϭ 1 and TRUE ϭ 2 are perfectly retrieved but are not shown on the plot in order to maintain a high resolution of the displayed results. For TRUE ϭ 0.01 we retrieved aerosol optical thickness values which were sometimes quite different: This is too small a value of TRUE to be able to distinguish the contribution of the aerosol to the signal. However, we can see that the algorithm is still able to give reasonable results. The results obtained for Sun zenith angles (SZA) of 30Њ and 45Њ show no significant differences with respect to 15Њ, except that standard deviations of the BFC data decrease with increasing SZA.
Similar positive conclusions can be drawn for aerosol class retrieval. We show the results for a zenith angle of 15Њ in Figure 4 , the results obtained for greater SZA being quite similar. Figure 4 has four curves, one for each aerosol input class, representing as a function of TRUE the percentage of cases in which the retrieved class corresponds to the true aerosol class. Only for TRUE Ն 0.2 is the retrieval algorithm able to detect the aerosol class. The capability of retrieving information on aerosols is generally greatly diminished when the aerosol optical thickness approaches very small values. In these cases, if the aerosol contribution is comparable to the molecular contribution, we can retrieve the aerosol optical thickness, but difficulties may arise in detecting the other aerosol parameters .
Application of the Method to Selected Scenarios
Detection of a Saharan Dust Plume Over the Atlantic Ocean
The method described in section 4 was applied to 5544 GOME pixels as an example of detection and mapping of enhanced atmospheric turbidity over the oceans. The selected GOME orbits analyzed correspond to an outbreak of Saharan dust over the Atlantic Ocean. The transport of Saharan dust is not constant in space and time but consists of periodic westward outbreaks with characteristic temporal and spatial features. Following a typical trajectory, the dusty air emerges from West Africa as a series of large-scale eddies that move westward, crossing the ocean in 5-6 days. These events are known to last from days to tens of days. Long-range transport of dust over the ocean is considered very important because the aeolian material transported within the warm and dry air layers strongly influences the biogeochemical cycles and the nutrient dynamics of both the oceanic and terrestrial ecosystems. Dust plumes have several characteristics that make them detectable by our method, namely, that (1) the optical thicknesses involved are in general fairly high, (2) the aerosol type is assumed to be known, (3) the spatial extension of typical dust clouds is sufficiently large [Swap et al., 1996 ] to encompass several GOME pixels, and (4) during such events the air is generally dry, so the occurrence of water clouds is reduced. Moreover, several stations of the Aerosol Robotic Network (AERONET) [Holben et al., 1998 ] Sun photometer network are positioned along dust plume trajectories. Our attention focused on the outbreak which occurred on June 6 -8, 1997, and was observable in the Meteosat visible quick look images produced within the framework of the European project Mediterranean Dust Experiment (MEDUSE), in which particularly dust-laden pixels are colored in yellowred.
Results
The retrieval results are presented as geolocated values of AOT and class for the analyzed GOME pixels in the rectangle lying between 50ЊN-50ЊS, 40ЊW-20ЊE. The coastal and land pixels have been discarded. Results are presented only for the two days, June 6 and 8. The results for June 7 are not given because the GOME overpaths did not encompass the bulk of the dust plume on that day. In Plate 1 the retrieved AOT values are represented using blue tones for pixels from almost clear to moderately aerosol-loaded ( A Ͻ 0.5). The yellowred pixels are aerosol-laden, or they are affected by a small cloud coverage which was not filtered out in the cloudscreening process. Cloud-contaminated pixels, i.e., pixels having a cloud coverage Ͼ40% and optical thickness c Ͼ 6, are green. In Plate 1 the results for the retrieved classes are shown. It should be observed that 1. The aerosol plume is visible in the pictures as an almost homogeneous area in terms of both enhanced optical thickness and mineral class. Moreover, these dust-loaded pixels reproduce fairly well the plume shape visible in the Meteosat quick look images. In particular, on June 8 the dust plume reached the open ocean, and GOME flew over the dust front.
2. Very few pixels having 3 Ͻ A Ͻ 5 are detected (gray tones); furthermore, they are clearly connected with cloud systems. We believe that these pixels are also cloudy.
3. Pixels outside the dust plume characterized by high aerosol loadings (3 Ͻ A Ͻ 5) are probably more complex scenarios in which small or semitransparent clouds are associated with aerosol loading. These uneven coverages are very frequent for the large GOME ground pixel. A better classification of these pixels will be made possible by an improved cloud-screening mechanism carried out at a higher spatial resolution Loyola, 1998 ]. 4. The method retrieved the presence of maritime classes almost everywhere, excluding the dust plume characterized by a uniform area of desert dust type aerosol. This is an encouraging result, showing that the different spectral behavior of absorbing and nonabsorbing aerosols is detectable from the GOME data.
Comparisons of the Retrieved Dust Optical Thickness With Independent Measurements
In this section we present some qualitative and quantitative comparisons of our results with measured or retrieved aerosol characteristics obtained by other authors using completely different instruments and methodologies. A validation of the method is beyond the scope of this work as it would require a more careful selection of the test area and period. Here we give the results of three different tests: First, the spectral aerosol optical thickness derived from the GOME spectrum was compared with corresponding space-time measurements obtained by a Sun photometer in the AERONET field network located on Cape Verde Island. Other AERONET stations located along the aerosol plume trajectory, such as Teide, Izana, and Barbados, were unfortunately not performing measurements on these particular days. Second, a TOMS-like absorbing index derived from GOME data (J. F. Gleason, private communication, 1998) was correlated with the AOT and the retrieved class. Last, the AOT values were compared with Meteosat-VIS channel-derived values (F. Dulac, private communication, 1998) .
The results of the first test are shown in Table 6 ; the spectral optical thicknesses measured by the ground Sun photometer are reported along with GOME-retrieved spectral aerosol optical thicknesses. GOME passed over Cape Verde at ϳ1205 UTC, so the ground measurements in the interval 1100 -1300 UTC were selected for the comparison. Near-coincident measurements give rise to a difference in the AOT of ϳ13%, which is a good agreement considering that the presence of the island is liable to disturb retrieval by altering ground reflectance and that the ground station lies near the border of the GOME pixel, so the "spatial average" obtained by GOME includes points more than 300 km away from the Sun photometer measurement. It should be noted that ground-measured aerosol optical thicknesses show a much flatter spectral dependence than those of the adopted desert class, presumably due to discrepancies between the model and true size distributions.
The aim of the second test is to assess whether two methods based on completely different approaches yield consistent results regarding the detection of UV-absorbing aerosols. The absorbing index initially applied to the TOMS measurements [Hsu et al., 1996] is able to detect absorbing particles. According to Herman et al. [1997] the index is defined as
where L meas is the measured radiance at a given wavelength and L calc is the radiance calculated at that wavelength. From radiative transfer calculations it is shown that the index values scale approximately linearly with the optical thickness, while the dependence on other aerosol parameters (e.g., size distribution, mean particle size, real part of the refractive index) is smaller. Figure 5 shows the scatter plot of the index values versus the AOT values for the pixels that the method classified as desert dust. The good correlation found (the value of the correlation coefficient is 0.7) demonstrates both that the pixels classified as desert dust by the method are really contaminated by an absorbing particulate and that the retrieved optical thickness correlates with the absorbing index as predicted.
Finally, the GOME-derived AOT (GOME-AOT) was compared with aerosol optical thickness data derived from Meteosat-VIS images (MS-AOT). The method used to derive the aerosol optical thickness from Meteosat data is described by Moulin et al. [1997a] . It has to be stressed that MS-AOT values refer to desert type, so that comparisons with GOME-AOT can be performed properly only for GOME pixels flagged as covered by desert dust (see, for example, Plate 1). MS-AOT have been made available for three Meteosat acquisitions (June 6, 8, and 9, 1200 UTC), with 30 ϫ 30 km 2 ground resolution at the subsatellite point (following the International Satellite Cloud Climatology Project (ISCCP)-B2 data format). Each MS-AOT datum represents the dust optical thickness value at 500 nm or, alternatively, a flag that means high optical Plate 1. (left) Geolocated values of the retrieved AOT and (right) the retrieved classes for the GOME orbits over the Atlantic Ocean on June 6 (081, 095, 113, and 132) and on June 8 (085, 103, and 122). The land, coast, and island pixels have been disregarded. The green pixels are cloud contaminated. Only a few pixels were affected by Sun glint at a distance from the dust plume. They have not been edited out of the analysis. thickness, bad datum, land, or cloud, depending on its value. The GOME ground pixel selection was carried out by extracting pixels over the ocean with the best time coincidence with Meteosat measurements (which meant from 10 to 30 min apart). Because of the better spatial resolution of MS-AOT, several (up to 16) MS-AOT were averaged together, then scaled at 500 nm. Figure 6 shows the results for the dusty pixels. Note that the GOME-AOT is often greater than the MS-AOT. The mean of the ratios of the pairs GOME-AOT/ MS-AOT is 1.3 (standard deviation 0.5). Many of the outliers can be filtered out by avoiding GOME pixels containing Meteosat-flagged data (i.e., excessively high thickness or cloud) or less than eight valid MS-AOT values. Selected higher-quality cases have been marked with asterisks in Figure 6 . The mean ratio now becomes 1.2 (standard deviation 0.4). Note that a significant number of cases show good agreement and a group of them still exhibits GOME relative overestimation. The reasons for this are still under examination, include nonperfect time coincidence in acquisition and consequent cloud flagging and may reveal systematic biases due to ocean reflectance or the dependence of aerosol scattering properties on the viewing geometry.
An Application to a Scenario With Low Aerosol Loading
In section 7 we discussed the ability of the retrieval method to detect a major aerosol event such as an outbreak of Saharan dust over the Atlantic Ocean. We also wanted to estimate the behavior of the retrieval method for more typical aerosol conditions over the ocean, particularly for A Ͻ Ͻ 1. With the aid of Meteosat quick looks images we noticed a large region of clear sky in the area off the coast of Namibia during July 7, 8, 9, and 10, 1997, at noon, and we applied the retrieval method to the GOME orbits passing over that area, one for each day. In this analysis, time coincidence between Meteosat images and GOME orbits is unimportant because of the persistence of the clear area.
A stringent cloud-clearing criterion was applied in order to discard all possible cloud-contaminated pixels: pixels having cloud fraction values Ͼ40% or cloud optical thicknesses Ͼ6 were eliminated from the aerosol analysis. As a result, very clear pixels coinciding spatially with the clear region in the Meteosat pictures were obtained for each day considered. For these pixels the retrieval gave low optical thickness values; in particular, a mean value of 0.18 was found for the AOT, and the retrieved aerosol classes were maritime and maritime polluted.
It is noteworthy that we also found pixels with much lower aerosol optical thicknesses than the mean value. In Figure 7 we show the GOME reflectance spectrum for the pixel 1801 of July 7, 1997 (GOME orbit 084), together with the seven reflectance values computed by introducing retrieved aerosol optical thickness (AOT ϭ 0.06) and class (maritime polluted) into our RTM. The good agreement found between the two spectra demonstrates the reliability of the algorithm, even in the case of such small optical thickness values.
Conclusions
We have presented a method for extracting aerosol optical thickness and type from GOME data under cloud-free conditions and over low-reflecting oceanic areas. The method, based Figure 5 . UV-absorbing index (AI) versus AOT scaled to 380 nm. In the regression analysis, AI ϭ (0.425 Ϯ 0.21) ϩ (1.563 Ϯ 0.13) AOT, and the linear-correlation coefficient r ϭ 0.7. Figure 6 . Meteosat-derived AOT (spatially averaged over the GOME pixel size) versus GOME-retrieved AOT. Comparison of the ground-based spectral AOT measurements with GOME-retrieved values. GOME flew over Cape Verde island at 1205 UTC. All the measurements taken by the Sun photometer from 1100 to 1300 UTC are given, showing the variability of the dust optical thickness during this time interval.
a GOME-retrieved values.
on a classical pseudo-inversion approach, appears promising because it makes use of very accurate high-resolution reflectance data covering a sufficiently wide spectral range to distinguish different spectral behavior due to different aerosol types over the target. The subnanometer spectral resolution of the instrument allows gas absorption features to be avoided, thereby simplifying the radiative transfer computations and reducing the amount of external information needed to simulate the spectra. Prior to aerosol retrieval each GOME spectrum is carefully analyzed in order to detect whether physical or instrumental phenomena are altering its shape, thus corrupting or destroying the information on aerosol content. For instance, the spectral features induced in reflectance by the Ring effect are filtered out. Because of the large dimension of the GOME footprint, subpixel cloud contamination represents the severest problem of the proposed method. The adopted cloud-screening approach appears capable of discriminating only unambiguously cloud-contaminated pixels, while scenarios affected by thin clouds or small cloud fractions are liable to be confused with major aerosol events such as dust plumes. For this reason, different criteria for discarding cloudy pixels have to be adopted when processing major aerosol events such as dust plumes or when analyzing scenarios with more typical aerosol loadings. The adopted radiative transfer model is able to account precisely for all the significant physical processes occurring in an aerosol-loaded atmosphere while retaining the speed required to process large amounts of data. Radiative transfer computations are performed during the fitting process, thereby eliminating the need to use cumbersome LUTs.
The method was tested by analyzing GOME pixels corresponding to a strong Saharan dust outbreak which occurred in June 1997, and it proved able to detect the event, i.e., to assign the proper aerosol class and to retrieve high optical thickness values corresponding to the dust plume. The results obtained were compared with independent estimates of the aerosol content, and a good correlation was found. For instance, Meteosat-and GOME-derived AOTs agreed over a significantly wide range (from 0.7 to 2).
The method also correctly detects aerosol loadings which are more typical over oceanic areas: An analysis of several GOME pixels off the coast of Namibia gives a mean value of AOT ϭ 0.18, in agreement with Meteosat quick look pictures. Although the comparisons presented in this work do not yet allow the accuracy of the method to be quantified, they nonetheless show that it merits further development, validation, and application to a wider set of cases. Figure 7 . An example of GOME reflectance spectrum for a clear pixel off the coast of Namibia for July 7, 1997 (orbit 084, pixel 1801). The retrieved A value is 0.06, and the aerosol class is maritime polluted. The crosses represent the computed reflectance values for the seven selected wavelengths.
