In this paper the quadratic stochastic operators (QSO) were considered, these operators describe the population dynamic system. Some quadratic stochastic operators were studied by Lotka and Volterra. Moreover, we discuss the dynamic of some parametric operators from the class of ζ (as) -QSO.
Introduction
The history of the quadratic stochastic operators refers to Bernshtein (1924) . Many papers were published to develop this theory. Recently many researchers interest in connection with its numerous applications in many branches of mathematics, biology [1, [6] [7] [8] [9] [10] 16] and physics [14, 15] . Let
2 , . . . , x (0) m ) be the probability distribution of species in the initial generations, and P ij,k the probability that individuals in the i th and j th species interbreed to produce an individual k. Then the probability distribution x (1) = (x j , k = 1, . . . , m. This defines a map V called evolution operator as follow V : x (0) → x (1) , i.e., V(x (0) ) = x (1) the first generation , and V(x (1) ) = x (2) the second generation and so V(x (n−1) ) = x (n) is the n th generation. This describes the population dynamical system. In this paper we discuss the dynamic of some parametric operators from the class of ζ (as) -QSO that was generated in [13] .
Quadratic stochastic operators
The quadratic stochastic operator (QSO) is a mapping of the simplex into itself of the form
where {P ij,k } are heredity coefficients that satisfy the following conditions
Note that each element x ∈ S m−1 can be considered as a probability distribution on the set E = {1, 2, . . . , m}. For a given x (0) ∈ S m−1 , the trajectory {x (n) } ∞ n=0 induced by the QSO (2.1) is defined by
The asymptotic behavior of the trajectories problem was solved for the voltera QSO's (see [3] [4] [5] ) with the assumption
Where the assumption (2.2) biologically means that every individual repeats the genotype of one of its parents for the relevant QSO V :
The following formula for Volterra-QSO was given in [3] 
In [2] , the following family of QSO's was considered
is a Volterra operator. A fixed point of an operator V can be defined as a solution of the equation V(x) = x. Let us define Fix(V) = {x ∈ S m−1 : V(x) = x} as a fixed point set, due to Brouwer's theorem Fix(V) = φ. In this paper we discuss the dynamic of some parametric operators from the class of ζ (as) -QSO. Let us denote the set
be some fixed partitions of P m and m , respectively, i.e.,
. . , m is called a ζ (as) -QSO w.r.t the partitions ζ 1 , ζ 2 if the following conditions are satisfied.
(i) P ij ∼ P uv for any (i, j), (u, v) ∈ A k and for each k ∈ {1, . . . , N}.
(ii) P ij ⊥ P uv for any (i, j) ∈ A k and (u, v) ∈ A l , and for any k = l, k, l ∈ {1, . . . , N}.
Some classes of ζ (as) -QSOs have been studied in [11] [12] [13] , in [13] the authors studied ζ (s) -QSO in two-dimensional simplex, that is m = 3. In this case they have the following possible partitions of P 3
In the same paper they showed that any ζ (s) -QSO taken from the class corresponding to partition ζ 3 is conjugated to some ζ (s) -QSO taken from the class corresponding to partition ζ 2 . Therefore, they saw that it is enough to study a class of all ζ (s) -QSO corresponding to the partition ζ 2 . They considered some subclass of a class of all ζ (s) -QSO corresponding to partition ζ 2 by choosing coefficients {P ij,k } 3 ij,k=1 in special forms where a ∈ [0, 1], finally they obtained 36 parametric operators. In this paper we are going to study the dynamics of one of these operators which is defined by
Define e 1 , e 2 , e 3 to be the vertices of the simplex S 2 . Proof. In order to find the fixed points we are going to solve the system V 1 2 (x) = x, where x = (x, y, z), in other word solving the system    x = y 2 + 2yz,
Dynamics of some operators
Subtracting the first and the second equations we get that (1 − 2a)x 2 + (2a + 2y + 1)x + (−3y + y 2 ) = 0. Simplifying this equation we get that x 2 + 2ax − 2ax 2 = y substitute a = 1 2 we get x 2 + x − x 2 = y, which implies that x = y, and implies that z = 1 − 2x. Now substitute x = y and z = 1 − 2x in the second equation we get that x 2 + 2x(1 − 2x) = x solving this equation we find that x = 0 and x = 
Proof.
(a) Let x 0 ∈ ( 
3 ) and f(x) is increasing in the same interval f(f(x)) > f(x), repeated the same process n times we get that f n (x 0 ) → 1 3 . This ends the proof of our theorem. Now we consider solving the system V 2 (x) = x in order to find the periodic points of V, where
Simplifying the system we get that , 1), (0, 1, 0) , (x * , 0, 1 − x * )} for 0 a < 
Solving the equation we find that either y = 1, or y = 2 or a = 1 2 , now if y = 1, then z = 0 and so the point (0, 1, 0) is a periodic point. If y = 2 it is an impossible case. If a = 1 2 again we get that y = y * and z = 1 − y * and so the point (0, y * , 1 − y * ) is a periodic point for an arbitrary y * that lies between 0 and 1.
If x = 0 we have two different cases either y = 0, or y = 0. If y = 0, x + z = 1 now we are going to solve the equation
simplifying the equation we get that
Hence, either x = 1, and so the point (1, 0, 0), for a = 1 2 is a periodic point, or
So the point (x * , 0, 1 − x * ) is a periodic point. Finally we have the case x = 0, y = 0 either z = 0, or z = 0. If z = 0 solving the equation y = y gives us (y 2 + 2yz) 2 + 2a(y 2 + 2yz)(1 − y 2 − 2yz) = y, simplifying the equation we get
At a = 1 2 we get y + 2z − 1 = 0, hence y = 1 − 2z but we know that x + y + z = 1 substituting the value of y we get that x = z − 1 which is impossible unless z = 1, and so x = 0, and y = 0 that contradicted our assumption. Now we are going to divide our simplex S 2 into different regions as follows
In the Figure 1 one can see the behavior of the points (x, y, z) in each region. Depending on the Figure 1 one can see that none of these regions is an invariant region for example for x ∈ B 1 some points of V n a → (1, 0, 0) and the other goes to (0, 1, 0). Similarly for the other regions some of their points goes to (1, 0, 0) and the other goes to (0, 1, 0). As a special case we can discuss the following case. Proof. Let (x, 0, z) be any point in L y=0 , substitute y = 0 in (2.3) we get that x = 0, y = x 2 + 2ax(1 − x), and z = z 2 + 2(1 − a)x(1 − x). Now substituting the point (x , y , z ) in the same system we get that x = y 2 + 2y z , y = x 2 = 0, and z = z 2 , doing the same system n times we get that x (n) = (y (n−1) ) 2 + 2y (n−1) z (n−1) , y (n) = (x (n−1) ) 2 , z (n) = (z (n−1) ) 2 , letting n to infinity we find that y (n) → 0. And so the line L y=0 is an invariant line.
