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INTRODUCTION 
Current research on the mental processes underlying language and 
speech production is strongly influenced by Merrill Garrett's work. The 
model he developed is primarily based on analyses of the distributional 
features of word, morpheme, and sound errors in spontaneous speech 
utterances of mature, normal speakers of English (Garrett, 1975, 1980), 
and on studies of language dysfunctions (Garrett & Kean, 1980; Garrett, 
1984). The model holds that the construction of sentences proceeds along 
three levels of representation: a functional level, a positional level 
and a sound level (see Fig. 1). These levels (or stages) are localized 
between a message source supplying the semantic content to be converted 
into natural language utterances, and an artlculatory system taking care 
of the actual realization of the utterances. 
Garrett's model of the language production process has been elaborated 
and somewhat modified by Kempen and Hoenkamp (1984). They propose the 
sequence of stages or modules depicted in Figure 1 : 
1) The Conceptual Module forms a semantic representation specifying the 
message the speaker intends to convey. This representation is assumed 
to be language Independent to a large extent. 
2) The Lexlco-Syntactic Module builds functional linguistic structures in 
the form of surface syntactic trees. The terminal nodes of such trees 
are abstract, pre-phonological lexical items, called "lemmas" (Kempen 
& Huijbers, 1983). A lemma does not contain any sound Information. 
3) The Morpho-Phonological Module retrieves the phonological form 
("lexeme") for each lemma and makes morphological adjustments 
(inflections). 
1 
1) The Articulatory Module transforms the phonological code into a 
phonetic code capable of controlling the articulatory apparatus. 
Garrett (1975) 
message source 
functional level of 
representation 
positional level of 
representation 
sound level of 
representation 
articulatory 
system 
Kempen and Hoenkamp (1984) 
Conceptual Module 
conceptual structure 
Lexico-Syntactic 
Module 
syntactic structure 
Morpho-Phonological 
Module 
phonological structure 
Articulatory 
Module 
phonetic structure 
articulatory 
apparatus 
Fig. 1 Two models of the mental processes underlying speech production 
The three Studies presented in this thesis address a heterogeneous 
collection of language production issues ranging from developmental 
patterns in sentence form (Study I) and the structural organization of 
self-repairs (Study II) to the stylized shape of Intonation contours 
(Study III). Study I concentrates on cognitive processing presumably 
taking place in the Conceptual Module; Studies II and III are dealing 
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primarily with the Morpho-Phonologlcal Module. The research methods we 
employed are equally diversified: they include observational analyses 
(Study I), controlled experimentation (Study II), as well as the 
implementation of a computer model (Study III). 
Notwithstanding these differences, the studies have a common root. 
They started out as attempts to gain a better understanding of the 
Lexlco-Syntactlc Module. In the period of 1976-1981, Gerard Kempen and 
his associates had done a large number of picture description experiments 
aiming at demonstrating the psychological reality of certain syntactic 
operations during sentence production. Reaction times, more particularly 
utterance initiation latencies, were the main dependent variable. Despite 
some promising early results (Kempen, 1979; Kempen & Maassen, 1981), this 
line of work resulted in a disappointing conclusion. No systematic 
effects of syntactic operations could be established with certainty. 
Speakers needed about the same time to initiate descriptions of varying 
syntactic complexity (see Van Wijk & Kempen, 1982, for a full account). 
This failure led Kempen and his group to look for other experimental 
paradigms. 
At this point I entered the project. The techniques I explored In 
Studies I and II were descriptive analysis of written texts and 
controlled ellcitation of self-corrections respectively. I hoped that 
these methods would reveal some aspects of the inner workings of the 
Lexico-Syntactic Module. However, history repeated itself. The former 
technique turned out to be primarily concerned with the Conceptual 
Module, the latter with the Morpho-Phonologlcal Module. Even in Study 
III, on the relation between syntax and intonation, it proved necessary 
to pay much more attention to the Morpho-Phonologlcal and Conceptual 
Modules than to the Lexico-Syntactic Module. However, although I have 
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been unable to adduce empirical evidence concerning the nature of 
syntactic operations during sentence production, I do believe that my 
studies have uncovered some important further aspects of this extremely 
complex cognitive activity. 
The Studies have been published elsewhere, or will be so in due time, 
under the authorship of C. van Wijk and G. Kempen. Study I (in revised 
form) has recently been accepted by Discourse Processes. Study II has 
been accepted by Cognitive Psychology conditionally upon approval of some 
changes to an earlier version. Study III has already appeared in a volume 
on Sprachsynthese which was edited by B. Müller (Hildesheim: 01ms Verlag, 
1985; Reihe Germanistische Linguistik). 
This thesis does not close off my work on language generation. In more 
recent experiments I have been able to corroborate the positions taken 
here (Van Wijk, 1987; Van Wijk & Luiten, 1986). 
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Study I: THE ORIGIN OF DEVELOPMENTAL PATTERNS IN SENTENCE FORM: SYNTACTIC, 
CONCEPTUAL OR RHETORICAL? 
Descriptive studies of later language development, i.e. from age 10 
onward, have a long tradition which dates back at least to the thirties. 
(See McCarthy, 1954, for a survey of the earlier work.) Without any 
doubt, the culmination point was Hunt's (1965, 1970) extensive 
experimental and theoretical work. This line of research was strongly 
dominated by a syntactic/sentential orientation. 
Only since the last decade, children's emerging communicative skills 
have begun to attract attention. This inspired a number of studies 
focusing on text characteristics, mainly based on Halliday and Hasan's 
(1976) inventory of text cohesion (e.g., Eller, 1983; Martin, 1983; Witte 
& Faigley, 1981). 
It was within the traditional syntactic/sentential framework that the 
present study went underway (Van Wijk & Kempen, 1982). However, we 
obtained results which were at variance with the central premises of the 
approach. In Section 1 we present our arguments for moving from a 
sentence- to a text-oriented position. Our reasoning is substantiated in 
Section 2 which describes an extensive descriptive study of essays 
written by 10 to 17 year old children at various scholastic levels. 
Finally, in Section 3, we sketch an alternative model for the observed 
developmental patterns in sentence form. It is based on rhetorical and 
conceptual rather than syntactic notions. 
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1. LATER LANGUAGE DEVELOPMENT: AN EVALUATION OF THE SYNTACTIC APPROACH 
Most developmental studies of sentence form have focused on syntactic 
complexity. However, it has been impossible to establish a clear and 
uncontroversial operational definition of this concept. Scattered through 
the literature one can find a great many proposals for statistical 
indices derived from (psycho)linguistic theory (e.g., Endicott, 1973; 
Frank & Osser, 1970). Such Indices have been seriously critized on 
psychological grounds (Kintsch, 1977a: 310-313); even linguists doubt the 
feasabillty of a single index capturing all relevant aspects of syntactic 
complexity (Bartsch, 1973). A shortcoming shared by all proposals is 
their disregard of positional information. Harrell (1957) noticed that 
the developmental increase of subordination concentrates at the end of 
main clauses. Any complexity index will have to deal with such a 
positional bias since the processing requirements imposed by 
sentence-initial and sentence-internal (inserted) constituents may differ 
considerably from those for sentence-final (appended) ones. Vfhen placing 
a subordinate structure at initial or medial positions of a main clause, 
speakers/writers commit themselves to continue the main clause in a 
certain way. But they are always free to attach a constituent at the end 
of main clauses, even subsequently to its complete planning (and 
execution) [1]. See Kempen and Hoenkamp (1984) for a detailed discussion 
of "incremental" sentence production. 
[1] The use of complexity notions in a theory of language development is 
theoretically motivated by the idea that sentential complexity reflects 
the number of (optional) syntactic operations applied in the generation 
of the sentence. Since each such operation is assumed to demand mental 
processing capacity, increasing complexity can be attributed to growing 
mental computational resources, i.e., storing in working memory larger 
numbers of syntactic commitments for longer time periods. We hold that 
only non-final extensions of the sentence are of relevance to this 
interpretation of the cognitive load imposed by a sentence. 
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Falling attempts to derive a theoretically valid definition of 
sentential complexity have led some researchers to opt for a purely 
empirical approach and to look only for syntactic features which 
correlate highly with non-linguistic criteria such as teachers' ratings 
of written compositions (e.g., Golub & Kidder, 1974). The best known 
index of the latter sort is mean T-unit Length (Hunt, 1965). A minimal 
T(erminable) Unit is an independent (main) clause with all of the 
subordinate clauses and phrases attached to or embedded within that 
clause. The index has proven to be a highly sensitive instrument for 
measuring effects upon sentence form of, for example, conversational 
context and attained language skill. Most importantly, it has become the 
hallmark of the so-called Sentence-Combining model for later language 
development (Hunt, 1970, 1977, 1983). 
The Sentence-Combining (SC) model presents the most elaborate and 
explicit theoretical account of developmental changes in sentence form. 
It links syntactic complexity to sentence-combining transformations. "The 
more mature writer's greater syntactic complexity lies in his more 
complex employment of the recursive possibilities of language, in his 
more complex employment of embedment rules" (Hunt, 1970: 35). Such 
transformations are learned/applied in a certain order. Those appearing 
first convert main clauses to subordinate clauses. A second group reduces 
clauses to phrases. And finally there are transformations which turn full 
clauses into single-word modifiers. Since these (optional) operations are 
assumed to preserve content and to affect surface form only, the basic 
claim of the SC model is the existence of a syntactic development clearly 
distinguishable from other (semantic, conceptual) developments. 
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This position is highly controversial, however. Many cases of 
sentence-combining cannot be viewed as optional, content preserving 
syntactic operations. Take, for instance, the transformation of 
predicative into attributive prenominai adjectives — one of the best 
examples of a transformation which, according to Hunt (1977), "blooms 
more and more profusely with age" (e.g., (1)). Already in 1967 Bolinger 
critized transformational accounts of the insertion of attributive 
adjectives. One of his arguments is based on the fact that not every 
attributive adjective can be rewritten predicatively, or vice-versa 
(e.g., (2) and (3)). Furthermore, changing the position of an adjective 
may invoke a change in meaning (e.g., (4)). Bolinger concluded that these 
modifiers must be inserted directly into the base structure at their 
appropriate place. 
(1) They finally produce a metal; the metal is light; it has a luster; 
the luster is bright; the luster is silvery — > 
They finally produce a light metal with a bright, silvery luster 
(2) She is a total stranger — > · She is a stranger; she is total 
(3) I saw a man; he was asleep — > * I saw an asleep man 
(4) He is a loser; he is bad — > He is a bad loser 
We may conclude that attempts to account for the lengthening of 
sentences in purely syntactic terms have not been very convincing. This 
raises doubts about the decision to pay exclusive attention to changes 
within the T-unit. Syntactic and lexical devices for establishing links 
between T-units were left out of consideration by Hunt (1970). He based 
this decision on a developmental decline of coordination between main 
clauses which he had observed in an earlier study (Hunt, 1965). He judged 
this phenomenon to be a side-effect of a syntactic developmental process 
which increasingly replaces between-T-unit ties by within-T-unit ties. 
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This negative judgment of coordination is in sharp contrast with its 
position in text-linguistic analyses. For instance, Kintsoh (1977b: 11) 
argues that words like but, however and so are "macro-connectors". They 
do not connect sentences (or single propositions) but rather whole story 
categories. Of even more importance are observations which suggest a 
positive relation between coordination and writing skills. Christensen 
(1967: 51) found that expository texts written by professional authors 
contained twice as many coordinating conjunctions as narratives and 
concluded that their use was a "fairly good mark of a mature style". A 
similar advantage was reported by Beaman (1984) for written versus spoken 
texts, by Morra Pellegrino and Andreani Scopes! (1978) for older versus 
younger age groups, and by Witte and Faigley (1981) for high- versus 
low-rated essays. It is an ironical fact that the most pertinent 
observation was made by Hunt himself. Even in his 1970 study based on a 
specially constructed rewrite task [2], subjects often used adverbs and 
conjunctors in order to indicate sequential relations. Hunt (1970: 34) 
commented as follows: "It is possible that such relational words, though 
they do not subordinate clauses, accomplish much the same purpose as 
words which do and are just as indicative of maturity. If so, then in 
studies of syntactic development both should be taken into account. It is 
entirely possible (...) that a unit other than the T-unit would be a more 
accurate measure of syntactic maturity." 
[2] In the rewrite task subjects are given a list of simple, short 
declarative sentences about some topic. The instruction asks to rewrite 
the text "in a better way" by combining sentences, changing the order of 
words and omitting words that were repeated too often (see (1)). The 
condition is imposed that no information be left out or added. It was 
assumed that this task controls for differences in matters of content and 
taps syntactic resources only. The most well-known version is Hunt's 
(1970) Aluminum Passage consisting of 32 "kernels" describing various 
characteristics of this metal and its manufacturing. 
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In the remainder of this paper we present some of the main results of 
an extensive developmental study, which was occasioned by the 
availability of a large corpus of written compositions stratified by 
grade and level of education in a way closely resembling the set up of 
Hunt's (1970) sample. Our goal is twofold: (1) to replicate the 
developmental pattern in sentence form observed by Hunt (1970), and (2) 
to look for developmental trends in other aspects of sentence forms which 
are unrelated to "syntactic complexity". We hope that the combined 
patterns will shed new light on the underlying mechanisms. 
2. THE INVESTIGATION OF 280 ESSAYS BY 10-17 YEAR OLD WRITERS 
2.1 Description of the corpus 
The 280 written compositions which we analyzed were a random sample 
from a set of 3150 originally collected in 1964/65 as part of a 
large-scale European research project on the development of self-concept 
in children and adolescents (Lutte, Hönks, Kempen & Sarti, 1969). The 
Subjects were asked, during normal schoolhours, to describe a person they 
would like to be. This "ideal" person could be an existing or an 
imaginary person. They were asked to tell something about his/her 
character, physical appearance, profession, hobbies, etc. Texts were 
written spontaneously with only little editing (crossing out of words). 
One hour was the maximum time period allowed. 
The sample was stratified in two dimensions: School type and Grade. It 
included pupils of the Elementary School and of three types of Secondary 
Education. The younger Subjects were attending the two highest grades of 
the Elementary School which, in the Dutch school system, are numbered 
Grade 5 and Grade 6. The primary school program is essentially the same 
for all children. After finishing their Elementary School (normally in 
12 
their twelfth year of age), almost all Dutch children enter one of three 
types of Secondary Education, where Grades are counted from 1 onwards, 
again. So, the four lower grades of Secondary Education are referred to 
as Grades 1, 2, 3 and 4 respectively. We will refer to the three types of 
Secondary Education as three levels of schooling, namely High, Middle or 
Low: 
- High Secondary Education (Grammar School, in Dutch "gymnasium") 
prepares for University training and academic positions; 
- Middle Secondary Schooling (High School, in Dutch "MULO") prepares for 
clerical and other positions below the academic level (such as 
retailer, bookkeeper, teacher, policeman); 
- Low Secondary Education (School of Housecraft for girls, in Dutch 
"huishoudschool", and Lower Technical School for boys, in Dutch "LTS") 
gives a training as skilled worker [3]. 
The amount of teaching in writing and other linguistic skills decreases 
from High, Middle to Low. Socio-economic family background varies as 
well. The Low level of Secondary Education is attended mostly by working 
class children, the Middle and High levels by children from middle and 
upper class families. Whenever we speak of the influence of schooling on 
language development, we actually refer to the combined effect of 
schooling and socio-economic factors. 
For each Grade and Schooltype we randomly selected 20 texts from the 
original sample. 10 were written by boys, 10 by girls. So, we had 14 sets 
of 20 texts each (2 for the Elementary School and 12 (= 1 Grades • 3 
School types) for Secondary Education), making a total of 2Θ0. In our 
[3] Since the early seventies, the Dutch school system was drastically 
reorganized. All Subjects were living in small towns in rural parts of 
the Netherlands (Brabant, Limburg), or Belgium (Flanders). 
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Elementary School sample the average ages were 10.4 years for the 
fifth-graders, and 12.0 years for the sixth-graders. The average ages in 
the Secondary Education Samples were 13.1 years (first grade), 14.0 years 
(second grade), 15.1 years (third grade), and 16.5 years (fourth grade) 
respectively. 
The Elementary School samples represented a highly heterogeneous group 
consisting of future pupils of all three levels of Secondary Education. 
Since we did not know which secondary school these Subjects were going to 
attend, we could not use their scores when computing the statistical 
effects of Level of Schooling. Still, their scores will be added to the 
tabular presentations in order to illustrate the developmental trends 
over a wider range of Grades. 
2.2 Analysis 
All texts were typed into computer files. To each word a code was 
attached specifying its (major) word category and, if necessary, specific 
syntactic information, e.g., whether an adjective was used attributively 
or predicatively. Sometimes a code was put between words, e.g., to mark 
the end of a fronted dependent clause, or contraction of two coordinate 
clauses. Texts were scored automatically by a computer program on the 
basis of the codes and special word lists. Analyses of variance were run 
with Grade (four levels) and Schooling (three levels) as independent 
variables. Significance of differences between levels of independent 
variables was assessed by means of Duncan's Multiple Range Test. In order 
to reduce the number of Tables, we will sometimes present the results of 
main effects only. (In those cases there were no significant interactions 
between Grade and Schooling.) The analysis concentrated on four topics: 
complexity measures, coordinating connectives, positional information, 
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and single-word modifiers of content words. We will discuss these in 
separate paragraphs. 
2.2.1 Complexity measures 
Our first objective was to trace the developmental trends in Hunt's 
central parameters: T-Unit Length, Clause Length, and Subordination 
Index. In doing so, we made some adjustments to the definition of the 
indices. (Analyses were done according to both Hunt's and our 
definitions; statistical properties of the results proved to be 
essentially the same.) 
The T-unlt was defined by Hunt (1970: 4) as "one main clause plus any 
subordinate clause or non-clausal structure that is attached to or 
embedded in it". So, (5) consists of three T-units, whereas (6) counts as 
one. We decided to use a slightly different definition: a T-unit consists 
of all constituents organized around the finite verb of the main clause. 
This Implies that both (5) and (6) are considered to be three T-units. 
One reason for making this revision was the tendency of our Subjects to 
avoid repetition of the clause-initial constituent, especially when 
listing characteristics of the ideal person they described (7). This 
could easily lead to inflation of T-unit Length. (In fact, deletion of 
sentence-initial deictic elements is a rather common discourse strategy 
(Jansen, 1978).) Another advantage of the modification was that it 
removed an undesirable difference between Dutch and English in their 
T-unit segmentations. In Dutch (and German as well), fronting of an 
adverbial phrase leads to inversion of grammatical subject and finite 
verb. This order persists after contraction. So, in (8), the second 
conjunct is syntactically dependent upon the first one. This is not the 
сазе in English. According to Hunt's definition, the Dutch sentence would 
count as one T-unit, its English translation as two. 
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(5) John stays home and he watches television or he reads the newspaper 
(6) He stays home and watches television or reads the newspaper 
(7) Andy is neither tall nor small, has blond hair and green-blue eyes, 
and wears dark glasses just like me 
(8) En toen zag Marietje een clown en begon ze hard te lachen 
And then saw Mary a clown and began she loud to laugh 
'And then Mary saw a clown and she began laughing loudly' 
Hunt (1970) treated a coordinated predicate as one clause. For 
instance, (6) is one long clause. Again we slightly adapted our 
definition: a clause consists of all constituents organized around a 
finite verb. This chops (6) into three clauses. Subordinated clauses 
which, because of conjunction reduction, are not Introduced by a 
subordinating connective (subordinating conjunction, relative pronoun, or 
interrogative pronoun) are also counted separately: (9) consists of three 
clauses. (Harrell, 1957, and Beaman, 1984, followed a similar approach.) 
The Subordination Index was defined by Hunt as the average number of 
subordinated or dependent clauses per T-unit. Our count also includes 
infinitival clauses, (clausal) parentheticals and appositions (10-12). We 
added these in order to obtain a larger number of relevant observations 
for the positional analysis of subordinated structures (see Section 
2.2.3). 
(9) I want to be someone who earns a lot and likes to travel 
(10) She did not behave very politely, to be honest 
(11) He has been appointed or will be so — that 1^  don't know for sure — 
in Brussels 
(12) His greatest enemy was Von Stahlhelm, a German spy who later on 
defected to the Russians 
2.2.2 Coordinating connectives 
In order to verify Hunt's claim that coordination between T-units 
shows a developmental decline, we counted occurrences of three categories 
of non-subordinating connectives — lexical devices which establish 
connections with information units outside of the T-unlt. The first 
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category, containing coordinators, serves to connect clauses In a 
syntactic way. The second and third category, called conjunctive adverbs 
and sentence adverbs respectively, do not affect the clausal structure of 
a sentence. Sentence adverbs function like comments: they evaluate the 
content of a sentence as a whole, thereby often alluding to other 
propositions. Conjunctive adverbs express how two independent, juxtaposed 
sentences are semantically connected. 
Furthermore, we made a distinction between strong and weak connectives 
(cf. Beaman, 1984; Stenning & Micheli, 1985). Weak connectives make up a 
small set of highly frequent items typically expressing enumeration or 
repetition. Their use does not have much effect on the meaning content of 
the text. The set Includes the coordinator en (and; often in combination 
with "then", cf. (8)); the three conjunctive adverbs dan/toen (then), and' 
ook (also); and the six sentence adverbs al (already), maar (well, as in 
ik ben toen maar vertrokken; well, then I left), meer (anymore, as in 
"not .. anymore"), nog (yet), weer (again) and wel (indeed). (Because of 
their highly eroded meaning, it is extremely difficult to find proper 
translation equivalents.) 
Strong connectives belong to a much larger set of words and contribute 
considerably to the coherence of the text. This category includes the 
coordinators maar (but) and want (for); conjunctive adverbs such as 
daarentegen (on the other hand), daarom (therefore), desondanks 
(nevertheless), dus (so), echter (however), evenwel (however), niettemin 
(nevertheless), nochtans (nevertheless), toch (yet), vandaar (hence), and 
zodoende (thus); and sentence adverbs such as blijkbaar (apparently), 
eigenlijk (rather), misschien (perhaps), natuurlijk (of course), vooral 
(especially), waarschijnlijk (probably), and zeker (certainly). 
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2.2.3 Positional information 
In order to investigate the growth patterns of T-units, we made two 
analyses. The first one concerned the position within the T-unit 
(initial, internal, final) of subordinate clauses. The second analysis 
addressed so-called Incremental Continuations, sentence-final 
constituents (clausal or non-clausal) functioning as "free" modifiers 
(see below). 
We decomposed the Subordination Index in terms of a positional and a 
functional criterion. Dependent clauses are placed before (initial), 
within (internal) or after (final) the main clause (13). Finally placed 
dependent clauses are either free or bound. A clause is free if its 
removal does not make the remaining sentence informed. A clause is bound 
when removal makes the remaining sentence syntactically or semantlcally 
incomplete. Many bound clauses are of the complement type, introduced by 
either a subordinating conjunctor (14) or a relative/interrogative 
pronoun (15). Restrictive relative clauses were also classified as bound. 
Usually, these have an indefinite pronoun as antecedent (16). On the 
basis of the above criteria, we classified all subordinate clauses into 
three groups: (a) non-final (i.e., initial or internal), (b) final/bound, 
or (c) final/free. For each of these groups, separate Subordination 
Indices were computed. 
(13) Аз I. see it now, the man whom I want to be like, has to be tall and 
strong so that he has nothing to fear for 
(14) Bill insists that 1^  should go 
(15) I see what you mean 
(16) My ideal person is someone who works hard for his family 
The class of Incremental Continuations was defined in terms of a list 
of syntactic structures occurring at sentence-final position. The list is 
not meant to be exhaustive but covers most of the relevant cases in our 
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corpus. Incremental Continuations share the property of being "free" in 
the above sense: leaving then out does not make the sentence 
syntactically or semantically incomplete. It is unlikely that they 
contribute to the formal complexity of the sentence, as explained in 
Section 1. These appended structures add to the informational load of the 
sentence by providing examples or more specific details. 
A. A characteristic feature of Dutch is the so-called brace construction. 
In main clauses, subject and finite verb occupy the front positions of 
the sentence. They are the left-hand arm of the brace. The other 
verbal elements (and inherent complements of the verb) are located at 
the end of the clause. They constitute the right-hand arm of the brace 
(17-18). In subordinated clauses all verbal elements occupy the final 
position. Here, the brace is formed by subordinating connective and 
subject on one hand, and the finite verb on the other. A constituent 
need not occur within the brace necessarily (although within our 
corpus these extrapositions would have to be rejected on stylistic 
grounds for most cases). All non-clausal constituents moved over the 
"right-hand brace arm" of main clauses (19) or dependent clauses (20) 
were counted as Incremental Continuations. The only exception we made 
concerned prepositional phrases belonging to a prepositional verb 
(21). 
(17) .Ze brengt de kleintjes na school altijd de verkeersweg over 
She takes the kids after school always the traffic-road across 
(18) Ik heb toen bijna de hele avond met hem gedanst 
I have then almost the whole night with him danced 
(19) Ik heb hem een keer persoonlijk ontmoet Vn Scheveningen in het cafe 
I have him one time personally met in Scheveningen in the bar 
op de Pier 
on the Pier 
(20) Dit is wat ik zou willen nu reeds 
This is what I would want now already 
(21) Hij heeft zich beziggehouden met de jeugd 
He has himself occupied with the youth 
19 
6. Non-restrictive sentence-final relative clauses were marked off as 
Incremental Continuation (22); restrictive ones were not (16). 
C. Sentence-final infinitival clauses which did not function as com­
plement to the verb, were regarded as Incremental Continuations (10). 
D. Adverbial clauses (13)) appositions (12), and dependent clauses 
expressing a quotation (23-21) were counted as Incremental 
Continuations when in sentence-final position. 
E. Sentence-final phrases introduced by a colon or by conjunctors such as 
bijv, (e.g.), o.a. (a.o.), d.w.z. (that is) or namelijk (viz.) were 
coded as Incremental Continuations (25-26). 
(22) Yesterday I went to my parents who wanted to celebrate my birthday 
(23) 'He will be in time; I suppose 
(24) 'You may better go now! she said 
(25) That's why he had many friends like А^ В^ С and D 
(26) He was very handsome: blond hair, blue eyes, well dressed 
F. The second and subsequent conjuncts of a sentence-final coordination 
of constituents were treated as Incremental Continuations (27-34). 
(Conjuncts moving over the right-hand arm of the brace are already 
covered by A (32).) Also included were special cases of gapping 
(33-34). 
(27) He is a cousin of mine and loved by everyone 
(28) He will be 20 by now and have started in his first job 
(29) He has a fast car and a house with a large garden 
(30) I do not know what her name is, how old she is or where she lives 
(31) He takes good care of his children and of his wife 
(32) Deze jongen moet groot zijn en sterk 
This boy must large be and strong 
(33) By reading a book she finds relaxation and by making a trip once 
in a while 
(34) He is a Roman-Catholic and me too 
For each essay we computed the number of T-units containing an 
Incremental Continuation and the percentage of words in Incremental 
Continuations. 
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2.2.4 Single-word modifiers of content words 
For each T-unit we determined the frequency of three types of words 
modifying content words: pre-nominal adjectives, intensifying adverbs and 
auxiliary verbs (35). These words are optional elements of a sentence 
frame. Their insertion can not be accounted for in terms of syntactic 
(sentence combining) transformations (cf. the argument given in Section 
1). They signal elaboration of sentence content. 
(35) Highly successful athletes must have been training very hard for 
quite some time 
2.3 Results 
In Tables 1 through 3 we present the mean values of T-unit Length, 
Subordination Index and Clause Length. The levels of Schooling are 
designated High, Middle and Low; the Grades of Secundary Education are 
indexed SI through SU, those of the Elementary School E5 and E6. The E5 
and E6 subsamples are not included in the Analysis of Variance for 
reasons explained in Section 2.1. As for Duncan's test, combinations of 
factor levels which do not differ significantly are underlined or 
included within square brackets. 
T-unit Length shows a highly consistent upward trend with increasing 
Grade and Schooling level (Table 1). This pattern also holds for the 
Subordination Index (Table 2). All three levels of Schooling differ 
significantly from each other. The four Grades show significant 
differences as well, except for the adjacent S1-S2 and S2-S3 pairs. 
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Table 1: Effect of Schooling and Grade on mean T-unit Length, 
i.e., average number of words in a T-unit. 
E5 E6 
Grade 
SI S2 S3 S4 Mean 
HIGH 
Schooling MIDDLE 
LOW 
Mean 
9.83 9.78 10.21 12.88 10.68 
8.31 8.87 10.05 10.20 9.36 
7.78 7.86 8.33 9.37 8.33 
7.51 8.11 8.64 8.84 9.53 10.82 
Analysis of Variance 
NOTE, 
Source: 
Schooli 
Grade 
S»G 
Error 
Duncan: 
.ng 220 
171, 
10 
1098, 
3S 
.38 
.37 
.21 
.30 
High Middle Low; 
df 
2 
3 
6 
228 
; SI 
F 
22. 
12. 
1. 
[S2 S3] 
87 
07 
39 
S4 
Ρ 
.0001 
.0001 
.2190 
Table 2: Effect of Schooling and Grade on the Subordination Index, 
i.e., average number of subordinated and dependent struc­
tures in a T-unit. 
=====r==============: 
HIGH 
Schooling MIDDLE 
LOW 
Mean 
Source: 
Schooling 
Grade 
S»G 
Error 
NOTE. Duncan: High 
E5 E6 
.181 .276 
Analysis 
SS 
3.631 
2.175 
.570 
17.976 
Middle Low; 
Grade 
SI 
.426 
.332 
.256 
.338 
of Vari 
df 
2 
3 
6 
228 
S2 
.488 
.377 
.239 
.368 
ance 
F 
23. 
9. 
1. 
SI [S2 S3] SU 
S3 
.640 
.439 
.296 
.458 
02 
19 
20 
I 
S4 
.844 
.488 
.417 
.583 
Ρ 
.0001 
.0001 
.3047 
Mean 
.599 
.409 
.302 
At first sight, this general picture also applies to the Clause Length 
data. But the significant interaction between Schooling and Grade 
indicates otherwise (Table 3). At the High Schooling level, Clause Length 
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goes down during the first three Grades. This downward trend shows up at 
the Middle level of Schooling a few years later, i.e., from Grade 3 to 4. 
Only the Low level of Schooling shows a steady increase during the full 
four year period. 
Table 3: Effect of Schooling and Grade on mean Clause Length, 
i.e., average number of words in a clause. 
Grade 
E5 E6 SI S2 S3 St Mean 
HIGH 7.57 7.03 6.98 7.92 7.37 
Schooling MIDDLE 6.42 6.78 7.49 7.32 7.00 
LOW 6.39 6.59 6.69 6.99 6.66 
6.55 6.55 6.79 6.80 7.05 7.41 
Analysis of Variance 
Source: SS df F 
Schooling 20.16 2 10.30 
Grade 15.18 3 5.17 
S»G 15.49 6 2.64 
Error 223.19 228 
NOTE. Duncan: High Middle Low; S1 S2 [S3 S4] 
The effects of Schooling and Grade on the use of coordinators, 
conjunctive adverbs and sentence adverbs are presented in Tables 4 and 5. 
For "weak" connectives, there is a rather strong effect of Schooling: the 
High Schooling group scores lower on all three types of connectives, the 
difference reaching significance for coordinators and sentence adverbs 
(Table 4). As to Grade, only coordinators show a weakly significant and 
rather irregular downward trend (Table 5). Conjunctive adverbs and 
sentence adverbs do not display any clear trends. 
The "strong" connectives yield the opposite result. Schooling shows a 
significant difference for sentence adverbs, with the High level 
obtaining the highest score, and a similar trend for conjunctive adverbs 
(Table 4). Grade produces a very stable effect: a significant and regular 
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Ρ 
.0001 
.0019 
.0171 
increase for all three strong types (Table 5). 
Table il: Effect of Schooling on the use of strong and weak connectives. 
Scores represent the average number of words of the Indicated 
category in a T-unit. 
Schooling 
LOW MIDDLE HIGH 
ANOVA 
F Ρ Duncan 
WEAK .471 .456 .312 
Coordinator .210 .191 .157 
Conjunctive adverb .137 .116 .113 
Sentence adverb .123 .1ЧВ .071 
STRONG .166 .221 .219 
Coordinator .085 .089 .065 
Conjunctive adverb .047 .063 .063 
Sentence adverb .033 .068 .090 
12.49 .0001 Low Middle High 
4.59 .0111 Low [Middle High] 
1.24 .2905 
15.43 .0001 Middle Low High 
2.98 .0528 
2.84 .0605 
1.29 .2781 
11.03 -0001 Low Middle High 
Table 5: Effect of Grade on the use of strong and weak connectives. 
Scores represent the average number of words of the indicated 
category in a T-unit. 
E5 E6 
Grade 
SI S2 S3 S4 
ANOVA 
F ρ Duncan 
WEAK .466 .467 .423 .404 .470 .395 2.12 .0964 
Coordinator .255 .189 .198 .186 .208 .152 2.84 .0383 [S3 S1 S2]S4 
Conj. adverb .113 .142 .119 .118 .130 .121 0.17 .9139 — 
Sentence adverb .098 .136 .106 .099 .131 .121 1.56 .1975 — 
STRONG .105 .144 .144 .178 .204 .282 
Coordinator .063 .073 .062 .077 .077 .104 
Conj. adverb .019 .036 .043 .047 .060 .081 
Sentence adverb .022 .035 .039 .053 .067 .096 
7.97 .0001 SI S2 S3 S4 
3.83 .0106 SI S2 S3 S4 
3.41 .0182 SI S2[S3 S4] 
6.05 .0007 SI S2 S3 S4 
The effects of Schooling and Grade on the decomposed Subordination 
Indices are presented in Tables 6 and 7. Schooling has no clear effect on 
the frequency of non-final subordinated and dependent structures (Table 
6). In fact, the Middle group scores highest. For final clauses, both 
bound and free, there is a significant difference, with the High level of 
Schooling obtaining the highest scores in both cases. The effect of Grade 
24 
is significant for all three types of subordination. However, for 
non-final and final/bound clauses there is a less regular trend than for 
final/free ones, as shown by the dip at S2. 
Table 6: Effect of Schooling on the decomposed Subordination-Indices, 
i.e., average number of subordinated and dependent structures 
in a T-unit at the position indicated. 
Schooling ANOVA 
LOW MIDDLE HIGH F ρ Duncan 
Non-final .100 .139 .129 2.25 .1075 — 
Final/bound .076 .094 .175 17.65 .0001 Low Middle High 
Final/free .125 .174 .294 21.88 .0001 Low Middle High 
Table 7: Effect of Grade on the decomposed Subordination-Indices, i.e., 
average number of subordinated and dependent structures in a 
T-unit at the position indicated. 
Grade AN0VA 
E5 E6 SI S2 S3 S4 F ρ Duncan 
Non-final .071 .096 .101 .092 .125 .174 5.59 .0011 S2 SI S3 S4 
Final/bound .034 .075 .101 .090 .118 .152 3.45 .0172 S2 S1[S3 S4] 
Final/free .078 .104 .135 .185 .215 .256 5.58 .0012 S1[S2 S3]S4 
The percentage of T-units containing an Incremental Continuation shows 
a consistent effect for both Schooling and Grade (Table 8). The High 
level of Schooling has a significantly higher score than either the 
Middle or Low Level; Grade S4 does so with respect to the three preceding 
Grades. The percentage of words in Incremental Continuations yields an 
even clearer picture (Table 9). All differences between levels of 
Schooling are significant, as are all differences between Grades, except 
for the S2-S3 pair. 
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Table 8: Effect of Schooling and Grade on the percentage of T-units 
containing an Incremental Continuation. 
HIGH 
Schooling MIDDLE 
LOW 
Mean 
Source: 
Schooling 
Grade 
S»G 
Error 
NOTE. Duncan: High 
E5 Еб 
17.8 22.0 
Analysis of 
SS 
1.158 
.416 
.112 
4.210 
Middle Low; 
Grade 
S1 
36.6 
21.0 
20.1 
25.9 
S2 
36.2 
27.7 
20.2 
28.0 
Variance 
df 
2 
3 
6 
228 
SI S2 
31 
7 
1 
S3. S4 
S3 
38.1 
29.3 
23.2 
30.2 
F 
.36 
.50 
.01 
SU 
49.0 
29.3 
32.7 
37.0 
Ρ 
.0001 
.0001 
.4195 
Mean 
40.0 
26.8 
24.0 
Table 9: Effect of Schooling and Grade on the percentage of words 
located in Incremental Continuations. 
==S3ss2=============: 
HIGH 
Schooling MIDDLE 
LOW 
Mean 
Source: 
Schooling 
Grade 
S»G 
Error 
NOTE. Duncan: High 
============: 
E5 E6 
11.7 13.2 
Analysis 
SS 
.589 
.229 
.050 
1.760 
Middle Low; 
Grade 
SI 
20.8 
13.3 
10.8 
15.0 
S2 
26.6 
17.8 
12.8 
19.1 
of Variance 
df 
2 
3 
6 
228 
SI S2 
38 
9 
1 
S3 S4 
S3 
26.7 
20.2 
13.5 
20.1 
F 
.14 
.89 
.09 
S4 
30.9 
18.9 
21.1 
23.6 
Ρ 
.0001 
.0001 
.3717 
===== 
Mean 
26.2 
17.5 
14.6 
The effect of Schooling and Grade on the use of single-word modifiers 
of content words is presented in Table 10. Once again we see a highly 
consistent superiority of groups higher in age and educational level. 
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Table 10: Effect of Schooling and Grade on the use of single-word 
modifiers of content words (auxiliary verb, prenominai 
adjective, intensifying adverb). Scores represent the 
average number of words in a T-unit. 
Grade 
E5 E6 SI S2 S3 S4 Mean 
HIGH 1.21 1.27 1.18 1.73 1.35 
Schooling MIDDLE .91 .86 1.26 1.28 1.08 
LOH .76 .89 .90 1.01 .89 
Mean .72 .83 .96 1.01 1.12 1.34 
Analysis of Variance 
NOTE. 
Source: 
Schooling 
Grade 
S»G 
Error 
Duncan: High 
SS 
8.526 
5.107 
2.417 
48.420 
Middle Low; 
df 
2 
3 
6 
228 
SI S2 
Л 
F 
20.07 
8.02 
1.90 
S4 
Ρ 
.0001 
.0001 
.0823 
2.4 Summary of main results 
In our corpus of free writing products, T-unit Length and 
Subordination Index show the same developmental pattern as Hunt (1970) 
obtained in the more restrictive rewrite task. It is remarkable how 
continuously and gradually development proceeds, even when measured at 
intervals of one year only. In contrast with the rewrite task results, 
Clause Length did not develop very regularly. Below we will argue that 
this partly failing replication may be due to task properties. 
Hunt's (1965) negative valuation of coordination receives little 
support. Only the use of weak connectives decreases somewhat with 
increasing Grade and level of Schooling, the trend being clearest for 
coordinators of the sequencing type ("and (then)"). But for strong 
connectives the pattern goes in the opposite direction: their frequency 
increases with Grade and Schooling. This refutes Hunt's suggestion that 
coordination is gradually replaced by subordinating structures [4]. We 
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conclude that the use of strong coordinating connectives cannot be 
treated as a symptom of unskilled writing. 
The decomposition of the Subordination Index shows that developmental 
growth of T-unit length concentrates at sentence-finai position. The 
effect is strongest for final/free clauses. This trend towards 
"cumulation" shows up even more clearly when a larger set of Incremental 
Continuations is taken into account. The number of words contained in 
them proves to be an especially powerful developmental parameter. 
Finally, the number of single-word modifiers of content words shows a 
steady upward trend with age and educational level. Together with the 
results for Incremental Continuations, this observation suggests that the 
increase of T-unit length is caused by conceptual rather than syntactic 
elaboration. 
3. DISCUSSION 
The combined developmental patterns obtained in our study indicate 
that level of writing skill is largely dependent on non-syntactic 
factors. We will argue that conceptual and rhetorical factors are 
primarily responsible for the results, i.e., the writer's increasing 
mastery of the "what to say" and "how to organize it" problems. 
A clear sign of growing conceptual capacities is the total number of 
words produced: from the youngest to the oldest group, text length more 
[4] The lower score of the High Schooling group for strong coordinators 
(Table 4) does deserve special consideration, because it was not 
compensated for unequivocally by a higher frequency of adverbial 
subordinators, in contrast to what Hunt assumed. As to the frequency per 
T-unit of adverbial subordinators, the High group scored .122, Middle 
.121, and Low .098 (F=1.58, n.s.). With Grade, adverbial clauses showed 
an increase very similar to the one for coordinators: .073 (E5), .106 
(E6), .090 (SI), .10U (S2), .112 (S3) and .150 (S4; F=4.19, p=.0067). 
Note that E6 scored higher than SI both for adverbial clauses and strong 
coordinators (Table 5). So, again no compensatory relation between these 
two. 
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than doubles. The increasing T-unlt length Is largely Interpretable In 
terms of conceptual development. The "open structure" of T-unlts gives 
ample opportunity to insert and append modifiers which elaborate, 
intensify, specify or otherwise enrich the information contained in them. 
The T-unit expansions that we observed are not plausibly related to 
notions of syntactic complexity. Removing all Incremental Continuations 
and single-word modifiers from a text virtually eliminates the 
developmental increase of T-unlt length, leaving hardly anything to be 
accounted for in terms of syntactic transformations. The plausibility of 
a syntactic interpretation is further reduced by the fact that many 
final/bound clauses were rather loosely related to the preceding sentence 
parts. Hain clauses such as I admire people who or 1^  think that probably 
function as a kind of "default start". 
That rhetorical skills are improving in the age range studied is borne 
out by the decrease of "and (then)" sequences and the rise of strong 
coordinating connectives. In our interpretation, these trends signal a 
gradual transition from a conversational to a more literate style of text 
production (cf. Flower, 1979; Bereiter & Scardamalia, 1982). Novice 
writers structure their texts as a running commentary around their own 
discovery process. They are primarily concerned with what to say next and 
how to formulate it appropriately. Their texts are coherent at a 
sentence-to-sentence level only, best exemplified by the high frequency 
of additive and temporal links as in "and (then)" sequences. On the other 
hand, expert writers are able to organize their initially conceived 
content from the point of view of their readers. This concern shows up 
linguistically in the selection of certain syntactic patterns and lexical 
items, leading to "sentence combining" (Hunt, 1970) or "integration" 
(Chafe, 1982). The reality of this developmental trend is also supported 
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by our Clause Length data. Crowhurst and Piche (1979) have observed that 
descriptive texts tend to consist of longer clauses than argumentative 
texts. This implies that any progression toward a more argumentative 
style will decrease Clause Length. Therefore, the Irregular pattern we 
obtained for the two higher levels of Schooling may have been caused by 
the transition from a descriptive, narrative style to an expository, 
argumentative style. 
Developmental trends in text characteristics are the result of more 
powerful strategies for selecting and combining information units. These 
will lead, among other things, to a gradual progression from pragmatic 
devices and reliance on immediate context to more elaborated syntactic 
forms and lexical items for providing cohesion and showing relationships 
between ideas. In the literature these strategies are referred to in 
rather vague terms, for instance, as a transition from unplanned to 
planned discourse (Ochs, 1979), from an oral to a literate style (Chafe, 
1982) or from a writer-based to a reader-based perspective (Flower, 1979; 
see Myers, 1983: 27, for a comprehensive listing). Elsewhere (Van Wijk 4 
Kempen, 1982) we have argued that proficient writers are better capable 
of imparting new knowledge structures to their readers. This ability 
implies dissecting a knowledge structure into its components and their 
interrelationships. The latter involve a great many concepts having to do 
with cause, result, purpose, concession, space, time, degree, comparison, 
etc. Conveying new knowledge structures to a readership is traditionally 
called expository writing. It contrasts with narrative writing which does 
not attempt to decompose knowledge structures and to assemble them in the 
mind of the reader, but simply presupposes their availability in the 
reader. Narrative language use only requires linguistic means for 
Instantiating a knowledge structure, filling in slots, selecting 
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alternative routes, etc.; novice writers are good at it after years of 
oral training. 
The above line of reasoning leads to the conclusion that the 
developmental changes in sentence form and word usage we observed in our 
corpus do not result from inherent changes in the syntactic processor but 
are indirect consequences of improved skills in solving problems at 
rather high, conceptual and rhetorical, levels of processing. In fact, 
Hunt's (1970) rewrite task can be viewed as a highly successful attempt 
to force writers to think about the conceptual/rhetorical shaping of a 
text. An Important source of hypotheses concerning the nature of these 
problem-solving operations is provided by the design of Artificial 
Intelligence systems for text production (e.g. McDonald & Pustejovsky, 
1965; McKeown, 1985; see Kempen, 1986, for a survey). In our most recent 
experimental work we attempt to disentangle conceptual and rhetorical 
factors and to establish their relative contributions to the language 
development process. 
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Study II: A DUAL SYSTEM FOR PRODUCING SELF-REPAIRS IN SPONTANEOUS SPEECH 
How do speakers correct inappropriate or erroneous utterances they 
produced spontaneously? In this paper we develop a new theoretical 
approach to this process based on an original technique: experimental 
ellcltation of self-repairs. It allowed us to verify Levelt's (1983) 
Well-formedness Rule which establishes a connection between self-repairs 
and syntactic coordinate structures. More Important, however, is the 
discovery that, in addition to a syntax-based correction mechanism, there 
exists a second mechanism which hinges on a prosodie unit called 
phonological phrase (cf. Nespor & Vogel, 1982, 1983). 
The paper is organized as follows. First, we give an overview of the 
current state of psycholinguistic theorizing on language production, in 
particular with respect to self-repairs (Sections 1 and 2). Then we 
present the new technique and the data it generated in an extensive 
experimental study (Sections 3 and 4). Section 5 is devoted to a 
description of our model. Further empirical support gained from the 
experiment is reviewed in Section 6. The final Section outlines some 
theoretical implications. Details concerning our taxonomy of 
self-repairs, and the parametrization of the model are presented in 
separate Appendices. 
1. A PSYCHOLINGUISTIC MODEL OF LANGUAGE PRODUCTION 
In the seventies, theorizing about the mental processes underlying 
language and speech production has progressed rapidly, most notably 
through the work of Merrill Garrett (1975, 1980). The model he put 
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forward has gained sufficient influence to be called the standard model 
of language production (see Bock, 1987, for a discussion on some of its 
basic tenets). In this paper too, we take it as a starting point. We will 
first present the model briefly, using the terminology proposed by Kempen 
and Hoenkamp (1984). 
Sentences are produced by the four Modules or Stages depicted in 
Figure 1. They have access to the Mental Lexicon, and their outputs are 
continuously watched by a central Monitor. The first, Conceptual Module 
prepares the meaning contents to be conveyed to the listener. These 
conceptual representations are assumed to be non-linguistic — i.e., 
language Independent — to a large extent. The second, Lexlco-Syntactic 
Module converts conceptual Input into syntactic form by building 
functional linguistic structures (surface syntactic trees). Their 
terminal nodes are lemmas, i.e. abstract lexical items not yet containing 
any sound information (Kempen & Huijbers, 1983). The third, 
Morpho-Phonologlcal Module retrieves and processes the phonological forms 
(lexemes) associated with the lemmas; it makes raorpho-phonologioal 
adjustments, and computes an intonation contour spanning the whole 
utterance (Van Wijk & Kempen, 1985). Lemmas as well as lexemes are looked 
up in the Mental Lexicon. The fourth, Articulatory Module transforms the 
phonological representation of an utterance into a phonetic one which 
controls the activity of the speech organs. The Monitor is a supervisory 
agent observing the flow of information between Modules, capable of 
intervening when certain special events take place. Needless to say, the 
Monitor has no linguistic knowledge of its own and exerts control merely 
by sending and receiving messages. 
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Figure 1. A global model of language production 
The major source of evidence for the model has been the analysis of 
speech errors produced spontaneously during everyday conversations (see, 
e.g.. Cutler, 1981). It was not until recently that the natural companion 
of errors, their repairs, received closer attention in the literature. 
2. LEVELT'S WELL-FORMEDNESS RULE FOR RETRACING REPAIRS 
Levelt (1983) has proposed a classification of self-repairs in terms 
of their cause. The major types he distinguishes are Appropriateness 
repairs (A-repairs) and Error repairs (Ε-repairs). In case of an A-repair 
the speaker substitutes an utterance which is adequate in itself, by one 
which she judges more appropriate semantically or pragmatically. In (1), 
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for instance, the repair leads to specifying a location more accurately 
[1]. An Ε-repair serves to correct a (morpho-)phonologlcal, lexical or 
syntactic error. In (2) an erroneous lexical item is replaced. 
(1) He beginnen [rechts] op het, wat rechts op het papier 
We start right on the somewhat right on the paper 
(2) En [boven] de grijze bol een, OF rechts van de grijze bol 
And over the grey sphere a or right of the grey sphere 
een paarse bol 
a purple sphere ((1)-(2) from Levelt, 1983) 
Since we are interested not so much in the motives behind a 
self-repair as in the formal relationship of the repair text to the 
original utterance, we have developed an alternative typology based on a 
dichotomy between retracing repairs and non-retracing repairs. In 
retracing repairs, the speaker interrupts her ongoing speech more or less 
abruptly, backtracks to an earlier point of the utterance and repeats it 
in a fully or partly modified form (e.g., (1) and (2)). (This type of 
repair has dominated the literature, almost to the exclusion of 
non-retracing repairs where the reparandun is replaced by the repair text 
without any backtracking. Examples are given in Appendix A.) In the 
remainder of this paper we are chiefly concerned with retracing repairs. 
After having interrupted the ongoing utterance, how far will the 
speaker backtrack? Levelt (1983) proposed a syntactic solution to this 
problem. He formulated a well-formedness condition based on the idea that 
[1] In the examples we use the following conventions: the target of the 
repair (игерагапгіиіііи) is placed between square brackets "[J"; the moment 
of interruption is indicated by a comma; editing terms are rendered in 
capitals, the repair text (i.e., the text replacing the reparandum) is 
underlined. Many of the examples presented in the various Sections were 
taken from a corpus of spontaneous self-repairs collected by the author. 
The remaining ones are quoted from the literature. 
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structural commitments derived from the original, interrupted utterance 
determine where the restart may occur. More specifically, the original 
utterance and the repair text bear the same formal relationship to each 
other as the members of a coordination. 
Consider the constructed example (3) where a lexical error is 
corrected. The repair is well-formed if it can be changed into a 
grammatical coordination as follows: 
(a) delete any editing expressions (e.g. NO), 
(b) complete the Interrupted constituent (e.g. with road), and 
(c) insert the connective and at the point of Interruption (in some cases 
a different connective is more appropriate, e.g. or). 
In (3a) the speaker has backtracked to the beginning of the prepositional 
phrase because the corresponding coordination is grammatical (see (3b)). 
Retracing to the position marked by an asterisk is precluded since the 
corresponding coordination is ill-formed (see (3c)). 
(3) a There you can park · the car at the [left-hand side] of the, NO 
at the right-hand side of the road 
b There you can park the car at the left-hand side of the road and 
at the right-hand side of the road 
с There you can park the car at the left-hand side of the road and 
the car at the right-hand side of the road 
In his extensive corpus of spontaneously produced self-corrections, 
Levelt found only a very small number of violations of the 
Well-formedness Rule. However, the value of this observation is 
diminished by the following two considerations. 
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1. The number of potentially critical cases in a corpus of spontaneous 
self-repairs is relatively small. In many sentences, the 
Well-formedness Rule leaves open several possible targets for 
retracing, irrespective of the position of the interrupt. 
2. In the majority of spontaneous self-repairs, the speaker halts during 
or immediately after the pronunciation of a wrong word (in Levelt's 
corpus up to 75 percent). In most of these cases, the speaker 
backtracks no further than either the reparandum itself or the 
beginning of the constituent the reparandum belongs to. Neither 
strategy will ever produce a violation of the Well-formedness Rule. 
In order to overcome both limitations we have devised an experimental 
procedure for eliciting repairs artificially. It allowed for controlling 
(a) the sentence structures used by the speakers, and (b) the position 
where the ongoing utterance is interrupted. The crucial dependent 
variable was the backtracking target chosen by the speakers in the 
various experimental conditions. 
3. METHOD 
3.1 Introduction 
The procedure was essentially a picture description task. Line 
drawings representing everyday events were displayed on a CRT screen 
under the control of a computer. Subjects described the depicted events 
using sentences of somewhat standardized form. During the pronunciation 
of the descriptive sentence, some aspect of the picture might change, 
necessitating an update of the description. The speakers had been 
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instructed to react to the pictorial change as quickly as possible. The 
moment at which the pictorial change took place could be varied relative 
to the time interval during which the descriptive sentence was 
pronounced. By carefully selecting these moments we could bring speakers 
into a situation where the favorite strategy of immediate one-word 
retracings was out of reach. We could also Independently vary the 
changing pictorial attribute and the sentence form (e.g. Active versus 
Passive). This enabled us to place the prospective reparandum early or 
late in the description. 
We occasioned violations of the Well-formedness Rule by arranging the 
visual scenes in such a way that a natural description would often 
Include Noun Phrases of the following format: 
[NP1 Art7 N1 [PP1 Prepl [NP2 Art2 N2]]] 
i.e., containing a Prepositional Phrase as a postnominal modifier. 
Suppose that, due to some pictorial change, N2 has to be replaced by, 
say, N3. The speaker who attempts to make this correction immediately 
after having pronounced N2, may confine herself to retracing over a 
distance of one word and say N3 (e.g. ( Ό ) . The Well-formedness Rule also 
allows further retracings: to Art2, Prepl or even Arti. The reader can 
verify this by applying the rule, for instance, to (5a): replace the 
editing term UH by the connective and, and check the grammatlcality of 
the resulting coordination (see (5b)). However, after a delayed interrupt 
such as (6a) and (7a), the Well-formedness Rule dictates retracing to the 
beginning of NP1, that is, up to and including Arti ((7Ь) is grammatical, 
(6b) is not). 
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(4) the man with the [moustache], ..UH., glasses greets the clown 
(5) a the man with the [moustache], ..UH., the glasses greets the clown 
b the man with the moustache and the glasses greets the clown 
(6) a · the man with the [moustache] greets the, ..UH., with the glasses 
greets the clown 
b * the man with the moustache greets the clown and with the glasses 
greets the clown 
(7) a the man with the [moustache] greets the, ..UH., the man with the 
glasses greets the clown 
b the man with the moustache greets the clown and the man with the 
glasses greets the clown 
The ideas sketched in this Section formed the basis of four pilot 
experiments intended to test the Well-formedness Rule. The results were 
very clear. Subjects frequently produced repairs whose form went against 
Levelt's rule. At the same time, the deviations displayed a very 
systematic pattern, suggesting that a different correction mechanism was 
at work, perhaps in addition to the mechanism which is responsible for 
the Well-formedness Rule. The findings obtained in the pilot studies 
motivated the specifics of the experimental set-up described below. We 
need not summarize the outcomes of the pilots since they showed the same 
trends as will become apparent in the main experiment to be presented 
here. 
3.2 Materials 
The stimuli were line drawings depicting two persons: an actor (the 
man) and an object (the clown). The actor performed one of two actions, 
push away (wegduwen) or wave at (toezwaaien) the clown. Both Dutch verbs 
contain a separable particle (weg, toe). The actions were represented by 
two different positions of the actor's arm (pushing: horizontal, towards 
the object; waving: vertical, upward). The two persons had a neutral 
appearance, demanding no further elaboration of the NPs describing them. 
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In its most simple form, a description could be: ^ e man duwt de clown weg 
(the man pushes the clown away). The persons could receive special 
attributes rendered as either an adjective or a prepositional phrase. 
Depending upon hairstyle, the man had to be called bald (kaal) or neat 
(net). The clown was happy (blij) or sad (droef) depending on the shape 
of his mouth. The man's face could be supplied with a moustache (snor) or 
glasses (bril); the clown could carry a sac (zak) or a bag (tas). In (8) 
we give the format of the description together with the Dutch words 
(mostly monosyllabic) filling its slots. Optional parts, corresponding to 
pictorial elements which may be absent from a drawing, are within 
brackets. 
(8) the (adj) man (PP) Verb the (adj) clown (PP) Particle 
I I I I I I 
I I I I I I 
nette met de bril duwt droeve met de zak weg 
kale met de snor zwaait blije met de tas toe 
A trial started with the display of only one person, either the man or 
the clown. After registration of the onset of the Subject's response via 
microphone and voice key, the second person was displayed alongside of 
the first one. This two-step build-up of each picture served to elicit 
sentences in passive and active voice. Presenting the actor first led to 
an active sentence (cf. (8)). When the object was displayed first, the 
speakers constructed a sentence in passive voice (cf. (9)). Notice that, 
due to Dutch word order rules, the sentence-final PP is always followed 
by a verbal element: a particle or a past-participle [2]. This implies 
[2] A past participle may be regarded as consisting of two words: a 
particle and a past participle. This is indicated by the possibility of 
inserting a word inbetween them. For instance, De clown zal door de man 
weg worden geduwd (The clown will by the man away be pushed). 
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that for repairs of the second PP the same restrictions hold as for those 
of the first PP. That is, backtracking to the beginning of the PP 
suffices after an immediate interrupt, but once the pronunciation of the 
verbal element has started retracing to the beginning of the NP is 
obligatory. 
(9) the (adj) clown (PP) ¿s by the (adj) man (PP) Past-Participle 
I I I I I 
I I I I I 
droeve met de zak nette met de bril weggeduwd 
blije met de tas kale met de snor toegezwaaid 
The stepwise build-up of pictures introduced an undesirable asymmetry 
between active and passive trials. In active trials, the initial picture 
fragment revealed actor as well as action: remember that the action was 
recognizable from the actor's arm position. The initial picture fragment 
displayed In passive trials, however, showed the clown without any action 
clues. This active-passive asymmetry was easy to remove: we presented the 
actor (the man) without an arm; during the second step the arm and the 
object (the clown) were added simultaneously. In fact, we used all three 
display possibilities in the experimental design: 
Step 2 Step 2 
S (subject) : actor + action + object 
SV (subject verb) : actor + action + object 
PAS (passive) : object + actor + action 
Repairs were induced by changing certain pictorial aspects during the 
Subjects' pronouncing the descriptive sentence. Three types of changes 
were introduced: 
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1. Substituting an attribute, which induces a SUB-repalr. 
The entailed reparandum was either an adjective (10), a prepositional 
object noun (11) or a verb (12). 
(10) the man pushes away the [happy] clo-, the sad clown 
(11) the clown with the [bag], with the sac is waved at by the man 
(12) the bald man [pushes away] the, waves at the clown 
2. Deleting an attribute, which induces a DEL-repalr. 
The most natural linguistic response to a deletion turned out to be a 
lexical substitution. In the pilot studies, many Subjects found it 
difficult to leave out the adjective or PP whose pictorial counterpart 
had been deleted. They preferred special lexical items denoting the 
absence or disappearance of an attribute. For example, in (13) the 
adjective neat is replaced by ordinary (gewoon); in (14) the 
preposition with (met) is substituted by without (zonder). Thus, the 
adjective or PP was not actually removed from the description. It 
follows that DEL-repairs were much like SUB-repairs, although within 
the PP the preposition rather than the noun was substituted. 
(13) the [neat] man pu-, the ordinary man pushes away the clown 
(14) the man waves at the clown [with the bag], without bag 
3. Adding an attribute, which induces an ADD-repalr. 
The linguistic material to be inserted into the description was either 
a prenominai adjective (15) or a postnominal PP ((16) and (17)). In 
the former case, a retracing repair will ensue, which is governed by 
the Well-formedness Rule. In the latter case, however, the speaker 
sometimes managed to locate the interrupt immediately after the NP's 
head noun (man, clown). Then she was free to continue by simply adding 
the PP, without any backtracking. This lead to repairs of the 
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non-retracing type, as is further attested by a pause and a deviating 
intonation contour (16). 
(15) the [clown], the happy clown is pushed away by the man 
(16) the clown, ... with the bag is waved at by the man 
(17) the [man] waves, the man with the glasses waves at the clown 
The pictorial and sentential material to be used in the experimental 
trials was composed as follows. Notice first that all sentences contain 
two NPs and that there are four NP shapes: (1) Art + NP, (2) Art + Adj + 
NP, (3) Art + N + PP. and (4) Art + Adj + N + PP. This implies that 16 
structurally different sentence types are possible (disregarding, for the 
moment, active versus passive voice; cf. (8) and (9)). In order to keep 
the number of trials within manageable proportions, we applied several 
reductions. First of all, we did not use any sentences containing two 
PPs; this reduced the total number of sentence types from 16 to 12. For 
each of these we listed all logically possible ways of SUBstituting, 
ADDing and DELetlng a pictorial element. (Note that verbs could only be 
substituted, not deleted or added. We did not distinguish VI -> V2 from 
V2 -> VI). The second reduction consisted of removing all ADDs which 
would yield sentences with two РРз or two adjectives. The third reduction 
only applied to substitutions and deletions of adjectives. There (and 
only there) we excluded original sentences with double adjectives. Table 
1 gives an overview of the 51 renaining repair types. It indicates, for 
example, that there are 8 structurally different sentence types to which 
a PP can be added. To the total of 51 we added 9 "catch items" where no 
pictorial change occurred and no repair was needed. 
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Table 1. Number of structurally different descriptions 
for the various repair types and to-be-repaired 
linguistic elements 
Verb 
Prepositional Phrase 
Adjective 
SUB 
9 
8 
6 
23 
DEL 
θ 
6 
14 
ADD 
θ 
6 
14 
9 
24 
18 
51 
The resulting set of 60 items had to be used in three display 
conditions (S, SV and PAS¡ see above). This made up a total of 180 items 
to be presented to every Subject. The various pictorial attributes were 
distributed over these items in such a way that all attributes occurred 
equally often, both before and after the picture change. Moreover, the 
two directions a SUBstitution could go (e.g., VI -> V2 and V2 -> VI) were 
selected with equal frequency. 
For each item we needed repairs after a delayed interrupt and after an 
immediate interrupt. We therefore presented the items under two temporal 
conditions: once with a "late" pictorial change, once with an "early" 
change. Presumably, a late pictorial change would yield more delayed 
interrupts than an early change. We ran a separate pilot experiment 
enabling us to estimate the average interval needed by Subjects to reach 
certain points in their descriptive utterance. For example, it took our 
Subjects an average of 775 milliseconds to proceed from the first to the 
second article in de man met de snor (the man with the moustache). On 
this basis, we decided that an "early" change from a moustache to glasses 
should take place after 625 milliseconds (775 minus 150), a "late" change 
after 925 milliseconds (775 plus 150). In this way we hoped to obtain 
reasonable numbers of immediate and delayed interrupts. 
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The above method yielded specifications for 360 trials, each 
consisting of 2 pictures (except for the "catch items" where one picture 
was sufficient), one display condition (S, SV or PAS), and one interrupt 
interval ("early" or "late"). They were placed in random order and 
distributed over four blocks of 90 trials. These blocks were presented to 
the subjects in four different balanced orders. 
3.3 Procedure 
The experiment was run under the control of a PDP11/45 computer. Onset 
of vocal responses (descriptive utterances) was registered via a 
microphone and a voice key. Line drawings were stored on a computer disk 
as a list of vectors, and reproduced electronically on a Vector General 
display. During each trial, the vectors defining the drawings were stored 
in four separate buffers: one for the actor (the man), one for the action 
(his arm), one for the object (the clown) and one for the changing part 
(either actor, action or object). The change of a pictorial attribute was 
accomplished by replacing one of the three former buffers by the fourth 
one. The display could be refreshed very quickly without disturbing 
side-effects such as blinking. All responses were tape-recorded. 
Subjects were told they had to perform a dual task: observing and 
speaking. The purported goal of the experiment was to study the effect of 
language production upon the efficiency of visual perception. Emphasis 
was laid on detecting all changes in the display, and reporting this as 
quickly as possible by interrupting the ongoing description and 
incorporating the pictorial change in an updated description. Responses 
were tape-recorded under the pretext that, later on, speed and accuracy 
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of detection were to be measured. We had to give this deceptive 
information in order to divert the Subjects' attention from the 
linguistic shape of their descriptions. Subjects were not informed that 
the responses would be analysed linguistically, nor were suggestions made 
on how to incorporate a pictorial change into the interrupted 
description. After the session, the real purpose of the experiment was 
disclosed. Participants spoke at a normal rate without unduly long 
pauses: the two-step presentation of each stimulus did not pose any 
specific problems. The suggested active and passive sentence frames (see 
(8) and (9)) were followed virtually unanimously. 
Each session consisted of four parts. First, the Experimenter (always 
the first author) introduced the "man" and the "clown" with the various 
combinations of attributes, and suggested the words that could be used to 
refer to the persons and their attributes. Second, the Subject responded 
to a series of 24 (or 48) drawings without changes (only SV and PAS), 
thus becoming familiar with the experimental equipment, the sentence 
formats and the words referring to the attributes. Third, the Subject 
went through to a series of 20 trials with changes (S, SV and PAS) in 
order to get an Impression of the actual task. Fourth, the 360 trials of 
the experiment were run without any further practicing. There was a break 
of about 10 minutes between the second and third block of 90 trials. Each 
trial consisted of the following program steps: 
1. Display the starting signal "•··"; wait for Subject to press button. 
2. Display first part of drawing; wait for voice-key to trigger. 
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3. Start clock; complete the drawing; if clock matches the interrupt 
interval, replace one of the three buffers by the fourth; wait until 
clock matches the maximum interval. (The maximum interval was 1 second 
longer than the average time needed to pronounce the entire 
descriptive utterance. These averages had been obtained during a pilot 
study.) 
4. Clear screen; go to 1 for next trial. 
3.4 Description of the corpus 
In Section 3.1 we introduced the syntactic construction selected to 
put the Well-formedness Rule to a critical test: the NP containing a 
postnominal PP. Of the 360 trials, 1ЧЧ aimed at repairing a PP within an 
NP (6·24, cf. the second row of Table 1). We will only present analyses 
of responses delivered in these trials. 
Sixteen Subjects, undergraduate psychology students of the University 
of Nijmegen, participated individually in sessions lasting between 90 and 
120 minutes. In all, they underwent 2304 (16·144) trials where they 
attempted to repair a Prepositional Phrase. In 2060 cases (89.4t) the 
attempt was successful. The pictorial change went unnoticed in only ЦП 
cases (1.9t). The remaining failures were due to a variety of factors 
such as spontaneous errors preceding the pictorial change, a voice-key 
not working appropriately, etc. In addition, the Subjects produced 52 PP 
repairs spontaneously in other trials. These were added to the corpus, 
now containing 713 SUB-repairs, 661 DEL-repairs, and 735 ADD-repairs. The 
number of DEL-repairs is lower mainly because Subjects sometimes failed 
to produce the correct repair text: Instead of replacing the preposition 
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with by without, they removed the entire PP from the NP. The number of 
repairs after a delayed interruption was 388 for SUB-repairs, 384 for 
DEL-repairs and 462 for ADD-repairs. Immediate repairs were somewhat less 
frequent: 325 for SUB-, 280 for DEL-, and 273 for ADD-repairs. In display 
conditions S, SV and PAS we obtained 692, 71И and 706 repairs 
respectively. The sentence-initial PP elicited 1065 repairs, the 
sentence-finai one 1017. 
All experimental sessions were recorded on tape. Complete 
transcriptions of the responses were typed into a computer file and coded 
for various characteristics. The central dependent variables were point 
of Interrupt and retracing target. The former was encoded as either 
"immediate" or "delayed". In an Immediate interrupt, the speaker halted 
at or before the end of the PP. When the original utterance was 
interrupted at a later point (e.g., during/after the tensed verb, 
participle or particle), the response was classified as delayed. Within 
the domain of possible retracing targets we distinguished two classes: 
retracing toward the beginning of the NP of which the PP made part, or 
retracing no further back than the beginning of the PP. We dubbed them 
"complete-NP" and "PP-only" respectively. 
On the basis of the Well-formedness Rule and the reasoning in Section 
3.1, one expects complete-NP restarts after all delayed interrupts. A 
PP-only retracing would imply a violation of the Rule. After an immediate 
interrupt, both PP-only and complete-NP retracings are permitted. But the 
latter are inefficient in the sense of overshooting the nearest target 
designated by the Well-formedness Rule. Thus we grouped the 2112 PP 
repairs into four groups. Two were "suboptlmal": (1) PP-only retracings 
51 
after a delayed interrupt, and (2) complete-NP retracings after an 
immediate interrupt. Both remaining groups were "optimal": (3) PP-only 
retracings after an immediate interrupt, and (4) complete-NP retracings 
after a delayed interrupt. Suboptimal repairs are exemplified by the 
ill-formed cases in (18)-(20) and by the overshoots in (21)-(23). 
(18) * the man with the [glasses] pushes, with the moustache pushes 
away the clown 
(19) * the clown [with] the bag is pu-, without bag is pushed away 
by the man 
(20) · the [man] waves, with the glasses waves at the happy clown 
(21) the man with the [mou-], the man with the glasses pushes away the 
clown 
(22) the man waves at the clown [with] the bag, the clown without bag 
(23) the [clown] the clown with the bag is pushed away by the bald man 
For each Subject, we expressed the number of complete-NP and PP-only 
restarts as a percentage of the total number of repairs in the various 
categories we distinguished. We used a non-parametric statistical test — 
Wllcoxon's signed-ranks test for matched pairs — since the percentage 
scores were expected to be distributed extremely asymmetrically 
(approaching either zero or one hundred), and since this test is 
sensitive to between-Subject inconsistencies in the direction of an 
effect. 
For most analyses, we subdivided the corpus into a number of smaller 
sets. As a result, some Subjects failed to have a score on one of the two 
variables in a paired comparison. Missing scores were typically due to 
individual differences in speaking rate and, in case of DEL-repairs, 
deviations from the prescribed format. The exact number of paired 
comparisons on which a test is based will be indicated in the bottom row 
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of each table. In all tests a one-tailed level of significance will be 
specified. Whenever we report an average score, it was computed on the 
basis of the paired observations only (including ties); the observations 
which happened to have no counterpart in a paired comparison were left 
out. 
As already hinted at in Section 3.1, we found massive deviations from 
well-formedness and substantial proportions of overshoots in the four 
pilot studies. However, in the various sections of the experimental 
design the proportions of "sub-optimal" responses were very different. 
The shape of repairs appeared to depend critically on the immediate 
context of the reparandum for one part, and on the location of the 
interrupt for another. Consequently, we redirected our study from a 
straightforward test of Levelt'a Well-formedness Rule to a detailed 
examination of factors contributing to the choice of a "suboptimal" 
restarting point. The data presentation will be organized according to 
the location of interrupts. In Section 4 we look at context effects after 
immediate interrupts. The data presented in this Section give rise to the 
model described in Section 5. Section 6, which is devoted to context 
effects after delayed interrupts, provides additional support for the 
model. 
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4. MAIN RESULTS: context effects after immediate interrupts 
Before going into a detailed examination of our corpus of elicited 
repairs, we assessed the influence of Incremental presentation of the 
pictures. A comparison between the S and SV display modes on all the 
variables to be discussed in the Sections Ц and б revealed no significant 
differences. In fact, the numerical values of the scores were often 
virtually identical. We concluded that the visibility of the action did 
not influence form of repair in the SV condition. Differences between PAS 
and SV cannot be attributed to this factor. In the sequel, we will 
combine responses in the S and SV modes into one ACT (= active) mode [3]. 
The analysis of contextual determinants in this Section concentrates 
on PP-repairs after immediate interrupts. (In Section 6 it will be shown 
that essentially the same effects occur after delayed interrupts.) We 
will discuss two context effects: the effect of the grammatical category 
of the word following the reparandum (Section 4.1), and the effect of an 
adjective preceding the reparandum in the same NP (Section 4.2) [4]. 
During the analyses it proved necessary to set apart a special 
[3] Display mode did have an effect upon the speed of detecting pictorial 
changes and, consequently, upon the place of the interrupt. For 
sentence-initial PPs, SV attracked more immediate interrupts than either 
S or PAS; in case of sentence-final PPs, S tended to elicit more 
immediate interrupts than SV or PAS. However, this effect is irrelevant 
to the central hypotheses of the present study. 
[4] We also checked for the influence of other contextual 
characteristics, but none of these proved effective. The overshoot 
percentage of sentence-initial PPs appeared insensitive to the presence 
of an adjectival modifier within the final NP, and the percentage of 
overshoots of sentence-final PPs was not influenced by an adjectival 
modifier within the initial NP. This implies that the percentage of 
overshoots in SUB- and DEL-repairs was a function of the immediate 
context only. 
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subgroup of repairs: those SUB- and DEL-repairs where the interrupt was 
located before (but not at) the end of the to-be-modified PP. Actually, 
the interrupts were typically located before the prepositional object 
noun (see (24) and (25)). This subgroup, which comprised 13 percent of 
all sentence-final SUB- and DEL-repairs after immediate interrupts 
(n=306; no such cases were observed in sentence-initial position), is 
characterized by the total absence of complete-NP restarts. This feature 
distinguishes them from repairs with an interrupt гЛ the end of the PP. 
The latter group did attract a fair proportion of complete-NP restarts 
dependent upon the immediate context of the reparandum. The Sections 4.1 
and 1.2 are devoted to these context effects. 
(21) the man waves at the clown with the, with the sac 
(25) the clown is pushed away by the man [with] the, without glasses 
4.1 Effect of following word 
For sentence-initial PPs, the word directly following was a main verb 
in active sentences (26), and an auxiliary verb in passives (27). For 
sentence-final PPs, it was a verb particle in actives (26), and a past 
participle in passives (27). 
(26) the (adj) man (PP) main verb the (adj) clown (PP) particle 
(27) the (adj) clown (PP) ^ s by the (adj) man (PP) past-participle 
The results are presented in Table 2. In sentence-initial PPs, actives 
scored higher on suboptimal repairs than passives for SUB- and 
DEL-repairs (SUB: W-=0, p<.005, 3 ties; DEL: W-=8, p<.05, 3 ties). In 
sentence-final PPs, the difference was in opposite direction: passives 
scored higher than actives for SUB- and DEL-repairs (SUB: W-=0, p<.005, 2 
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ties; DEL: W-=17, p<.025, 2 ties). There were no significant differences 
between the scores of ADD-repairs. Apparently, in SUB- and DEL-repairs 
the occurrence of a complete-NP restart was somehow dependent upon the 
grammatical category of the following word: overshoots were more likely 
to occur before a content word (finite or participle form of main verb) 
than before a function word (auxiliary, particle). In ADD-repairs, this 
effect was absent. 
Table 2. Percentage of complete-NP restarts in repairs of sentence-
initial and sentence-final PPs for active (ACT) and passive 
(PAS) sentences (immediate interrupts) 
ACT 
PAS 
Sentence 
SUB 
67 
35 
i-ini 
DEL 
68 
44 
tial PP 
ADD 
26 
21 
Sentence-final 
SUB 
θ 
62 
DEL 
20 
55 
PP 
ADD 
6 
13 
N of Ss 14 12 13 15 15 14 
The Table also shows that the proportion of complete-NP restarts is 
very much higher for SUB- and DEL- than for ADD-repairs. Overall, the 
three percentages were 39, 44 and 14 respectively. 
4.2 Effect of preceding word 
The NP to which a to-be-repaired PP belongs, may contain an adjective 
(+adj), or not (-adj; cf. (26) and (27)). What is the effect of a 
preceding adjective upon the likelihood of a complete-NP restart? 
The results are presented in Table 3. For both sentence-initial and 
sentence-finai PPs, SUB-repairs had a higher overshoot score when there 
was no adjective (sentence-initial PP: W-=8, p<.01, 4 ties; 
sentence-final PP: W-=7, p<.05, 7 ties). DEL-repairs showed a trend in 
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the same direction (sentence-initial PP: W-riO, p=.07, 4 ties; 
sentence-final PP: W-=11, p=.09, 3 ties). ADD-repairs yielded somewhat 
higher scores for NPs with an adjective (no significant differences, 
however). In sum, SUB- and DEL-repairs produced more overshoots when the 
constituent did not contain an adjective. And again this effect did not 
occur in ADD-repairs. 
Table 3. Percentage of complete-NP restarts in repairs of the sentence-
initial and sentence-final PPs for NPs with (+adj) or without 
(-adj) an adjective (immediate interrupts) 
Sentence-initial PP Sentence-final PP 
SUB DEL ADD SUB DEL ADD 
+adj 45 50 27 12 21 9 
-adj 63 66 20 23 37 2 
N of Ss 16 13 13 16 12 14 
4.3 A summary 
The most striking outcome of our experiment is the systematic 
difference between ADD-repairs on the one hand and SUB- and DEL-repairs 
on the other. The behavioral pattern of these correction types can be 
summarized as follows. 
1. ADD-repairs produce a considerably lower proportion of complete-NP 
restarts (overshoots) than SUB- and DEL-repairs. 
2. ADD-repairs are not sensitive to properties of the left-hand context 
(+adj vs. -adj), whereas SUB- and DEL-repairs are. 
3. ADD-repairs are not sensitive to properties of the right-hand context 
(content vs. function word), whereas SUB- and DEL-repairs are. 
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The context effects on SUB- and DEL-repairs are of the following nature: 
a. Left-hand context: if the NP contains a prenominai adjectival modifier 
C+adj), the postnominal PP is less often repaired by means of a 
complete-NP restart. 
b. Right-hand context: if the to-be-corrected pp is followed by a content 
word, more complete-NP restarts are made than in case of a function 
word following. 
(Intuitively, both adjectives and other content words exert a kind of 
"repelling force" upon the backtracking target, pushing it out of their 
way.) 
In the next Section we will first lay the foundations for a model 
encompassing both types of self-corrections and their empirical 
properties, and then show how a parametrized version of the model can 
accurately reconstruct the data. In Section 6, the data presentation will 
be resumed for repairs made after a delayed interrupt. From these, 
additional support for a two-strategy model is derived. 
5. INTERPRETATION: a dual system for repairing speech utterances 
We take as starting point the Four-Stage Model of language generation 
introduced in Section 1. In our repair elicitation procedure, we assume 
the Conceptual Module passes a warning message to the Monitor when a 
pictorial change has been detected. In response, the Monitor sends an 
interrupt signal to all other Modules, causing them to break ongoing 
activities and to take correction measures. 
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Basic to our model is the existence of two different repair 
strategies: Reformulation and Lemma Substitution. Reformulation means 
computing a new syntactic structure corresponding to a modified meaning 
content — new in the sense that all or part of the structural elements 
of the original tree have been replaced by other elements. In case of 
Lemma Substitution, the Lexico-Syntactic Module decides that the shape of 
the syntactic tree need not be revised in response to the modified 
meaning content: replacing one lemma by another one suffices. Presumably, 
Lemma Substitution is more efficient than the more powerful, but also 
more complicated Reformulation strategy. It is useful not only in 
describing abruptly changing scenes, as in our experiment, but also when 
correcting erroneous lexicallzations — a frequently occurring type of 
speech errors (e.g. (28)). Without going into the problem of how the 
Lexico-Syntactic Module chooses between revision strategies, we assume 
that ADD-repalrs result from Reformulation and SUB- and DEL-repalrs from 
Lemma Substitution. 
(28) What I've done here is torn [together] three, .. UH torn apart three 
issues that ... (from Garrett, 1975) 
Upon receiving the revised syntactic structure, the Morpho-Phonological 
Module locates the restarting point, i.e. the lexical item (lemma) whose 
phonetic realization will mark the beginning of the repair text. We 
assume that after a Reformulation, this point will be the first lemma of 
the revised part of the syntactic tree. Kempen and Hoenkamp (1984) have 
worked out the details of a Reformulation mechanism which, as a matter of 
fact, also generates coordinate structures: the repair text after an 
editing term (e.g., eh, no, or) is generated in exactly the same way as 
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the second member of a coordination after the connective (e.g., and, or). 
It follows that Levelt's Well-formedness Rule is automatically accounted 
for. In this paper we cannot describe the workings of the 
reformulation/coordination mechanism. However, one feature of its output 
is important to note, namely that all revised parts of the syntactic tree 
occupy positions to the right of those parts which did not need any 
alterations in response to the modified meaning content (cf. the obvious 
fact that the second member of a coordination always follows the first 
member). This implies that, after a Reformulation by the Lexico-Syntactic 
Module, the Morpho-Phonological Module need not do any backtracking, but 
simply continues processing at the first lemma of the revised syntactic 
tree. 
After a Lemma Substitution, the Morpho-Phonological Module does have 
to retrace to an earlier point in the syntactic structure, namely, at 
least as far as the substituted lemma. As a matter of fact, most speakers 
prefer to retrace even a little more (see (28)). The actual restarting 
target appears to depend on a combination of a syntactic and a prosodie 
factor. The former relates to boundaries between major syntactic 
constituents; there is a tendency to retrace to the beginning of the 
major constituent the reparandum belongs to. The prosodie factor is of a 
similar nature: it designates boundaries between phonological phrases as 
suitable points for restarting. As (29) shows, the two types of 
boundaries often coincide (major constituents are placed between round 
brackets; phonological phrase boundaries are marked by " / " ) . However, 
long major constituents are split up into several phonological phrases 
(e.g. the last constituent of (29)). And when a major constituent 
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consists of no more than a single "non-prominent™ word, it may be 
combined with an adjacent constituent into one phonological phrase (e.g. 
the first constituent of (29)). 
(29) (he)(told)/(his children)/(yesterday)/(a funny story/about dragons) 
Prominent words are content words of the following categories: Nouns, 
Verbs, many Adverbs, and Adjectives used predlcatlvely. All other words 
are non-prominent (unless under special conditions, e.g., when carrying 
sentence accent). An informal (and incomplete) procedure for partitioning 
a sentence into phonological phrases looks as follows. 
(30) Traverse the sentence from left to right. When a prominent word is 
encountered, put a boundary symbol after the preceding prominent 
word (if any). However, when the word following that boundary symbol 
is non-prominent, then move the symbol over that word if: 
a. it belongs to the same major constituent as its predecessor and 
completes the constituent, OR 
b. makes up a major constituent of its own. 
N.B. In case (30a), the symbol is moved obligatorily; in case (30b), 
the move is optional. 
This procedure delimits phonological phrases each containing exactly one 
prominent word. We will call this word the head of the phonological 
phrase. For extensive theoretical and empirical discussions of the notion 
of phonological phrases, see Selkirk (1980), Nespor and Vogel (1982, 
1983), Gee and Grosjean (1983) and Van Wijk (1987). In (31) we give the 
segmentation of our experimental sentences into major syntactic 
constituents (between round brackets) and into phonological phrases 
(boundary symbol n/n). 
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(31) a Active sentences: 
(the adj man / with the noun)/(main verb)/(the adj clown / with 
the noun)(particle)* 
b Passive sentences: 
(the adj clown / with the noun)/(aux verb)(bjr the adj man / with 
the noun)/(pa3t participle)* 
N.B. 1. The phonological phrase boundary preceding the non-prominent 
Auxiliary Verb is optionally placed after it (cf. (30b)) 
2. No phonological boundary marker is put at the end of the sen-
tence. This is due to the retrospective placement of markers 
(see (30)). 
3. The final position is occupied by the symbol #. This "end of 
message" marker is appended to a sentence during Lexico-Syntac-
tic processing (cf. Van Wijk & Kempen, 1985). It is not a 
phonological phrase boundary marker. 
The rules determining restarting targets for the Morpho-Phonological 
Module can now be stated easily. In Table 4 we distinguish three 
positions the interrupt can take relative to the head and end of the 
phonological phrase the reparandum belongs to. For each of them, the 
Table specifies two targets where morpho-phonological processing can be 
resumed. The target mentioned in the left-hand column is the default 
alternative; but under special circumstances relating to characteristics 
of the reparandum's context, the second alternative is preferred. When 
applying the rules, one should go through the Table from top to bottom 
and apply the first matching rule. 
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Table Ч. Restarting targets for the Morpho-Phonologlcal Module at three 
different Interrupt positions. Apply the rules in the order given 
1 ¡ Target 
! ! Default ! Marked 
RI a ! Before head of phonological! ! SI Next word 
I phrase that reparandum ¡ Nearest boundary ¡ 
¡ belongs to ! (phonological ! 
! I phrase or major ¡ 
b ¡ Before end of phonological ¡ constituent) pre- ¡ S2 Substituted 
¡ phrase that reparandum ¡ ceding substituted | word 
! belongs to ¡ word ! S3 See R2-default 
! ! ! 
R2 i At or beyond end of phono- ! Nearest major con- ! S4 See R1-default 
I logical phrase that ¡ stituent boundary I 
! reparandum belongs to ! preceding substi- ! 
I ¡ tuted word ! 
Note. The choice between alternatives S2 and S3 seeras to depend on the 
type of error: S2 is selected typically after phonological errors, 
S3 after lexical errors (cf. Section 7.2). 
The predictions from the model outlined so far can be summarized in 
two decision trees governing the selection of retracing targets. The tree 
in Figure 2 applies to ADD-repairs only. Figure 3, which is largely a 
restatement of Table 4, deals with SUB- and DEL-repairs. 
interrupt within 
or after post-NP 
constituent? 
yes 
add PP 
to NP 
apply 
coordination 
rule 
Result 
PP-only 
complete-NP 
Figure 2. Decision tree for applying the Reformulation strategy 
(ADD-repairs) 
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default 
utter next vord 
Figure 3. Decision tree for apply Substitution strategy (SUB- and DEL-repairs). t ing the Lemma  
The symbols "=, >, >>" designate length of the interrupt delay; "=n means immeaiately 
folioving the PP; ">" and " » " correspond to "=verb" and *>verb" as explained in 
Section 6.1 
When comparing the predicted and observed restarting points one has to 
bear in mind that the language production modules which carry out the 
Reformulation and Lemma Substitution strategies are critically dependent 
on information concerning the exact position where the ongoing utterance 
was interrupted. Since the language modules cannot themselves access the 
artlculatory output, they have to rely on the Monitor reporting back such 
information (cf. Figure 1). We assume that the Monitor sometimes errs by 
a few syllables, either in backward or in forward direction. Such 
"backward shifts" and "forward shifts" of the subjective interruption 
point relative to the objective interrupt cause the speaker to deviate 
from the predictions derivable from the decision trees. The Modules 
concerned cannot but respond to subjective interrupt positions. 
In case of ADD-repairs, the Monitor's inaccuracy has the following 
consequences. A forward shift of the subjective interruption point after 
an immediate Interrupt constitutes a delayed interrupt and causes the 
Lexico-Syntactic Module to decide in favor of a complete-NP instead of a 
PP-only restart (overshoot). After a backward shift, on the other hand, a 
delayed interrupt may look like an immediate one, and an ill-formed 
response is the overt result. The same inaccuracy of the Monitor causes 
discrepancies between predicted and observed retracing targets in SUB-
and DEL-repalrs as well. 
When linking the decision tree in Figure 3 to the data [51, one has to 
keep in mind various assumptions made earlier in this Section (see (31)) 
as regards boundary marking in the reparandum's right-hand context. 
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1. Sentence-final particles are not surrounded by boundary markers "/"; 
so rule Rib would have to apply invariably for all repairs of the 
final PP in active sentences (cf. (32)). However, after delayed 
interrupts the "end of message" marker # is occasionally mistaken for 
a phonological phrase boundary, and rule R2 is selected instead. 
2. Main verbs (finite or participle) are always preceded by a marker, 
leading to application of R2 both after immediate and delayed 
interrupts (cf. (33a-b)). 
3. Auxiliaries leave open two possibilities: they are either preceded or 
followed by a marker. (In the former case they have the same effect as 
a main verb, but not in the latter; cf. (ЗЧа-b).) 
After having determined a restart rule, one finally has to choose between 
the Default and Marked target. This selection is dependent upon 
characteristics of the left-hand context (the presence or absence of an 
adjective) and of the right-hand context (length of interrupt delay). 
These features of the ongoing utterance are assumed to govern the 
decisions made at nodes labeled G, H and I in Figure 3. 
[5] Rule Ria only applies when the interrupt occurs before the 
prepositional object noun. Аз we reported in the introduction to Section 
4, we had to put apart these cases because they never led to a 
complete-NP restart. Now we can see how this observation follows from 
rule Ria. Selection of the Default Restart Target will cause a PP-only 
restart to show up as a so-called covert repair (the man with the, with 
the glasses). Selection of the Marked continuation implies uttering the 
next word, typically accompanied by a hesitation (lengthening of vowels, 
pausing; e.g. the man with theeeee ... glasses). As a matter of fact, we 
did not include the latter repair type in our analyses. 
Since rule Ria Is relevant only to this minor subcategory of extremely 
early interrupts, we will restrict our account of experimental results to 
the cases where rules Rib and R2 apply. 
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(32) ... main verb / the clown / with the noun particle # 
(33) a the man / with the noun / main verb / the clown particle f 
b ... ^ з b^ the man / with the noun / past-participle # 
(34) a the clown / with the noun / ¿s b^ the man / past-participle # 
a the clown / with the noun Із / by the man / past-participle # 
In order to derive numerical predictions from the model, we estimated 
values for the following four parameters: 
a. The chance for the Monitor to identify correctly the actual position 
of the interrupt with respect to the end of the PP-constituent that 
the reparandum belongs to. 
b. The probability that a phonological phrase boundary marker precedes 
the auxiliary in passive sentences (cf. (34)). 
c. The probability that the "end of message" symbol # is interpreted as a 
phonological phrase boundary (cf. (32)). 
d. The probability of selecting the Harked option in case both the 
Default and the Marked ones are open. 
In Appendix В we describe the parametrization of our model in detail. 
In order to test the model's goodness of fit we applied a statistical 
technique developed by Mosteller (cf. Torgerson, 1958). Results were very 
satisfactory. Overall, tests showed no significant differences between 
predicted and observed scores. There was only one exception, which 
concerned a specific category to be discussed and explained in the 
following Section. 
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6. ADDITIONAL RESULTS: repairs after delayed interrupts 
In this Section, the data for PP-repairs after a delayed interrupt 
will be discussed. We combine SUB- and DEL-repairs into one category. 
Results for sentence-initial and sentence-final NPs will be reported 
separately. In the former group we will look at the relation between 
context effects and length of interrupt delay (Section 6.1). In the 
latter group we had to set apart non-retracing from retracing repairs 
(cf. Section 2). Results pertaining to both repair varieties will be 
presented in Section 6.2. Some noteworthy observations on so-called 
double repairs are discussed in Section 6.3. Section 6.4 finally 
summarizes the major findings. 
6.1 Sentence-initial PPs; relation between context effects and delay of 
interrupt 
The repairs of sentence-initial NPs after a delayed interrupt were 
classified as either n=verb" or ">verb". All active sentences interrupted 
within or at the end of the main verb counted as =verb, and so did all 
passives interrupted before the first article of the sentence-final NP 
(see (35)). In both sentence types, about half the trials were classified 
as =verb. Interrupts at more remote positions were coded аз >verb. Only 
very few interrupts were delayed beyond the sentence-final NP. 
(35) rverb >verb 
! »! » 
ACT: the (adj) man (PP) | verb ! the (adj) clown (PP) particle 
PAS: the (adj) clown (PP) ¡ ijs bj ¡ the (adj) man (PP) past-participle 
The results presented in Table 5 reflect the right-hand context effect. 
Scores for SUB- and DEL-repairs were hardly affected by length of 
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interrupt delay. Within active sentences they even decreased a little. 
For iverb interrupts, the difference between sentence types approached 
significance (81 vs. 72 percent, W-=17, P<.08, 5 ties). Reformulations 
scored significantly higher on complete-NP restarts in case of >verb than 
=verb interrupts. This was true for both sentence types (ACT: W-=8, 
p<.025, б ties; PAS: W-=0, p<.01, 4 ties). 
Table 5. Percentage of complete-NP restarts in repairs of sentence-
initial PPs in active and passive sentences for =verb and 
>verb interrupts 
ACT 
PAS 
=verb 
81 
72 
SUB+DEL 
>verb 
79 
76 
=verb 
75 
68 
ADD 
>verb 
90 
94 
N of Ss 16 15 16 11 
The scores needed to assess the effect of an adjective making part of 
the NP (the left-hand context) are presented in Table 6. Within the 
combined group of SUB- and DEL-repairs, the presence of an adjective 
significantly lowered the complete-NP score for =verb interrupts (W-=9, 
p<.02, 5 ties). This effect completely disappeared when the interrupts 
were delayed further Overb). ADD-repairs showed no effect at all. 
Table 6. Percentage of complete-NP restarts in repairs of sentence-
initial PPs as a function of place of interrupt (=verb or 
>verb) and length of NP (+adj or -adj) 
SUB+DEL ADD 
=verb >verb =verb >verb 
+adj 68 76 77 88 
-adj 83 75 76 93 
N of Ss 16 16 16 16 
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6.2 Sentence-final PPs; complete-NP restarts after delayed interrupts 
In sentence-final position, PP-repairs took two different forms. In a 
fair number of repairs the particle or past participle was absent in the 
repair text (see examples (36) and (37)). We considered these to be 
instances of a non-retracing repair type. (The repair text serves a 
function comparable to PP-Extraposition or Right-Dislocation (cf. 
Appendix A)). In the remaining repairs the sentence final verbal element 
was repeated; these represent clear cases of retracing repairs. The 
results for both repair varieties, retracing and non-retracing, will be 
examined separately. 
Most subjects had a clear preference for one of the two forms. Half of 
them produced retracing self-repairs almost exclusively; the remaining 
subjects hardly ever retraced (49 percent of the repairs were retracings; 
n=558). This reduced the sample considerably. For most comparisons the 
number of subjects dropped to about 9 [6]. 
(36) de clown wordt door de [nan] weggeduwd UH met de bril 
the clown is by the man away-pushed uh with the glasses 
(37) de man zwaait de clown [met] de tas toe NEE de clown zonder tas 
the man waves the clown with the sac at no the clown without bag 
The results for retracing repairs are presented in Table 7. The 
difference between sentence types was significant for SUB- and 
DEL-repairs (W-=0, p<.001, no ties) but not for ADD-repairs. The sample 
combining passive and active sentences showed a significantly higher 
[6] This preference for a specific strategy was a local phenomenon, i.e., 
restricted to repairs of the sentence-final PP made after completion of 
the descriptive utterance. The two groups of Subjects did not behave 
differently in any other respects. 
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score for -adj NPs within SUB- and DEL-repairs (W-s10, P<.05, 1 tie). 
Again, ADD-repairs failed to produce any effect. 
Table 7. Percentage of complete-NP restarts in retracing repairs of 
sentence-final PPs as a function of (a) sentence type, and 
(b) length of NP 
(a) SUB+DEL ADD (b) SUB+DEL ADD 
ACT 36 74 +adj 38 82 
PAS 77 89 -adj 53 84 
N of Ss 10 8 11 10 
Non-retracing repairs came in two varieties: PP-only (36) or 
complete-NP (37). They yielded a pattern of results notably different 
from the one obtained for retracing repairs. First, for the combined 
sample of SUB- and DEL-repairs, the proportion of complete-NP repairs was 
not higher in -adj than in +adj NPs (53 percent (+adj) vs. 56 percent 
(-adj)). Second, all repair types produced a significantly smaller 
proportion of complete-NP restarts in actives than in passives (see Table 
8; SUB + DEL: W-=1, p<.01, 1 tie; ADD: W-=0, P<.025, 2 ties). 
Table 8. Percentage of complete-NP restarts in non-retracing 
repairs of the sentence-final PPs as a function of 
sentence type 
SUB+DEL ADD 
ACT 44 56 
PAS 69 83 
N of Ss 9 8 
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6.3 Determinants of double self-repairs 
In a fair number of trials. Subjects produced a double self-repair, 
i.e., a repair of their own (failing) self-repair. In this experiment, a 
double repair consists of a short-distance retracing followed by 
retracing to a more remote target. In (38) through (40), an initially 
ill-formed repair is thus made well-formed; in (41) through (43) an 
"optimal" PP-only retracing is replaced by a "suboptimal" (but still 
grammatical) overshoot. Double repairs can be taken as reflections of 
Subjects1 monitoring of the well-formedness of their repairs. 
(38) the man with the [moustache] pushes the, with the, the man with 
the glasses pushes away the clown 
(39) the happy clown [with] the bag is, without bag is wa-, the happy 
clown without bag is waved at by the bald man 
(40) the [man] pushes, with the gla-, the man with the glasses pushes 
away the sad clown 
(41) the sad clown is waved at by the man with the [moustache], with the, 
the man with the glasses 
(42) the clown [with] the sac, without, the clown without sac is waved 
at by the man 
(43) the [man] .. with the glasses, the man with the glasses pushes away 
the happy clown 
Table 9(a) lists the percentages of PP-only restarts which were 
transformed into complete-NP restarts. ADD-repairs were in best agreement 
with the Well-formedness Rule: they obtained a relatively high score (22 
percent) after a delayed interrupt, and a low score (zero percent) 
subsequent upon an immediate interrupt. Thus it looks as if 
well-formedness and avoidance of overshoots was observed more carefully 
in ADD-repairs than in SUB- and DEL-repairs. 
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That ADD-repalrs were more sensitive to place of Interrupt than SUB-
and DEL-repalrs, Is made clear by single as well as double repairs. For 
the former see Table 5; for the latter Table 9(b). After a >verb 
interrupt only 1 out of 7 SUB- and DEL-repalrs was doubled (14 percent); 
for ADD-repalrs chances rose to 1 in 2 (46 percent). 
Table 9. Percentage of double repairs (a) after delayed and 
immediate interrupts, and (b) for sentence-initial 
PPs as a function of place of interrupt 
======== 
(a) 
(b) 
======s========: 
Delayed 
Immediate 
Immediate 
=verb 
>verb 
================ 
SUB+DEL 
11 
(n=240) 
5 
(n=335) 
5 
(n=138) 
7 
(n=46) 
14 
(n=36) 
ADD 
22 
(n=110) 
0 
(n=233) 
0 
(n=95) 
13 
(n=30) 
46 
(n=11) 
We finally mention a remarkable effect discernable in Table 10, which 
represents double repairs of sentence-final PPs. ADD-repairs showed a 
comparable percentages of doubles in the retracing and non-retracing 
subgroups (19 and 23 percent), whereas in SUB- and DEL-repairs there was 
a large difference between the doubling scores in retracing and 
non-retracing cases (7 vs. 19 percent). 
73 
Table 10. Percentage of double repairs made after delayed interrupts 
for sentence-final PPs as a function of repair type 
SUB+DEL ADD 
retracing non-retracing retracing non-retracing 
7 19 19 23 
(n=101) (n=57) (n=21) (nr48) 
6.4 A summary 
The results reported in this Section have further validated the 
decision to distinguish between two different repair strategies. After 
delayed interrupts, ADD-repairs were marked off from SUB- and DEL-repairs 
in the same manner as after immediate interrupts: they produce 
considerably fewer PP-only restarts (suboptimal repairs), and are 
Insensitive to properties of the left-hand (+adj vs. -adj) and right-hand 
(content vs. function word) context. But in addition three new 
distinguishing features emerged: 
1. ADD-repairs are very sensitive to the length of the interrupt delay 
(rverb vs. >verb) whereas SUB- and DEL-repairs are not. 
2. After delayed interrupts, ADD-repairs give rise to double repairs 
(thus restoring well-formedness) more often than SUB- and DEL-repairs. 
3. After immediate interrupts, ADD-repairs do not develop into double 
repairs. Thus overshoots are avoided. SUB- and DEL-repairs do show 
double repairs. 
A special position was occupied by non-retracing repairs of 
sentence-final PPs. (These occurred after completion of the original 
descriptive sentence and the repair text did not Include the particle or 
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past participle.) Within this subgroup, the distinction between ADD- vs. 
SUB- and DEL-repairs broke down: they all produced a substantial 
proportion of double repairs and were equally Insensitive to the 
left-hand context effect. This suggests that these non-retracing repairs 
are best considered as Reformulations. PP-only ADD-repairs exemplified by 
(36) are Extrapositions comparable to (41). The SUB- and DEL-type 
corrections such as (37) are cases of Right-dislocation which can be 
accommodated under the Well-formedness Rule in terms of Gapping (cf. 
(45)). Since the non-retracing repairs transform into a Gapping 
construction when the connective and is substituted for the editing term, 
and since Gapping constructions are cases of coordination, it follows 
that the Well-formedness Rule is applicable (see Pijls & Kempen, 1986). 
What we cannot explain yet is the fact that actives attracted far more 
non-retracing PP-only repairs than passives (see Table 8). Although this 
observation resembles the right-hand context effect displayed by Lemma 
Substitutions, it needs a syntactic rather than a prosodie explanation. 
(14) Ik heb de [blouse] aan met de bloemetjes 
I have the shirt on with the flowers 
(15) a. Deze politiek heeft de relatie met de [Russen] verstoord NEE 
This policy has the relation with the Russian troubled no 
met de Chinezen BEDOEL IK 
with the Chinese mean I 
b. Deze politiek heeft de relatie met de Russen verstoord en 
This policy has the relation with the Russian troubled and 
met de Chinezen 
with the Chinese 
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7. DISCUSSION 
In the previous Section we have worked out a distinction between two 
mechanisms for computing the linguistic shape of self-repairs in 
spontaneous speech: one based on the repair strategy called 
Reformulation, the second one on Lemma Substitution. Levelt's (1983) 
Well-formedness Rule, which connects self-repairs to coordinate 
structures, was shown to apply only to Reformulations. In case of Lemma 
Substitutions a totally different set of rules, summarized in Table 4, 
appears to be at work. Reformulations are represented in the experimental 
data by ADD-repairs, Lemma Substitutions by SUB- and DEL-repairs. The 
linguistic unit of central importance in Reformulations is the major 
syntactic constituent; in Lemma Substitutions this role is played by 
phonological phrases. The point where speech production is resumed after 
the interrupt is determined by the Lexico-Syntactic Module in case of 
Reformulations, by the Morpho-Phonological Module after Lemma 
Substitutions. 
In this final Section we will elaborate on the dual character of 
self-repairs and investigate its relevance to other phenomena reported in 
the speech error and repair literature. 
7.1 Lemma Substitutions preserve structure 
In a large proportion of Appropriateness-repairs, a so-called 
prespeclfication is added (cf. (46)). In our terminology they would be 
called ADD-repairs. Error-repairs leave the original sentence structure 
intact; nothing is changed except for the substitution of an erroneous 
element. We would name them SUB-repairs. That the repair strategies 
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underlying the two types are indeed different is nicely illustrated by 
Levelt's corpus of self-repairs. He mentions two cases where a 
postnominal Prepositional Phrase was corrected. Of the two, the 
ADD-repair was well-formed (47), whereas the SUB-repair was not (48). 
(46) We beginnen [rechts] op het, wat rechts op het papier 
We start right on the somewhat right on the paper 
(47) We beginnen in het [midden] met, ... in het midden van het papier 
We start in the middle with in the middle of the paper 
met een blauw rondje 
with a blue disc 
(4Θ) * Rechts van [paars] ligt, UH van wit ligt paars 
Right of purple is uh of white is purple 
((70) - (72) from Levelt, 1983) 
This observation supports our claim that Lemma Substitution is the 
basic mechanism which underlies lexical error repairs — probably the 
most frequent type of retracing repair in spontaneous speech. Further 
doubts about syntactic interpretations of lexical error repairs, i.e. 
treating them as Reformulations, are raised by the following two 
observations. 
1. Lexical error repairs do not show ellipsis. 
We have been unable to find any examples of lexical error repairs of 
the retracing variety which contain sentence-internal deletions (cf. 
the invented repair (49)). Invariably, all pronounced words inbetween 
reparandum and interrupt are repeated in the repair text, without any 
signs of elliptical formations. Sentence-final repairs with an 
apparent deletion such as (37) are no counterexamples. They are 
non-retracing repairs of the Right-Dislocation type, and in the 
previous Section we have shown that these do result from 
Reformulation. 
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2. Lexical error repairs do not show pronominalisation. 
This is another indication that the repair text simply copies the 
words uttered between reparandum and interrupt. In (50), for example, 
read the book is said, instead of read it. Of course, 
pronominalisation may occur in clear cases of Reformulation such as 
(51) where a pre-specification is added, and (52) which belongs to the 
non-retracing category. 
(49) Ik ga dan blj de [rode] cirkel li-, NEE bij de blauwe linksaf 
I turn then at the red circle le- no at the blue-one left 
(50) I would like to see it now that I've [written] the book, UH read 
the book (from Garrett, 1975) 
(51) I tell you [all my secrets] nearly all of them 
(52) I saw [their son] yesterday YOU KNOW the one with the blond hair 
7.2 A third repair strategy? 
In our repair elicitation paradigm, the cause of the repair — a 
perceived pictorial change — is external to the language production 
modules (cf. Figure 1). In everyday life, too, many self-repairs are 
occasioned by changes in the perceptual world or by "changes of mind". In 
case of speech errors, however, self-corrections — if any — follow upon 
some temporary malfunctioning of the language production system. In (50), 
for instance, the lemma for write instead of read was activated. This 
error must be attributed to either the Conceptual Module, the 
Lexico-Syntactic Module, or the Mental Lexicon; anyhow, it does not 
disclose a change of mind in the speaker. Another type of lexical errors 
is caused by exchanges of lexemes rather than lemmas (cf. (53) and (51)). 
Presumably, such "malapropisms" can be traced down to either the Mental 
Lexicon or the Morpho-Phonological Module. Finally, there are 
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phonological errors most probably originating in the Articulatory Module 
(see (55)-(57)). 
(53) Vorig jaar was deze atleet de snelste van zijn [contingent], van 
Last year was this athlete the fastest of his contingent of 
zijn continent 
his continent 
(54) They haven't been [married], .. UH measured with the precision 
you're using (from Garrett, 1980) 
(55) En dan een kwartier voor tijd deze aanval van 
And than a quarter-of-an-hour before end this attack of 
[Meinheim], Mannheim 
Meinheim Mannheim 
(56) We wilden een statie[portet], portret hebben 
We wanted a state-portait portrait have 
(57) Can you tell me when the next [mus] to, bus to Monticello leaves? 
(from Shattuck-Hufnagel, 1979) 
Nooteboom (1980) observed that phonological errors are much more often 
handled by direct replacement than lexical errors (compare (53) with 
(55)). And even after a delayed interrupt there are very few retracings 
beyond the substituted word (cf. (57)). In Table 4 we proposed to subsume 
phonological error repairs under rule RI аз a Marked case. However, it 
may prove more adequate to treat phonological error repairs as a separate 
correction system characterized by the near-absence of delayed interrupts 
and of backtracking beyond the reparandum. Thus we could do justice to 
the fact that phonological errors differ from lexical errors both in 
their origin and in the way they are corrected. On this line of argument, 
there would be a third, articulatory correction strategy alongside of the 
syntactic and prosodie ones. 
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7.3 The phonological phrase and the Horpho-Phonological Module 
The model we proposed in Section 5 critically depends on the 
assumption that the phonological phrase functions as the main processing 
unit within the Morpho-Phonological Module. In this context it is 
important to remember an essential feature of the procedure for 
partitioning sentences into phonological phrases (see (30)). While going 
through a sentence from left to right, it deposits boundary markers in a 
retrospective manner: when hitting upon a prominent word, it places a 
marker after the preceding prominent word. This implies that at least two 
phonological phrases are being processed at the same time (except at the 
beginning of an utterance, of course). Direct psychological evidence in 
favor of this claim is not available. But indirect support may be 
inferred from a type of speech errors called "combined-form exchanges" by 
Garrett (1975). He attributes them to the "positional level of 
processing" which, in our terminology, makes part of the 
Morpho-Phonological Module. Examples of combined-form exchanges from 
Garrett's corpus are given in (58). 
(58) Fancy getting your model renosed 
She's already trunked two packs 
It just sounded to start 
I'm not in the read for mooding 
He didn't get awe11 so long 
Garrett observed that the exchanged elements always stem from nearby 
positions in the sentence. At most two words can intervene, none of them 
ever being a content word. Bierwisch (1981) hypothesized that such errors 
are constrained in terms of metrical planning units: the utterance domain 
over which elements are exchanged contains at most one relative accent 
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peak. Pursuing this line of thought, we suggest that the 
Horpho-Phonological Module can process no more than two phonological 
phrases simultaneously. This would limit the exchange domain to adjacent 
phonological phrases. 
It is tempting to speculate on the function served by phonological 
phrases. One possibility which easily springs to mind is that they chop 
up a sentence into chunks of roughly comparable size. Presumably, the 
resulting segments are more suitable as input to the Articulatory Module 
than major syntactic constituents which diverge so widely in length. 
Another possibility relates to the computation of intonation contours — 
a job the Morpho-Phonological Module is heavily involved in (Van Wijk & 
Kempen, 1985). Whatever the true reason of its existence, in virtue of 
Its association with the Morpho-Phonological Module the phonological 
phrase may become a useful source of constraints on interpretations of 
language production phenomena. A recent case in point is provided by the 
"performance structures" which Gee and Grosjean (1983) inferred from 
sentence-internal pausing data. Since these structures are, to a large 
extent, describable in terms of phonological phrases, we place their 
origin in the Morpho-Phonological Module (Van Wijk, 1987). However, in 
view of the great potential for psycholinguistic theorizing held by the 
notion of phonological phrases, we feel that its incomplete definition is 
a serious disadvantage. Hopefully, this obstacle can be removed in 
concerted action by linguists and psychologists. 
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APPENDIX A. Non-retracing self-repairs: some basic types 
Non-retracing repairs come in many varieties. It is often hard to tell 
them apart from normal cases of incremental sentence production (e.g., 
(1)). That indeed a repair is at issue, is discernable on the basis of 
prosodie characteristics such as pitch contour and pausing pattern 
(intonational errors; cf. Cutler, 1980; Van Wijk & Kempen, 1985). A 
clearer example is given by (2). The end of the utterance is marked 
intonationally, and an editing expression precedes the adjoined 
constituent. The interspersed elements need not be restricted to editing 
terms. In (3), for example, the conversational partner butts in with a 
short question. 
(1) I want you to be happy ... tonight 
(2) How did things go after the accident? ... I MEAN between you and John 
(3) I'm going to leave school soon (interviewer: are you?) WELL when I'm 
sixteen anyway (from Rogers, 1978) 
Usually it is the syntactic structure which bears out that a repair 
has been made. We will briefly discuss four categories which make up the 
large majority of non-retracing repairs in our collection. (Most of them 
were Appropriateness-repairs.) 
The first group is called Tensed Verb Reduplication ~ a construction 
which is considered unacceptable by prescriptive grammars but occurs 
frequently in spontaneous speech (Jansen, 1981, 1985). This "portmanteau 
construction" (In Kroch and Hindle's, 1982, terminology) Is characterized 
by a constituent belonging to two successive clauses or sentences (e.g. 
(4) and (5)). The first clause need not be completed syntactically or 
semantlcally before the switch from the first to the second clause is 
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made (e.g. (6)). When embarking upon the second clause, speakers do not 
always repeat the lexical material of the first one but sometimes seize 
the opportunity to make an A-repair. For example, in (4) and (6) a 
pronoun is replaced by a more definite referent; in (5) a more specific 
main verb is introduced. 
(4) [Thatl's the only thing he does is fight (from Kroch & Hindle, 1982) 
(5) Ik [ken] alleen oom Bertus kan ik me herinneren 
I know only uncle Bertus can I remember 
(6) [Hij] is vorig Jaar is D^ ermee gestopt 
He has last year has D. with-it stopped 
Three further syntactic constructions jumped at by speakers when 
attempting to correct an utterance are Extraposition, Adverb-over-Verb 
and Right-Dislocation (see (7), (8M9), and (10)-(17) respectively). 
A clear example of repairing by Extraposition concerns the 
Prepositional Phrase. In (7) the PP follows a sentence tag with "question 
intonation", suggesting it was added as an after-thought. The Adv-over-V 
construction in (8) and (9) verges on ungrammaticallty; its repair-like 
origin is attested by the pause preceding the adverb (cf. Jansen, 1980). 
(7) Ik weet niet of ik dat een [beperking] moet noemen HE? van het 
I know not whether I that a restriction must call he of the 
celibaat 
celibacy 
(8) Ik heb [zes zeven jaar] alleen gezeten ... misschien 
I have six seven years alone been maybe 
(9) Haar vroeger werd dat [gewoon] aanvaard ... schijnbaar 
But formerly was that simply accepted apparently 
((10)-(11) from Jansen, 1980) 
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There are no reasons to restrict the term Right-Dislocation to 
corrections/expansions of deictic pronouns (see (10)-(12), (14), (16), 
(17)). We include cases such as (13) and (15) where non-pronominal 
reparanda are replaced. Against Right-Dislocation examples such as (10) 
one might object that they were planned and do not represent corrections. 
This objection does not hold for (11), however, where a change is made 
from singular to plural, and is implausible with respect to (12) and (13) 
where editing terms intervene. The reparandum need not be 
sentence-initial as in (10) through (13) but may occur in other positions 
as well (see (14)-(15)). Right-Dislocations need not be appended at the 
end of the original utterance; they may also be inserted mid-sentence, 
preferably at the boundary between finite clauses (see (16)-(17)). 
(10) [Dat] vond ik plezierig het opbouwen van contacten 
That found I pleasant the building-up of contacts 
(11) [Dat] moet in de menie de hoekijzers 
That must in the minium the wall-ties 
(12) [Toen] hebben we eerst thee gedronken DUS да het eten 
Then have we first tea drunk that-is after the meal 
(13) En [naar links] een groen punt NEE OF rechtdoor 
And to left a green node no or straight-on 
(from Levelt, 1983) 
(14) Volgens mij ben ik [er] niet voor in de wieg gelegd voor 
According-to me am I there not for in the cradle put for 
het casino 
the casino 
(15) Zal ik jou eens in [bad] stoppen? NEE in bed BEDOEL IK 
Shall I you in bath put no in bed mean I 
(16) [Hij] heeft toegezegd de minister zelf DUS dat ... 
He has promised the minister himself that-is that 
(17) Ook moet je als sportarts bedenken dat als je [daar] nee 
Also must you as sports-doctor consider that if you there no 
tegen zegt tegen dopinggebruik dat ... 
to say to use-of-doping that 
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APPENDIX В. A parametric reconstruction of the data 
B.1 A reconstruction of Lemma Substitution scores 
Figure i is a schematized version of the decision tree for applying 
Lemma Substitution rules (cf. Figure 3). There are nine bifurcations (at 
nodes A to I) leading to nine different terminal nodes (denoted #1 
through #9). Of the latter, only three are associated with a complete-NP 
restart, viz. §5, #6 and #8. 
#1 
#2 
#3 
ft 
#5 
J6 
complete-NP 
restart? 
no 
no 
no 
no 
yes 
yes 
#8 
#9 
no 
yes 
no 
Fig. i A schematized version of the decision tree for the application 
of Lemma Substitution rules presented in Figure 3· 
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When traversing the schema (from node A to one of the terminal nodes), 
the direction to follow is usually chosen deterministically (e.g., an 
adjective is either present or not). In three cases, however, a 
probabilistic choice has to be made. These relate to the parameters 
summarized in Table 1. 
Table 1. Parameters needed for applying Lemma Substitution rules 
£i the Monitor's accuracy in locating interrupt position 
pi: probability that the interrupt is located at or beyond PP-boundary 
when it actually occurred at PP-boundary (immediate interrupt) 
p2: probability that the interrupt is located at or beyond PP-boundary 
when it actually occurred within verb (iverb interrupt) 
p3: probability that the interrupt is located at or beyond PP-boundary 
when it actually occurred beyond verb Overb interrupt) 
r: probability that the Marked Restart target is chosen 
s: probability that in a passive the Q-boundary precedes auxiliary verb 
t·: probability that the "end of message"-marker is read as a φ-boundary 
Note. £ is subjected to the ordinal restriction p1<p2<p3. 
The parameter £ (at node A) denotes the probability that the interrupt 
is perceived to have occurred at or beyond the PP boundary. Of course, 
the accuracy of this perceptive judgment increases when the actual 
interrupt is delayed further. Therefore different, increasing values have 
been estimated for each of the three interrupt positions, "immediate", 
"=verb" and ">verbn (|Л, ¿2 and ¿3 respectively). 
Parameters ¿ and t. (node C) concern peculiarities of the phonological 
structure. The two different prosodie segmentations of passive sentences 
influence the choice of continuing with either E or F. The latter 
probability is denoted by s. The same procedure applies to the "end of 
message" marker in active sentences. If this marker is interpreted as a 
φ-boundary, option F will be chosen. This probability equals t. 
Θ8 
Parameter r_ (nodes E and F) represents the probability of selecting 
the Marked restart target. 
The formulae for predicting scores from the decision tree and its 
parameters, are presented in Table i i (for repairs of sentence-initial 
PPs) and in Table iii (for those of sentence-final PPs). First, we 
present formulae for all different sentence contexts which happened to 
occur in the corpus. These we call "simple cases". (Since we want to 
predict the percentage of complete-NP restarts, parameters are considered 
only when belonging to a path which leads to such a restart, i.e., #5, f6 
and #8.) Then, equations are given for a number of "compound cases". This 
is necessary because the observed scores reported in the various Tables 
are always combinations of several different "simple cases". E.g., the 
score for actives is based on the responses to actives with and without 
an adjective. In making these combinations we had to take into account 
the relative frequency with which the "simple cases" occurred in the 
experimental design: actives occurred twice as often as passives, and 
nominal phrases with an adjective were as frequent as those without one. 
In order to compute the predicted scores we substituted the following 
values for the parameters: 
£l=.65 ££=.85 £3=.95 r=.20 s=.50 t=.33 
These estimates were obtained informally. They do not necessarily 
represent an "optimal solution" (e.g., in a least squares sense). 
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Table li. Lemma Substitutions within the sentence-initial PP at three 
interrupt positions (immediate, =verb or >verb; obtained data 
are presented in Tables 2, 3, 5 and 6) 
Interrupt position: Immediate (directly after PP) 
Simple cases 
51 Act +adj : #3 #4 #6 #7 : (l-r)pl 
52 Pas +adj 0<aux : S2 = SI 
53 Act -adj : #3 #5 #6 *8 : (l-pl)r + (l-r)pl + rp1 = SI + r 
54 Pas -adj 9<aux : S4 = S3 
55 Pas +adj 0>aux : #3 Í4 #3 #4 : 0 
56 Pas -adj ф>аих : #3 #5 #3 #5 : r(1-p1) + rpl s r 
Compound cases 
CI Act : .5»S1 + .5·33 = (1-r)p1 + .5r 
C2 Pas : 3[.5·32 + .5·34] + (1-3)[.5·35 + .5*36] = s(1-r)p1 + .5r 
C3 +adj : .67*81 + .33[s*S2 + (1-s)S5] = .33(2+s)(1-r)p1 
СИ -adj : .67*33 + .33[s*S4 + (1-s)S6] = C3 + r 
Interrupt position: =verb (within or directly after verb) 
Simple cases 
37 Act +adj : #3 #4 Í6 #7 : (1-r)p2 
38 Pas +adj ф<аих : 38 = 37 
39 Act -adj : #3 #5 #6 #8 : (1-p2)r + (1-r)p2 + rp2 = 37 + г 
310 Pas -adj (}<aux : S10 = S9 
511 Pas +adj 0>aux : SII = SI 
512 Pas -adj l)>aux : 312 = S3 
Compound cases 
C5 Act : .5*37 + .5*39 = (1-r)p2 + .5r 
C6 Pas : s[.5*S8 + .5*310] + (1-s)[.5*311 + .5*312] = 
(1-г)[(1-з)р1 + sp2] +.5r 
C7 +adj : .67*37 + .33[s*S8 + (1-s)S11] = .33(1-r)[(1-s)p1 + (2+s)p2] 
C8 -adj : .67*39 + .33[s*S10 + (1-s)S12] = C7 + r 
Interrupt position: >verb (within post-verb phrase) 
Simple cases 
S13 Act +adj : *3 tH #6 #9 : (1-r)p3 
314 Pas +adj 0<aux : S14 = S13 
S15 Act -adj : #3 #5 #6 Í9 : r(1-p3) + (1-r)p3 = 313 + r(1-p3) 
316 Pas -adj ф<аих : S16 = S15 
317 Pas +adj Сі>аих : S17 = S7 
S18 Pas -adj 0>aux : S18 = S9 
Compound cases 
C9 Act : .5*313 + .5*315 = .5[(2-3r)p3 + r] 
CIO Pas : s[.5*S14 + .5*316] + (1-s)[.5*317 + .5*318] = 
(1-s)(1-r)p2 + .5[s(2-3r)p3 + r] 
C11 +adj : .67*313 + .33[s»S14 + (1-s)S17] = .33(1-г)[(1-з)р2 + (2+s)p3] 
C12 -adj : .67*315 + .33Cs*Sl6 + (1-s)S18] = 
.33(1-з)(1-г)р2 + .33(2+3)(1-2r)p3 + r 
Note. In case of S5 and 36 the same nodes are reached twice via 
different routes (node В and node C). 
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Table ill. Lemma Substitutions of the sentence-final PP at two inter­
rupt positions (immediate or delayed; obtained data are 
presented in Tables 2, 3, 7 and 8) 
Interrupt position: immediate (directly after PP) 
Simple cases 
519 Act +adj 
520 Pas +adj 
521 Act -adj 
522 Pas -adj 
Compound cases 
519 = S5 
520 = SI 
521 = S6 
522 = S3 
C13 Act 
С1Ч Pas 
C15 +adj 
C16 -adj 
.5»S19 + .5·321 = .5r 
.5»S20 + .5»S22 = CI 
.67fS19 + .33eS20 = .330-r)p1 
.67·521 + .33·322 = C15 + г 
Interrupt position: delayed (usually beyond particle/participle) 
Simple cases 
523 Act +adj #¿Q 
524 Pas +adj 
525 Act -adj íj¡0 
526 Pas -adj 
527 Act +adj #=0 
528 Act -adj #=0 
523 = S5 
524 = S13 
525 = S6 
526 = S15 
527 = S7 
528 = S9 
t(1-r)p2 + .5r 
Compound cases 
C17 Act : t[.5*S27 • .5·328] + (1-t)[.5*323 + .5·325] 
C18 Pas : .5*324 + .5*326 = C9 
C19 +adj : .67[t*S27 + (1-t)S23] + .33*324 = .33(1-r)[2tp2 + p3] 
C20 -adj : .67[t»S28 + (1-t)S25] + .33*326 = 
.67t(1-r)p2 + .33(1-2r)p3 + .67r 
Note. The delayed interrupt is considered to be ,,>verbn in passives 
(S2U and S26, i.e., use £3), and n=verbn in actives (327 and 328, 
i.e., use £2). See also footnote 2. 
The results of the parametrlzation are presented in Table iv. The 
estimated and observed scores correlated .98. As a single overall test of 
goodness of fit, we applied a technique developed by Hosteller (as 
reported in Torgersson, 1958:186). This test uses the inverse-sine 
transformation in order to obtain a statistic which follows a Chi-square 
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distribution. There proved to be no significant difference between the 
theoretical and empirical scores ( χ2=26.95, df=22, p>.20; N=77) [7]. 
Table iv. Results of the parametrization of Lemma Substitutions 
right-hand context 
table 
Sentence-initial 
(2) Act SUB 
DEL 
Pas SUB 
DEL 
(5) =verb Act 
Pas 
>verb Act 
Pas 
Sentence-final 
(2) Act SUB 
DEL 
Pas SUB 
DEL 
(7a) Act 
Pas 
case 
CI 
CI 
C2 
C2 
C5 
C6 
C9 
CIO 
C13 
C13 
C14 
C14 
C17 
C18 
est. 
62 
62 
36 
36 
78 
70 
77 
77 
10 
10 
62 
62 
33 
77 
obs. 
67 
68 
35 
44 
81 
72 
79 
76 
8 
20 
62 
55 
36 
77 
left-hand context 
table 
(3) 
(6) 
(3) 
(7b) 
+adj SUB 
DEL 
-adj SUB 
DEL 
=verb +adj 
-adj 
>verb +adj 
-adj 
+adj SUB 
DEL 
-adj SUB 
DEL 
+adj 
-adj 
case 
C3 
C3 
C4 
C4 
C7 
C8 
C11 
C12 
C15 
C15 
C16 
C16 
C19 
C20 
est. 
43 
43 
63 
63 
65 
85 
75 
79 
17 
17 
37 
37 
40 
47 
,"" 
obs. 
45 
50 
63 
66 
68 
83 
76 
75 
12 
21 
23 
37 
38 
53 
B.2 A reconstruction of Reformulation scores 
Figure ii presents a schematized version of the decision tree for 
application of Reformulation rules (cf. Figure 4). There is one choice 
point (node J) leading to two different terminal nodes (Í10 and ill). 
Only the latter is associated with a complete-NP restart. 
[7] Degrees of freedom were equal to the number of reconstructed 
proportions (28) minus the number of parameters estimated (6: £1^ , £2, p3, 
£, ^  and t). N denotes the average number of observations per proportion. 
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complete-NP 
restart? 
• Í10 no 
^
 1
-
p 
El— 
ρ 
I #11 yes 
Fig. il A schematized version of the decision tree for 
the application of Reformulation rules presented 
in Figure 2. 
The single parameter £ in Figure ii reflects the Monitor's accuracy of 
determining the location of the Interrupt. Again, three values for £ are 
estimated corresponding to the three interrupt positions (see Table v). 
Table v. Parameters needed for applying the Reformulation rule 
p: the Monitor's accuracy in locating interrupt position 
p4: probability that the interrupt is located beyond PP-boundary when 
it actually occurred at PP-boundary (immediate interrupt) 
p5: probability that the interrupt is perceived beyond PP-boundary 
when it actually occurred within verb (sverb interrupt) 
p6: probability that the interrupt is perceived beyond PP-boundary 
when it actually occurred beyond verb Overb interrupt) 
Note. £ is subjected to the ordinal restriction рЦ<р5<р6. In 
comparison with the estimates for Lemma Substitutions a second 
restriction applies: p1>p1, p2>p5 and p3>p6. This follows from 
the fact that cases where the interrupt is located at the 
PP-boundary do not count here. 
The predicted score simply amounts to the value of £ at that specific 
interrupt position. The following values were assigned, again informally, 
to the levels of the parameter: 
£4=.25 £5=.75 £б=.90 
For sentence-initial NPs results are presented in Table vi. The 
correlation between estimated and observed scores was quite high: .99. 
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Hosteller's test showed a very favourable outcome (T^sS.IO; dfi9; p>.80; 
N=59). 
Table vi. Results of the parametrization for Reformulations of 
sentence-initial NPs 
=s==s=ss=s==============s 
right-hand context 
table case 
(2) Act p4 
Pas p4 
(5) =verb Act p5 
Pas p5 
>verb Act p6 
Pas p6 
est. 
25 
25 
75 
75 
90 
90 
= = = = = £ = : 
obs. 
26 
21 
75 
68 
90 
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================sss:s3s 
left-hand 
table case 
(3) +adj pU 
-adj pU 
(6) =verb +adj p5 
-adj p5 
>verb +adj p6 
-adj p6 
sssss==:s== 
context 
est. obs. 
25 27 
25 20 
75 77 
75 76 
90 88 
90 93 
For sentence-final NPs results are given in Table vii. Note that for 
scores reflecting the effect of left-hand context after a delayed 
interrupt (see Table 7b), estimates were not equal to a value of £. 
Remember that the interrupt position differs for the two sentence types: 
">" in active sentences, but "^" in passives (cf. footnote 2). Since in 
the experimental design active sentences occurred twice as often as 
passives, the predicted score equals [.67·£5 + .ЗЗ'рб] (C21). 
Although the correlation remained rather high (.95), Hosteller's test 
showed a very significant discrepancy between the observed and predicted 
scores (X2=121.t9; df=9; p<.001; N=59). Only for the cases where we could 
single out a unique set of Reformulations, i.e., the retracing repairs 
after a delayed interrupt, predicted scores approached the observed ones 
(see the results in Tables 7a and 7b). In all other cases, the observed 
score remained far below the estimated value. As explained in Section 
6.4, we attribute this finding to interference with a non-retracing 
repair strategy, namely, extraposition. 
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Table vii. Results of the parametrizatlon for Reformulations of 
sentence-final NPs 
right-
table 
(2) Act 
Pas 
(7a) Act 
Pas 
(8) Act 
Pas 
SUB+] 
ADD 
-hand context 
DEL 
SUB+DEL 
ADD 
case 
pi 
P« 
P5 
P6 
P5 
P5 
P6 
p6 
est. 
25 
25 
75 
90 
75 
75 
90 
90 
obs. 
6 
13 
74 
89 
56 
69 
83 
left-
table 
(3) +adj 
-adj 
(7b) +adj 
-adj 
-hand context 
case 
p4 
pt 
C21 
C21 
est. obs. 
25 9 
25 2 
80 82 
80 84 
95 
96 
Study III: FROM SENTENCE STRUCTURE TO INTONATION CONTOUR 
One of the things people cannot help doing while speaking aloud is 
putting their linguistic utterances into an intonatlonal envelope. Ever 
since the early day of science fiction this has been viewed аз a 
characteristic feature of human speakers which distinguishes thera from 
speaking computers. Besides a lot of beeps and buzzes, robots typically 
produce monotonous speech, and they are believed to be incapable of 
anything better than that. This popular stereotype has been overthrown, 
by recent developments in speech and language technology. Now, it is 
possible to supplement the acoustic specification of words and sentences 
with prosodie information, resulting in considerable improvement of the 
naturalness and intelligibility of synthetic speech. 
In this paper we describe and explain an algorithm for the computation 
of pitch contours for linguistic utterances whose syntactic shape and 
sentence accents are given [1]. The algorithm consists of two parts. 
First, it determines what syntactic information in the surface structure 
is (potentially) relevant for intonation. In the second step, an 
appropriate contour is computed. Output contours are represented in the 
notation developed by 't Hart and Collier (1975) for their "intonation 
grammar" of Dutch. In its present form the algorithm generates basic 
intonation patterns for Dutch utterances as spoken by someone who has 
carefully prepared his text. The proposed system is couched in the 
framework of Kempen and Hoenkamp's (1984) Incremental Procedural Grammar 
(IPC), a theory about the way speakers convert conceptual content into 
sentence form during speaking. Although the exact form of the intonation 
[1] The terms Intonation contour and pitch contour will be used 
interchangeably throughout this paper. 
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algorithm as described in this paper is language specific, we believe 
that the computational architecture it embodies із shared by many 
languages. 
When designing the algorithm we have attempted to take into account 
linguistic, psychological as well as phonetic evidence concerning a main 
feature of prosody: the pitch contour. In contrast with most existing 
(computational) models of intonation (Mattingly, 1966; Witten, 1977; 
Pierrehumbert, 1981; GBrding, 1983), we have paid special attention to 
"higher" processing stages, i.e. to the conceptual and syntactic rather 
than to the phonetic determinants of intonation contours. Our proposal 
amplifies recent psycholinguistic models of language production (Garrett, 
1980; Bock, 1982; Hoenkamp, 1983; Kempen & Hoenkamp, 1984) which have 
left largely untouched the production of prosody. We have attempted to 
take into account such performance phenomena as varying speech rates, 
incremental sentence production, and contours spanning several sentences. 
In this respect, our model supplements existing linguistic analyses 
(Bierwisch, 1966; Nespor 4 Vogel, 1982). Although we subscribe to the 
"autonomy of intonation" hypothesis, we do not believe in a prosodie 
component which is largely independent from the other sentence production 
modules and communicates with them only at a very late stage (Collier, 
1972; Cutler & Isard, 1980). Instead, we assume that all sentence 
production modules contribute to the prosodie form of utterances. 
The first part of this Chapter is concerned with computational 
aspects. It contains a detailed description of the algorithm [2], 
[2] The algorithm has been implemented in the form of a program written 
in Franz LISP, which is running on a VAX11/780-computer under the VMS 
operating system. Copies of the program are available upon request. The 
program is part of an integrated language and speech generation system 
which converts meaning representations into written and spoken Dutch 
sentences. 
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preceded by a short overview of Dutch intonation and a discussion of 
prosody as an integrated component of the language production process. 
The second part discusses the linguistic and psychological background of 
the computational model ("design principles") and evaluates the model's 
behavior in the light of empirical evidence. 
1. COMPUTATIONAL ASPECTS 
1.1 J_t Hart and Collier's intonation grammar for Dutch utterances 
Intonation, or perceived speech melody, is primarily related to the 
course of the fundamental frequency (Fo-course) in the acoustic signal. 
't Hart & Collier (1975) distinguished between three representational 
levels which correspond to different degrees of abstraction from the 
speech signal: 
1) Natural course of Fo. The measurable curve of the continuous fundamen-
tal frequency in the acoustic signal. 
2) Pitch contour. The audible, stylized equivalent of the natural course 
of the fundamental frequency, containing only the perceptually 
(communicatively) relevant and invariant discrete pitch movements. 
3) Basic intonation pattern. An abstract, mental category of intonation, 
underlying an actual pitch contour and integrated in the 
speaker-listener's linguistic competence. It is a pure "form", 
completely void of tangible, material aspects, and it adds certain 
communicative properties to an utterance. 
During the last two decades, the second level, the pitch contour, has 
been extensively studied for Dutch intonation (Cohen & 't Hart, 1967; 
Collier, 1972; 4 Hart & Cohen, 1973; 't Hart & Collier, 1975; de Booy, 
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1979; Willems, 1982). Among the assumptions which have guided this work, 
are the following. First, the tune of a sentence is not a phonological 
primitive in itself but is made up of a sequence of simpler elements. 
Second, only perceptually relevant pitch movements have to be accounted 
for. Contours of real speech can be replaced by simpler, stylized 
approximations without changing the melodic Impression. Third, the 
physical properties of these standardized movements (such as place of 
onset, slope and duration) can be clearly defined. And fourth, these 
discrete, perceptually relevant pitch movements are produced by 
"voluntary" instructions to the articulatory system. All other, minor 
fluctuations (the "micro-intonation") are added during articulation and 
are not under the speaker's conscious control. If they are left out, the 
overall subjective impression on the listener remains the same. 
On this methodological basis, an inventory was made of rather steep, 
simple standardized pitch-movements which occur in the fundamental 
frequency continuum of Dutch sentences. For both falls and rises, five 
types of pitch movements between the upper and lower boundary of the 
declination line are distinguished. (The declination line refers to the 
slowly downward drifting pitch-level of the utterance. Declination 
largely depends upon a decreasing subglottal air pressure). Descriptions 
of the pitch movements are presented in Table I [3]. 
[3] 't Hart and Collier's grammar of Dutch intonation distinguishes 
between only two levels of pitch accent: presence or absence. The exact 
excursion height of a pitch movement is decided upon in the Articulatory 
Stage (see Section 1.2). 
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Table I. An Inventory of perceptually relevant pitch movements in Dutch 
(after 't Hart & Collier, 1975). 
Symbol Denotation 
1 The prominence-lending rise. Occurs early and abruptly in the 
syllable carrying word accent. 
2 The continuation rise. Does not lend prominence. Occurs as late 
as possible in the last syllable of the word preceding a (major) 
syntactic boundary, and is always followed by an inaudible fall 
during the pause on the boundary. 
3 The retarded prominence-lending rise. 
И The gradual pitch rise or inclination which extends over several 
adjacent syllables. 
5 The extra (precursive) rise. An "overshoot" in front of a final 
fall A after a stretch of high declination. 
A The prominence-lending final fall which is placed on the last 
prominent word of a clause, and occurs abruptly but rather late 
in the syllable carrying word accent. 
В The postponed (non-final) fall. It does not lend prominence. Is 
executed in an inconspicuous way during a pause at a syntactic 
boundary or, directly after a rise 1, very early in the follo­
wing syllable. 
С The relaxation fall. 
D The gradual fall, covering several adjacent syllables. 
E The half-fall. 
0 The low level of the declination line (after a fall or before a 
rise). 
0 The high level of the declination line (after a rise and before 
a fall). 
Certain successions of these atomistic ingredients into which 
Fo-curves can be decomposed, build recurrent clusters; the so-called 
intonational blocks. There are three types: P-blocks, C-blocks and 
E-blocks. Ρ stands for Prefix, С for Continuation and E for End. The 
intonation grammar specifies the Internal structure of blocs, together 
with the various ways in which blocks can combine. (Optional elements are 
within round brackets: (). They may or may not occur. Optional elements 
which may occur in any number, are within square brackets: []). 
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The first part of 't Hart and Collier's grammar is a rule governing 
the position of blocks in the contour of a sentence. Blocks can be 
concatenated according to the following rule: 
contour = [[P] C][P] E 
The second part of the grammar specifies the internal structure of the 
blocks. Table II shows a reduced version of the original set. Only blocks 
containing combinations of the moves 1, 2, A and B, and starting with 0, 
the low level of the declination line, are shown [4]. 
Table II. A simplified version of 't Hart & Collier's intonation grammar 
P-blocks C-blocks E-blocks 
PI = [0] 1 [0] В CI = [0] 1 [0] A [0] 2 El = [0] 1 [0] A [0] (2) 
C3 = [0] 1 [0] (2) В E3 = [0] 1 [0] (2) 
СЦ = [0] 2 EU = [0] 2 
The third part of the grammar contains certain restrictions on the 
combinatorial possibilities given in the first part. E.g., СЧ cannot be 
preceded by PI. 
An extensive example is given in (1). Syllables of words carrying 
sentence stress are underlined. The picture of the intonation contour 
does not represent declination. The symbols under the contour line 
specify intonational blocks and their pitch movements. (Notice that for a 
fall В within a syllable a continuous line is drawn. A fall В on a 
constituent boundary is indicated by a gap.) 
[4] There are two reasons for leaving the other pitch falls and rises 
(viz. 3, 4, 5, C, D and E) out of consideration. First, there is no clear 
motive for their appearance in the contour. Second, their occurrence is 
restricted to one accent position: sentence final. The exclusion of these 
pitch movements only reduces the variability of the speech signal, and 
never leads to contours that sound unacceptable ('t Hart & Collier, 1975: 
240). A speaker who only uses the so-called "hat pattern" and other 
contours derived from it, will not deviate much from the intonational 
expections of the average Dutch listener (Collier & 't Hart, 1978: 57). 
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(1) De oude man zag gisteren deze vrouw, zijn vroegere secretaresse, 
г _ л г r-
P1: 0 10B PI: 1 В C3: 0 1 0 В C3: 0 0 1 0 В 
the old man saw yesterday this woman, his former secretary, 
een mantel kopen, omdat zij een nieuwe baan met goede vooruitzichten had 
A Л I \ 
Cl: 1 A 0 2 PI: 0 0 1 В El: 1 0 А О 
buy a coat, because she had a new job with good prospects 
As an introduction to the psychological and linguistic underpinnings 
of the model, we first sketch the place of Intonation computation within 
the more general framework of human sentence production (Section 1.2; 
this discussion will be resumed in the second part of the paper). Section 
1.3 is devoted to the algorithm. 
1.2 The place of Intonation within language production 
Our theoretical account of intonation deviates most from existing 
analyses in that it departs from a psycholingulstlc rather than a 
linguistic point of view. Several authors (Garrett, 1980; Bock, 1982; 
Kempen & Hoenkamp, 1981) have proposed to decompose the computational 
process of human sentence production into four stages or modules, named 
Conceptual, Lexico-Syntactic, Morpho-Phonological and Articulatory 
respectively (terms coined by Kempen and Hoenkamp, 1984). 
During the first, Conceptual Stage a semantic representation is formed 
specifying the message the speaker intends to convey to his audience. 
This representation, we assume. Is language independent to a large 
extent. In the second, Lexico-Syntactic Stage functional linguistic 
structures are built in the form of surface syntactic trees. The terminal 
nodes of such trees are abstract, pre-phonological lexical Items, called 
"lemmas" (Kempen & Huijbers, 1983). A lemma does not contain any sound 
information. In the third, Morpho-Phonological Stage the phonological 
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form ("lexeme") is retrieved for each lemma and morphological adjustments 
are made (inflections). Finally, the fourth, Articulatory Stage 
transforms the phonological code into muscular motor instructions. 
Basic to our approach is the assumption that prosodie processing is 
not confined to a unitary phonological component which is part of the 
Articulatory Stage. Within each of the four modules, decisions are made 
which eventually determine the course of the fundamental frequency of the 
speech signal. This pitch contour is the result of authentic prosodie 
rules and cannot be fully determined on the basis of the syntactic and 
lexical structure of the utterance. 
1. Conceptual Stage. When a conceptual representation is uilt up, it is 
supplied with tags for saliency and mode. This is done on the basis of 
pragmatic considerations, such as meaning contrasts with earlier 
utterances (saliency), and communicative intention (interrogative, 
declarative, imperative mode). Conceptual structures containing such 
tags, are handed over to the syntactic formulating mechanisms of the 
second Stage. 
2. Lexico-Syntactic Stage. Sentence accents are assigned to lemmas on the 
basis of saliency tags. Though we Judge it premature to give detailed 
rules on this topic, a proposal leading to an acceptable solution in 
many cases could be the following: mark as accented the head of the 
constituent which expresses a salient part of the conceptual 
representation. For example, if the meaning underlying "the old man" 
in sentence (1), has been tagged for saliency, then the lemma for man 
will receive sentence stress. The accented word will often be the last 
(content) word of the constituent. 
Mode tags are interpreted as instructions to select a declarative, 
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interrogative or imperative sentence form. "Mode marks" are placed 
before the sentence (e.g.,a "î" before an interrogative). If no such 
tag is specified, declarative is chosen by default. 
3. Morpho-Phonological Stage. For each lemma in the surface syntactic 
structure the corresponding phonological form (lexeme) is retrieved. 
Information on number of syllables and place of word accent is thus 
made available. The lemmas are processed In left-to-right-order. 
Simultaneously with the lookup of lexemes, a pitch contour is computed 
which spans the whole utterance under construction. To this purpose, 
the surface syntactic structure is inspected (look-ahead). 
Instructions for pitch falls and rises are associated a) with 
syllables carrying word accent for those words which receive sentence 
stress, b) with the last syllable of words preceding prosodically 
marked syntactic boundaries. 
4. Artlculatory Stage. The discrete units of the linguistic structure 
(phoneme sequences) are transformed into a semi-continuous flow of 
speech. Such transformations belong to the so-called 
"micro-intonation". Factors such as sex, age and voice quality exert 
their influence here. Although the natural course of Fo is basically 
derived from the intonation contour, it depends upon specific 
artlculatory mechanisms as well. A typical example is declination: the 
baseline for all pitch movements. Other examples of such adjustments 
are: stress-retraction which serves to eliminate clashes between 
accents, as in thirteen men —> thirteen mèn (Nespor & Vogel, 1982), 
and the influence of consonants on the intrinsic Fo-level of following 
vowels (Cohen & 4 Hart, 1967). 
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The contribution to intonation of each of the four processing stages, is 
summarized in Table III. 
Table III. The contribution of the four sentence processing stages to 
intonation. 
Conceptual Stage : tags (parts of) conceptual representations for 
saliency and mode (speech act: command, ques­
tion, statement, etc.) 
Lexico-Syntactic Stage : computes sentence accents, and adds mode marks 
to sentences 
Horpho-Phonological Stage: computes a pitch contour, i.e., adds to each 
syllable of a word instructions for pitch 
movements 
Articulatory Stage : transforms the assigned pitch movements into 
muscular motor commands (including micro-into­
nation) 
1.3 The Algorithm 
Intonation contours are computed in two steps. A Basic Intonation 
Pattern or BIP is determined first (Section 1.3.1); then, instructions 
for pitch movements are added to each lexeme (Section 1.3.2). The 
algorithm is capable of specifying BIPs for surface syntactic trees which 
are generated by Kempen and Hoenkamp's (1984) Incremental Procedural 
Grammar (IPG). In IPG-trees, functional and categorial nodes alternate. 
S, NP, N, V and Art are examples of categorial nodes. Vfin, Subj, ObJ and 
NPhead belong to the set of functional nodes [5]. The surface syntactic 
structure of sentence (1) is presented in (2). 
[5] The following abbreviations are used. Categorial procedures: s 
(clause), np (noun phrase), ap (adjectival or adverbial phrase), pp 
(prepositional phrase, a (adjective of adverb), η (noun), ρ (preposi­
tion), ν (main verb), art (article), dera-pro (demonstrative pronoun), 
poss-pro (possessive pronoun), pers-pro (personal pronoun), and conj 
(subordinating conjunction). Notice that there is no VP (Verb Phrase). 
Functional procedures; subj: (subject), obj: (object), smod: (sentence 
modifier), vfin: (finite verb), vinfin: (infinitive verb), comp: 
(complementizer), nmod: (noun phrase modifier), nphead: (head of noun 
phrase), det: (determiner), aphead: (head of adjectival or adverbial 
phrase), pphead: (head of prepositional phrase), and pobj: (prepositional 
object). 
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(2) (s (subj: 
(np (det: (art de)) 
(nmod: (ap (aphead: (a oude)))) 
(nphead: (n »man)))) 
(vfin: (v zag)) 
(smod: (ap (aphead: (a »gisteren)))) 
(obj: 
(np (det: (dem-pro deze)) 
(nphead: (n *vrouw)) 
(nmod: 
(np (det: (poss-pro zijn)) 
(nmod: (ap (aphead: (a vroegere)))) 
(nphead: (n 'secretaresse)))))) 
(obj: 
(np (det: (art een)) 
(nphead: (n •mantel)))) 
(vinfin: (ν kopen)) 
(smod: (s (comp: (conj omdat)) 
(subj: (np (nphead: (pers-pro zij)))) 
(obj: 
(np (det: (art een)) 
(nmod: (ap (aphead: (a nieuwe)))) 
(nphead: (n *baan)) 
(nmod: 
(pp (pphead: (p met)) 
(pobj : 
(np (nmod: (ap (aphead: (a *goede)))) 
(nphead: (n "vooruitzichten)))))))) 
(vfln: (v had))))) 
#) 
Sentence (1) contains seven so-called major constituents: functional 
nodes which are Immediately dominated by an S. In (3) we give the major 
constituents of the main clause of (1). 
(3) Subj : de oude man 
VFin : zag 
SMod : gisteren 
Obj : deze vrouw zijn vroegere secretaresse 
Obj : een mantel 
Vinfin : kopen 
SMod : omdat zij een nieuwe baan met goede vooruitzichten had 
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1.3.1. A notation for Basic Intonation Patterns 
BIPs are defined in terms of five auxiliary symbols inserted into a 
sentence; ?, », #, / and // (See Table IV). The first three of these are 
already present in surface structures delivered by the Lexico-Syntactic 
Stage. The last two symbols are inserted during Morpho-Phonological 
processing by rules to be specified now. 
n?" is the mode marker preceding an interrogative sentence. n , n is the 
saliency marker which is prefixed to lemmas receiving sentence accent. 
"#" is an end-of-message symbol appended to a surface syntactic 
structure; it prevents a prosodie linking of the current sentence to the 
following one. n/" and ,,//^ , are attached to syntactic constituents under 
special circumstances. Both "/", n//n and "#" may be viewed as boundary 
symbols. From a linguistic point of view, "/" may be called optional, 
whereas "//" and "#" are obligatory. 
Table IV. Auxiliary symbols used for specifying 
Basic Intonation Patterns. 
Symbol Denotation 
/ optional prosodie boundary 
// obligatory prosodie boundary 
ί end of message 
* saliency marker of a lemma 
? interrogative mode 
The insertion of the BIP symbols V and n//n proceeds as follows. 
First, the n//n symbol is appended to the end of the sentence. Then one 
after another, all major constituents of the main S are examined for 
asterisked lemmas, i.e., lemmas marked for saliency. If a major 
constituent contains at least one asterisked lemma, two actions are 
performed: 
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A Insert "//" on both sides of the major constituent in case that 
constituent is of type S; in all other cases, put a "/" on the 
right-hand side only. 
(i») ¡ s ¡ ! NP ί ¡-VP-! ! PP ¡ 
(because they felt »excited) (»all visitors) (went) (to the »hall) # 
// because they felt «excited // »all visitors / went to the »hall / # // 
В If the major constituent contains more than one asterisked lemma, mark 
each NP and each S functioning as a Mod(ifier) with n//n on both sides. 
(5) ! MP 1 ί VP ¡ ! NP ! 
(our »manager (mister »James)) (will marry) (my »sister) # 
our »manager // mister »James // / will marry my »sister / # // 
(6) ¡ S ¡ ! NP ¡ ì VP ¡ 
(because »he left (when »I came)) (the »host) (felt »insulted) # 
// because »he left // when »I came // // the »host / felt »insulted / I // 
The boundary symbols have a priority order which runs from V (lowest 
priority), via "//" to "I" (highest priority). When several of these 
symbols occur next to each other, all but one are deleted: only one 
exemplar of the symbol of highest priority is retained. E.g., // // -> // 
and / # / / - > # . Boundary symbols which are not preceded by lexical 
material are removed as well. So (4), (5) and (6) are rewritten as resp. 
(7), (8) and (9). 
(7) because they felt »excited // »all visitors / went to the »hall # 
(8) our »manager // mister »James // will marry my »sister f 
(9) because »he left // when »I arrived // the »host / felt »insulted # 
Of the seven major constituents in (3), five are marked (all except 
the second and sixth constituent). Only the fourth constituent is in need 
of further internal Inspection. The result of applying rules A and В to 
(3) is listed in (10). 
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(10) de oude •man / zag »gisteren / deze »vrouw // zijn vroegere 
•secretaresse // / een »mantel / kopen // omdat zij een nieuwe »baan 
met •goede •vooruitzichten had // # // 
After cleaning up, the BIP of (11) is the end result. 
(11) de oude •man / zag •gisteren / deze •vrouw // zijn vroegere 
•secretaresse // een •mantel / kopen // omdat zij een nieuwe 'baan 
met 'goede •vooruitzichten had # 
1.3.2. Computing Intonation contours 
The algorithm uses the following devices: 
— five main functions; C0NTOUR-COHP, PITCH-CHANGE, PITCH-CONT, 
PITCH-HIGH and PITCH-LOW; 
— five auxiliary variables: <current-symbol>, <next-3ymbol>, <pitch>, 
<mode>, and <di3tance>; and 
— four auxiliary functions: BOUNDARY?, CHOOSE, END? and LOOK-AHEAD. 
The main functions (see Table V) consist of condition-action pairs. The 
conditions pertain to current values of variables, or values computed by 
auxiliary functions. (The symbol "4" in Table V indicates boolean 
conjunction; the symbol "^1 is a separator between successive actions). 
The actions consist of calling other functions, assigning values to 
variables, or attaching pitch movement symbols to the current symbol 
(e.g., action "A" is to be read as an abbreviation for "attach A to 
^urrent-symbol)"; <current-3ymbol> points to a word of the sentence). 
The auxiliary functions are somewhat more diverse. We have described 
their operations in Table VI. 
The algorithm starts with setting <pltch> to 0, <mode> to DEC (= 
declarative), <dl3tance> to 0, <current-symbol> to the first symbol in 
the BIP, and <next-symbol> to the second symbol in the BIP. A BIP symbol 
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is a word of the sentence or an auxiliary symbol form the set ? / / / # . 
The top-level function is CONTOUR-COMP. It is called once for each BIP 
symbol. (The three boundary symbols are skipped, however. They do not 
cause a call to CONTOUR-COMP; only <di3tance> is set to 0.) CONTOUR-COMP 
traverses the BIP from left to right. The actions of the PITCH-functions 
consist of calling an auxiliary function and/or attaching one or more 
pitch movement symbols from the set 1 2 А В 0 0 to <current-symbol>. 
Pitch movements 1 and A are attached to the syllable carrying word 
accent; 2 and В to the final syllable of the word. If an A or В is chosen 
this Implies setting <pitch> to 0; a 1 sets <pitch> to 0 and 2 leaves the 
value of <pitch> unaffected. In Appendix A we give a partial trace of how 
the algorithm processes the first seven words of sentence (1). 
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Table V. The main functions of the algorithm 
CONDITION 
<current-3ymbol> Is 
? 
•word 
<pitch> = 0 
<pitch> = 0 
Function Name: CONTOUR-COMP 
ACTION 
set <mode> to INT 
PITCH-CHANGE 
PITCH-HIGH 
PITCH-LOW 
CONDITION 
<pitch> s 0 
<pitch> = 0 
Function Name: PITCH-CHANGE 
ACTION 
1; PITCH-CONT 
Aj BOUNDARY? 
Function Name: PITCH-CONT 
CONDITION 
LOOK-AHEAD = False 
LOOK-AHEAD = 0 4 
<mode> = INT 4 END? = True 
END? = False 
In all other cases 
in all other cases 
ACTION 
В 
CHOOSE (0,A); BOUNDARY? 
CHOOSE (0,A); BOUNDARY? 
A 
CHOOSE (0,B); BOUNDARY? 
Function Name: PITCH-HIGH 
CONDITION 
<next-symbol> = t 4 
<next-3ymbol> = // 
<next-3ymbol> = / 4 
LOOK-AHEAD = 0 
LOOK-AHEAD = 1 
LOOK-AHEAD > 1 
in all other cases 
<mode> : : INT 
ACTION 
CHOOSE 
В 
0 
CHOOSE 
В 
0 
(2,0) 
(0,B) 
CONDITION 
Function Name: PITCH-LOW 
ACTION 
<next-symbol> = t 4 <mode> = INT CHOOSE (2,0) 
<next-symbol> = // 2 
<next-symbol> = / 4 LOOK-AHEAD > 0 CHOOSE (0,2) 
in all other cases 0 
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Table VI. The auxiliary functions of the algorithm 
BOUNDARY? looks whether <next-symbol> is a member of the set / // #, 
i.e., <distance> equals 0. If so, PITCH-HIGH is executed 
when <pitch> = 0 or PITCH-LOW when <pitch> = 0. In all other 
cases, <di3tance> is set to the number of words before the 
first occurrence of a member of the set / // #. 
CHOOSE(Χ,Y) makes a choice between X and Y. Both alternatives will lead 
to an acceptable contour. [A choice may be influenced, among 
other things, by speech tempo, emotion, or stylistlcs. In 
some cases the value of <distance> is important. The first 
argument, X, is normally preferred to the second, Y. Since 
concrete, programmable rules are missing, we had to take 
recourse to a probabilistic function selecting between X and 
Y.] 
END? looks forward to the first occurrence of either // or #. If 
# is encountered, the function returns True. In all other 
cases False is returned. 
LOOK-AHEAD computes two scores: 
sci: the number of •words (sentence accents) inbetween 
<current-3ymbol> and the first occurrence of /, // or # 
зс2: the number of 'words inbetween <current-3ymbol> and the 
first occurrence of // or t. 
The function returns one of the following values: 
False if sci > 1 
False if sci = 1 and sc2 > 1 
зс2 in all other cases. 
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2. LINGUISTIC AND PSYCHOLOGICAL ASPECTS 
2.1 Design principles of Intonation contour computation 
Models of Intonation that have been proposed in the literature tend to 
be confined to processing in the Artlculatory Stage and to leave the 
higher sentence production processes out of consideration (de Pijper, 
1983)· Our model of Dutch Intonation is an attempt at modelling 
intonational processing during the Morpho-Phonological Stage. The 
following three principles, derived from empirical (psycho)linguistic 
studies, have guided our work. 
A. Intonation contours are computed 1д two stages. 
1. The Lexico-Syntactic Stage assigns sentence accents to lemmas which 
serve specific syntactic functions, as part of the computation of 
surface syntactic trees. 
2. The Morpho-Phonological Stage assigns instructions for pitch move­
ments to syllables as part of the computation of word shapes. 
B. Computation of intonation contours proceeds left-to-right with limited 
look-ahead (not beyond the current finite clause). 
C. Computation of intonation contours is accent-driven (vs. syntax-
driven) . 
The computation of an intonation contour requires knowledge about the 
number of accented words before the next finite clause boundary (see 
auxiliary function LOOK-AHEAD, Table VI). This implies that contours can 
only be computed after accents have been assigned. The analysis of speech 
errors suggests that accents are assigned to lemmas which fulfil a 
specific syntactic function. This takes place during the Lexico-Syntactic 
Stage (Fromkin, 1973; Garrett, 1980). For example word exchange errors 
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(e.g. (12)) leave the position of sentence accents untouched. This stage, 
however, is an unlikely candidate for contour computation because word 
accent and syllable stucture are not yet available. A more favorable 
place would be the Morpho-Phonological Stage. It is an economical 
solution to have contour computation proceed along with other 
phonological processing for syllable structure and word accent. Along 
with the lookup of each lexeme, instructions for conspicuous pitch 
movements can be added to the syllables [6]. [The Articulatory Stage can 
be left out of consideration because it appears to work roughly phrase by 
phrase (cf. Bock, 1982), whereas contour computation needs look-ahead of 
the size of finite clauses.] 
(12) We have a laboratory in our computer 
A two-stage processing scheme does not imply an exclusively syntactic 
or semantic account of the origin of pitch accents. A semantic base for 
sentence accents is suggested by such diverse sources of evidence as 
connected speech (Nooteboom & Terken, 1982), (early) child language 
(Wieman, 1976; Pechmann, 1983) and speech repairs (Levelt & Cutler, 
1983). Syntax-based rules for assigning sentential stress have been 
proposed mainly within the frameword of Transformational Generative 
Grammar (see e.g. Bresnan, 1971). Although they have lost much of their 
initial attraction, they cannot be completely discarded (Cutler & Isard, 
1980; Nooteboom & Terken, 1982). So, a model of intonation must, in 
principle, be capable to incorporate more than one base for stress 
assignment. Our model satisfies this requirement. 
[6] This is in contrast with Fromkin's (1973) suggestion to place contour 
computation in a separate component preceding lexeme lookup. Cutler and 
Isard (1980) argue that lexical lookup precedes accent placement. 
However, they fail to distinguish between lemma versus lexeme lookup. 
Lexemes may still be retrieved after accent assignment. 
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If the final form of intonation contours is computed left-to-right 
during the Morpho-Phonological Stage (design principle Β), it follows 
that only the surface structure of the utterance is of relevance. Even 
within the context of transformational grammar this has been accepted 
(Bierwisch, 1966; Pierrehumbert, 1981). That deep structure could play a 
role is denied, among other things, by disambiguation phenomena. A deep 
structure ambiguity can be prosodically marked only if a surface 
structure difference exists (Wales & Toner, 1980). Cooper and his 
associates, houwever, maintain that a single level of syntactic coding is 
not sufficient: the syntactic representation a speaker needs for 
intonatlonal processing includes both underlying and surface levels of 
coding (Sorensen & Cooper, 1980). However, as they admit themselves 
(Cooper & Sorensen, 1977; Cooper, 1980), their experimental results do 
not necessitate an explanation in terms of a direct access of the 
phonetic component to deep structure information [7]. 
The third design principle holds that contour computation is accent-
rather than syntax-driven. By this we mean that syntactic constituents 
are irrelevant to the shape of the intonation contour as long as they do 
not contain a sentence accent. This principle contrasts with the 
linguistic approach which seeks a more direct correspondence between 
"phonological phrases" and syntactic constituents, for instance, on the 
basis of depth of syntactic boundaries, the number of structural 
brackets, the number of nodes separating two successive words, and the 
like. That this solution is infelicitous, can be shown even with such a 
[7] Our implementation shows that "superficial" inspection of syntactic 
structure in combination with knowledge about the places of pitch accents 
can explain the results of Cooper's experiments on preposing and gapping 
without any reference to a "double syntactic coding". Though, in his 
experiments, he monitors Subjects' responses for contrastive or emphatic 
stress, Cooper can not prevent his speakers form producing any pitch 
accents at all. 
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simple and short sentence as (13). We owe the example to de Ftooy (1979), 
(13) 
pers.pron. aux. past.part. 
hij werd geboren 
he was born 
prep. 
in 
in 
noun 
Amsterdam 
Amsterdam 
If we take number of non-terminal nodes between words as an index of 
boundary depth, the following scores are assigned to (13): 
hij/Ц werd/1 geboren/3 in/1 Amsterdam. 
Assuming that the deepest syntactic boundary is the prime candidate for 
prosodie realization, one predicts a phonetic boundary after hij. 
However, "speakers realizing such a boundary at that position also 
realize a pitch accent on the pronoun. This accent appears to suggest 
some sort of contrast. If the pronoun is not realized with a pitch accent 
a boundary realized after the pronoun clearly suggests hesitation on the 
part of the speaker. Hence the realization of a normal prosodie boundary 
in this position involves the realization of a pitch accent on the 
pronoun" (de Fooy, 1979: 122). So, the syntax-driven approach can lead to 
putting sentence accents at places where the speaker does not need them. 
We wish to conclude this Section with a remark on the general design 
of our algorithm. We do not claim psychological plausibility for 
splitting the algorithm into two successive parts: BIP coding, and 
contour computation. This was done to make the structure of the model 
more transparent and easier to describe. In reality, inspection of 
surface structure and computation of a contour proceed concurrently. The 
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BIP coding rules given in Section 1.3.1 are actually carried out by the 
auxiliary functions which look ahead into the sentence surface structure. 
They uncover the (syntactic) information minimally needed for the 
computation of an acceptable intonation contour. So, the instructions for 
BIP coding do not operate as a kind of "readjustment rules" which 
transform hierarchical structures into linear strings. There Is no reason 
why functional-syntactic and hierarchical information could not remain 
available during further phonological processing (cf. Cooper, Lapointe & 
Paccia, 1978; Nespor & Vogel, 1982). 
2.2 Evaluating the algorithm 
The description of the algorithm in Section 1.3 does not evoke a clear 
image of Its overall behavior. Therefore, we find it useful to present 
here a - somewhat arbitrary - list of features which are characteristic 
of Basic Intonation Patterns as computed by the algorithm, and of the 
resulting pitch contours. We start with a discussion of six aspects of 
Basic Intonation Patterns. 
1. Only the end of a major constituent is coded with "/". It follows that 
intonational phrases may extend over the left side of a constituent but 
not over the right side (Nespor & Vogel, 1982). 
2. The location of a prosodie boundary is intimately related to the 
presence of a prominent word carrying sentence accent. In (14) for 
instance, it will not be possible to mark the boundary between direct and 
indirect object. 
(It) ik »verkocht / het boek aan de «leraar f 
I sold the book to the teacher 
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3. The accent-driven design of the algorithm explains the general 
observation that the break between subject and predicate constituents has 
a higher likelihood of being prosodically marked than the break between 
verb and object. Pitch accents are less frequently assigned to verbs than 
to nouns. This implies, in general, that (15) will be a better BIP than 
(16). So, the effect can be explained in terms of (conceptually and/or 
pragmatically based) assignment of sentence stress and need not have a 
syntactic origin. 
(15) 'subject / verb "object I 
(16) subject »verb / »object # 
4. Within major constituents no boundaries are marked, except for the 
cases handled by rule В (Section 1.3.1). So, within the major 
constituents of (17), no further structuring will be indicated. It 
follows that within subordinate clauses no major constituents can be 
marked either, except again for the cases handled by rule В (see 18)). 
The few examples in the literature on unacceptable markings almost always 
concern boundaries within subordinate clauses (de Rooy, 1979: 133; 't 
Hart, 1981). This indicates that, in Dutch, these spots are at least 
problematic. Whether our abolishment of prosodie boundary marking within 
subordinate clauses is Justified, is a matter of future research. 
(17) (een •kat van "zuiver "ras) (is) ("heel "duur) # 
een "kat van "zuiver "ras / is "heel "duur # 
a cat of pure breed is very expensive 
(18) (mijn vader) ("eist) (dat ik "volgend jaar mijn "diploma haal) # 
mijn vader "eist // dat ik "volgend jaar mijn "diploma haal # 
my father demands that I will get my certificate next year 
5. Every boundary between coordinate and/or subordinate clauses is marked 
by "//", provided (1) they contain at least one prominent word, and (2) 
the end-of-oessage-symbol "/" has not been Inserted between them. This 
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remains so after conjunction reduction (see (19)). Clausal parentheticals 
are marked as well (see (20)). 
(19) ik ben «wel / »goed // maar "daarom / nog »niet / •gek # 
I am a good guy but not a crazy one 
(20) (»deze winkelier) (dat weet •iedereen) (is) (een «echte »boef) t 
•deze winkelier // dat weet »iedereen // is een »echte »boef # 
this shopowner, everybody knows, is a real crook 
In certain cases it is not directly evident that one is dealing with a 
parenthetical. The adverbial phrase in (21) and (22) may be a 
structurally tight part of the sentence as in the ^ -versions, or it may 
be an independent, inserted part as in the b-versions. Only in the latter 
case we will hear a so-called "comma-intonation". Our algorithm only 
generates the a-versions because, in the syntactic input, the adverbials 
always function as normal major constituents. So far, IPG has developed 
no special treatment for parentheticals. (Nespor and Vogel (1982) run 
into a similar problem. Their segmentation rules for intonational phrases 
assume knowledge about phonological structure.) 
(21) (Marie) (komt) (volgens »Jan) (•morgen) # 
a. Marie komt volgens »Jan / •morgen t 
b. Marie komt // volgens •Jan // •morgen f 
Mary comes according to John tomorrow 
(22) (de •matroos) (ging) (»zonder »toestemming) (de »wal op) # 
a. de •matroos ging »zonder »toestemming / de »wal op # 
b. de »matroos ging // »zonder »toestemming // de »wal op # 
the sailor went without permission ashore 
б. The syntactic trees which IPG generates for restrictive and 
non-restrictive relative clauses look exactly alike. This implies that 
the characteristic intonational differences between these clause types 
must be attributed to different factors. One possibility would be to 
assume that major constituents with a non-restrictive relative clause 
always contain more than one prominent word. Applying rule В (see Section 
1.3.1), then leads to a prosodie marking (see (23)). This, in turn, 
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forces us into the assumption that for restrictive relative clauses which 
are not prosodically marked, either the clause or its antecedent carry a 
sentence accent but not both (see (24)). Whether this solution is a sound 
one, remains to be seen. The same argument applies to appositions such as 
(25) and (26). (For a discussion on accentuation in appositions as they 
appear in speech repairs, see Levelt and Cutler (1983).) 
(23) (de »flat (waar »zij in wonen)) (is) (»erg »duur) # 
de "flat // waar »zij in wonen // is •erg »duur t 
the apartment they live in is quite expensive 
(24) (de »flat (waar zij in wonen)) (is) (»erg »duur) # 
de ^flat waar zij in wonen / is »erg »duur t 
(25) (mijn broer (de •tandarts)) (verdient) (een »hoop »geld) f 
mijn broer de »tandarts / verdient een »hoop »geld Í 
my brother the dentist earns a lot of money 
(26) (mijn »broer (de »tandarts)) (verdient) (een »hoop »geld) f 
mijn »broer // de »tandarts // verdient een »hoop •geld t 
So far the discussion on properties of Basic Intonation Patterns. The 
following six points have to do with characteristics of pitch contours as 
computed by the algorithm. 
7. Utterances normally start with <pitch> s 0. However, a question may 
start high (see (27)). This patterns will add a pragmatic overtone (e.g., 
astonishment), and is restricted to utterances with only one prominent 
word (Collier & 't Hart, 1978: 31). A similar remark has been made with 
regard to declarative sentences, where a high start is claimed to lead to 
a surprise/redundancy intonation pattern (Pierrehumbert, 1981). These 
cases are not generated by the algorithm. 
(27) ? How is it »possible f 
Utterances end with <pitch> = 0, if they are not a question and if the 
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BIP is closed off with the end-of-message symbol "#". [Questions may end 
with <pitch> = 0 or й, and an optional continuation rise 2.] In all other 
cases, either a rise 2 occurs on the final syllable, or the utterance 
ends with <pitch> = 0. The latter endings mark the declarative clause as 
a non-terminal one, but do not necessarily turn it into a question. They 
indicate one of two things. Speaker suggests he intends to continue and 
want to keep his turn in the conversation (see (28) where one expects to 
hear something like "but"); or speaker implies that the listener may have 
something to add (see (29) which occasions a response by the dialogue 
partner). 
(28) you may take my »motorbike // 
(29) you're here for the »first time // 
A 
8. The use of the end-of-message symbol "Í" is pragmatically motivated. 
It need not necessarily occur after every main clause: the symbol is 
appended at the end of the surface structure when the speaker refrains 
from prosodically linking the utterance to the following one. A repeated 
ending of successive sentences with "//" leads to an "intonation of 
enumerations". It provides cohesive ties within a discourse. However, 
automatic application can easily lead to errors. This is often observed 
in reading aloud (Nooteboom & Cohen, 1975). 
A speaker may close off a sentence with "#", and yet continue it. In 
that case the second part will sound as a kind of "after-thought", 
especially when the resumption occurs after a noticeable pause (see 30). 
Cutler (1980: 77) presents some more examples. 
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(30) I »dislike / their »policy # [Why?] because it's »nationalistic f 
/ ^ _ A _ 
9. A question like (31), asking for a choice between several 
alternatives, can be intonated in two ways. It may be "closed", as in the 
a-version, in the sense that one of the mentioned alternatives has to be 
chosen. Or it is "open-ended", as in the b-version, suggesting that the 
listener may come up with a further, non-mentioned alternative. A 
difference with regard to the computational history of the two versions 
can explain this difference in intonation and "meaning". We assume the 
conceptual representation underlying the ^-version was handed over to the 
Lexico-Syntactic Stage all at once. This leads to a compound major 
constituent and subsequently to the absence of a boundary marker between 
the conjuncts. In the b-version the conceptual representations of two 
coordinated interrogative sentences were handed over to the syntactic 
mechanisms one after another (incremental production). So, the part or 
tea, is in fact a second, elliptical clause. 
(31) a. ? do you want »coffee or »tea # 
/ V. 
b. ? do you want »coffee // ? or »tea // 
10. A delayed fall В can not occur before "//" or "#" without an 
interpositioned pitch accent (cf. the restriction that О can not follow 
PI, see Section 1.2). This explains why marking of the NP-VP boundary is 
overruled by the clause boundary in sentences like (32). 
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(32) the ·ρΓ0ίε330Γ / has demonstrated // that 
J 
11. Boundaries indicated by V/" have to be marked prosodically with 
either a delayed fall В or a continuation rise 2, dependent upon the 
current value of <pitch> (see (28) and (29)). Boundaries of type "/" 
present a more complicated picture. In some cases they are to be ignored 
(see the foregoing remark, no. 10). In other cases they have to be marked 
(namely, when <pitoh> = 0 and LOOK-AHEAD > 1. See (33), where high 
declination has to be reset on the first major constituent boundary). In 
many cases, however, type "/" boundaries are only optional. In most hat 
patterns they have been overlooked by LOOK-AHEAD (see (30)). 
(33) de »leerkrachten / hebben »extra »lessen / gegeven i 
_ j J V 
the teachers have given extra lessons 
When <pitch> = 0 a continuation rise may occur on the syllable preceding 
"/" (see (34)). This pattern is among other things, a function of 
<distance>. In (35) a marking is more likely than in (34). This type of 
prosodie marking may occur in infinitive clauses and MP's with 
post-nominal modifiers where, within the same major constituent, several 
unaccented words follow the marked word, i.e., the value of <distance> 
exceeds 1 (see (35) and (36)). 
(34) in de »Paasvakantie / ben ik naar »Spanje / geweest # 
A Л 
during the Easter vacation I went to Spain 
(35) de »burgemeester van het getroffen dorp / is nog »steeds / »onvindbaar # 
y\ / J ^ 
the mayor of the stricken village has not yet been found 
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(36) zonder »vervelend te willen zijn / moet ik »toch / iets »opmerken # 
_ _ y \ / / v_ 
without intending to be nasty, I must tell you something 
12. The computed intonation contour does not depend on features of the 
entire sentence. The auxiliary functions never look beyond the first 
occurrence of n//n in the current implementation of the model. However, 
we might assume that, due to speech tempo or emotional state, they may 
fail to notice certain boundaries. None of the syntactic boundaries is an 
absolute barrier [8]. E.g., in contour a of (37) both a coordination and 
a subordination have been missed (and even an accent marker). The contour 
consists of only two blocks: PI and El (see Table II). Contour b is a 
'slow' version and is made up by four blocks: PI, twice C3 and E1. A 
higher rate of speech will lead to a less variable contour. 
(37) »moeder / kwam »toegesneld // en »keek // of ik niets »gebroken had # 
_ / \ / \ 
a. 
b. _ л / r л 
mother came rushing towards me and looked if I hadn't broken something 
Speech produced by intonation algorithms as the one presented here, is 
[8] All in all, our model, fails to prosodically mark a syntactic 
boundary in the following circumstances: 
1 the boundary does not show up in the BIP (see (14), (17), (18), (210, 
(25) and (31a); 
2 the boundary is recognized, but subsequently discarded as a consequence 
of applying further rules (see (32)); 
3 the marking is optional, and application of CHOOSE leads to a free 
variant without marking (this includes most occurrences of hat 
patterns, see (30)); 
4 an obligatory marking is overlooked by LOOK-AHEAD due to extra-
linguistic influences (see (37)); 
5 the sentence is formulated incrementally, and the end-of-message symbol 
has been inserted too early (see (30)). 
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usually classified as "neutral" (Pierrehumbert, 1981). We prefer to call 
it prepared speech. Emotional states and high speech rates will lead to 
deviative contours which in many cases remain explainable in terms of the 
algorithm on the additional assumption that, in such circumstances, BIPs 
may contain omissions (i.e. syntactic boundaries overlooked during 
contour computation), or non-standard initializations of auxiliary 
variables (see (27)). 
2.3 Concluding remarks 
In this paper we have described an algorithm for computing acceptable 
intonation contours for Dutch sentences uttered in the "prepared speech" 
mode. In that context, prosodie rules rely more heavily on grammatical 
control. Therefore, the algorithm will be more successful in predicting 
which speech utterances are judged correct by native speakers, than in 
pi'edicting actual speech utterances (cf. de Rooy, 1979). 
We believe the design is flexible enough to enable easy incorporation 
of intonation grammars for other languages (see Willems 1982, for some 
important suggestions). It will also be necessary to extend the algorithm 
in such a way that the complete Dutch intonation grammar of 't Hart and 
Collier can be handled [9]. 
Two further aspects of prosody deserve special attention in future work 
on the algorithm. 
1. The prosodie organization of an utterance covers not only intonation 
but also temporal aspects such as segmental lengthenings and pauses. 
[9] Extension of the algorithm can be accomplished in the following ways: 
1 by refining the information in the BIP, that is, by throwing away less 
information from surface syntactic trees; 
2 by adding intonation rules or making them more sensitive to context 
(auxiliary variables); and 
3 by making the auxiliary functions more complicated. 
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Because intonatlonal and temporal markers are highly co-occurrent, rules 
for these prosodie features should be easy to combine in one algorithm. 
In fact, it is hardly possible to produce a proper pitch movement without 
the simultaneous adaptation of the length of the syllable (de Rooy, 
1979). Rules for pauses are not much different from those for obligatory 
boundaries in intonation contours: they are placed on boundaries marked 
by n//,, and "#" (Cooper, 1980). 
2. Pitch movements defining an intonation contour are superimposed on a 
baseline of gradually declining pitch. Declination, which cannot be left 
out without serious perceptual consequences, is executed largely 
"automatically". However, the speaker has at least partial control over 
its course (cf. Cohen, Collier 4 't Hart, 1982), hereby manipulating, 
within limits, the communicative impact upon the listener (e.g., the 
overall lowering of pitch within certain parentheticals). This will make 
It necessary to enrich the algorithm with special declination rules which 
are sensitive to the speaker's intention and to syntax. 
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APPENDIX: A partial trace of CONTOUR-COMP 
Input string: de oude •man / zag »gisteren / deze "vrouw // 
Initialize auxiliary variables 
set <pltch> 
set <mode> 
set <distanoe> 
set <ourrent-3ymbol> 
set <next-symbol> 
to 
to 
to 
to 
to 
0 
DEC 
0 
de 
oude 
enter CONTOUR-COMP 
enter PITCH-LOW 
attach 0 to <current-symbol> 
set <current-symbol> to oude and <next-3ymbol> to ·ιπ3η 
enter CONTOUR-COMP 
enter PITCH-LOW 
attach 0 to <current-symbol> 
set <current-symbol> to »man and <next-syinbol> to / 
enter CONTOUR-COMP 
enter PITCH-CHANGE 
attach 1 to <current-symbol> and set <pitch> to 0 
enter PITCH-CONT 
enter LOOK-AHEAD 
return 2 
enter CHOOSE 
attach β to <current-symbol> 
enter BOUNDARY? 
enter PITCH-HIGH 
enter LOOK-AHEAD 
return 2 
attach В to <current-symbol> and set <pitch> to 0 
set <current-3ymbol> to /, <next-symbol> to zag and <distanoe> to 0 
set <current-symbol> to zag and <next-symbol> to »gisteren 
enter CONTOUR-COMP 
enter PITCH-LOW 
attach 0 to <current-symbol> 
set <current-3ymbol> to »gisteren and <next-symbol> to / 
enter CONTOUR-COMP 
enter PITCH-CHANGE 
attach 1 to <current-symbol> and set <pitch> to 0 
enter PITCH-CONT 
enter LOOK-AHEAD 
return 1 
enter CHOOSE 
attach В to <current-symbol> and set <pitch> to 0 
enter BOUNDARY? 
enter PITCH-LOW 
enter LOOK-AHEAD 
return 1 
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enter CHOOSE 
attach 0 to <current-3ymbol> 
set <ourrent-symbol> to /, <next-3ymbol> to deze and <distance> to 0 
set <current-3ymbol> to deze and <next-synibol> to *vrouw 
enter CONTOUR-COMP 
enter PITCH-LOW 
attach 0 to <current-symbol> 
set <current-symbol> to »vrouw and <next-symbol> to // 
enter CONTOUR COMP 
enter PITCH-CHANGE 
attach 1 to <ourrent-symbol> and set <pitch> to β 
enter PITCH-CONT 
enter LOOK AHEAD 
return 0 
enter END? 
return FALSE 
enter CHOOSE 
attach Й to <current-symbol> 
enter BOUNDARY? 
enter PITCH-HIGH 
attach В to <current-symbol> and set <pitch> to 0 
Output-string: de oude man zag gisteren deze vrouw 
0 0 10B О 1B0 0 1 0 В 
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SUMMARY 
This doctoral dissertation presents three studies on various aspects 
of the cognitive processes involved in the computation of sentence form 
during speaking and writing. 
The first Study deals with what has traditionally been a central 
issue in research on language development from about age 10 onwards: 
the gradual increase of sentence length with age and educational level. 
A purely syntactic interpretation of this phenomenon is critized on 
both theoretical and empirical grounds. Attempts to account for the 
lengthening of sentences in syntactic terms, as was done in Hunt's 
(1970) Sentence Combining Model, have not been very convincing. None of 
the proposed indices for syntactic complexity is satisfactory, 
especially because they unanimously disregard the position of 
constituents in the sentence frame (initial, medial or final). It is 
very likely that, from the standpoint of psychological complexity, 
these positions have to be valued differently. 
Our criticisms are supported empirically by a detailed analysis of 
2B0 written compositions produced by Dutch speaking children aged 10 to 
17 and attending various forms of primary and secondary education. In 
this corpus we observed a highly regular developmental trend in 
sentence length and use of subordinate structures. This growth was 
typically brought about in two ways: the addition of optional modifiers 
at the sentence-final position, and the insertion of single-word 
modifiers of content words. Both increments signal an elaboration of 
sentence content and do not demand a separate syntactic explanation. 
Furthermore, we found that certain types of coordinating connectives 
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increased with age and schooling, whereas other types tended to 
decline. The obtained pattern could be interpreted as evidence for a 
changing rhetorical perspective of the writers who gradually mastered 
an argumentative style of text production. 
The second Study presents a cognitive theory on the production and 
shaping of self-repairs during speaking. We introduce a distinction 
between two repair-types: retracing and non-retracing. In the former 
the speaker interrupts her ongoing speech and retraces to an earlier 
point, in the latter no backtracking occurs. Levelt (1983) has proposed 
a Well-formedness Rule to account for the structural form of repairs of 
the retracing variety. His rule is of a syntactic nature and connects 
self-repairs to coordinate structures. This proposal has been the 
starting point for a series of experiments in which self-repairs were 
elicited artificially. While subjects were describing pictures 
presented on a CRT screen, some aspect of the picture was changed, 
forcing the Speaker to correct the ongoing utterance. By carefully 
composing our pictures, standardizing the form of the description and 
manipulating the temporal characteristics of the presentation, we could 
put Levelt's rule to a test. 
The data clearly indicated that two mechanisms for computing the 
shape of self-repairs had to be distinguished. One was based on the 
repair strategy called Reformulation, the second one on Lemma 
Substitution. Levelt's (1983) Well-formedness Rule was shown to apply 
only to Reformulations. In case of Lemma Substitutions, a totally 
different set of rules is at work centering around the prosodie 
structure of the sentence, notably its segmentation into phonological 
phrases. A parametrized version of the model yielded a very 
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satisfactory fit with the data. 
The third Study presents an algorithm for the computation of pitch 
contours for linguistic utterances whose syntactic shape and sentence 
accents are given. The first part deals with computational aspects. A 
detailed description of the algorithm is given, preceded by a short 
overview of Dutch intonation and a discussion of prosody as an 
integrated component of the language production process. The second 
part discusses the linguistic and psychological background of the 
computational model ("design principles") and evaluates the model's 
behavior in the light of empirical evidence. 
The algorithm consists of two parts. First, the surface structure is 
examined for syntactic information which is (potentially) relevant for 
intonation. In the second step, an appropriate contour is computed. 
Output contours are represented in the notation developed for 't Hart 
and Collier's (1975) "intonation grammar" of Dutch. In its present form 
the algorithm generates basic intonation patterns for Dutch utterances 
as spoken by someone who has carefully prepared his text. 
Although many aspects of the intonation algorithm in its present 
shape are specific to Dutch, we believe that the general computational 
architecture it embodies is shared by many languages. In contrast with 
most existing (computational) models of intonation, we have paid 
special attention to "higher" processing stages, i.e. the conceptual 
and syntactic ones, rather than to the phonetic determinants of 
intonation contours. In this respect our proposal is a new contribution 
to psycholinguistic language production models, which have left the 
production of prosody largely untouched. 
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SAMENVATTING 
In dit proefschrift wordt vanuit drie zeer verschillende 
invalshoeken onderzoek verricht naar de mentale processen die tijdens 
de spontane produktie van taal betrokken zijn bij het construeren van 
de zinsvorm. 
De eerste Studie richt zich op een van oudsher centraal thema in het 
onderzoek van de "latere" taalontwikkeling (d.w.z. vanaf een jaar of 
tien): de geleidelijke toename van de zinslengte met leeftijd en 
scholingsniveau. Een louter syntactische interpretatie van dit fenomeen 
wordt zowel op theoretische als empirische gronden bekritiseerd. 
Geen van de pogingen om de toename In zinslengte in zuiver 
syntactische termen te verklaren mag geslaagd heten. Dit geldt met name 
voor het Sentence Combining Model zoals voorgesteld door Hunt (1970). 
Het voornaamste bezwaar is het ontbreken van een adequate definitie 
(index) voor syntaktische complexiteit. De voorstellen daaromtrent 
hebben namelijk gemeen dat ze niet letten op de positie van een 
constituent in het zinsframe: vooraan, middenin of achteraan. Het is 
zeer waarschijnlijk dat deze posities verschillend gewaardeerd moeten 
worden vanuit het oogpunt van psychologische complexiteit. 
Onze kritiek wordt empirisch ondersteund door een gedetailleerde 
analyse van 280 opstellen geschreven door leerlingen van de twee 
hoogste klassen van het lager onderwijs en de vier eerste leerjaren van 
drie typen voortgezet onderwijs. In dit corpus vonden wij voor 
zinslengte en het gebruik van subordinatie de uit de literatuur bekende 
ontwikkelingstrends op zeer overtuigende wijze terug. Deze toenamen 
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kwamen in grote lijnen op twee manieren tot stand: het aanhechten van 
optionele bepalingen aan het einde van de zin, en het Invoegen van uit 
èèn woord bestaande bepalingen (in de vorm van een adjectief, 
hulpwerkwoord of bijwoord van graad). Beide typen zinsverlenging kunnen 
gezien worden als detaillering van de Inhoud van de zin; zij behoeven 
geen syntactische verantwoording. Verder werden ook karakteristieke 
verschuivingen geconstateerd in het gebruik van nevenschikkende 
connectieven. Het geobserveerde patroon kon geïnterpreteerd worden als 
evidentie voor een verandering in het retorisch perspektief van de 
schrijver die zich langzamerhand een argumenterende stijl eigen maakt. 
De tweede Studie presenteert een cognitieve theorie over de 
produktie en vormgeving van zelfcorrecties tijdens het spreken. We 
voeren een onderscheid in tussen twee typen correcties; retrograde 
("retracing") en niet-retrograde ("non-retracing") correcties. In het 
eerste geval onderbreekt de spreker zichzelf en gaat terug In de uiting 
om een verandering aan te brengen; in het tweede geval gaat spreker 
gewoon door en herstelt zich door verderop in de uiting alsnog een 
corrigerend element toe te voegen. Om de structurele vorm van 
correcties van het retrograde type te beoordelen heeft Levelt (1983) 
een Welgevormdheldsregel voorgesteld. Deze is syntaktisch van aard en 
stelt dat voor correcties dezelfde restricties gelden als voor 
nevenschikking. 
Dit voorstel heeft als uitgangspunt gediend voor een reeks van 
experimenten waarin op gecontroleerde wijze zelf-correcties werden 
uitgelokt. Op een beeldscherm werd een plaatje vertoond. Terwijl de 
proefpersoon hier een beschrijving van gaf, werd een aspekt van de 
voorstelling gewijzigd. Dit noopte de spreker tot aanpassing van haar 
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uiting aan de veranderde toestand. Door zorgvuldig plaatjes te 
construeren, de vorm van de descriptieve zinnen in de hand te houden en 
de temporele aspekten van de stimuluspresentatle te manipuleren waren 
we in staat om Levelt's regel te toetsen. 
De resultaten gaven duidelijk aan dat er twee mechanismen of 
strategieën bestaan voor het bepalen van de vorm van zelf-correcties. 
De ene noemen wij Herformuleren, de andere Lemmasubstitutie. De 
Welgevormdheldsregel bleek alleen van toepassing op de 
Herformuleringen. Voor Lemmasubstitutie golden geheel andere regels die 
uitgingen van de prosodische struktuur van de zin, met name de 
segmentering in fonologische frasen. Een geparametriseerde versie van 
het model leverde een vrij nauwkeurige voorspelling op van de data. 
De derde Studie beschrijft een algoritme voor de toekenning van een 
toonhoogtecontour aan een uiting waarvan de syntactische struktuur en 
de positie van zinsaccenten bekend zijn. Het verslag bestaat uit twee 
delen. In het eerste deel staan de computationele aspecten centraal. 
Het bevat een gedetailleerde beschrijving van het algoritme, 
voorafgegaan door een kort overzicht van de intonatie van het 
Nederlands alsmede een voorstel voor de wijze waarop prosodie 
geïntegreerd kan worden binnen het taalproduktieproces. In het tweede 
deel komt de psychologische en linguïstische basis voor het 
computationele model aan bod. Tevens worden een aantal concrete 
resultaten van het model getoetst aan empirische observaties. 
Het algoritme bestaat uit twee delen. Eerst wordt bepaald welke 
syntactische informatie in de oppervlaktestruktuur (potentieel) 
relevant kan zijn voor de intonatie van de zin. In de tweede stap wordt 
dan een geschikt contour berekend. De contouren worden weergegeven in 
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de notatie ontwikkeld door 't Hart en Collier (1975) in hun 
"intonatiegrammatica". In zijn huidige opzet genereert het algoritme 
intonatiepatronen van een spreker die zijn tekst zorgvuldig voorbereid 
heeft. 
Ofschoon vele details van het algoritme specifiek zijn voor het 
Nederlands, menen wij dat de computationele architectuur waar het deel 
van uitmaakt voor vele talen geldt. In tegenstelling tot andere 
(computationele) intonatiemodellen is speciale aandacht geschonken aan 
de "hogere" verwerkingsstadia, d.w.z. meer aan de conceptuele en 
syntactische determinanten van intonatie dan aan de fonetische. In dit 
opzicht is ons model een nieuwe bijdrage tot de psycholingulstische 
theorievorming over taalproduktie, waarin de berekening van prosodie 
grotendeels buiten beschouwing is gebleven. 
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Tekstwetenschap van de Subfaculteit Letteren van de Katholieke 
Universiteit Brabant te Tilburg. 
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STELLINGEN 
1 
In tegenstelling tot de aanname van Hunt (1970) worden bij toenemende 
schrijfvaardigheid nevenschikkende voegwoorden niet vervangen door 
onderschikkende. 
K. Hunt (1970), Syntactic maturity in schoolchildren and adults. 
Monographs of the Society for Research in Child Development 35, 
1-67. 
Tijdens lemmasubstitutie — een tweede vorm van zelfcorrecties naast 
herformuleringen — treedt geen pronominalisatie en ellipsisvorming op. 
Het taalproduktiesysteem kent geen afzonderlijke prosodische module; 
intonatiecontouren worden berekend door dezelfde modules die ook de 
andere aspekten van de zinsvorm bepalen. 
Enkele van de door Fay (1980) geanalyseerde versprekingen kunnen 
beschouwd worden als zelfcorrecties van het niet-retrograde type. Het 
name de zgn. 'word-string shifts' zijn interpreteerbaar als gevolgen van 
increméntele zinsproduktie en duiden niet noodzakelijkerwijs op de 
toepassing van linguistische transformatie-regels. 
D. Fay (1980), Performing transformations. In R. Cole (Ed.), 
Perception and production of fluent speech. Hillsdale, N.J.: 
Erlbaum, 441-468. 
Garrett's (1976:244) aanname dat het positionele stadium van het 
taaiproductieproces een zuiver syntactische verwerkingsfase is waarbinnen 
geen semantische of fonologische restricties zouden gelden, wordt 
weersproken door de beperkingen die de prosodische structuur oplegt aan 
het traject van de zgn. 'stranding errors' en 'sound exchanges'. 
H. Garrett (1976), Syntactic processes in sentence production. In 
R. Wales & E. Walker (Eds.) , New approaches to language mechanisms. 
Amsterdam: North-Holland Publishing Company, 231-256. 

6 
Het door Cutler (1981) beleden plezier In het verzamelen van 
versprekingen omdat zij dan wat nuttigs kan doen tijdens vakantie, 
dineren of tv-kijken, gaat geheel voorbij aan de irritaties die 
meta-linguistische activiteiten steeds blijken op te wekken bij reis-, 
dis- en huisgenoten. 
A. Cutler (1981), The reliability of speech error data. Linguistics 
19, 561-582. 
7 
Het feit dat schrijvers meer gebruik maken van de revisiemogelljkheden op 
tekstverwerkers naarmate zij minder schrljfervaring hebben, is reden om 
studenten en scholieren zo vroeg mogelijk tijdens hun opleiding toegang 
te verschaffen tot dit soort apparaten. 
C. van Wijk 4 J. Pavel (in voorbereiding), Schrijfonderzoek met de 
tekstverwerker; de verkenning van een onderzoeksmethode 
geïllustreerd aan revisiegedrag. 
8 
Wil de televisie waarlijk een venster op de wereld zijn, dan dienen 
programma's niet stelselmatig te worden nagesynchroniseerd in de eigen 
landstaal. 
9 
Het enthousiaste onthaal van computers in het onderwijs mag opmerkelijk 
heten gezien de gereserveerdheid waarmee destijds op de introduktie van 
balpen, stripverhaal en zakrekenmachine werd gereageerd. 
10 
Het is opvallend dat Jip en Janneke, in tegenstelling tot echte kinderen, 
niet alleen over wepsen praten maar ook over ruspen. 
11 
Wil een recht geen voorrecht zijn, dan moet er een plicht tegenover 
staan. 
Stellingen behorend bij het proefschrift 
SPEAKING, WRITING, AND SENTENCE FORM 
door Carel van Wijk. 
Katholieke Universiteit Nijmegen, 15 januari 1987, 15.30 uur. 



