Most panel unit root tests are designed to test the joint null hypothesis of a unit root for each individual series in a panel. After a rejection, it will often be of interest to identify which series can be deemed to be stationary and which series can be deemed nonstationary. Researchers will sometimes carry out this classi…cation on the basis of n individual (univariate) unit root tests based on some ad hoc signi…cance level. In this paper, we demonstrate how to use the false discovery rate (F DR) in evaluating I(1)=I(0) classi…cations based on individual unit root tests when the size of the cross section (n) and time series (T ) dimensions are large. We report results from a simulation experiment and illustrate the methods on two data sets.
Introduction
Most panel unit root tests are designed to test the joint null hypothesis of a unit root for each individual series in a panel (see, for example, Breitung and Pesaran (2008) for a recent survey). This raises the issue of how to interpret a rejection of this null hypothesis. It it obviously unwarranted to treat all series in the panel as stationary in this case since this rejection only implies that a signi…cant proportion of the series can be described as stationary. This paper examines how a researcher should proceed in identifying the individual series that can be deemed to be nonstationary and those that can be deemed stationary.
Often, researchers will carry out this classi…cation in empirical work on the basis of n individual (univariate) unit root tests based on some ad hoc signi…cance level. No statistical evaluation of the aggregated decision based on these n individual decisions is provided. To evaluate the aggregation of individual tests, this paper suggests the use of some concepts from the statistical literature on multiple testing. In particular, we will argue that the use of the false discovery rate (F DR) proposed by Benjamini and Hochberg (1995) provides a useful diagnostic on the aggregate decision. The FDR is the expected ratio of the number of falsely rejected null hypotheses over the 3 total number of rejections. The FDR is interpreted as a posterior of the true null given a rejection of the null hypothesis, (see Storey (2003) ).
The main contribution of this paper is to demonstrate how to use the false discovery rate in evaluating I(1)=I(0) classi…cations based on individual unit root tests when he size of the cross section (n) and time series (T ) dimensions are large. We suggest two approaches: the …rst one adjusts the critical value of the individual unit root tests to achieve a targeted FDR level, while the second approach estimates the FDR based on a …xed choice of level for the individual tests (for example, 5%).
Application of F DR as a controlling mechanism for our classi…cation is faced with two di¢ culties. The …rst one is that F DR depends on the (obviously unknown) number of true null hypotheses. Thus In independent work, Hanck (2009) uses multiple testing in the context of a mixed panel, but he focuses on the family-wise error rate (F W E), a concept that is less desirable when the number of tests performed (equal to the cross-sectional dimension in this case) is large.
The reminder of this paper is organized as follows: the next section describes the standard panel unit root testing problem, while section 3 presents the multiple testing methodology. Section 4 describes how one can control or estimate the false discovery rate. Section 5 presents simulation evidence that our proposal gives useful information. Section 6 reports results from two empirical applications. Finally, section 7 concludes. 5 
Panel unit root testing problem
This section introduces brie ‡y the panel unit root testing problem. A more exhaustive review can be found in Breitung and Pesaran (2008) .
We suppose that we have panel data z it of individual i that is observed at time t for i = 1; :::,n and t = 1; :::; T: Hence, n and T denote the size of the cross section and time series dimensions, respectively. We model our panel using a decomposition among deterministic and stochastic components as:
where d it is the deterministic component, and z 0 it the stochastic component.
Three basic models of the deterministic components are typically of interest: d it = 0 8i; t; d it = i (individual intercepts only), and
The null hypothesis of interest is that all stochastic components are nonstationary:
H 0 : i = 1 for all i = 1; : : : ; n; 6 whereas the alternative hypothesis takes the form:
where i is the largest autoregressive root in the time series of individual i:
Since a panel unit root test is a joint test, one cannot readily interpret a rejection. In particular, it does not provide any information on the properties of individual time series in the panel. Our goal is to identify the stationary series in the panel and provide a certain statistical evaluation of the identi…cation based on the individual unit root tests in the panel.
3 Introduction to multiple testing: False discovery rate approach
In this section, we present brie ‡y the multiple testing methodology; one can see Lehmann and Romano (2005) for further details.
Suppose that there are n separate testing problems that are either true null or true alternative hypotheses. The number of true null hypotheses will be denoted by n 0 and the number of false null hypotheses will be denoted 7 by n 1 . The outcome of each test is either to reject or not to reject the null hypotheses. The testing result can be summarized by the 2 2 table:
# of nulls not rejected # of rejected nulls total the null is true
Thus, R nulls out of n are rejected, and among these R rejections, there are M 1j0 false rejections and M 1j1 correct rejections.
The familywise error rate is the probability that we incorrectly reject at least one true null hypothesis:
When looking at a large number of tests, controlling the F W E becomes di¢ cult and requires a decreasing level of individual tests as we increase the number of tests. In such cases, one is often willing to tolerate a few incorrect 8 rejections. This leads to the k F W E which is the probability that we reject at most k true null hypotheses:
(e:g:; see Lehmann and Romano (2005)).
In panel unit roots, we often look at a panel of increasing size, n ! 1: Thus, for any …xed k; control of the k F W E will encounter similar di¢ culties as control of the simple F W E. It seems natural in this context to let the number of false rejections we are willing to tolerate tend to in…nity and use as our control measure the false discovery proportion, i.e. the proportion of rejections that are false or, using the above notation,
Unfortunately, it is impossible to control this quantity. Instead, Benjamini and Hochberg (1995)'s proposal is to control the expectation of the F DP , which they call the false discovery rate (F DR), and which is de…ned 9 as
Although we will not consider this possibility here, one could also try to control the false non-discovery rate (F N R):
which is the proportion of non-rejections that are coming from false null hypotheses or even a weighted average of these two quantities as in Storey We suppose the random mixture model (p i ; H i ) iid such that
where U (t) = t is the c.d.f. of a uniform distribution and F (t) is the c.d.f.
of p-values under the alternative. The variable 0 can be interpreted as the probability that the null hypothesis is true, in which case the p-values are
This result is exact if one uses the exact distribution of the test statistics under both the null and alternative hypotheses. In the case where asymptotic (T ! 1) approximations are used, this result is asymptotic and F (t) ! 1 for any consistent test. In this case,
For a common size t for all n tests, the number of rejected null hypotheses is:
and one can express the false discovery proportion as
where the second term in the denominator avoids division by 0.
When the number of tests n is large,
This limit can be re-expressed as:
Pr fReject the nullg = Pr fH i = 0j Reject the nullg :
So, the FDR is the posterior probability of the null being true given that we have rejected a particular null hypothesis as the number of tests n ! 1: 
Approaches to control FDR
We determine critical values to ensure that the above quantity is bounded by the desired F DR level for any probability distribution P: This requires n computations (from least signi…cant to most signi…cant) using up to n-14 dimensional integrals and is subject to curse of dimensionality. Our algorithm is as follows:
1. Calculate the …rst di¤erence z it = z it z i;t 1 and collect these as n-vectors for each time period Z t = ( z 1;t ; :::; z n;t ) 0 : Call this bootstrap sample Z :
. Generate the bootstrap sample of level variables by cumulating:
4. Compute an ADF test for each of the n series in the bootstrap sample. with a large number of bootstrap replications. Second, because we have to compute n critical values, the di¢ culty of computations increases with n:
In the simulation experiments below, we do not consider choices of n larger than 30 for that reason.
Approaches to estimate FDR
Suppose that we …x the level of the individual tests to some quantity :
Remember FDR in the limit (as the number of tests gets large) is given by (2) :
The natural estimator of this quantity involves replacing 0 and the denominator by some estimators. The denominator is easy to estimate by looking at the fraction of rejections:
We now derive its limit under sequential asymptotics as T ! 1 followed by n ! 1:
This sequential limit is also joint if the individual unit root tests's weak limit is uniform in i under both the null and the alternative hypotheses.
Finding an estimator of 0 is more problematic. The fraction of true null hypotheses is partly the problem we are trying to solve. 
for some 2 (0; 1) : This comes from the fact that large p-values are likely to come from true null hypotheses. Thus, we should expect 0 (1 ) p-values above . Asymptotically, this estimator is consistent. To see this, the above estimator is:^
where the second line follows from ( Ng showed that the cross-sectional variance
approximately linear in t with coe¢ cient 0 :
for some constant c, which suggests the estimator:
Ng shows that this estimator converges at rate p n and is asymptotically normal. The estimator is robust to some forms of cross-sectional dependence and one can control for serial correlation by …rst correcting the scale by estimating an AR process.
With estimates of 0 and R; we can get an estimate of F DR as:
which, following the above discussion, is consistent if^ 0 p ! 0 and the denominator converges to (1 0 ) + 0 .
Simulation
In this section, we report results from a small simulation experiment. We want to analyze the e¤ects on the FDR of the fraction of series with a unit root, the size of n and T; and the extent of cross-sectional dependence.
We …rst ignore the issue of cross-sectional dependence and consider the basic dynamic panel data model (1) with heterogenous intercepts:
where u it is ARMA(1,1): We consider the n null hypotheses that each series has a unit root. We use an ADF test for this purpose. We choose the degree of augmentation in the regression with the MAIC or Ng and Perron (2001) with a maximum of 4 lags. We consider two choices of n and T; n = 10; 30 and T = 100; 500:
We do not consider larger choices of n because of the heavy computational burden imposed by the bootstrap procedure of Romano et al. However, it has much higher variance which increases with 0 : Second, the Ng estimator is severely biased downward with a negative MA component.
This is expected as the I (1) series approach stationary behavior. Unit root tests have been widely documented to su¤er from severe size distortions in this case for the same reason (see Schwert, 1989) . There is also a downward bias for the positive MA case for the smaller choice of T (100) ; but this disappears when T = 500: A larger T also makes the Storey estimator less conservative. The size of n does not make any di¤erence on the centering of the Ng estimator, but it reduces its variances (since its rate of convergence is p n). Increasing n is detrimental to the Storey estimator for 0 = 10%; but bene…cial for the other values.
In Table 2 , we report the average FDP over the replications (which approaches F DR as the number of replication increases) for a …xed test size of 5% and three (conservative) estimates that di¤er according to the choice of^ 0 : The …rst one uses the true 0 (and is therefore infeasible), the second uses Ng's estimator, and the last one uses Storey's estimator: We report both the mean and standard deviation of the last two estimators. 
Cross-sectional dependence
Our second set of experiments adds cross-sectional dependence through a factor model. The common factor f t is introduced in the residuals as in
Moon and
where the factor loadings are U [0; 1] and the factor is an AR(1):
f t = :5f t 1 + v t where v t s i:i:d:N (0; 1) . The rest of the design is as above (in particular, u it is an ARMA(1,1) process with parameters and ). 
Empirical examples
In this section, we employ our proposed approach to classify series in two panels into I (0) and ((1) series.
Our …rst example uses real income data for households from the PSID.
We follow Meghir and Pistaferi (2004) and remove households with female heads, with missing education data, and with outliers. We are left with n = 154 households for T = 26 years 
PSID data
Our estimate of the fraction of households with nonstationary income is about 20% and does not depend on which test is used.
On the other hand, since Storey's estimator of the fraction of true null hypotheses depends on the p-values of the test, it depends on the choice of test. For the ADF test the estimate is very high, 87%. With the use of the DF-GLS test, the estimate is 27% which is close to the one obtained using Ng's estimator.
Turning now to the results of individual ADF tests, with a …xed level of = 5%; we reject the unit root for 24 out of 154 households (or about 16%). The two estimates of F DR re ‡ect the large di¤erence in the estimate of 0 : The estimator using the Ng estimator is 6.5%, and the one using the Storey estimator is about 28%. These can be interpreted as the posterior probability that each of these 24 rejections is for a null hypothesis that is false.
Control of F DR at the level of 5% leaves only 9 rejections with the Hohm criterion (the BH method). Use of the bootstrap to allow for dependence leaves a very small number of rejections (2). This result is robust to the choice of block size. It is probably due to the time dimension of the data not being su¢ cient for the application of the block bootstrap. If we …x the level of tests at 5%, we reject the unit root for 6 countries using the ADF test and 11 for the DF-GLS test. The identity of these countries can be found by looking at table 8. Countries for which we reject the unit root are identi…ed with an asterisk in that table under the heading "5%".
The estimate of FDR using Ng's estimator is negative given the negative estimate of 0 , but Storey's estimator is small. Again, we can have reasonable con…dence that the rejections are from false null hypotheses.
Controlling for multiplicity using either the Hohm criterion or the bootstrap (the results are identical) leaves a single signi…cant country (Finland) using the ADF test and 10 out 11 using the DF-GLS test (only Denmark drops out).
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Conclusion
In this paper, we demonstrate how to use the F DR in evaluating I(1)=I (0) classi…cations based on individual unit root tests. In the literature, most of the analysis of the F DR have been done under independence. Yet, in many interesting applications, cross-sectional data are not independent, and sometimes this dependence is quite strong. We illustrate the methods on two panel data sets and use F DR to measure the probability our con…dence in the …ndings of stationarity.
As developed here, the methods used to control or dependence require the use of the joint distribution of the test statistics. To obtain an estimate of this distribution, we rely on the bootstrap, and this method is subject to the curse of dimensionality. Application to panels with a large number of cross-sections would probably require the use of a parametric model of dependence such as a factor or spatial model. .5 0 9:1 .5 . .5 .5 10:7 Table 2 . F DR and estimates of F DR (%) -Independent case
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