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Abstract
This paper addresses the importance of incorporating production scheduling
criteria in the process planning stage of manufacturing planning. We use a weighted
tardiness scheduling criterion to demonstrate a heuristic optimization method which
generates "schedule friendly" process plans by carefully selecting the routing
configuration for each job. Our method first forms route groups using a hierarchical
clustering algorithm. The clustering facilitates a route selection that promotes balanced
resource loading. We then solve a generalized assignment problem, which finds the best
route-to-job assignment from these route groups. The result of this assignment is a job
shop scheduling problem. .The quality of each assignment is evaluated by a Monte
Carlo sampling scheme which generates complete job shop schedules by means of a
dynamic scheduling method. The Monte Carlo scheme estimates the expected weighted
tardiness performance of the process plan over a range of system disturbances.
Experimental results show that this schedule-sensitive process planning method
significantly outperforms conventional methods which treat process planning and
scheduling as two separate functions.
1. Introduction
Process planning and scheduling are both critical planning functions in discrete
manufacturing (Sundaram and Fu 1988). A process plan specifies which particular
processes, machines and sequence of operations should take place when transforming a
product from raw materials into its final desired form. In most cases, a large number of
alternate plans and job routings exist. The criteria that usually drive the decision
process of plan selection are based on economical and technological considerations
(Wang and Li 1991). The process plans 'ultimately chosen for the jobs under
consideration serve as input for production scheduling. Clearly these process plans
l
directly influence the quality of production schedules that would be produced.
Scheduling involves loading jobs on machines in a fashion which will allow efficient
utilization of the resources involved. The scheduling problem is usually approached with
prescribed objectives, such as minimizing total weighted job tardiness, total number of
tardy jobs, makespan, and maximum lateness.
Despite the interdependence of these two functions, process planning and
production scheduling are usually performed separately where process plans are
generated with minimal to no consideration for their ultimate impact on production
schedules. This is primarily due to the focus on economical concerns in trying to choose
the "least costly" method of producing a product. However, a good process plan should
also facilitate timely production (Wang and Li 1991). Ignoring scheduling criteria could
lead to obvious problems such as the overloading of certain machines and the
underutilization of others. The overloaded machines may become bottlenecks and
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eventually cause disruptions and delays in the production schedule. Operators on the
shop floor must then improvise and redirect operations to other machines when possible,
and as a result the original process plan and planned schedule can no longer be
completely followed. This not only results in delays but also in increased production
costs. There is an unquestionable need to integrate the two planning processes.
In an attempt to address this problem, much research has been invested in the
development of computer aided process planning (CAPP) systems which generate
alternate process plans while taking into consi~eration, among other things, machine
capacities and loads (Hou and Wang 1991, Sundaram and Fu 1988, Gupta and Gali
1993). Our study is not concerned with the actual generation of process plans, but
considers the situation where a particular set of jobs are to be produced and alternate
routes exist for .each of them. Russo (1965) proposed a heuristic approach to alternate
routing in a job shop in which alternates are selected at the time of transition from one
work station to another or at actual operation time when one of the alternate operations
is placed on a machine. Kumar and Morton (1991) developed a bottleneck dynamics
approach to choosing from among alternate routes which calculates the total resource
cost for each route and adds an expected lateness cost if sent by that route. The route
with the lowest cost is then chosen. This method, like most bottleneck dynainics
methods, places a heavy emphasis on calculating the prices, interest costs and fixed costs
of the resources involved in a route.
Our research does not address the problem of scheduling with alternative
routings. Rather, we focus on the generation of process plans (a priori route selections)
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which are likely to produce efficient schedules. Our method attempts to balance machine
loads by forming route groups based on which machines they use and then solving a
generalized assignment problem (GAP) with assignments made from routes within these
groups. The objective is to find an assignment which involves the least amount of
sharing between resources so as to produce a good weighted tardiness schedule. The
quality of an assignment is evaluated by a small Monte Carlo experiment in which a
dynamic scheduling method is used to produce a complete schedule over time and solve
the job shop scheduling problem. We test the robustness of the assignment by subjecting
several levels of process time perturbations to it. These perturbations represent system
disruptions such as machine breakdowns or the unavailability of operators.
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2. Problem Statement and an Overview of the Heuristic Model
The need to incorporate production scheduling criteria in the process planning
stage of manufacturing planning has been established as an important one. Our method
presents a way in which these two critical planning functions can be addressed together
in order to produce "schedule friendly" process plans. Our technique uses two main
steps to accomplish this: forming route groups by means of clustering and finding the
best route-to-job assignment by solving the generalized assignment problem. The overall
method is presented in a flowchart in Figure1.
2.1 Step 1: Perform Hierarchical Clustering
The first step preprocesses the possible job routings into route groups using a
hierarchical clustering method. Specifically, consider a machine-route incidence matrix
[m ij] associating all the machines and all the possible routings for the jobs.
m ij = 1 if machine i is used in route j
= 0 otherwise
Through the use of a clustering algorithm, this matrix can be put into the block diagonal
form commonly seen in the Group Technology literature. In essence, a clustering
algorithm evaluates the degree of resource sharing among the job routings and places the
routes which share common resources in the same route group. Hierarchical clustering
drives the groupings by means of a similarity threshold, which allows groups with
varying degrees of similarity to be formed. Initially, each route forms its own group.
This is considered to be the first level of the hierarchy where the similarity threshold is
the highest. As the threshold is decreased, the basis upon which routes are placed in
5






















separable or slightly overlapping, this method can lead to a good starting solution and
minimize the number of iterations that must be performed by the VDSH.
Phase II:
Major Iteration Initialization
The major iteration proceeds by setting the temporary assignment, Temp jr , to
the current best assignment, Best jr , (in the first iteration this will be the initial
assignment) and Zbcst equal to the PERT value of that assignment. The set of unlabeled
jobs (U), those jobs which have not been given an assignment in any minor iteration, is
initialized to contain all jobs. Jobs are removed from this set during the course of the
minor iterations.
Assignment Set Determination
In its search for an improved solution, the heuristic examines the effects of
assigning a new route group to each job. First a route group to which job j is not already
assigned is found. Then evaluations are made for each possible job-route assignment in
that group. The difference, Diff jr, each assignment makes in the current best solution,
CurrZ (which was previously initialized to Zbcst), is calculated. This is done for all jobs
which are unlabeled.
Best Assignment Set Creation and Sequence Creation
The best assignment at minor iteration MinIter, BestDiffMinItcr, is the assignment
that maximizes Diff jr over all possible assignments examined during that iteration. The
best improvement may actually be negative, meaning it increases the PERT measure of
tardiness. It is this relaxation of strict descent that enhances the performance of VDSH
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by allowing more combinations of assignments to be explored. Once determined, the
maximizing assignment is stored for use in the assignments that are to be determined at
the end of the major iteration. Route r is assigned to job j and all other assignments
made in the minor iteration are ignored. Job j is now labeled and will no longer be
considered in future minor iterations within the current major iteration. The minor
iteration counter, MinIter is incremented, and the next minor iteration begins. If no
assignments have been identified or all jobs have been labeled then the minor iterations
are terminated.
Solution Refinement and Tie Breaking
A major iteration ends when no more assignments are possible. The mmor
iteration, iter*, up to which the best improvement was made, must be found. This is
done by searching all BestDiffMinIter for the max value, MaxBD. Ifiter* > 0 then, several
checks are made to see whether MaxBD qualifies. Two of the three checks which are
.made are to be sure that MaxBD is positive and less than or equal to the current best Z
value, Zbest. This is done to prevent Zbest from increasing or becoming negative. If
MaxBD passes these checks, then the new Zbest is set equal to the old Zbest minus
MaxBD. The assignment changes causing this improvement, which were stored during
the minor iterations, are made permanent. The third check which is made is whether
MaxBD is equal to zero. If this is true, then the maximum improvement is no
improvement and a possible tie breaker might be needed. If the assignments associated
with the minor iteration which produced this MaxBD are the same as those of the
current best assignment then there is no need for a tie breaker. However, if the contrary
29
is true, measures must be taken in order to decide which assignment should be chosen.
Keeping in tune with the continuous effort to find a solution which will promote a
balanced machine load, the route grouping in the next level of the clustering hierarchy
will be used as the determining factor. If the new assignment involves more resource
sharing, i.e. fewer route groups, in the next level of clustering than the current
assignment then the new assignment is rejected. If it involves less sharing, i.e. the
number of route groups used is the same or more, then it is accepted. If the amount of
resource sharing for the two assignments is the same then one of them is chosen
arbitrarily.
A major iteration is terminated, thereby terminating the heuristic, when the new
Zbest is equal to or within a certain specified percentage of the previous Zbest or iter* is
equal to zero, meaning no further improvement-providing assignments have been
identified.
3.3.3 Finding The Best Within Group Assignment
After the best job to route-group assignment has been found, it is still possible to
make further improvements by trying to find a better assignment of routes. The routes
that are considered are those that are in the groups that were assigned in the first
implementation of VDSH. During the first implementation of VDSH, the heuristic tries
to assign routes from route groups that are different from those chosen by the initial
assignment method (in Phase I of VDSH). Consequently, there are times when not all
route to job assignments get considered. It should be mentioned that because this further
refinement in the solution requires extra computation time, it is only called upon when
30
necessary. If the PERT tardiness value associated with the job to route-group
assignment is zero, then the second implementation of VDSH is not necessary. If the
value is not zero, then the heuristic will be terminated after one major iteration if no
improvement is found. Otherwise, the second VDSH is carried out, and in most cases
makes large improvements in the solution.
The second implementation of VDSH is like the first with only a few changes.
The whole procedure will not be rewritten, but only the changes shown.
Phase I : Create The Initial Assignment
The initial assignment is the current best job / route-group assignment found in
the first VDSH.
Phase II:
Assignment Set Determination
Possible assignments for job j are those routes that pertain to job j which belong
to the route group assigned to job j in the first implementation of the VDSH. The routes
that have not already been assigned to j are considered here. Job j is considered only if it
has not been labeled.
Best Assignment Set Creation and Sequence Creation
The best assignment at minor iteration Miolter, BestDiffMinIter, is the route-to-job
assignment that maximizes Diff jr over all possible assignments examined during that
iteration.
Tie Breaking and Heuristic Termination
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No tie breaking procedure is necessary due to the fact that no changes in route
group assignments are made. If two different assignments lead to the same PERT value
then they can be consider-oo-equivalent alternate solutions.
The heuristic terminates as before but with the extra condition of stopping after
the first major iteration if no solution improvement is found.
32
4. Computational Experiments
The heuristic described above was coded in Pascal on an IBM RS-6000
workstation. Fifteen randomly generated test problems were used in these experiments.
These problems are divided into three types: 5x20, 20x5, and 30x1O. Each job was
randomly assigned five alternate routes. The number of operations that make up these
routes was generated by a uniform random number in the range of [10, 15] for the 5x20
problems, [3, 4] for the 20x5 problems, and [3, 7] for the 30xl0's. These ranges were
chosen in order to produce machine/route incidence matrices which varied in denseness.
The processing times for the operations are within the range of [10,50]. The job weights
were generated by uniform random numbers in the range [1,10]. The due dates were
determined by adding a certain percentage to the total expected processing time of each
job so that, for some random assignment, 30 - 40 % of the jobs are tardy. The
percentage was determined by making a random assignment and using the ATC heuristic
to evaluate the tardiness of each job.. This was done with the aim of making the
problems reasonably challenging.
4.1 Methods of Assignment Determination
The aim of this study is to develop a way in which process plans in the form of
alternate routes can be chosen in order to produce minimum tardiness schedules. In
order to prove that our method is effective, it must be compared to methods that are not
driven by scheduling criteria. Choosing the route with the shortest total expected
processing time (SPT) for each job is one way. Another is by choosing routes randomly
(Random). These assignments mayor may not produce good schedules. We have also
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compared the performance of our method to the initial assignment method. This can be
viewed as a greedy heuristic which attempts to distribute the load equally across the
machines by choosing only one route out of each route group whenever possible.
4.2 Evaluation of Robustness
4.2.1 Grouping
Our study emphasizes the need to choose routes from route groups in a manner
that will lead to an even distribution of work across the machines. Due to its utilization
of a clustering method to form these groups, our heuristic's performance could
potentially be affected by the nature of the groups formed. If the groups formed are not
mutually separable, then choosing from groups of routes may not result in a minimum
tardiness schedule. We have used the similarity coefficient method to form the route
groups. To study the effect of different route groups formed by the clu~tering method, a
,
perturbation of the original similarity coefficients is carried out. This perturbation, which
occurs in the ranges of [-.2, .2] and [-.3, .3], mayor may not cause the regrouping of
machines and routes into new groups. This is problem dependent. The experiments test
to see how well our method performs across the different grouping disturbances.
Certain groupings may allow better solutions to be found than others.
4.2.2 Processing Time
l
Showing that our method performs well against methods that exclude scheduling
considerations (SPT and Random) is the objective of this paper. To show this using only
the deterministic case is not sufficient. Its performance must also be measured in the
cases where disruptions occur. The robustness of our method will be demonstrated by
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adding disruptions to the schedule by perturbing the processing times of the operations.
Each of the methods being compared in these experiments uses the expected processing
time to make its assignments. After these assignments have been made, the expected
processing times are replaced with a perturbed processing time d( For each experiment,
processing times are subjected to 3 levels ofvariation.
The method we use to produce variation IS an "independent" uniform
disturbance. In this method, processing times are altered independently of their expected
values. This type of disturbance relates to real world problems such as machine
breakdowns and operator availability. If we let U be a uniform [-1,1] random variate
then
di' = Max {O, di + P . U} where p = 5, 15, 25
For each experiment, we compare our method with the SPT, Random and initial
assignment methods over the two levels of similarity coefficient variations, the three
levels of processing time disturbances and the deterministic case. Figure 7 summarizes
the experimental method in the form of a flowchart. The weighted tardiness values
appear in part a of tables 1, 2, and 3. In part b of each table, we evaluate the percentage
from the best solution for each ofthe methods.
4.3 Discussion of Results
As the results illustrate, on average the assignments found by solving the GAP
outperform those" found by the other methods at all levels of grouping variations and
process time disturbances. Figure 8 shows the overall average performance of each
35
Form route groups
Solve GAP
Evaluate assignment
Perturb process Yes
time?
No
Perturb similarity
coefficients?
Yes
No
..
C~St_op)
Figure 7 - Experimental Method Flowchart
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"assignment method for every problem in the three problem sets. These results are for the
original route grouping, before the perturbation of similarity coefficients takes place.
Figure 9 breaks down the performance into the different levels of process time
variations. The average weighted tardiness presented in this figure is the average for all
the problems in each corresponding problem set. The graphs in these figures show that
the GAP approach to creating route-to-job assignments consistently performs better than
the other three methods. The random method ranked second, the initial assignment
method third and the 8PT last.
The poor quality of the schedules produced by the initial assignment method
indicates that the routes in the test problems could not be clustered into mutually
separable groups. Figure 10 shows the effect of perturbing the similarity coefficients on
the performance of this assignment method. For problem sets 5x20 and 20x5,
perturbing the similarity coefficients and forming new groups did not change the average
performance of this method. Perturbing the grouping in problem set 30xlO, however,
did produce some differences in the average weighted tardiness values. Nevertheless,
the quality of these values in comparison to the 8PT and Random methods were poorer
than expected. These results seem to indicate that a large overlap of common resources
between the groups, a feature characteristic of the problems in these three problem sets,
prevents this quick and simple technique from effectively distributing the work across the
machines in an even manner. This tells us that this method is only effective when routes
groups with minimal resource sharing can be formed. When this is not the case, such as
in our test situation, it might be better to consider using the assignment produced by
38
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either the SPT or Random method if it has a lower weighted tardiness value. By doing
this, the number of iterations performed by VDSH in its search for an improved solution
might be reduced.
Our method of solving the GAP is also somewhat sensitive to the groups formed.
This is shown in tables I, 2 and 3 by the differences in the weighted tardiness values
produced when the perturbation of the similarity coefficients actually caused a change in
the groupings. The changes in the grouping resulted in new assignments. The values of
these assignments were either better or worse than those of the original groupings. On
the average, however, the disturbances in the groupings did not cause a significant
difference in the performance of the GAP assignment approach. This can be seen in
figure 11. Even if it is hindered by a difficult route grouping problem, this approach
maintains its ability to produce good quality schedules. This is due to the fact that it
incorporates scheduling criteria in its search for an improved solution.
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5. Conclusions
The method presented in this paper addresses the problem of how to choose from
among alternate routes those routes that will produce a minimum tardiness schedule.
The technique's aim is to assign routes to jobs in a fashion that will distribute the load
evenly among the resources involved. This method is applied to a job shop environment.
A hierarchical similarity based clustering method is used to form route groups based on
the similarity between them in terms of the resources they utilize. The generalized
assignment problem, which is solved using a local search heuristic, then chooses from
among these route groups to make assignments to jobs. The local search heuristic is
driven by a minimum weighted tardiness objective function which allows the technique to
choose the combination of routes that will produce the best schedule. The assignments
are evaluated using a Monte Carlo analysis of a completed schedule with disturbances.
Experimental results show that the proposed technique outperforms others, which do not
include scheduling criteria in their decisions, over a variety of system disturbances. It
should also be mentioned that even though this study does not include cost
considerations in its search for a good assignment, such elements of evaluation could
easily be added to the objective function.
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Sim. Coef: 0
0% 5% 15% 25% Avg
prob520.1 SPT 470.0 552.4 746.8 834.0 650.8
Random 229.0 390.0 675.3 908.7 550.8
Initial 265.0 360.1 518.2 792.6 484.0
GAP 66.0 118.8 448.9 818.1 363.0
prob520.2 SPT 161.0 241.6 362.9 640.2 351.4
Random 134.0 155.6 275.7 432.2 249.4
Initial 313.0 326.9 520.4 947.5 527.0
GAP 0.0 25.6 324.8 707.7 264.5
prob520.3 SPT 278.0 414.0 583.2 851.4 531.7
Random 78.0 116.9 390.9 749.2 333.8
.j:o Initial 102.0 280.9 452.6 728.7 391.1.j:o
GAP 0.0 37.5 121.8 282.8 110.5
prob520.4 SPT 684.0 657.4 732.9 997.9 768.1
Random 327.0 418.0 839.7 1047.0 657.9
Initial 419.0 489.8 628.6 935.9 618.3
GAP 10.0 46.9 270.7 489.5 204.3
prob520.5 SPT 342.0 458.3 714.4 925.8 610.1
Random 353.0 399.8 498.7 651.1 475.7
Initial 241.0 330.7 526.9 714.4 453.3
GAP 0.0 4.4 103.0 291.4 99.7
Table 1.1 a Evaluation of Method With Process Time Variations and NO
Similarity Coefficient Perturbation - Problem Set 5x20
Sim. Coef: 0
0% 5% 15% 25% Avg
prob520.1 SPT 0.86 0.78 0.40 0.05 0.52
Random 0.71 0.70 0.34 0.13 0.47
Initial 0.75 0.67 0.13 0.00 0.39
GAP 0.00 0.00 0.00 0.03 0.01
prob520.2 SPT 1.00 0.89 0.24 0.32 0.61
Random 1.00 0.84 0.00 0.00 0.46
Initial 1.00 0.92 0.47 0.54 0.73
GAP 0.00 0.00 0.15 0.39 0.14
prob520.3 SPT 1.00 0.91 0.79 0.67 0.84
Random 1.00 0.68 0.69 0.62 0.75
Initial 1.00 0.87 0.73 0.61 0.80
+:- GAP 0.00 0.00 0.00 0.00 0.00Vl
prob520.4 SPT 0.99 0.93 0.63 0.51 0.76
Random 0.97 0.89 0.68 0.53 0.77
Initial 0.98 0.90 0.57 0.48 0.73
GAP 0.00 0.00 0.00 0.00 0.00
prob520.5 SPT 1.00 0.99 0.86 0.69 0.88
Random 1.00 0.99 0.79 0.55 0.83
Initial 1.00 0.99 0.80 0.59 0.85
GAP 0.00 0.00 0.00 0.00 0.00
Table 1.1 b Evaluation of Method With Process Time Variations and NO
Similarity Coefficient Perturbation - Problem Set 5x20
Sim. Coef: [-0.2,+0.2]
0% 5% 15% 25% Avg
prob520.1 SPT 470.0 552.4 746.8 834.0 650.8
Random 229.0 390.0 675.3 908.7 550.8
Initial 347.0 442.7 705.4 983.9 619.8
GAP 0.0 31.0 182.9 645.3 214.8
prob520.2 SPT 161.0 241.6 362.9 .640.2 351.4
Random 134.0 155.6 275.7 432.2 249.4
Initial 75.0 142.1 430.4 822.1 367.4
GAP 0.0 107.9 378.4 875.5 340.5 .
prob520.3 SPT 278.0 414.0 583.2 851.4 531.7
Random 78.0 116.9 390.9 749.2 333.8
-i'>o Initial 423.0 494.6 512.2 762.3 548.0
0"\ GAP 0.0 11.9 138.1 416.6 141.7
prob520.4 SPT 684.0 657.4 732.9 997.9 768.1
Random 327.0 418.0 839.7 1047.0 657.9
Initial 521.0 587.0 587.6 797.1 623.2
GAP 0.0 51.5 113.0· 303.7 117.1
prob520.5 SPT 342.0 458.3 714.4 925.8 610.1
Random 353.0 399.8 498.7 651.1 475.7
Initial 86.0 147.0 427.4 803.5 366.0
GAP 0.0 0.0 277.0 463.4 185.1
Table 1.2a Evaluation of Method With Process Time Variations and [-0.2,0.2]
Level Similarity Coefficient Perturbation - Problem Set 5x20
Sim. Coef: [-0.2,+0.2]
0% 5% 15% 25% Avg
~
prob520.1 SPT 1.00 0.94 0.76 0.23 0.73
Random 1.00 0.92 ' 0.73 0.29 0.73
Initial 1.00 0.93 0.74 0.34 0.75
GAP 0.00 0.00 0.00 0.00 0.00
prob520.2 SPT 1.00 0.55 0.24 0.32 0.53
Random 1.00 0.31 0.00 0.00 0.33
Initial 1.00 0.24 0,36 0.47 0.52
GAP 0.00 0.00 0.27 0.51 0.19
prob520.3 SPT 1.00 0.97 0.76 0.51 0.81
Random 1.00 0.90 0.65 0.44 0.75
\n.itial 1.00 0.98 0.73 0.45 0.79
~ ) GAP 0.00 0.00 0.00 0.00 0.00-.l
::>rob520.4 SPT 1.00 0.92 0.85 0.70 0.87
Random 1.00 0,88 0.87 0.71 0.86
Initial 1.00 0,91 0.81 0.62 0.83
GAP 0.00 0.00 0.00 0.00 0.00
prob520.5 SPT 1.00 1.00 0.61 0·~9 0.78
Random 1.00 1.00 0.44 0.29 0.68
Initial 1.00 1.00 0.35 0.42 0.69
'GAP 0.00 0,00 0.00 0.00 0.00
Table 1.2b Evaluation of Method With Process Time Variations and [-0.2,0.2]
Level Similarity Coefficient Perturbation - Problem Set 5x20
Sim. Coef: [-0.3,+0.3]
0% 5% 15% 25% Avg
prob520.1 SPT 470.0 552.4 746.8 834.0 650.8
Random 229.0 390.0 675.3 908.7 550.8
Initial 280.0 390.9 562.1 835.7 517.2
GAP 0.0 31.0 269.3 581.4 220.4
prob520.2 SPT 161.0 241.6 362.9 640.2 351.4
Random 134.0 155.6 275.7 432.2 249.4
Initial 292.0 300.2 663.3 987.6 560.8
GAP 58.0 72.7 196.8 494.0 205.4
prob520.3 SPT 278.0 414.0 583.2 851.4 531.7
Random 78.0 116.9 390.9 749.2 333.8
-1:>0 Initial 639.0 453.7 706.9 1120.8 730.100
GAP 0.0 49.7 295.8 628.2 243.4
prob520.4 SPT 684.0 657.4 732.9 997.9 768.1
Random 327.0 418.0 839.7 1047.0 657.9
Initial 81.0 220.4 318.2 420.1 259.9
GAP 0.0 38.2 174.0 446.4 164.7
prob520.5 SPT 342.0 458.3 714.4 925.8 610.1
Random 353.0 399.8 498.7 651.1 475.7
Initial 178.0 361.9 542.7 935.7 504.6
GAP 0.0 91.2 195.5 581.4 217.0
Table 1.3a Evaluation of Method With Process Time Variations and [-0.3,0.3]
Level Similarity Coefficient Perturbation - Problem Set 5x20
Sim. Coet: [-0.3,+0.3]
0% 5% 15% 25% Avg
prob520.1 SPT 1.00 0.94 0.64 0.30 0.72
Random 1.00 0.92 0.60 0.36 0.72
Initial 1.00 0.92 0.52 0.30 0.69
GAP 0.00 0.00 0.00 0.00 0.00
prob520.2 SPT 0.64 0.70 0.46 0.32 0.53
Random 0.57 0.53 0.29 0.00 0.35
Initial 0.80 0.76 0.70 0.56 0.71
GAP 0.00 0.00 0.00 0.13 0.03
prob520.3 SPT 1.00 0.88 0.49 0.26 0.66
Random 1.00 0.57 0.24 0.16 0.49
.j;;. Initial 1.00 0.89 0.58 0.44 0.73
\0 GAP 0.00 0.00 0.00 0.00 0.00
prob520.4 SPT 1.00 0.94 0.76 0.58 0.82
Random 1.00 0.91 0.79 0.60 0.83
Initial 1.00 0.83 0.45 0.00 0.57
GAP 0.00 0.00 0.00 0.06 0.01
prob520.5 SPT 1.00 0.80 0.73 0.37 0.72
Random 1.00 0.77 0.61 0.11 0.62
Initial 1.00 0.75 0.64 0.38 0.69
GAP 0.00 0.00 0.00 0.00 0.00
Table 1.3b Evaluation of Method With Process Time Variations and [-0.3,0.3]
Level Similarity Coefficient Perturbation - Problem Set 5x20
Sim. Coef: 0
0% 5% 15% 25% Avg
prob205.1 SPT 3059.0 3499.7 4693.7 6677.6 4482.5
Random 4810.0 5020.4 5593.0 6562.9 5496.6
Initial 3625.0 4026.1 5179.1 6485.8 4829.0
GAP 1335.0 1316.8 2019.0 3363.4 2008.6
prob205.2 SPT 4144.0 4261.1 5419.8 6976.5 5200.4
Random 4259.0 4228.7 5393.1 6762.8 5160.9
Initial 2094.0 2340.0 3004.2 4559.7 2999.5
GAP 921.0 1422.0 2220.4 3461.2 2006.2
prob205.3 SPT 2169.0 2558.8 3455.4 4792.0 3243.8
Random 1193.0 1722.2 2529.7 3689.3 2283.6
VI Initial 4768.0 4928.8 5794.9 6977.9 5617.40
GAP 131.0 480.6 1489.3 2935.5 1259.1
prob205.4 SPT 1265.0 1241.3 1720.1 2543.4 1692.5
Random 1834.0 2056.8 2743.6 3726.9 2590.3
Initial 4820.0 . 5226.7 6033.9 7476.7 5889.3
GAP 0.0 173.6 578.2 1677.3 607.3
prob205.5. SPT 3029.0 3389.0 4374.5 5103.7 3974.1
Random 1745.0 1837.4 2448.1 3592.7 2405.8
Initial 2385.0 2743.9 3633.9 5016.9 3444.9
GAP 302.0 573.5 1093.4 2008.3 994.3
Table 2.1 a Evaluation of Method With Process Time Variations and
NO Similarity Coefficient Perturbation - Problem Set 20x5
Sim. Coef: 0
0% 5% 15% 25% Avg
prob205.1 SPT 0.56 0.62 0.57 0.50 0.56
Random 0.72 0.74 0.64 0.49 0.65
Initial 0.63 0.67 0.61 0.48 0.60
GAP 0.00 0.00 0.00 0.00 0.00
prob205.2 SPT 0.78 0.67 0.59 0.50 0.63
Random 0.78 0.66 0.59 0.49 0.63
Initial 0.56 0.39 0.26 0.24 0.36
GAP 0.00 0.00 0.00 0.00 0.00
prob205.3 SPT 0.94 0.81 0.57 0.39 0.68
Random 0.89 0.72 0.41 0.20 0.56
Ul Initial 0.97 0.90 0.74 0.58 0.80
- GAP 0.00 0.00 0.00 0.00 0.00
prob205.4 SPT 1.00 0.86 0.66 0.34 0.72
Random 1.00 0.92 0.79 0.55 0.81
Initial 1.00 0.97 0.90 0.78 0.91
GAP 0.00 0.00 0.00 0.00 0.00
prob205.5 SPT 0.90 0.83 0.75 0.61 0.77
Random 0.83 0.69 0.55 0.44 0.63
Initial 0.87 0.79 0.70 0.60 0.74
GAP 0.00 0.00 0.00 0.00 0.00
Table 2.1 b Evaluation of Method With Process Time Variations and NO
Similarity Coefficient Perturbation - Problem Set 20x5
Sim. Coef: [-0.2,+0.2]
0% 5% 15% 25% Avg
prob205.1 SPT 3059.0 3499.7 4693.7 6677.6 4482.5
Random 4810.0 5020.4 5593.0 6562.9 5496.6
Initial 4465.0 5075.8 6346.8 7972.1 5964.9
GAP 1170.0 1633.9 2759.1 4752.7 2578.9
prob205.2 SPT 4144.0 4261.1 5419.8 6976.5 5200.4
Random 4259.0 4228.7 5393.1 6762.8 5160.9
Initial 2094.0 2340.0 3004.2 4559.7 2999.5
GAP 921.0 1422.0 2220.4 3461.2 2006.2
prob205.3 SPT 2169.0 2558.8 3455.4 4792.0 3243.8
Random 1193.0 1722.2 2529.7 3689.3 2283.6
Ul Initial 3587.0 3813.7 4536.0 5689.7 4406.6
N GAP 343.0 539.8 1392.3 2784.8 1265.0
prob205.4 SPT 1265.0 1241.3 1720.1 2543.4 1692.5
Random 1834.0 2056.8 2743.6 3726.9 2590.3
Initial 4077.0 4511.2 5433.9 6655.6 5169.4
GAP 40.0 177.0 708.8 1438.6 591.1
prob205.5 SPT 3029.0 3389.0 4374.5 5103.7 3974.1
Random 1745.0 1837.4 2448.1 3592.7 2405.8
Initial 2385.0 2743.9 363~.9 5016.9 3444.9
GAP 302.0 573.5 1093.4 2008.3 994.3
Table 2.2a Evaluation of Method With Process Time Variations and [-0.2,0.2]
Level Similarity Coefficient Perturbation - Problem Set 20x5
Sim. Coef: [-0.2,+0.2]
0% 5% 15% 25% Avg
prob205.1 SPT 0.62 0.53 0.41 0.29 0.46
Random 0.76 0.67 0.51 0.28 0.55
Initial 0.74 0.68 0.57 0.40 0.60
GAP 0.00 0.00 0.00 0.00 0.00
prob205.2 SPT 0.78 0.67 0.59 0.50 0.63
Random 0.78 0.66 0.59 0.49 0.63
Initial 0.56 0.39 0.26 0.24 0.36
GAP 0.00 0.00 0.00 0.00 0.00
prob205.3 SPT 0.84 0.79 0.60 0.42 0.66
lJl Random 0.71 0.69 0.45 0.25 0.52
w Initial 0.90 0.86 0.69 0.51 0.74
GAP 0.00 0.00 0.00 0.00 0.00
prob205.4 SPT 0.97 0.86 0.59 0.43 0.71
Random 0.98 0.91 0.74 0.61 0.81
Initial 0.99 0.96 0.87 0.78 0.90
GAp· 0.00 0.00 0.00 0.00 0.00
prob205.5 SPT 0.90 0.83 0.75 0.61 0.77
Random 0.83 0.69 0.55 0.44 0.63
Initial 0.87 0.79 0.70 0.60 0.74
GAP 0.00 0.00 0.00 0.00 0.00
Table 2.2b Evaluation of Method With Process Time Variations and [-0.2,0.2]
Level Similarity Coefficient Perturbation - Problem Set 20x5
Sim. Coef: [-0.3,+0.3]
0% 5% 15% 25% Avg
prob205.1 SPT 3059.0 3499.7 4693.7 6677.6 4482.5
Random 4810.0 5020.4 5593.0 6562.9 5496.6
Initial 4465.0 5075.8 6346.8 7972.1 5964.9
GAP 1170.0 1633.9 2759.1 4752.7 2578.9
prob205.2 SPT 4144.0 4261.1 5419.8 6976.5 5200.4
Random 4259.0 4228.7 5393.1 6762.8 5160.9
Initial 2094.0 2340.0 3004.2 4559.7 2999.5
GAP 921.0 1422.0 2220.4 3461.2 2006.2
prob205.3 SPT 2169.0 2558.8 3455.4 4792.0 3243.8
Random 1193.0 1722.2 2529.7 3689.3 2283.6
VI Initial 3778.0 3840.4 4423.0 5469.4 4377.7
....
GAP 567.0 1010.1 1938.6 3693.6 1802.3
prob205.4 SPT 1265.0 1241.3 1720.1 2543.4 1692.5
Random 1834.0 2056.8 2743.6 3726.9 2590.3
Initial 4842.0 4970.8 5723.3 7032.0 5642.0
GAP 0.0 211.1 460.9 1157.4 457.4
prob205.5 SPT 3029.0 3389.0 4374.5 5103.7 3974.1
Random 1745.0 1837.4 2448.1 3592.7 2405.8
Initial 2385.0 2743.9 3633.9 5016.9 3444.9
GAP 302.0 573.5 1093.4 2008.3 994.3
Table 2.3a Evaluation of Method With Process Time Variations and [-0.3,0.3]
Level Similarity Coefficient Perturbation - Problem Set 20x5
Sim. Coef: [-0.3,+0.3]
0% 5% 15% 25% Avg
prob205.1 SPT 0.62 0.53 0.41 0.29 0.46
Random 0.76 0.67 0.51 0.28 0.55
Initial 0.74 0.68 0.57 0.40 0.60
GAP 0.00 0.00 0.00 0.00 0.00
prob205.2 SPT 0.78 0.67 0.59 0.50 0.63
Random 0.78 0.66 0.59 0.49 0.63
Initial 0.56 0.39 0.26 0.24 0.36
GAP 0.00 0.00 0.00 0.00 0.00
prob205.3 SPT 0.74 0.61 0.44 0.23 0.50
VI Random 0.52 0.41 0.23 0.00 0.29
VI Initial 0.85 0.74 0.56 0.33 0.62
GAP 0.00 0.00 0.00 0.00 0.00
prob205.4 SPT 1.00 0.83 0.73 0.54 0.78
Random 1.00 0.90 0.83 0.69 0.85
Initial 1.00 0.96 0.92 0.84 0.93
GAP 0.00 0.00 0.00 0.00 0.00
prob205.5 SPT 0.90 0.83 0.75 0.61 0.77
Random 0.83 0.69 0.55 0.44 0.63
Initial 0.87 0.79 0.70 0.60 0.74
GAP 0.00 0.00 0.00 0.00 0.00
Table 2.3b Evaluation of Method With Process Time Variations and [-0.3,0.3]
Level Similarity Coefficient Perturbation - Problem Set 20x5
Sim. Coef: 0
0% 5% 15% 25% Avg
prob3010.1 SPT 2428.0 2457.3 2970.6 4300.7 3039.2
Random 2997.0 3508.7 4147.6 5875.0 4132.1
Initial 1951.0 2561.9 3628.9 6202.6 3586.1
GAP 268.0 748.6 2005.4 3623.0 1661.3
prob3010.2 SPT 836.0 869.0 1300.8 2357.0 1340.7
Random 1422.0 1396.8 2053.4 3342.9 2053.8
Initial 895.0 815.9 1400.3 3167.9 1569.8 .
GAP 21.0 175.1 539.6 1533.2 567.2
prob3010.3 SPT 2695.0 3145.6 4076.0 5157.7 3768.6
Random 1878.0 2018.4 2694.7 4176.1 2691.8
lJt
Initial 1531.0 1645.4 2410.9 3695.0 2320.6
Cl\ GAP 0.0 128.4 594.9 1302.0 506.3
prob3010.4 SPT 1036.0 772.6 1162.5 1802.6 1193.4
Random 1730.0 1862.3 2982.5 4474.0 2762.2
Initial 1738.0 1591.9 2117.9 3267.2 2178.8
GAP 19.0 199.5 710.9 1456.4 596.5
prob3010.5 SPT 1163.0 1239.8 1865.8 2944.7 1803.3
Random 4152.0 3950.9 4803.9 6389.9 4824.2
Initial 3467.0 3582.4 4324.5 6088.4 4365.6
GAP 16.0 151.2 458.9 1117.3 435.9
Table 3.1 a Evaluation of Method With Process Time Variations and NO
Similarity Coefficient Perturbation - Problem Set 30x10---
Sim. Coef: 0
0% 5% 15% 25% Avg
prob3010.1 SPT 0.89 0.70 0.32 0.16 0.52
Random 0.91 0.79 0.52 0.38 0.65
Initial 0.86 0.71 0.45 0.42 0.61
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.2 SPT 0.97 0.80 0.59 0.35 0.68
Random 0.99 0.87 0.74 0.54 0.78
Initial
..~ 0.98 . 0.79 0.61 0.52 0.72
GAP 0.00 0.00 0.00 I 0.00 0.00
prob3010.3 SPT 1.00 0.96 0.85 0.75 0.89
Random 1.00 0.94 0.78 0.69 0.85
Ul Initial 1.00 0.92 0.75 0.65 0.83
--J
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.4 SPT 0.98 0.74 0.39 0.19 0.58
Random 0.99 0.89 0.76 0.67 0.83
Initial 0.99 0.87 0.66 0.55 0.77
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.5 SPT 0.99 0.88 0.75 0.62 0.81
Random 1.00 0.96 0.90 0.83 0.92
Initial 1.00 0.96 0.89 0.82 0.92
GAP 0.00 0.00 0.00 0.00 0.00
Table 3.1 b Evaluation of Method With Process Time Variations and NO
Similarity Coefficient Perturbation - Problem Set 30x1 a
Sim. Coef: [-0.2,+0.2]
0% 5% 15% 25% Avg
prob30 10.1 SPT 2428.0 2457.3 2970.6 4300.7 3039.2
Random 2997.0 3508.7 4147.6 5875.0 4132.1
Initial 1951.0 2561.9 3628.9 6202.6 3586.1
GAP 268.0 748.6 2005.4 3623.0 1661.3
prob3010.2 SPT 836.0 869.0 1300.8 2357.0 1340.7
Random 1422.0 1396.8 2053.4 3342.9 2053.8
Initial 895.0 815.9 1400.3 3167.9 1569.8
GAP 21.0 175.1 539.6 1533.2 567.2
prob3010.3 SPT 2695.0 3145.6 4076.0 5157.7 3768.6
Random 1878.0 2018.4 2694.7 4176.1 2691.8
v. Initial 475.0 349.8 1225.4 2723.7 1193.500
GAP 0.0 79.7 619.9 1997.9 674.4
prob3010.4 SPT 1036.0 772.6 1162.5 1802.6 1193.4
Random 1730.0 1862.3 2982.5 4474.0 2762.2
Initial 973.0 1050.3 1405.5 2466.1 1473.7
GAP 0.0 86.6 419.0 1721.4 556.8
prob3010.5 SPT 1163.0 1239.8 1865.8 2944.7 1803.3
Random 4152.0 3950.9 4803.9 6389.9 4824.2
Initial 3467.0 3582.4 4324.5 6088.4 4365.6
GAP 16.0 151.2 458.9 1117.3 435.9
Table 3.2a Evaluation of Method With Process Time Variations and [-0.2,0.2]
Level Similarity Coefficient Perturbation - Problem Set 30x1°
Sim. Coef: [-0.2,+0.2]
0% 5% 15% 25% Avg
prob3010.1 SPT 0.89 0.70 0.32 0.16 0.52
Random 0.91 0.79 0.52 0.38 0.65
Initial 0.86 0.71 0.45 0.42 0.61
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.2 SPT 0.97 0.80 0.59 0.35 0.68
Random 0.99 0.87 0.74 0.54 0.78
Initial 0.98 0.79 0.61 0.52 0.72
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.3 SPT 1.00 0.97 0.85 0.61 0.86
Random 1.00 0.96 0.77 0.52 0.81
u. Initial 1.00 0.77 0.49 0.27 0.63
'-0
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.4 SPT 1.00 0.89 0.64 0.05 0.64
Random 1.00 0.95 0.86 0.62 0.86
Initial 1.00 0.92 0.70 0.30 0.73
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.5 SPT 0.99 0.88 0.75 0.62 0.81
Random 1.00 0.96 0.90 0.83 0.92
Initial 1.00 0.96 0.89 0.82 0.92
GAP 0.00 0.00 0.00 0.00 0.00
Table 3.2b Evaluation of Method With Process Time Variations and [-0.2,0.2]
Level Similarity Coefficient Perturbation - Problem Set 30x1 0
Sim. Coef: [-0.3,+0.3]
\~
0% 5% 15% 25% Avg
prob3010.1 SPT 2428.0 2457.3 2970.6 4300.7 3039.2
Random 2997.0 3508.7 4147.6 5875.0 4132.1
Initial 2714.0 3202.7 4172.5 5742.1 3957.8
GAP 698.0 1608.3 3449.5 5311.3 2766.8
prob3010.2 SPT 836.0 869.0 1300.8 2357.0 1340.7
Random 1422.0 1396.8 2053.4 3342.9 2053.8
Initial 1521.0 1488.8 1801.6 2771.2 1895.7
GAP 0.0 83.2 231.9 1030.0 336.3
prob3010.3 SPT 2695.0 3145.6 4076.0 5157.7 3768.6
Random 1878.0 2018.4 2694.7 4176.1 2691.8
0\ Initial 1357.0 2118.7 3380.3 5048.3 2976.10
GAP 22.0 292.1 658.3 1820.0 698.1
prob3010.4 SPT 1036.0 772.6 1162.5 1802.6 1193.4
Random 1730.0 1862.3 2982.5 4474.0 2762.2
Initial 1738.0 1591.9 2117.9 3267.2 2178.8
GAP 19.0, 199.5 710.9 1456.4 596.5
prob3010.5 SPT 1163.0 1239.8 1865.8 2944.7 1803.3
Random 4152.0 3950.9 4803.9 6389.9 4824.2
Initial 4565.0 5587.5 7731.3 9854.1 . 6934.5
GAP 8.0 327.9 373.3 1189.3 474.6
Table 3.3a Evaluation of Method With Process Time Variations and [-0.3,0.3]
Level Similarity Coefficient Perturbation - Problem Set 30x1 0
Sim. Coef: [-0.3,+0.3]
0% 5% 15% 25% Avg
prob3010.1 SPT 0.71 0.35 0.00 0.00 0.26
Random 0.77 0.54 0.28 0.27 0.47
Initial 0.74 0.50 0.29 0.25 0.44
GAP 0.00 0.00 0.14 0.19 0.08
prob3010.2 SPT 1.00 0.90 0.82 0.56 0.82
Random 1.00 0.94 0.89 0.69 0.88
Initial 1.00 0.94 0.87 0.63 0.86
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.3 SPT 0.99 0.91 0.84 0.65 0.85
Random 0.99 0.86 0.76 0.56 0.79
'"
Initial 0.98 0.86 0.81 0.64 0.82
- GAP 0.00 0.00 0.00 0.00 0.00
prob3010.4 SPT 0.98 0.74 0.39 0.19 0.58
Random 0.99 0.89 0.76 0.67 0.83
Initial 0.99 0.87 0.6Q 0.55 0.77
GAP 0.00 0.00 0.00 0.00 0.00
prob3010.5 SPT 0.99 0.74 0.80 0.60 0.78
Random 1.00 0.92 0.92 0.81 0.91
Initial 1.00 0.94 0.95 0.88 0.94
GAP 0.00 0.00 0.00 0.00 0.00
Table 3.3b Evaluation of Method With Process Time Variations and [-0.3,0.3]
Level Similarity Coefficient Perturbation - Problem Set 30x1 0
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Appendix A. Definitions of terms utilized in description of GAP solving
heuristic
J E { All jobs under consideration}
g E { All route groups}
r E { All routes corresponding to the jobs under consideration}
Z init : Weighted tardiness value associated with the initial assignment
Z best: Best weighted tardiness value calculated so far
MajIter : Major iteration counter
MinIter : Minor iteration counter
U : Set of all unlabeled jobs. Unlabeled jobs are those jobs which have not been given
an assignment in a minor iteration.
CurrZ : Current best weighted tardiness value found in minor iteration.
Diffjr : Difference in weighted tardiness value caused by assigning route r to job j
while keeping all other assignments the same as those associated with Z best.
Z jr : Weighted tardiness value obtained when route r is assigned to job j and all other
route-to-job assignments remain the same as the current permanent assignment.
MaxDiff: The maximum difference in weighted tardiness between the best value, Zbest,
and values (Diffjr) produced during the minor iterations.
j* : The job whose route assignment changed and caused the maximum improvement
in Z best during minor iterations; i.e. the job associated with Max Diffjr .
r* : The route assigned to j*.
BestDiffMinIter : The best improvement formed during minor iteration MinIter.
MaxBD : Maximum improvement in weighted tardiness over Z best found during the
minor iterations; i.e. max BestDiffMinIter.
iter* : The minor iteration number associated with max BestDiffMinIter.
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