Abstract. For a reductive Lie algebra g, its nilpotent element f and its faithful finite dimensional representation, we construct a Lax operator L(z) with coefficients in the quantum finite W -algebra W (g, f ). We show that for the classical linear Lie algebras gl N , sl N , so N and sp N , the operator L(z) satisfies a generalized Yangian identity. The operator L(z) is a quantum finite analogue of the operator of generalized Adler type which we recently introduced in the classical affine setup. As in the latter case, L(z) is obtained as a generalized quasideterminant.
Introduction
In our previous paper [DSKV17] , for any nilpotent N ×N matrix f we introduced the following r 1 × r 1 matrix with entries in U (g)((z −1 )), where g = gl N and r 1 is the multiplicity of the largest Jordan block of f :
(1.1)
Here E = (e ji ) N i,j=1 , where {e ij } is the standard basis of the Lie algebra gl N , π ≤ 1 2 is the projection on the ≤ 1 2 part of the ad x-grading g = ⊕ j∈ 1 2 Z g j , (1.2) associated to the sl 2 -triple (f, 2x, e), I 1 ∈ Mat N ×r1 F, J 1 ∈ Mat r1×N F, D is a certain N × N diagonal matrix over F, called the shift matrix, and |A| I1J1 = (J 1 A −1 I 1 ) −1 denotes the (I 1 , J 1 )-quasideterminant of the invertible N × N matrix A (over a unital associative algebra), see [DSKV17, Sec.4 .1-4.3] for details. A discussion of generalized quasideterminants can be found in [DSKV17, Sec.2.2]. In Section 2 of the present paper we give a coordinate free definition.
Let I be the left ideal of U (g) generated by the set {m − (f |m) | m ∈ g ≥1 }, where (· | ·) is the trace form on g, and let M = U (g)/I be the corresponding left U (g)-module; it is also naturally a right g ≥ 1 2
-module. Then, the subspace
has a natural structure of a unital associative algebra induced from that of U (g), which is called the quantum finite W -algebra associated to the nilpotent element f of g.
Let L(z) =L(z)1 ∈ Mat r1×r1 M ((z −1 )) .
( 1.3)
The first main theorem of [DSKV17] (Theorem 4.2) states that the matrix L(z) has entries with coefficients in W (g, f ), and the second main theorem of [DSKV17] (Theorem 4.3) states that L(z) is an operator of Yangian type for the algebra W (g, f ).
Recall that for a unital associative algebra R and a vector space V the Yangian identity for A(z) ∈ R((z where Ω V ∈ End V ⊗ End V is the operator of permutation of factors. This identity appeared in the famous talk of Drinfeld [Dr86] in the definition of the Yangian of gl N . An operator A(z) satisfying identity (1.4) is called an operator of Yangian type.
Note that the Yangian identity is the finite quantum counterpart of the Adler identity from the theory of classical affine W -algebras, introduced in [DSKV15] , building on the work of Adler [Adl79] , and developed in our papers [DSKV16a, DSKV16b] . Note also the the mysterious shift matrix D is a purely quantum effect, which does not appear in the classical situation.
The first main theorem of the present paper (Theorem 4.9) is a far reaching generalization of the first main theorem of [DSKV17] . Namely, we replace gl N by an arbitrary reductive Lie algebra g, and the standard representation of gl N in F N by an arbitrary faithful representation ϕ of g in a finite dimensional vector space V . We assume in addition the the trace form (· | ·) V is non-degenerate (which automatically holds if g is semisimple). To these data and a nilpotent element f of g, we associate an analogue of the operatorL(z) defined by (1.1), and of the operator L(z), defined by (1.3), by replacing the operators E and D by the operators E g,V and D g,V defined as follows. Choose a basis {u i } i∈I of g compatible with the grading (1.2), and let {u i } i∈I be the dual basis of g w.r.t. the trace form. Let Note that the shift operator D of [DSKV17] was constructed by a rather complicated combinatorial procedure, but it is easy to see that it coincides with D gl N ,F N . Theorem 4.9 states that the r 1 × r 1 -matrix L(z) has entries with coefficients in W (g, f ), where r 1 is the dimension of the ϕ(x)-eigenspace in V attached to the maximal eigenvalue.
Unfortunately, an analogue of the second main theorem of [DSKV17] does not appear to hold in such a generality. In fact, for the second main theorem we need to assume that g is one of the classical Lie algebras gl N , sl N , so N or sp N , and ϕ is its standard representation in F N . We found that the Yangian identity (1.4) for gl N , which also holds for sl N , should be generalized to the following (α, β, γ)-Yangian identity:
(z − w + αΩ V )(A(z) ⊗ ½ V )(z + w + γ − βΩ † V )(½ V ⊗ A(w)) = (½ V ⊗ A(w))(z + w + γ − βΩ † V )(A(z) ⊗ ½ V )(z − w + αΩ V ) , (1.7)
where α, β, γ ∈ F. Here, if β = 0, we assume that V is endowed with a nondegenerate symmetric or skewsymmetric bilinear form, and Ω † V is obtained by taking the adjoint (w.r.t. this form) of the first factor in Ω V . Note that for α = 1, β = γ = 0, identity (1.7) turns into (1.4), while for α = β = −1, γ = 0, it turns into the RSRS presentation of the extended twisted Yangian of so N and sp N , introduced by Olshanski [Ols92] , see also [Mol07] .
Our second main theorem (Theorem 6.14) states that for g = gl N , sl N , so N or sp N , and V = F N , the operator L(z) satisfies the (α, β, γ)-Yangian identity with (α, β, γ) = (1, 0, 0) for g = gl N or sl N , and (α, β, γ) = (
), where ǫ = +1, (espectively −1), if g = so N (resp. sp N ).
The classical affine analogues of both the main Theorems 4.9 and 6.14 have been established in our recent paper [DSKV18] . These results led, in the context of classical affine W -algebras, to a large class of integrable hierarchies of Hamiltonian equations of Lax type, encompassing all Drinfeld-Sokolov hierarchies attached to classical affine Lie algebras [DS85] .
Throughout the paper the base field F is a field of characteristic zero.
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Dirac reduction and generalized quasideterminants in linear algebra
Let R be a unital associative algebra over F and let
be two short exact sequences of R-modules.
2.1. Dirac reduction. Let A : V 1 → V 2 be an R-module endomorphism. If the following conditions are met:
then, we have the canonically induced R-module homomorphismĀ : W 1 → U 2 making the following diagram commute:
If, on the other hand, conditions (i) and (ii) are not met, we can still induce a well defined R-module homomorphism W 1 → U 2 , at the price of "Dirac modifying" the endomorphism A. This can be done provided that
In this case, we define the Dirac modified R-module homomorphism
Lemma 2.1. Assume that condition (2.4) holds. Then, the Dirac modified homomorphism A D χ1,χ2 : V 1 → V 2 is well defined and it satisfies conditions (i) and (ii) in (2.2). Hence, we get an induced R-module homomorphism
that we call the Dirac reduction of A w.r.t. the short exact sequences χ 1 and χ 2 .
Proof. Conditions (i) and (ii) are equivalent, respectively, to the equations
,χ2 = 0 , which can be immediately checked.
Remark 2.2. Let V be a Poisson algebra. Recall that, given a set of elements θ 1 , . . . , θ r ∈ V (constraints) one defines the Dirac reduced Poisson algebra structure on the algebra V/ θ i r i=1 by a well defined Poisson bracket
where S is the matrix with entries S ij = {θ i , θ j }, and is assumed to be invertible. In terms of the corresponding Poisson structure H : V ℓ → V ℓ (ℓ being the number of independent variables) formula (2.8) becomes
which is a special case of (2.5) (with the following data:
). This is the reason for namingĀ D χ1,χ2 the "Dirac reduction" of A. 2.2. Generalized quasideterminant. The generalized quasideterminant of the R-module homomorphism A : V 1 → V 2 with respect to the the maps Ψ 2 and Π 1 in (2.1), is the R-module homomorphism (cf. [DSKV16a] )
provided that it exists, i.e. provided that A : V 1 → V 2 is invertible, and that
In [DSKV16a] we generalized this notion as follows: given rectangular matrices I ∈ Mat N ×M F and J ∈ Mat M×N F, the (I, J)-quasideterminant of A, if it exists, is defined as
Obviously, (2.9) provides a further generalization of the notion of quasideterminant, hence the name "generalized quasideterminant". 
Applying A −1 to both these equalities, we get
which is equivalent to saying that 
A similar computation shows thatĀ D χ1,χ2 is a left inverse of Π 1 A −1 Ψ 2 as well, proving the claim.
Review of finite W -algebras
Let g be a reductive Lie algebra with a non-degenerate symmetric invariant bilinear form (· | ·). Let f ∈ g be a nilpotent element; by the Jacobson-Morozov Theorem, it can be included in an sl 2 -triple {f, 2x, e} ⊂ g. We have the corresponding ad x-eigenspace decomposition
so that f ∈ g −1 , x ∈ g 0 and e ∈ g 1 . We shall denote, for j ∈ 1 2 Z, g ≥j = ⊕ k≥j g k , and similarly g ≤j .
A key role in the theory of W -algebras is played by the left ideal
and the corresponding left g-module
We shall denote by1 ∈ M the image of 1 ∈ U (g) in the quotient space. Note that, by definition, g1 = 0 if and only if g ∈ J.
Lemma 3.1
) ⊂ J.
(b) The Lie algebra g acts on the module M by left multiplication, and its subalgebra g ≥ 1 2
acts on M both by left and by right multiplication (hence, also via adjoint action).
Consider the subspace
has a natural structure of a unital associative algebra, induced by that of U (g).
Definition 3.4. The finite W -algebra associated to the Lie algebra g and its nilpotent element f is the algebra W (g, f ) defined in (3.5).
4. The operator L(z) for the W -algebra W (g, f )
4.1. Setup and notation. As in Section 3, let g be a reductive Lie algebra, let {f, 2x, e} ⊂ g be an sl 2 -triple and let (3.1) be the corresponding ad x-eigenspace decomposition. Let ϕ : g → End V be a faithful representation of g on the N -dimensional vector space V . Throughout the paper we shall often use the following convention: we denote by lowercase latin letters elements of the Lie algebra g, and by the same uppercase letters the corresponding (via ϕ) elements of End V . For example, F = ϕ(f ) is a nilpotent endomorphism of V . Moreover, X = ϕ(x) is a semisimple endomorphism of V with half-integer eigenvalues. The corresponding X-eigenspace decomposition of V is
2 be the largest X-eigenvalue in V . We also have the corresponding ad Xeigenspace decomposition of End V :
which has largest eigenvalue d. We shall denote, for k ∈
We shall denote, for k ∈ 1 2 Z, the maps
where Ψ k is the natural immersion and Π k is the projection w.r.t. the decomposition (4.1). Similarly, we shall also denote
Using these maps, we can construct the short exact sequences
(4.5)
Recalling the ad x-eigenspace decomposition (3.1) we shall denote, for k ∈ 1 2 Z,
the projection w.r.t. (3.1), and similarly for the maps
We shall also denote, with a slight abuse of notation,
the projection with respect to the ad X-eigenspace decomposition (4.2), and similarly for Π >k , Π <k , Π ≥k , Π ≤k .
Recall that the trace form on g associated to the representation V is, by definition,
and we assume that it is non-degenerate. Let {u i } i∈I be a basis of g compatible with the ad x-eigenspace decomposition (3.1), i.e. I = ⊔ k I k where {u i } i∈I k is a basis of g k . We also denote I ≤ , etc. Let {u i } i∈I be the basis of g dual to {u i } i∈I with respect to the form (4.9), i.e. (u i |u j ) = δ i,j . According to our convention, we denote by U i = ϕ(u i ) and U i = ϕ(u i ), i ∈ I, the corresponding endomorphisms of V .
Consider the following important element
Here and further we are omitting the tensor product sign. Then we have, according to the notation (4.6)-(4.8), the identities
where π k and π ≥k act on the first factors of the tensor product g ⊗ End V , while Π −k and Π ≤−k act on the second factors. We shall denote by δ(a) the eigenvalue of ad x on a (homogeneous) element a ∈ g, i.e. δ(a) = k if and only if a ∈ g k .
(4.12)
Similarly, for an index i ∈ I, we shall denote
Throughout the paper, we shall use the following convenient notation on summations (h, k ∈ 1 2 Z):
where F (i) is any expression depending on the index i.
4.2.
The shift matrix. The following endomorphism of V (which we will call the "shift matrix") will play an important role in the paper: N . In this case, it is not hard to compute the shift matrix D explicitly (for example, by fixing the standard basis {E ij } of elementary matrices, and its dual, w.r.t. the trace form, basis {E ji }, and assuming that the degree operator X is diagonal). As a result, we get (both for gl N and sl N ):
which is the same as the diagonal matrix defined in [DSKV17, Eq.(4.6)]. As a side remark, taking the trace of both sides of (4.17), we get the following interesting combinatorial identity:
Example 4.3. Consider the Lie algebra so N and its standard representation V = F N . With a similar computation as in Example 4.2 (for example, one can represent the Lie algebra so N as the subalgebra of gl N spanned by the matrices
, and take the basis {F ij } j<N +1−i , and the dual basis { 1 2 F ji }), we get
Example 4.4. Consider the Lie algebra sp N , for even N , and its standard representation V = F N . The computation in this case is analogous to that of Example 4.3 (the only difference is that in the basis {F ij } the indices satisfy the inequality j ≤ N + 1 − i). The result for the shift matrix in this case is
Remark 4.5. Note that (4.18) and (4.19) are the same shifts that they get in [Br09] to describe the finite W -algebras associated to the Lie algebras so N and sp N and their rectangular nilpotent elements. Hence, our results of Section 6 extend, in particular, the construction of [Br09] to arbitrary nilpotent elements of so N and sp N .
Example 4.6. Consider the Lie algebra sl 2 and its irreducible representation in the N -dimensional vector space V . The action of sl 2 in some basis of V is given by
In this case, the shift matrix (4.15) is easily computed:
Example 4.7. Let V = g be the adjoint representation of g and let f ∈ g be a principal nilpotent element. In this case, g 0 is a Cartan subalgebra of g, and consider the corresponding root space decomposition g = g ≤−1 ⊕ g 0 ⊕ g ≥1 , with g ≥1 = ⊕ α>0 Fe α and g ≤−1 = ⊕ α>0 Fe −α . We may normalize the root vectors by letting (e α |e −α ) = 1. Then, we have
for every a ∈ g. In particular, for h ∈ g 0 , we have
This shows that, even though D preserves the root space decomposition of g (hence all the root vectors e α are its eigenvectors), it does not act as a scalar on g 0 .
The operator L(z).
We introduce some important End V -valued polynomials in z, and Laurent series in z −1 , with coefficients in U (g). The first one is (cf. (4.10))
Here and further, we drop the tensor product sign when writing an element of U ⊗ End V (U being, in this case, the associative algebra U (g)[z]). Another important operator is (keeping the same notation as in [DSKV17] )
There is a close connection between the operators A(z) and A ρ (z), which can be described in terms of the U (g)-module M defined in (3.3). We extend, in the obvious way, the left action of U (g) on the module M (3.3) to a left action of the associative algebra
Applying (4.20) and (4.21) to1 (=1½ V ), by (3.2), (3.3) we get the following identity
Now we introduce the operator L(z). Consider the generalized quasideterminant (cf. (2.9)) 
of this quasideterminant:
The main result of the present Section is that the entries of the coefficients of L(z) actually lie in the W -algebra W (g, f ) ⊂ M . This is stated in Theorem 4.9 below. Before stating it, we prove, in Section 4.4, that the generalized quasideterminant defining L(z) exists.
is a Laurent series in z −1 of degree (=the largest power of z with non-zero coefficient) equal to −d − 1, and with leading coefficient
U +D is a polynomial in z of degree 1, with leading coefficient ½ V . Hence it is invertible in the algebra U (g)((z −1 )) ⊗ End V , and its inverse can be computed by geometric series expansion:
This proves part (a). Next, we prove part (b). We have, by (4.24),
and
Hence, by (4.25
+ lower powers of z. On the other hand, by representation theory of sl 2 , the map 
Proof of Theorem 4.9
We shall prove Theorem 4.9 in Section 5.7. Its proof will rely on the Main Lemma 5.5, which will be stated in Section 5.2 and proved in Sections 5.3-5.6. In order to state (and prove) Lemma 5.5, though, we need to extend the action of U (g) on the module M = U (g)/J to an action of the (completed) Rees algebra RU (g) (and its extension R ∞ U (g)) on the corresponding (completed) Rees module RM . This is the content of the next Section 5.1. 5.1. Preliminaries: the Kazhdan filtration of U (g), the Rees algebra RU (g), its localization R ∞ U (g), and the Rees module RM . In the present section we review, following [DSKV17, Sec.5], the construction of the (completed) Rees algebra RU (g), its extension R ∞ U (g), and the (completed) Rees module RM .
First recall that, associated to the grading (3.1) of g, we have the Kazhdan filtration of U (g),
In other words, {F n U (g)} n∈ 1 2 Z is the increasing filtration of U (g) defined letting the degree, called the conformal weight, of g j equal to 1−j. It has the following properties:
Since m−(f |m) is homogeneous in conformal weight, the Kazhdan filtration induces the increasing filtration of the left ideal J ⊂ U (g), given by
Hence, wee get the induced filtration of the quotient module M = U (g)/J,
is a twosided ideal of codimension 1, and the corresponding quotient map is the algebra homomorphism ǫ 0 : F 0 U (g) → F given by the following formula:
The (completed) Rees algebra RU (g) associated to the Kazhdan filtration is defined as follows
where the completion is defined by allowing series with infinitely many negative integer powers of z 1 2 . Note that F 0 U (g) ⊂ RU (g) is a subalgebra of the Rees algebra (but, for n > 0, F n U (g) is not contained in RU (g)). Note also that z − 1 2 ∈ RU (g) is a central element of the Rees algebra (but, for n > 0, z n does not lie in RU (g)). We can consider the left ideal RJ of the Rees algebra RU (g), defined, with the same notation as in (5.4), as
(5.5)
Taking the quotient of the Rees algebra RU (g) by its left ideal RJ we get the corresponding Rees module
where
is a submodule of codimension 1. Obviously, RM is a cyclic module over RU (g) generated by the cyclic element1. By Proposition 5.2(d), an element g(z) ∈ RU (g), with ǫ(g(z)) = 0, acts as an invertible endomorphism of the Rees module RM . But, in general, the inverse of g(z) does not necessarily exist in the Rees algebra, since its inverse may involve infinitely many positive powers of z. We therefore localize the Rees algebra RU (g) to its extension R ∞ U (g) with the property that all elements g(z) ∈ RU (g) such that ǫ(g(z)) = 0 are invertible in R ∞ U (g). This is stated in the following: 
For an element α(z) ∈ R ∞ U (g), the following conditions are equivalent:
We shall also need to consider the Rees algebra of the W -algebra
which is a subalgebra of the algebra
. Proposition 5.4 ([DSKV17, Prop.5.14]). Let α(z) ∈ R ∞ U (g), g(z) ∈ RU (g) and w(z) ∈ RM be such that α(z)1 = g(z)1 = w(z). Then, the following conditions are equivalent:
( 
10) where δ(i) is as in (4.13), and for the second sum we are using the notation (4.14). The Main Lemma, on which the proof of Theorem 4.9 is based, is the following:
and the following identity holds in RM ⊗
Step 1: Existence of the quasideterminant
. Consider the following semisimple endomorphism
It is clearly an invertible element of the algebra F[z
and its adjoint action on End V is
Lemma 5.6. The following identity holds (in the algebra U (g)((z
(5.14)
Proof. We have
where we used (5.13) for the second equality, and (5.10) for the last equality.
Lemma 5.7. The operator
Proof. Clearly, z½ V + U is invertible, by geometric series expansion, in the algebra U (g)((z
2 )) ⊗ End V as well. We need to prove that the coefficients of the inverse operator (½ V + z −∆ U ) −1 actually lie in the Rees algebra RU (g). The inverse operator (½ V + z −∆ U ) −1 is easily computed by (5.14) and geometric series expansion:
where we used, for the last equality, the notation (4.13) and equation (5.13). The monomial u i1 . . . u i ℓ ∈ U (g) has conformal weight
Hence, the claim follows by (5.16) and the definition of the Rees algebra RU (g).
Lemma 5.8. Applying the homomorphism ǫ : RU (g) → F defined in (5.8) to the entries of the operator
(5.18) Applying the map ǫ to both sides we get, by (5.8) and (5.3),
as claimed.
Lemma 5.9. 
exists and lies in
It is an immediate consequence of Lemmas 5.7 and 5.9.
5.4.
Step 2: Preliminary computations. Recall the definition (5.12) of the matrix z X and its adjoint action (5.13). We have
from which we get the following identity:
)-quasideterminant of both sides of (5.20) we get, by (2.9),
. In view of (5.21), equation (5.11) becomes
which we need to prove, in order to complete the proof of Lemma 5.5. Let us compute the quasideterminants in the LHS and the RHS of equation (5.22) applying Proposition 2.4, i.e. using formula (2.6) for the quasideterminants, with the short exact sequences χ 1 , χ 2 in (4.5). For the quasideterminant in the LHS, we have
(5.23) We already know that the expression in the RHS is well defined, i.e. the operator in parenthesis induces a well defined map from V − 4.3) ). Note
. Hence, we can rewrite the RHS of (5.23) as
Similarly, we use formula (2.6) to compute the quasideterminant in the RHS of (5.22). We have
25) where we used, for the second equality, equations (4.16) and the obvious identities
In view of (5.24) and (5.25), equation (5.22) reduces to the following equation
, (5.26) which we are left to prove.
To simplify notation, we introduce the operators A, B ∈ RU (g)
where we use notation (cf. (4.13)):
Using notation (5.27), equation (5.26) can be rewritten as follows
5.5.
Step 3: the key computation. For every i ∈ I ≥1 , denote
We also let X i = 0 for i ∈ I ≤ 1 2 .
Lemma 5.11. For every i ∈ I ≥1 we have, in notation (4.14):
(5.30)
Hence,
By the definition of conformal weight, we have
Moreover, by the completeness relations, we have the identities (using notation (4.14))
Hence, (5.31) gives
Since, by assumption, i ∈ I ≥1 , we have Im U i ⊂ V > − 
(5.33)
We can therefore rewrite (5.32) as follows
Recalling the definitions (5.27) of A and v, we have the following identities:
(5.40) Recalling the first equation of (5.33), equation (5.40) is established once we prove the following identity:
By the definition (4.15) of the shift matrix D and the Leibniz rule, we have
On the other hand, by the duality of the bases {U j }, {U j } and the invariance of the trace form, we have Corollary 5.13. We have (recall notation (5.27))
Proof. By the definitions (5.27) of B, the definition (5.29) of X i and its formula (5.39), we have 
is an invertible element of R ∞ U (g) ⊗ End V < We then have:
5.7. Proof of Theorem 4.9. The proof is similar to the proof of the analogous result for classical affine W -algebras, presented in [DSKV18, Sec.4]. By the Main Lemma 5.5, the operator
2 , and equation (5.11) holds. Hence, in view of Proposition 5.4, Theorem 4.9 holds provided that
By the invertibility of
in order to prove equation (5.46) it suffices to prove that
By the definition of (2.9) of generalized quasideterminant, we have
Recalling the definition (5.10) of the operator z −∆ U , we have
(5.49) Using (5.49), we can rewrite the RHS of (5.48) as
, we have ϕ(a) ∈ (End V )[≥ 
W -algebras for classical Lie algebras and the (generalized)
Yangian identity 6.1. Preliminaries from linear algebra. We review here some linear algebra results which were discussed in [DSKV18] and which will be needed in the sequel. Given a vector space V of dimension N , we denote by Ω V ∈ End V ⊗ End V the permutation map:
(6.1)
We shall sometimes write
V to denote, as usual, a sum of monomials in End V ⊗ End V . In fact, we can write an explicit formula: Ω = N i,j=1 E ij ⊗ E ji , where E ij is the "standard" basis of End V consisting of elementary matrices w.r.t. any basis of V (obviously, Ω does not depend on the choice of this basis).
Lemma 6.1 ([DSKV18, Lem.5.1]). Let U and W be vector spaces, and let A, B ∈ U → W be linear maps. We have
Let U and W be M -dimensional vector spaces and let · | · :
(6.5) We shall denote by Ω †1 U (resp. Ω †2 U ) the element of End W ⊗ End U (resp. End U ⊗ End W ) obtained taking the adjoint on the first (resp. second) factor of Ω U . Similarly, for Ω †1
Simlarly, we have Ω †1
Proof. If we apply Ω †2
U to u ⊗ w ∈ U ⊗ W and pair the result with w 1 ⊗ u 1 ∈ W ⊗ U , we get
U (u 1 ) = w 1 |u 1 w|u , which is the same result that we get by applying the RHS of (6.6) to u ⊗ w and pairing it with w 1 ⊗ u 1 . This proves that Ω †2 U = Ω † U,W . Similar computations show the remaining identities of part (a).
The four equations (6.8) are equivalent to
where A 1 , A 2 ∈ End U . If we apply the LHS of the first equation in (6.9) to u ⊗ w ∈ U ⊗ W , we get, by (6.6),
On the other hand, if we apply the RHS of the first equation in (6.9) to u ⊗ w, we get
which is the same as (6.10) by the definition (6.4) of adjoint and the first identity of (6.5). Similarly for the second equality in (6.9).
Let V be a vector space of dimension N , with a non-degenerate bilinear form · | · : V × V → F, which is symmetric or skewsymmetric:
(6.11) 6.4) ). By Lemma 6.2 we have
Proof. It is the same as Lemma 6.2 in the special case U = W = V .
Let U and W be vector spaces and let Ψ : U ֒→ V be an injective linear map, and Π : V ։ W be a surjective linear map, with the property that
Then, we have an induced non-degenerate pairing · | · ΨΠ : W × U → F given by
Lemma 6.4. For A ∈ End V , we have
where † in the LHS is w.r.t. the pairing (6.15) between U and W (cf. the third equation in (6.4)), while in the RHS is w.r.t. the bilinear form · | · of V .
Proof. By the definition (6.15) of · | · ΨΠ , and the symmetry condition (6.11), we have
are dual bases as above, we have:
(6.16)
Proof. Pairing the LHS and the RHS of the first equation in (6.16) with u ⊗ v ∈ U ⊗ V , we get, by the completeness identity (6.3),
proving the first equation in (6.16). Similarly, if we pair both sides of (6.16) with
Lemma 6.6. The following identity holds in Hom(V, W ) ⊗ Hom(U, V ): 17) and the following identity holds in Hom(U, V ) ⊗ Hom(V, W ):
Proof. If we apply the LHS of (6.17) to v ⊗ u ∈ V ⊗ U , we get
while if we apply the RHS of (6.17) to v ⊗ u, we get
Hence, equation (6.17) follows by the definition (6.15) of the pairing · | · ΨΠ and by the first equation in (6.16). Next, if we apply the LHS of (6.18) to u ⊗ v ∈ U ⊗ V , we get
while, if we apply the RHS of (6.18) to u ⊗ v, we get
Equation (6.18) follows by the definition (6.15) of the pairing · | · ΨΠ and by the second equation in (6.16).
6.2. The generalized Yangian identity. Let α, β, γ ∈ F. Let R be a unital associative algebra, and let U, W be M -dimensional vector spaces. For β = 0, we also assume, as in Section 6.1, that U and W are endowed with a non-degenerate pairing · | · : W × U → F. As usual, when denoting an element of R ⊗ Hom(W, U ) or of R ⊗ Hom(W, U ) ⊗ Hom(W, U ), we omit the tensor product sign on the first factor, i.e. we treat elements of R as scalars.
, where the vector space V is endowed with a non-degenerate bilinear form · | · if β = 0, which we assume to be symmetric or skewsymmetric, and we let ǫ = +1 and −1 respectively. In this case, the generalized Yangian identity for A(z) reads 
21) where we used the identities (cf. (6.1) and (6.12))
Remark 6.8. For γ = 0, after rescaling α = ᾱ and β = β , we can take the classical limit → 0. The corresponding Poisson bracket {· , ·} = lim →0 1 [· , ·] satisfies:
) . This equation is the "finite" analogue of the generalized Adler identity introduced in [DSKV18] . 
then we have an algebra homomorphism from the twisted Yangian Y (g) to the algebra R.
6.3. The generalized Yangian identity satisfied by the matrix A(z). As in Section 4, let g be a reductive Lie algebra, let ϕ : g → End V be a faithful representation on the N -dimensional vector space V , and let (· | ·) be the associated trace form (4.9) of g, which we assume to be non-degenerate. We denote
where, as in Section 4.1, we let {u i }, {u i } be dual bases of g, and {U i }, {U i } denote the corresponding images in End V . Note that, for g = gl N and V = F N , we have
proving claim (a). Next, we have, by (6.2)
proving claim (b). For claim (c) we have
where, for the second equality, we used Lemma 6.3(b) and the fact that (U i ) † = −U i . Finally, we prove claim (d). By Lemma 6.3(b) and the obvious identity The Lie algebra g = gl(V ) ∼ = gl N has a basis consisting of elementary matrices e (i,h)(j,k) , where (i, h), (j, k) ∈ I (and we denote by E (i,h)(j,k) , where (i, h), (j, k) ∈ I, the same basis when viewed as an element of End(V )).
For any (i, h) ∈ I, we define (i, h) ′ = (r + 1 − i, p + 1 − h) ∈ I. Moreover, we define ǫ (i,h) ∈ {±1}, (i, h) ∈ I, as in one of the following two cases:
Case 1: For every N ≥ 2, we let We define a non-degenerate bilinear form on V as follows:
3)
It is immediate to check from (7.1) and (7.2) that we have v|w = ǫ w|v , v, w ∈ V ,
where ǫ = 1 if we assume ǫ (i,h) as in Case 2 or as in Case 1 for odd N , and ǫ = −1 if we assume ǫ (i,h) as in Case 1 for even N . Let A † denote the adjoint of A ∈ End V with respect to (7.3). Explicitly, in terms of elementary matrices, it is given by:
(E (i,h)(j,k) ) † = ǫ (i,h) ǫ (j,k) E (j,k) ′ (i,h) ′ . From equation (7.7) it follows that the largest ad x-eigenvalue is d = p − 1 and that
Fv (i,p) . (δ i1,i δ h1−1,1 z +f (i1,h1−1),(i1) )(δ i2,i1 δ h2−1,h1 z +f (i2,h2−1),(i1h1) ) . . . . . . (δ is,is−1 δ hs−1,hs−1 z +f (is,hs−1),(is−1,hs−1) )(δ is,j δ p,hs z +f (jp),(ishs) ) .
(7.10)
The RHS of (7.10) is a polynomial in z, hence it uniquely defines elements w ji;k ∈ W (g 
