Abstract-The number of threshold functions of eight variables is counted by ILLIAC II, the computer of the University of Illinois. Sets of optimum weights of majority elements realizing these functions also are investigated. Actually, canonical positive self-dual threshold functions of nine variables are investigated instead of directly investigating threshold functions of eight variables because it is easier to deal with them. The number and optimum weights of threshold functions of eight variables are easily obtained from these functions of nine variables and their realization.
of optimum weights of majority elements realizing these functions also are investigated. Actually, canonical positive self-dual threshold functions of nine variables are investigated instead of directly investigating threshold functions of eight variables because it is easier to deal with them. The number and optimum weights of threshold functions of eight variables are easily obtained from these functions of nine variables and their realization.
First a linear program to minimize the total input weight is considered. Canonical positive self-dual functions of nine variables are generated by modifying Winder's method and tested by the simplex method to find whether or not they are threshold functions. The number of canonical positive self-dual threshold functions of exactly nine variables and the number of all threshold functions of exactly eight variables are 172 958 and 17 494 930 604 032, respectively. It had been an open question whether there exists any completely monotonic function of exactly eight variables which is not a threshold function. But the computational result verified that there was no such function. Unlike the case of threshold functions of seven or fewer variables, there are some threshold functions of exactly eight variables whose extreme optimum weights include fractional numbers. Other properties of these functions are also explored.
Next a linear program to minimize the threshold is considered. The linear program is considerably different from the previous linear program to minimize the total input weight with respect to uniqueness of an optimum solution. The number of threshold functions which have multiple optimum solutions is counted.
Index Terms-Completely monotonic functions, enumeration of threshold functions, linear programming, optimum structure, switching theory, threshold logic.
I. INTRODUCTION
T is an interesting problem to find how many Boolean functions of n variables are actually threshold functions. Threshold functions have been enumerated by a a few authors for n equal to seven or fewer [1] , [2] , [12] . In this paper we enumerate all threshold functions of eight variables and investigate algebraic properties of these functions and sets of optimum structures which realize them. The digital computer of the University of Illinois, ILLIAC II, was used for this study.
Manuscript received February 12, 1968 First a linear program to minimize the total input weight is considered. Properties of optimum weights of threshold functions of eight variables which will be discussed in this paper are quite different from those of seven or fewer variables. For example, functions of seven or fewer variables have only integral and unique optimum weights. But some of the functions of eight variables have fractional optimum weights and some others multiple sets of optimum weights. Whether there are completely monotonic functions which are not threshold functions for eight variables has been an interesting open question, because there is none for seven or fewer variables but there is at least one known for nine variables discovered by Gabelman [9] ; but no such function was found in our enumeration.
Next a linear program to minimize the threshold is considered. This linear program is somewhat different from the one to minimize the total input weight.
These two linear programs and their solutions are discussed in this paper.
For the definition of terminology, see [2] - [4] , [14] , [16] , and [20] .
II. LINEAR PROGRAM TO MINIMIZE
TOTAL INPUT WEIGHT First let us formulate the following linear programming problem [3] , [4] for a positive threshold function of n variables, f(x1, -, x"). Minimize the objective function n, (1) is the total input weight. The minimization of (1) has engineering significance. When it is minimized, the input tolerance and reliability of a majority element are maximized [10] .
Winder [6] showed an important property that if the selfdualized function of a given non-self-dual function f(x1, , x.) is [(n + 1)/3]-monotonic, where [x] is the greatest integer which is not greater than x, f is completely monotonic. This can be easily strengthened into the necessary and sufficient condition, which Winder apparently knew but did not state. This condition is useful for finding whether a given threshold function of n variables is completely monotonic, by examining whether the self-dualized function is [(n + 1)/3 ]-monotonic. We make use of this property.
When we solve the linear program (1)- (4), it is desirable to eliminate unnecessary extremal inequalities before solving by the simplex method. Two elimination methods based on extrinsic extremal vectors of a function were explored. When a function is individually given, some of the extremal inequalities in (3) and (4) can be eliminated by these two elimination methods and then the linear program (1)- (4) can be solved with fewer inequalities.
When all functions of a certain specified number of variables are to be generated and the linear programs for them are to be solved, different approaches might be appropriate. Winder [2] devised an efficient method of generating extremal inequalities for canonical positive self-dual functions. In our enumeration of threshold functions of eight variables, or equivalently canonical positive self-dual functions of nine variables, we adopted Winder's generation method to generate the extremal inequalities for twomonotonic functions which are candidates for threshold functions. His generation method, however, eliminates some of the inequalities which can be eliminated by the above two elimination methods but not all of them (this incomplete elimination was due to Winder's treating x1 differently from other variables in his generation method), although a majority of inequalities which can be eliminated by two-monotonicity are eliminated in Winder's generation method. (Any inequalities which can be eliminated by three-or-more-monotonicity are not eliminated.) In our computer program, we eliminate further inequalities by one of the above two elimination methods after using Winder's generation method since it is easy to incorporate.
The variables of each canonical two-monotonic positive self-dual function generated are ordered as (7) is redundant in terms of (6) and other extremal inequalities, in other words, when we can prove by using (6) and other extremal inequalities that the left side of (7) is not smaller than 1, the extremal inequality (7) may be eliminated. The extremal n-tuples generated by Winder's method do not include the extremal n-tuples which are redundant in terms of the inequalities (6) of w2, , w", but do include redundant ones in terms of the inequalities with w1. The elimination of these redundant ones takes little computer time but reduction of computer time for the linear programming due to this elimination is significant. under the constraints (8) (w._ 1-w.) 2 , w. 2 (9) and the extremal inequalities left after the above elimination method,
(j= 1,2, ,r). (10) As pointed out by Winder [2] , taking the differences (wi-wi+ 1) as the unknowns will make the number of itera- n .
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nly j=1 k k=l J (13) At this stage some of the inequalities of (13) can be eliminated, reducing the size of the linear program further. (According to the literature this elimination scheme has not been used before.)
Then the dual linear program of (1 1)- (13) is solved by the simplex method. The advantage of dealing with the dual linear program is the immediate availability of the initial feasible solution without introduction of artificial variables.
We exhausted all extreme solutions in order to get all optimum solutions. The last tableau is examined to determine whether there is a symptom for multiple extreme optimum solutions, according to the method suggested by Gomory as reported in [10] .
III. COMPUTATIONAL RESULTS First, 319 124 canonical two-monotonic positive self-dual functions were generated. We then solved the same number of linear programs. 175 428 of them turned out to be threshold functions and the remaining 143 696 to be nonthreshold functions. By our modification of Winder's generation, we had a total of 1 898 947 extremal inequalities for threshold functions (3 477 178 extremal inequalities for all generated functions). This means that each threshold function on the average had 10.8 extremal inequalities. (Each of all generated functions had an average of 10.9 extremal inequalities.) The maximum number of extremal inequalities for a threshold function was 23.
Since a large number of linear programs had to be solved, the computer program for the simplex method had to be fast. Special features of ILLIAC II were used [8] .
The statistics of the number of threshold functions and other types of functions are shown in Table I The values of (l/n2) log2 Rn from the figures in Table I are computed in Table II . The value reaches a minimum at n = 5 and increases again for larger n. We enumerated also the symmetry types of canonical positive self-dual threshold functions, i.e., how many sets of symmetrical variables each of the canonical positive selfdual threshold functions has, and then their numbers.
A set of optimum weights which includes the maximum w°was 42, 22, 18, 15, 13, 10, 8, 4, 3. A set of optimum weights which includes the maximum Table III with the average size for each weight. For functions which had multiple extreme optimum solutions, average optimum weights were used (i.e., since all these functions had only two extreme optimum solutions, the optimum weights at the midpoint were added).
Twelve canonical positive self-dual threshold functions of exactly nine variables were discovered to have multiple extreme optimum solutions, though none of those of eight or fewer variables had multiple solutions. These are listed in Table IV . Each function has only a single pair of symmetrical variables whose weights are encircled. If encircled weights are interchanged, the other extreme optimum solution is obtained.
Two functions were discovered to have an extreme optimum solution which included fractional weights. Both solutions were unique extreme optimum ones. These are shown in Table V . When a function has multiple extreme optimum solutions of integral weights, we may have an extreme optimum solution having fractional weights in the last tableau which were not originally extreme solutions but were brought in by the constraints (6). Of course, such solutions were not counted.
Each time we discovered a set of optimum weights for a generated canonical positive self-dual threshold function of up to nine variables, we counted how many of the extremal inequalities used for the primal linear program are satisfied by equality by the solution and how many by strict inequality.
The maximum number of inequalities which are satisfied by strict inequality by an optimum solution was ten. Six functions were found to have this number of ten strict inequalities. But some of these strict inequalities can be eliminated as the inequalities corresponding to extrinsic prime implicants. In this sense these are interesting functions. Let us discuss one ofthese six functions as an example.
The self-dual threshold function expressed by the following optimum weights (unique optimum solution) 23, 17, 15, 13, 1 1, 9, 7, 5, 3 (T= 52) has 47 prime implicants, 35 of which are extrinsic and 12 of which are intrinsic. By elimination of inequalities, 20 extremal inequalities are left in the primal linear program and the corresponding dual linear program is solved by the simplex method. By the optimum solution obtained, ten of these inequalities are satisfied by equality and the remaining ten by strict inequality. However, eight of these ten strict inequalities can be eliminated as the inequalities corresponding to extrinsic prime implicants but the remaining two strict inequalities correspond to intrinsic prime implicants.
There was no three-monotonic self-dual function of exactly nine variables which was not a threshold function. wThis means Note that the 7th, 8th, and the last four rows are for n + 1 variables instead of for n variables. [7] .
Computation time of our computer program was approximately ten hours on ILLIAC II. It includes time for auxiliary error-checking programs and intermediate printings.
IV. LINEAR PROGRAM TO MINIMIZE A THRESHOLD
In this section, the linear program to minimize a threshold is discussed.
Let us define a linear program corresponding to the threshold expression as follows.
Minimize T (14) under the constraints wi 2 0 (i = 1, 2, -, n), (15) 32, 32, 30, 18, 18, 12, 12 113, 9,7, 7,6, 4, 4,(3 for f(x(1), ,x(j)) = O (17) for a positive function f. Minimization of T has some engineering motivation [10] . It gives maximization of input tolerance.(revision of the proof of this in [10] will be given elsewhere), yielding more reliable operation of threshold elements. The inequalities (16) and (17) are called a normalized system of inequalities in threshold expression. Note that the inequalities in majority expression (3) and (4) can be converted into (16) and (17), respectively, by the conversion formula w040 = E wi + 1 -2T i= 1 (18) and vice versa. The objective function (14) is equivalent to (3) by (18) , when c0 = -*1 or w, = 0, but they are different when o-+1. In other words, the linear program to minimize ZD=0 wi of (1H4) is equivalent to the linear program to minimize T of (14H17), if a given function is a minor function or a self-dual function. If the function is a major function, these two linear programs are not equivalent [10] . Actually they have different solutions for some major functions. A computer program was written for investigating how many of (M(n) -S(n)) of Table VI have different optimum structures in threshold expression from those in majority expression. The number of the interesting functions of eight variables, 1 320 966, is unfortunately too big to handle. So our investigation was limited only to the case of the functions of seven or fewer variables.
The linear programs to minimize T, (14)- (17), were formulated for all canonical positive major threshold functions of seven or fewer variables except those with single literal prime implicants. After solving these linear programs by simplex method, it was checked whether the optimum solution (w°, , wo; 1°) obtained in the last tableau was identical to the optimum solution (w°, , w°, w°CO) of the linear program of (1)-(4), by the conversion formula (18) .
As was seen in Table VI , 3 (4 variables), 27 (5 variables), 398 (6 variables), and 13 080 (7 variables) major functions were actually investigated to find whether they have different structures in threshold expression and majority expression. Table VII shows the result of this investigation.
A total of 320 functions of seven or fewer variables were found which do not have single literal prime implicants and which have a different optimum structure in threshold expression from an optimum structure in majority expression. All of those structures have the following properties: 1) multiple and bounded; 2) one of the extreme optimum 
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* All functions of types 3, 7, and 8 in Table IX are shown here. solutions agrees with the structure derived from the optimal majority structure, by the conversion formula (18 Table X has w1 which may be any number between 10 and 11 but the threshold is not related in a way as in type 1. Table X shows some examples of functions of the types of Table IX. For types 3, 7, and 8, all functions are shown.
