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We consider a nonlinear periodic problem, driven by the scalar p-Laplacian, with a para-
metric concave term and a Carathéodory perturbation whose potential (primitive) exhibits
a p-superlinear growth near +∞, without satisfying the usual in such cases Ambrosetti–
Rabinowitz condition. Using critical point theory and truncation techniques, we prove a
bifurcation-type theorem describing the nonexistence, existence and multiplicity of posi-
tive solutions as the parameter varies.
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1. Introduction
In this paper we study the following parametric periodic problem driven by the scalar p-Laplacian{
−(∣∣u′(t)∣∣p−2u′(t))′ = λ∣∣u(t)∣∣q−2u(t) + f (t,u(t)) a.e. on T := [0,b],
u(0) = u(b), u′(0) = u′(b), 1 < q < p < ∞, λ > 0, u > 0. (Pλ)
Here λ|x|q−2x is a parametric term which is (p − 1)-sublinear (since 1 < q < p), and in the literature is usually called a
concave term (the terminology having its origins in the semilinear case p = 2). Also f (t, x) is a Carathéodory perturbation
(i.e., for all x ∈ R, t → f (t, x) is measurable and for a.a. t ∈ T , x → f (t, x) is continuous). For this perturbation we assume
that x → f (t, x) exhibits a (p − 1)-superlinear growth near +∞, but we do not employ the usual in such cases Ambrosetti–
Rabinowitz condition (the AR-condition for short). Instead, we use a more general condition, which incorporates in our
framework of analysis, functions with much slower growth near +∞. So, we see that in problem (Pλ) we have the combined
effects of concave and convex terms (the latter being the (p − 1)-superlinear perturbation).
Such problems were investigated for Dirichlet elliptic equations by Ambrosetti, Brezis and Cerami [4] (semilinear equa-
tions, p = 2), Garcia Azorero, Manfredi and Peral Alonso [9], Guo and Zhang [12] and Filippakis and Papageorgiou [8]
(nonlinear equations 1 < p < ∞). With the exception of Filippakis and Papageorgiou [8], the other works deal with a right-
hand side which has the particular form λxq−1 + xr−1, x 0, 1 < q < p < r.
Our goal in this paper is to establish the nonexistence, existence and multiplicity of positive solutions for problem (Pλ)
as the parameter λ varies. So, we prove a bifurcation-type result, establishing the existence of a critical parameter value
λ∗ > 0 such that for all λ ∈ (0, λ∗), the problem (Pλ) has at least two positive solutions, for λ = λ∗ , it has at least one
positive solution and for all λ > λ∗ the problem (Pλ) has no positive solutions.
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Morse theoretical tools, we established the existence of a parameter value λ∗ > 0 such that for λ ∈ (0, λ∗), problem (Pλ)
has at least three nontrivial solutions but without determining their sign.
Three nontrivial solutions (with one of them positive) were also produced by Gasinski and Papageorgiou [11] when the
reaction term f on the right-hand side of the equation (Pλ) is (p − 1)-superlinear and without any concave term present.
In the literature, most of the multiplicity results for equations driven by the scalar p-Laplacian were proved for Dirich-
let or Sturm–Liouville boundary value problems. We mention the works of Ben Naoum and De Coster [5], De Coster [7],
Manasevich, Njoku and Zanolin [15], Njoku and Zanolin [16] and Wang [19]. See also [14,17]. Multiple positive solutions for
the periodic scalar p-Laplacian were obtained recently by Hu and Papageorgiou [13] for a nonparametric equation with no
concave terms and a (p − 1)-linear reaction.
Our approach is variational, based on the critical point theory, and also uses suitable truncation techniques.
2. Preliminaries
Let (X,‖.‖) be a Banach space and (X∗,‖.‖∗) its topological dual. By 〈.,.〉 we denote the duality brackets for the pair
(X∗, X).
Suppose that ϕ ∈ C1(X). A real number c is said to be a critical value of ϕ if there exists x∗ ∈ X such that ϕ′(x∗) = 0
and ϕ(x∗) = c.
We say that the functional ϕ satisﬁes the Cerami condition (the C-condition for short), if the following is true:
every sequence {un}n1 ⊆ X such that {ϕ(un)}n1 is bounded in R and(
1+ ‖un‖
)
ϕ′(un) → 0 in X∗ as n → ∞
admits a strongly convergent subsequence.
Using this compactness-type condition on ϕ , we have the following minimax characterization of certain critical values
of ϕ . This result is known in the literature as the mountain pass theorem.
Theorem 1. If (X,‖.‖) is a Banach space, ϕ ∈ C1(X) and satisﬁes the C-condition, u0,u1 ∈ X, r > 0, ‖u1 − u0‖ > r,
max
{
ϕ(u0),ϕ(u1)
}
< inf
{
ϕ(u): ‖u − u0‖ = r
}= ηr,
Γ = {γ ∈ C([0,1], X): γ (0) = u0, γ (1) = u1} and
c = inf
γ∈Γ maxt∈[0,1]ϕ
(
γ (t)
)
,
then c  ηr and c is a critical value of ϕ .
In the study of problem (Pλ) we shall use the following two spaces:
W 1,pper (0,b) =
{
u ∈ W 1,p(0,b): u(0) = u(b)},
and
Ĉ1(T ) = {u ∈ C1(T ): u(0) = u(b)}= C1(T ) ∩ W 1,pper (0,b).
Recall that W 1,pper (0,b) is embedded continuously (in fact compactly) in C(T ). Therefore the evaluations at t = 0 and t = b
in the deﬁnition of W 1,pper (0,b) make sense. The space Ĉ1(T ) is an ordered Banach space with positive cone
Ĉ+ =
{
u ∈ C1(T ): u(t) 0 for all t ∈ T }.
This cone has nonempty interior given by
int Ĉ+ =
{
u ∈ C1(T ): u(t) > 0 for all t ∈ T }.
The standard norm in W 1,pper (0,b) will be denoted by ‖.‖. We will also use ‖.‖p to designate the norm of Lp(T ), 1 p < ∞.
The following auxiliary result holds (see, e.g., [1, Proposition 7]):
Lemma 1. If β ∈ L1(T ), β(t) 0 a.e. on T , β = 0, then there exists ξ0 > 0 such that
∥∥u′∥∥pp +
b∫
0
β(t)
∣∣u(t)∣∣p dt  ξ0‖u‖p for all u ∈ W 1,pper (0,b).
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〈
A(u), y
〉= b∫
0
∣∣u′(t)∣∣p−2u′(t)y′(t)dt for all u, y ∈ W 1,pper (0,b). (2.1)
Hereafter by 〈.,.〉 we denote the duality brackets for the pair (W 1,pper (0,b)∗,W 1,pper (0,b)). We will also use w−→ to designate
the weak convergence.
The properties of A are summarized below (cf., e.g., [1]):
Proposition 1. If A : W 1,pper (0,b) → W 1,pper (0,b)∗ is the nonlinear map deﬁned by (2.1), then A is continuous, bounded (i.e., maps
bounded sets to bounded sets), strictly monotone (hence maximal monotone too) and of type (S)+ (i.e., if {xn}n1 ⊆ W 1,pper (0,b) is
such that xn
w−→ x in W 1,pper (0,b) and
limsup
n→∞
〈
A(xn), xn − x
〉
 0,
then xn → x in W 1,pper (0,b) as n → ∞).
Finally, for a given u ∈ W 1,pper (0,b), we will use the standard notation u± = max{±u,0}, with
u = u+ − u−.
3. Nonexistence, existence and multiplicity of positive solutions
The hypotheses on the perturbation f (t, x) are the following:
(H) f : T × R →R is a Carathéodory function such that f (t,0) = 0 for a.a. t ∈ T , and:
(i) for almost all t ∈ T and all x ∈ R∣∣ f (t, x)∣∣ a(t) + c|x|r−1 with a ∈ L1(T )+, c > 0 and p < r < ∞;
(ii) if F (t, x) = ∫ x0 f (t, s)ds, then
lim
x→∞
F (t, x)
xp
= +∞ uniformly for a.a. t ∈ T
and there exist μ > max{r − p,q} and β0 > 0 such that
β0  lim inf
x→+∞
f (t, x)x− pF (t, x)
xμ
uniformly for a.a. t ∈ T ; (3.1)
(iii) there exist θ, θˆ ∈ L1(T ) with θˆ (t) θ(t) 0 a.e. on T , such that
θˆ (t) lim inf
x→0+
f (t, x)
xp−1
 limsup
x→0+
f (t, x)
xp−1
 θ(t)
uniformly for a.a. t ∈ T ;
(iv) for every η > 0 there exists ξη > 0 such that for a.a. t ∈ T ,
x → f (t, x) + ξηxp−1 is nondecreasing on [0,∞).
Remark. Since we are seeking positive solutions and hypotheses (H)(ii), (iii), (iv) concern only the positive semiaxis R+ =
[0,+∞), by truncating f (t, .) if necessary, we may (and we will) assume that f (t, x) = 0 for a.a. t ∈ T and all x  0.
Hypothesis (H)(ii) implies that for a.a. t ∈ T , F (t, .) is p-superlinear. This is the case if, in particular, f (t, .) is (p − 1)-
superlinear, i.e., limx→∞ f (t,x)xp−1 = +∞ uniformly for a.a. t ∈ T . Usually, in the literature, superlinear problems are treated
using the AR-condition. This condition states that there exist τ > p and M > 0 such that
0 < τ F (t, x) f (t, x)x for a.a. t ∈ T , all x M (3.2)
(here we present the unilateral AR-condition, since f (t, x) = 0 for a.a. t ∈ T , and all x 0). Integrating (3.2), we obtain the
following weaker condition
C1x
τ  F (t, x) for a.a. t ∈ T , all x M and some C1 > 0. (3.3)
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lim
x→+∞
F (t, x)
xp
= +∞ uniformly for a.a. t ∈ T . (3.4)
In the current work we employ (3.4) and (3.1). Together they are weaker than the AR-condition and permit the consideration
of potential functions F (t, x) which exhibit much slower growth near +∞.
Examples. The following functions satisfy hypotheses (H) (for the sake of simplicity, we drop the t-dependence):
f1(x) =
⎧⎨⎩
0 if x < 0,
xr−1 − Cxp−1 if 0 x 1,
(1− C)xr−1 if x > 1,
with C ∈ (0,1), 1 < p < r, and
f2(x) =
⎧⎨⎩
0 if x < 0,
−xp−1 if 0 x 1,
xp−1(ln x+ 1p ) − p+1p xη−1 if x > 1,
with 1 < η p.
Note that f1 satisﬁes the AR-condition (see (3.2)), but f2 does not.
Our goal is to prove the following bifurcation-type result for the problem (Pλ):
Theorem 2. If hypotheses (H) hold then there exists λ∗ > 0 such that
(a) for all λ ∈ (0, λ∗), problem (Pλ) has at least two positive solutions u0 , uˆ ∈ int Ĉ+ , u0  uˆ, u0 = uˆ;
(b) for λ = λ∗ , problem (Pλ∗ ) has at least one positive solution u∗ ∈ int Ĉ+;
(c) for λ > λ∗ , problem (Pλ) has no positive solution.
The proof of Theorem 2 will be accomplished via a series of propositions.
We introduce the following truncation–perturbation of the reaction term of problem (Pλ):
gλ(t, x) =
{
0 if x 0,
λxq−1 + f (t, x) + xp−1 if x > 0. (3.5)
Clearly this is a Carathéodory function. We set
Gλ(t, x) =
x∫
0
gλ(t, s)ds
and consider the C1-functional ϕˆλ : W 1,pper (0,b) → R deﬁned by
ϕˆλ(u) = 1
p
∥∥u′∥∥pp + 1p ‖u‖pp −
b∫
0
Gλ
(
t,u(t)
)
dt for all u ∈ W 1,pper (0,b).
Proposition 2. If hypotheses (H) hold and λ > 0, then ϕˆλ satisﬁes the C-condition.
Proof. Let {un}n1 be a sequence in W 1,pper (0,b) such that∣∣ϕˆλ(un)∣∣ M1 for some M1 > 0, all n 1 (3.6)
and (
1+ ‖un‖
)
ϕˆ′λ(un) → 0 in W 1,pper (0,b)∗ as n → ∞. (3.7)
From (3.7), we have∣∣∣∣∣〈A(un),h〉+
b∫
|un|p−2unhdt −
b∫
gλ(t,un)hdt
∣∣∣∣∣ εn‖h‖1+ ‖un‖ for all h ∈ W , with εn → 0+. (3.8)
0 0
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hence
u−n → 0 in W 1,pper (0,b) as n → ∞. (3.9)
Next in (3.8), we choose h = u+n ∈ W 1,pper (0,b) and obtain
−∥∥(u+n )′∥∥pp + λ∥∥u+n ∥∥qq +
b∫
0
f
(
t,u+n (t)
)
u+n (t)dt  εn for all n 1 (3.10)
(see (3.5)). On the other hand, from (3.6) and (3.9) we have
∥∥(u+n )′∥∥pp − λpq ∥∥u+n ∥∥qq −
b∫
0
pF
(
t,u+n (t)
)
dt  M2 for some M2 > 0, all n 1. (3.11)
We add (3.10) and (3.11) and arrive at
b∫
0
[
f
(
t,u+n (t)
)
u+n (t) − pF
(
t,u+n (t)
)]
dt  M3 + λ
(
p
q
− 1
)∥∥u+n ∥∥qq for some M3 > 0, all n 1. (3.12)
By virtue of (H)(ii), we can ﬁnd β1 ∈ (0, β0) and M4 > 0 such that
β1x
μ  f (t, x)x− pF (t, x) for a.a. t ∈ T , all x M4. (3.13)
On the other hand, hypothesis (H)(i) implies that∣∣ f (t, x)x− pF (t, x)∣∣ a1(t) for a.a. t ∈ T , all 0 x M4 (3.14)
with a1 ∈ L1(T )+ . Combining (3.13) and (3.14), we obtain
β1x
μ − a2(t) f (t, x)x− pF (t, x) for a.a. t ∈ T , all x 0 (3.15)
with a2 ∈ L1(T )+ . We return to (3.12) and use (3.15). Then
β1
∥∥u+n ∥∥μμ  M5 + λ( pq − 1
)∥∥u+n ∥∥qq for all n 1, with M5 = M4 + ‖a2‖1,
hence {
u+n
}
n∈N ⊂ Lμ(T ) is bounded (recall that p > q and μ > q). (3.16)
It is clear that without any loss of generality we may assume that μ r < ∞. So, we can ﬁnd t ∈ [0,1) such that
1
r
= 1− t
μ
. (3.17)
Invoking the interpolation inequality (see, for example, Gasinski and Papageorgiou [10, p. 905]), we have∥∥u+n ∥∥r  ∥∥u+n ∥∥1−tμ ∥∥u+n ∥∥t∞,
hence ∥∥u+n ∥∥rr  M6∥∥u+n ∥∥tr∞ for some M6 > 0, all n 1 (see (3.16)). (3.18)
By virtue of hypothesis (H)(i) we have∣∣ f (t, x)x∣∣ a(t)|x| + C |x|r for a.a. t ∈ T , all x ∈ R. (3.19)
In (3.8) we choose h = u+n ∈ W 1,pper (0,b) and obtain
∥∥(u+n )′∥∥pp − λ∥∥u+n ∥∥qq −
b∫
f
(
t,u+n (t)
)
u+n (t)dt  εn for all n 1
(
see (3.5)
)
,0
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 M7
(
1+ λ∥∥u+n ∥∥q + ∥∥u+n ∥∥+ ∥∥u+n ∥∥tr) for some M7 > 0, all n 1,
therefore (see (3.16))∥∥(u+n )′∥∥pp + ∥∥u+n ∥∥pμ  M8(1+ λ∥∥u+n ∥∥q + ∥∥u+n ∥∥+ ∥∥u+n ∥∥tr) for some M8 > 0, all n 1. (3.20)
Recall that u → ‖u′‖p + ‖u‖μ is an equivalent norm for the Sobolev space W 1,pper (0,b) (see, for example, Gasinski and
Papageorgiou [10, p. 227]). So, from (3.20) we infer that∥∥u+n ∥∥p  M9(1+ λ∥∥u+n ∥∥q + ∥∥u+n ∥∥+ ∥∥u+n ∥∥tr) for some M9 > 0, all n 1. (3.21)
But we know that q < p, 1 < p and tr = r − μ < p (see hypothesis (H)(ii)). Therefore from (3.21) we conclude that{
u+n
}
n∈N ⊂ W 1,pper (0,b) is bounded,
hence {
u+n
}
n∈N ⊂ W 1,pper (0,b) is bounded
(
see (3.9)
)
.
Hence we may assume that
un
w−→ u in W 1,pper (0,b) and un → u in C(T ) as n → ∞. (3.22)
In (3.8) we choose h = un − u ∈ W 1,pper (0,b). We have∣∣∣∣∣〈A(un),un − u〉+
b∫
0
|un|p−2un(un − u)dt −
b∫
0
gλ(t,un)(un − u)dt
∣∣∣∣∣ ε′n with ε′n → 0+. (3.23)
Because of (3.22) we have
b∫
0
|un|p−2un(un − u)dt → 0 and
b∫
0
gλ(t,un)(un − u)dt → 0 as n → ∞.
So, if in (3.23) we pass to the limit as n → ∞, then
lim
n→∞
〈
A(un),un − u
〉= 0,
hence
un → u in W 1,pper (0,b) (see Proposition 1),
therefore ϕˆλ satisﬁes the C-condition. 
In order to eventually use the mountain pass theorem (see Theorem 1), we need to verify the corresponding geometry.
The next proposition is a crucial step in this direction.
Proposition 3. If hypotheses (H) hold, then there exists λˆ > 0 such that for all λ ∈ (0, λˆ), we can ﬁnd ρλ > 0 for which we have
inf
{
ϕˆλ(u): ‖u‖ = ρλ
}= mˆλ > 0.
Proof. By virtue of hypotheses (H)(i) and (iii), given ε > 0, we can ﬁnd aε ∈ L1(T )+ such that
f (t, x)
(
θ(t) + ε)xp−1 + aε(t)xr−1 for a.a. t ∈ T , all x 0,
hence
F (t, x) θ(t) + ε xp + aε(t) xr for a.a. t ∈ T , all x 0. (3.24)
p r
872 S. Aizicovici et al. / J. Math. Anal. Appl. 381 (2011) 866–883Then for all u ∈ W 1,pper (0,b), we have
ϕˆλ(u) = 1
p
∥∥u′∥∥pp + 1p ∥∥u−∥∥pp − λq ∥∥u+∥∥qq −
b∫
0
F
(
t,u+
)
dt
 1
p
∥∥(u+)′∥∥pp − 1p
b∫
0
θ
(
u+
)p
dt − ε
p
∥∥u+∥∥p + 1
p
∥∥u−∥∥p − 1
r
b∫
0
aε
(
u+
)r
dt − λ
q
∥∥u+∥∥qq
 ξ0 − ε
p
∥∥u+∥∥p + 1
p
∥∥u−∥∥p − C1
r
‖u‖r − λC2
q
‖u‖q for some C1,C2 > 0 (3.25)
(see Lemma 1). Choosing ε ∈ (0, ξ0), from (3.25) we obtain
ϕˆλ(u) C3‖u‖p − C1
r
‖u‖r − λC2
q
‖u‖q
=
[
C3 −
(
C1
r
‖u‖r−p + λC2
q
‖u‖q−p
)]
‖u‖p for some C3 > 0. (3.26)
We consider the function
σ(t) = C1
r
tr−p + λC2
q
tq−p for t > 0.
Evidently σ(.) is a C1-function on (0,+∞). Moreover, since q < p < r, we have
lim
t→+∞σ(t) = limt→0+ σ(t) = +∞.
Therefore, we can ﬁnd t0 > 0 such that
σ(t0) = min
{
σ(t): t > 0
}
.
Then we have
σ ′(t0) = (r − p)C1
r
tr−p−10 + (q − p)
λC2
q
tq−p−10 = 0,
hence
(r − p)C1
r
tr−q0 = (p − q)
λC2
q
,
therefore
t0(λ) =
[
(p − q)rλC2
(r − p)qC1
] 1
r−q
. (3.27)
We see that t0(λ) → 0+ as λ → 0+ . From the deﬁnition of σ(.) and (3.27), we infer that
σ
(
t0(λ)
)→ 0+ as λ → 0+
and so, we can ﬁnd λˆ > 0 such that for all λ ∈ (0, λˆ) we have σ(t0(λ)) < C3, hence
ϕˆλ(u) mˆλ > 0 for all u ∈ W 1,pper (0,b) with ‖u‖ = ρλ = t0(λ) > 0
(see (3.26)). 
With the next proposition we complete the veriﬁcation of the mountain pass geometry.
Proposition 4. If hypotheses (H) hold, u ∈ Ĉ+ \ {0} with ‖u‖p = 1 and λ > 0, then
ϕˆλ(τu) → −∞ as τ → +∞.
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F (t, x) ξ
p
xp − aˆ(t) for a.a. t ∈ T , all x 0. (3.28)
Then, for all u ∈ Ĉ+ \ {0} with ‖u‖p = 1 and τ > 0, we have
F
(
t, τu(t)
)
 ξτ
p
p
u(t)p − aˆ(t) (see (3.28)),
hence
F (t, τu(t))
τ p
 ξ
p
u(t)p − aˆ(t)
τ p
for a.a. t ∈ T ,
therefore
b∫
0
F (t, τu(t))
τ p
dt  ξ
p
− ‖aˆ‖1
τ p
for a.a. t ∈ T
(recall that ‖u‖p = 1). Then
lim inf
τ→+∞
b∫
0
F (t, τu(t))
τ p
dt  ξ
p
.
Since ξ > 0 is arbitrary, we let ξ → +∞ to conclude that
lim
τ→+∞
b∫
0
F (t, τu(t))
τ p
dt = +∞. (3.29)
Since u ∈ Ĉ+ \ {0}, using (3.5), we have
ϕˆλ(τu) = τ
p
p
∥∥u′∥∥pp − λτ qq ‖u‖qq −
b∫
0
F
(
t, τu(t)
)
dt,
hence
ϕˆλ(τu)
τ p
= 1
p
∥∥u′∥∥pp − λqτ p−q ‖u‖qq −
b∫
0
F (t, τu(t))
τ p
dt,
therefore
ϕˆλ(τu)
τ p
→ −∞ as τ → +∞ (see (3.29) and recall that q < p)
and we conclude that
ϕˆλ(τu) → −∞ as τ → +∞.
Let
S = {λ > 0: problem (Pλ) has a positive solution}.
Note that if λ ∈ S and u is a positive solution of (Pλ), then u ∈ Ĉ+ \ {0} and for η = ‖u‖∞ , let ξη > 0 be the constant
postulated by hypothesis (H)(iv). Then
−(∣∣u′(t)∣∣p−2u′(t))′ + ξηu(t)p−1  f (t,u(t))+ ξηu(t)p−1  0 a.e. on T ,
hence (∣∣u′(t)∣∣p−2u′(t))′  ξηu(t)p−1 a.e. on T ,
therefore u ∈ int Ĉ+ (see Vazquez [18]). Consequently, for every λ ∈ S the corresponding positive solutions of the problem
(Pλ) belong to int Ĉ+ . 
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Proof. Let λˆ > 0 be as in Proposition 3 and let λ ∈ (0, λˆ). Then Propositions 2, 3 and 4 enable us to apply Theorem 1 (the
mountain pass theorem) and obtain u ∈ W 1,pper (0,b) such that
ϕˆλ(0) = 0 < mˆλ  ϕˆλ(u) (see Proposition 3) (3.30)
and
ϕˆ′λ(u) = 0. (3.31)
From (3.30) we see that u = 0, while from (3.31) we have
A(u) + |u|p−2u = Ngλ (u), where Ngλ (y)(.) = gλ
(
., y(.)
)
for all y ∈ W 1,pper (0,b). (3.32)
On (3.32) we act with −u− ∈ W 1,pper (0,b). Using (3.5) we obtain∥∥(u−)′∥∥pp + ∥∥u−∥∥pp = 0
hence
u  0, u = 0.
Therefore (3.32) becomes
A(u) = λuq−1 + N f (u), where N f (y)(.) = f
(
., y(.)
)
for all y ∈ W 1,pper (0,b),
hence {
−(∣∣u′(t)∣∣p−2u′(t))′ = λu(t)q−1 + f (t,u(t)) a.e. on T ,
u(0) = u(b), u′(0) = u′(b),
therefore u ∈ int Ĉ+ is a solution of (Pλ), i.e., S = ∅ and (0, λˆ) ⊂ S . 
Let
λ∗ = supS.
By virtue of Proposition 5, it follows that λ∗ > 0.
Proposition 6. If hypotheses (H) hold, then λ∗ < +∞.
Proof. Hypotheses (H)(i), (ii), (iv) imply that we can ﬁnd λ > 0 large such that
λxq−1 + f (t, x) 0 for a.a. t ∈ T and all x 0. (3.33)
Let λ > λ and suppose that λ ∈ S . Then we know that problem (Pλ) has a solution u ∈ int Ĉ+ . Let uˆ0 ∈ int Ĉ+ be the
Lp-normalized principal eigenfunction of the negative periodic scalar p-Laplacian. It is well known that
uˆ0(t) = 1
b
1
p
for all t ∈ T .
Let
R := {τ > 0: τ uˆ0  u}.
Since u ∈ int Ĉ+ , we see that R = ∅. Let
τ ∗ := supR.
Clearly τ ∗ < ∞. Then
τ ∗uˆ0  u. (3.34)
Let
mu := minu > 0 (since u ∈ int Ĉ+)
T
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uδ := u − δ ∈ int Ĉ+.
Also set η = ‖u‖∞ and let ξη > 0 be as postulated by hypothesis (H)(iv). Then
−(∣∣u′δ(t)∣∣p−2u′δ(t))′ + ξηup−1δ
= −(∣∣u′(t)∣∣p−2u′(t))′ + ξηup−1 − γ (δ) with γ (δ) → 0+ as δ → 0+
= λuq−1 + f (t,u) + ξηup−1 − γ (δ)
 λuq−1 + f (t,u) + ξηup−1 + (λ − λ)mu − γ (δ) (since λ > λ)
 ξηup−1 for all δ > 0 small
(
see (3.33), note that (λ − λ)mu > 0 and recall that γ (δ) → 0+ as δ → 0+
)
 ξη
(
τ ∗uˆ0
)p−1 (
see (3.34)
)
,
hence
uδ  τ ∗uˆ0 for δ > 0 small
(see Damascelli [6]), therefore
u − τ ∗uˆ0 ∈ int Ĉ+,
which contradicts the maximality of τ ∗ . This proves that if λ > λ, then λ /∈ S and so, λ∗ = supS  λ < ∞. 
Next we show that if λ ∈ (0, λ∗), then problem (Pλ) admits at least two positive solutions. In particular, every λ ∈ (0, λ∗)
belongs to S , and so S is an interval.
Proposition 7. If hypotheses (H) hold and λ ∈ (0, λ∗), then problem (Pλ) has at least two positive solutions u0 , uˆ ∈ int Ĉ+ , u0  uˆ,
u0 = uˆ.
Proof. Let μ ∈ (λ,λ∗) ∩ S . Then we can ﬁnd uμ ∈ int Ĉ+ which solves problem (Pμ). We have
−(∣∣u′μ∣∣p−2u′μ)′ = μup−1μ + f (.,uμ) > λuq−1μ + f (.,uμ) a.e. on T . (3.35)
We introduce the following truncation–perturbation of the reaction term in problem (Pμ):
hλ(t, x) =
⎧⎨⎩
0 if x < 0,
λxq−1 + f (t, x) + xp−1 if 0 x uμ(t),
λ(uμ(t))q−1 + f (t,uμ(t)) + (uμ(t))p−1 if uμ(t) < x.
(3.36)
This is a Carathéodory function. We set
Hλ(t, x) =
x∫
0
hλ(t, s)ds
and deﬁne the C1-functional ψλ : W 1,pper (0,b) → R by
ψλ(u) = 1
p
∥∥u′∥∥pp + 1p ‖u‖pp −
b∫
0
Hλ
(
t,u(t)
)
dt, for all u ∈ W 1,pper (0,b).
From (3.36) it is clear that ψλ is coercive, and using the compact embedding of W
1,p
per (0,b) into C(T ), we can check that ψλ
is sequentially weakly lower semicontinuous. Therefore by the Weierstrass theorem, we can ﬁnd u0 ∈ W 1,pper (0,b) such that
ψλ(u0) = inf
{
ψλ(u): u ∈ W 1,pper (0,b)
}=: m˜λ. (3.37)
By virtue of the hypothesis (H)(iii), given ε > 0, we can ﬁnd δ = δ(ε) > 0 with δ ∈ (0,minT uμ) (recall that uμ ∈ int Ĉ+)
such that
F (t, x) 1
(
θˆ (t) − ε)xp for a.a. t ∈ T , all x ∈ [0, δ]. (3.38)p
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τu(t) ∈ [0, δ] for all t ∈ T .
Then
ψλ(τu) = τ
p
p
∥∥u′∥∥pp − λτ qq ‖u‖qq −
b∫
0
F
(
t, τu(t)
)
dt
(
see (3.36)
)
 τ
p
p
∥∥u′∥∥pp + τ pp C4‖u‖p∞ − λτ qq ‖u‖qq for some C4 > 0
 τ
p
p
C5 − λτ
q
q
‖u‖qq for some C5 > 0
(
recall that ‖u‖ = 1)
= τ q
(
τ p−q
p
C5 − λ
q
‖u‖qq
)
,
hence
ψλ(τu) < 0 for τ ∈ (0,1) small (recall that q < p),
therefore
m˜λ = ψλ(u0) < 0 = ψλ(0)
(
see (3.37)
)
and we conclude that
u0 = 0. (3.39)
From (3.37) we have
ψ ′λ(u0) = 0,
hence
A(u0) + |u0|p−2u0 = Nhλ (u0), where Nhλ (u)(.) = hλ
(
.,u(.)
)
for all u ∈ W 1,pper (0,b). (3.40)
On (3.40) we act with −u−0 ∈ W 1,pper (0,b) and obtain∥∥(u−0 )′∥∥pp + ∥∥u−0 ∥∥pp = 0 (see (3.36)),
hence
u0  0, u0 = 0
(
see (3.39)
)
. (3.41)
Next, on (3.40) we act with (u0 − uμ)+ ∈ W 1,pper (0,b) and obtain
〈
A(u0), (u0 − uμ)+
〉+ b∫
0
up−10 (u0 − uμ)+ dt =
b∫
0
hλ(t,uμ)(u0 − uμ)+ dt
=
b∫
0
(
λuq−1μ + f (t,uμ) + up−1μ
)
(u0 − uμ)+ dt
(
see (3.36)
)

〈
A(uμ), (u0 − uμ)+
〉+ b∫
0
up−1μ (u0 − uμ)+ dt
(
see (3.35)
)
,
hence
〈
A(u0) − A(uμ), (u0 − uμ)+
〉+ b∫ (up−10 − up−1μ )(u0 − uμ)+ dt  0,
0
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(u0 − uμ)+ = 0, i.e., u0  uμ. (3.42)
From (3.41) and (3.42) it follows that
u0 ∈ [0,uμ] :=
{
u ∈ W 1,pper (0,b): 0 u(t) uμ(t) a.e. on T
}
and so (3.40) becomes
A(u0) = λuq−10 + N f (u0)
(
see (3.36)
)
,
hence
u0 ∈ int Ĉ+ solves problem (Pλ).
Next using this ﬁrst positive solution of (Pλ), we will produce a second one. To this end, we introduce the following
function
gˆλ(t, x) =
⎧⎨⎩
0 if x < 0,
λxq−1 + f (t, x) + xp−1 if 0 x u0(t),
λ[u0(t)]q−1 + f (t,u0(t)) + [u0(t)]p−1 if u0(t) < x.
(3.43)
This is a Carathéodory function. We set
Gˆλ(t, x) =
x∫
0
gˆλ(t, s)ds
and deﬁne the C1-functional ϕ˜λ : W 1,pper (0,b) → R by
ϕ˜λ(u) = 1
p
∥∥u′∥∥pp + 1p ‖u‖pp −
b∫
0
Gˆλ
(
t,u(t)
)
dt, for all u ∈ W 1,pper (0,b).
We consider ϕ˜λ|[0,uμ] which is coercive and sequentially weakly lower semicontinuous. So, we can ﬁnd u˜ ∈ [0,uμ] such that
ϕ˜λ(u˜) = min
{
ϕ˜λ(u): u ∈ [0,uμ]
}
. (3.44)
Let v ∈ [0,uμ] and deﬁne
ξv(τ ) := ϕ˜λ
(
u˜ + τ (v − u˜)) for all τ ∈ [0,1].
From (3.44) we have
0 (ξv)′(0),
hence
0
〈
A(u˜), v − u˜〉+ b∫
0
u˜p−1(v − u˜)dt −
b∫
0
gˆλ(t, u˜)(v − u˜)dt. (3.45)
Let h ∈ W 1,pper (0,b) and δ > 0. We introduce the following function
v(t) =
⎧⎨⎩
0 if t ∈ {u˜ + δh 0},
u˜(t) + δh(t) if t ∈ {0 < u˜ + δh < uμ},
uμ if t ∈ {uμ  u˜ + δh}.
(3.46)
Evidently v ∈ [0,uμ] and so it can be used as a test function in (3.45). We obtain
0 δ
b∫
0
∣∣u˜′∣∣p−2u˜′h′ dt + δ b∫
0
u˜p−1hdt − δ
b∫
0
gˆλ(t, u˜)hdt
−
∫
{u u˜+δh}
∣∣u′μ∣∣p−2u′μ(u˜ + δh − uμ)′ dt
μ
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{uμu˜+δh}
up−1μ (u˜ + δh − uμ)dt
+
∫
{uμu˜+δh}
gˆλ(t,uμ)(u˜ + δh − uμ)dt
+
∫
{uμu˜+δh}
[
gˆλ(t,uμ) − gˆλ(t, u˜)
]
(uμ − u˜ − δh)dt
+
∫
{u˜+δh0}
gˆλ(t, u˜)(u˜ + δh)dt
−
∫
{u˜+δh0}
∣∣u˜′∣∣p dt − ∫
{u˜+δh0}
u˜p dt
− δ
∫
{u˜+δh0}
∣∣u˜′∣∣p−2u˜′h′ dt − δ ∫
{u˜+δh0}
u˜p−1hdt
+
∫
{uμu˜+δh}
(∣∣u′μ∣∣p−2u′μ − ∣∣u˜′∣∣p−2u˜′)(u˜′ − u′μ)dt
+
∫
{uμu˜+δh}
(
up−1μ − u˜p−1
)
(u˜ − uμ)dt
+ δ
∫
{uμu˜+δh}
(∣∣u′μ∣∣p−2u′μ − ∣∣u˜′∣∣p−2u˜′)h′ dt
+ δ
∫
{uμu˜+δh}
(
up−1μ − u˜p−1
)
hdt. (3.47)
We have
−
∫
{uμu˜+δh}
∣∣u′μ∣∣p−2u′μ(u˜ + δh − uμ)′ dt
−
∫
{uμu˜+δh}
up−1μ (u˜ + δh − uμ)dt
+
∫
{uμu˜+δh}
gˆλ(t,uμ)(u˜ + δh − uμ)dt
= −
∫
{uμu˜+δh}
∣∣u′μ∣∣p−2u′μ(u˜ + δh − uμ)′ dt
+
∫
{uμu˜+δh}
(
λuq−1μ + f (t,uμ)
)
(u˜ + δh − uμ)dt  0
(
see (3.43) and (3.35)
)
. (3.48)
Also from the monotonicity of the function x → |x|p−2x, x ∈ R, we have∫
{uμu˜+δh}
[∣∣u′μ∣∣p−2u′μ − ∣∣u˜′∣∣p−2u˜′](u˜ − uμ) + ∫
{uμu˜+δh}
[
up−1μ − u˜p−1
]
(u˜ − uμ)dt  0. (3.49)
Recall that u˜  uμ . Hence h(t) 0 for all t ∈ {uμ  u˜ + δh}. Using this fact and hypothesis (H)(i) we arrive at∫
{u u˜+δh}
[
gˆλ(t,uμ) − gˆλ(t, u˜)
]
(uμ − u˜ − δh)dt  δ
∫
{u˜<u u˜+δh}
a1hdt with a1 ∈ L1(T )+. (3.50)
μ μ
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{u˜+δh0}
gˆλ(t, u˜)(u˜ + δh)dt −δ
∫
{u˜+δh0<u˜}
a2hdt with a2 ∈ L1(T )+. (3.51)
Finally note that
−
∫
{u˜+δh0}
∣∣u˜′∣∣p dt − ∫
{u˜+δh0}
u˜p dt  0. (3.52)
We return to (3.47) and use (3.48)–(3.52). We obtain
0
b∫
0
∣∣u˜′∣∣p−2u˜′h′ dt + b∫
0
u˜p−1hdt −
b∫
0
gˆλ(t, u˜)hdt
+
∫
{u˜<uμu˜+δh}
a1hdt +
∫
{u˜+δh0<u˜}
a2hdt −
∫
{u˜+δh0<u˜}
∣∣u˜′∣∣p−2u˜′h′ dt
+
∫
{u˜<uμu˜+δh}
[∣∣u′μ∣∣p−2u′μ − ∣∣u˜′∣∣p−2u˜′]h′ dt − ∫
{u˜+δh0<u˜}
u˜p−1hdt
+
∫
{u˜<uμu˜+δh}
(
up−1μ − u˜p−1
)
hdt
(
recall that u˜′ = u′μ a.e. on {u˜ = uμ}
)
. (3.53)
If by |.|1 we denote the Lebesgue measure on R, then∣∣{u˜ + δh 0 < u˜}∣∣1 → 0 and ∣∣{u˜ < uμ  u˜ + δh}∣∣1 → 0 as δ → 0+.
Therefore, if in (3.53) we pass to the limit as δ → 0+ , then
0
b∫
0
∣∣u˜′∣∣p−2u˜′h′ dt + b∫
0
u˜p−1hdt −
b∫
0
gˆλ(t, u˜)hdt for all h ∈ W 1,pper (0,b),
hence
A(u˜) + u˜p−1 = Ngˆλ (u˜). (3.54)
On (3.54) we act with (u0 − u˜)+ ∈ W 1,pper (0,b). Then
〈
A(u˜), (u0 − u˜)+
〉+ b∫
0
u˜p−1(u0 − u˜)+ dt =
b∫
0
gˆλ(t, u˜)(u0 − u˜)+ dt
=
b∫
0
(
λuq−10 + f (t,u0) + up−10
)
(u0 − u˜)+ dt
(
see (3.43)
)
= 〈A(u0), (u0 − u˜)+〉+ b∫
0
up−10 (u0 − u˜)+ dt,
hence ∫
{u0>u˜}
[∣∣u′0∣∣p−2u′0 − ∣∣u˜′∣∣p−2u˜′](u′0 − u˜′)dt + ∫
{u0>u˜}
[
up−10 − u˜p−1
]
(u0 − u˜)dt = 0 (3.55)
(recall that u˜′ = u′ a.e. on {u˜ = u0}).0
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0 =
∫
{u0>u˜}
[(∣∣u′0∣∣p−2u′0 − ∣∣u˜′∣∣p−2u˜′)(u′0 − u˜′)+ (up−10 − u˜p−1)(u0 − u˜)]dt
 γ
∫
{u0>u˜}
(∣∣u′0 − u˜′∣∣p + |u0 − u˜|p)dt for some γ > 0,
hence
u0  u˜.
If 1 < p < 2, then
0 =
∫
{u0>u˜}
[(∣∣u′0∣∣p−2u′0 − ∣∣u˜′∣∣p−2u˜′)(u′0 − u˜′)+ (up−10 − u˜p−1)(u0 − u˜)]dt
 γ
(1+ 2‖uμ‖∞)2−p
∫
{u0>u˜}
(∣∣u′0 − u˜′∣∣2 + |u0 − u˜|2)dt for some γ > 0,
hence
u0  u˜.
Therefore, because of (3.43), (3.54) becomes
A(u˜) = λu˜q−1 + N f (u˜),
hence
u˜ ∈ int Ĉ+ is a solution of problem (Pλ) and u0  u˜.
If u˜ = u0, then u˜ ∈ int Ĉ+ is the desired second positive solution of problem (Pλ).
If u˜ = u0 ∈ int Ĉ+ , then we know that u0  uμ and recall that uμ ∈ int Ĉ+ is a solution of problem (Pμ) with μ ∈ (λ,λ∗).
Let δ > 0 and set uδ = u0 + δ ∈ int Ĉ+ . Also let η = ‖uμ‖∞ and let ξη be as postulated by hypothesis (H)(iv). We have
−(∣∣u′δ∣∣p−2u′δ)′ + ξηup−1δ = λuq−10 + f (t,u0) + ξηup−10 + γ (δ) with γ (δ) → 0 as δ → 0+
= μuq−10 + f (t,u0) + ξηup−10 + (λ − μ)uq−10 + γ (δ)
μuq−10 + f (t,u0) + ξηup−10 for δ > 0 small (recall that λ < μ and u0 ∈ int Ĉ+)
μuq−1μ + f (t,uμ) + ξηup−1μ
(
see (H)(iv)
)
= −(∣∣u′μ∣∣p−2u′μ)′ + ξηup−1μ ,
hence
uδ  uμ
(
see Damascelli [6]
)
,
therefore
uμ − u0 ∈ int Ĉ+.
Consequently u0 ∈ intĈ1(T )[0,uμ] and so u0 is a local Ĉ1(T )-minimizer of the functional ϕˆλ . Invoking Proposition 9 of
Aizicovici, Papageorgiou and Staicu [1], we infer that u0 is a local W
1,p
per (0,b)-minimizer of ϕˆλ . Then, reasoning as in the
proof of Proposition 29 in Aizicovici, Papageorgiou and Staicu [2], we can ﬁnd ρ ∈ (0,1) small such that
ϕ˜λ(u0) = inf
{
ϕ˜λ(u): ‖u − u0‖ = ρ
}=: m˜ρ. (3.56)
As in the proof of Proposition 4, using hypothesis (H)(ii), we show that
ϕ˜λ(τu) → −∞ as τ → +∞ for u ∈ Ĉ+ \ {0} with ‖u‖p = 1. (3.57)
Finally, with a few minor modiﬁcations in the proof of Proposition 2, we verify that
ϕ˜λ satisﬁes the C-condition. (3.58)
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such that
ϕ˜λ(u0) < m˜ρ  ϕ˜λ(uˆ) (3.59)
and
ϕ˜′λ(uˆ) = 0. (3.60)
From (3.59) we see that uˆ = u0. From (3.60), we have
u0  uˆ and A(uˆ) + uˆp−1 = Ngˆ
λ
(uˆ),
hence
A(uˆ) = λuˆq−1 + N f (uˆ)
(
see (3.43)
)
,
therefore uˆ ∈ int Ĉ+ is a second positive solution of (Pλ), and is distinct from u0. So, for λ ∈ (0, λ∗) problem (Pλ) has at
least two positive solutions
u0, uˆ ∈ int Ĉ+, u0  uˆ, u0 = uˆ. 
Next we examine what happens in the critical case λ = λ∗ .
Proposition 8. If hypotheses (H) hold, then problem (Pλ∗ ) has at least one positive solution u∗ ∈ int Ĉ+ , i.e., λ∗ ∈ S .
Proof. Let {λn}n∈N ⊂ (0, λ∗) such that λn ↗ λ∗ and for n 1, let un = uλn ∈ int Ĉ+ be positive solutions corresponding to λn
such that
ϕˆλn(un) < 0 for all n 1 (see the proof of Proposition 7). (3.61)
We have
A(un) = λnuq−1n + N f (un) for all n 1. (3.62)
On (3.62) we act with un and obtain
∥∥u′n∥∥pp = λn‖un‖qq +
b∫
0
f (t,un)un dt for all n 1. (3.63)
By (3.61) we deduce that
−∥∥u′n∥∥pp > − pλnq ‖un‖qq −
b∫
0
pF (t,un)dt for all n 1. (3.64)
Adding (3.63) and (3.64), we get
b∫
0
[
f (t,un)un − pF (t,un)
]
dt  λn
(
p
q
− 1
)
‖un‖qq for all n 1. (3.65)
From (3.65), using hypothesis (H)(ii), as in the proof of Proposition 2 (see the part of the proof from (3.12) until (3.22)), we
infer that {un}n∈N ⊂ W 1,pper (0,b) is bounded. So, we may assume that
un
w−→ u∗ in W 1,pper (0,b) and un → u in C(T ) as n → ∞. (3.66)
On (3.62) we act with un − u∗ , pass to the limit as n → ∞ and use (3.66). Then
lim
n→∞
〈
A(un),un − u∗
〉= 0,
hence
un → u∗ in W 1,pper (0,b). (3.67)
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A
(
u∗
)= λ∗(u∗)q−1 + N f (u∗),
hence u∗ ∈ Ĉ+ solves problem (Pλ∗ ).
We need to show that u∗ ∈ int Ĉ+ . To this end, let λ < λ1 < · · · < λn < · · · < λ∗ . Because of (3.67), we can ﬁnd C6 > 0
such that ‖un‖∞  C6 for all n 1. Let η = C6 and let ξη be as postulated by hypothesis (H)(iv). We consider the following
boundary value problem:{
−(∣∣u′(t)∣∣p−2u′(t))′ + ξη∣∣u(t)∣∣p−2u(t) = λ∣∣u(t)∣∣q−2u(t) a.e. on T ,
u(0) = u(b), u′(0) = u′(b), u > 0. (3.68)
The energy functional for problem (3.68) ψ˜ : W 1,pper (0,b) → R is deﬁned by
ψ˜(u) = 1
p
∥∥u′∥∥pp + ξηp ‖u‖pp − λq ∥∥u+∥∥qq.
Evidently ψ˜ ∈ C1(W 1,pper (0,b)), and because q < p, ψ˜ is coercive and it is also sequentially weakly lower semicontinuous. So,
we can ﬁnd u ∈ W 1,pper (0,b) such that
ψ˜(u) = min{ψ˜(u): u ∈ W 1,pper (0,b)}=m. (3.69)
If ξ ∈ (0,1) is small, then because q < p, we have
ψ˜(ξ) < 0,
hence
m = ψ˜(u) < 0 = ψ˜(0) (see (3.69)),
therefore
u = 0. (3.70)
From (3.69) we have
ψ˜ ′(u) = 0,
hence
A(u) + ξη|u|p−2u = λ
(
u+
)q−1
. (3.71)
If on (3.71) we act with −u− ∈ W 1,pper (0,b), we conclude that u  0, u = 0 (see (3.70)). Then (3.71) becomes
A(u) + ξηup−1 = λ(u)q−1,
hence u ∈ int Ĉ+ solves problem (3.68).
Since un ∈ int Ĉ+ , for every n 1, we can ﬁnd τn > 0 such that τnu  un . Let τn be the biggest such number and assume
that τn ∈ (0,1). For δ > 0 let uδn = τnu + δ ∈ int Ĉ+ . Then
−(∣∣(uδn)′∣∣p−2(uδn)′)′ + ξη(uδn)p−1 = −(∣∣τnu′∣∣p−2(τnu′))′ + ξη(τnu)p−1 + γ (δ) with γ (δ) → 0 as δ → 0+
= λτ p−1n uq−1 + γ (δ)
(
since u ∈ int Ĉ+ solves (3.68)
)
= λnτ p−1n uq−1 + γ (δ) + (λ − λn)τ p−1n uq−1
 λn(τnu)q−1 for δ > 0 small
(
since λ < λn, u ∈ int Ĉ+, τn ∈ (0,1)
)
 λnuq−1n (since τnu  un)
 λnuq−1n + f (t,un) + ξηup−1n
(
see hypothesis (H)(iv)
)
= −(∣∣(un)′∣∣p−2u′n)′ + ξηup−1n ,
hence un − τnu ∈ int Ĉ+ , contradicting the maximality of τn > 0. This shows that τn  1 and so
u  un for all n 1, hence u  u∗
(
see (3.67)
)
,
which implies that u∗ ∈ int Ĉ+ . Therefore problem (Pλ∗ ) has at least one positive solution u∗ ∈ int Ĉ+ . 
Summarizing, the conclusions of Theorem 2 now follow directly from Propositions 5, 6, 7 and 8.
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