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A CLASS OF DEGENERATE STOCHASTIC
DIFFERENTIAL EQUATIONS WITH NON-LIPSCHITZ
COEFFICIENTS
K. SURESH KUMAR
Abstract. We obtain sufficient condition for SDEs to evolve in the
positive orthrant. We use comparison theorem arguments to achieve
this. As a result we prove the existence of a unique strong solution for a
class of multidimensional degenerate SDEs with non-Lipschitz diffusion
coefficients.
1. Introduction
In this article we consider (possibly degenerate) stochastic differential
equations (SDEs) with non-Lipshitz coefficients. If the coefficients are Lip-
schitz, we can prove the existence of a unique strong solution (see [9]). But
uniqueness fails in the case of non-Lipschitz coefficients. The literature on
this topic is not very extensive. However, in one dimensional case, there is
an extensive literature (see [3]).
If the coefficients are continuous, then weak solution exists upto an explo-
sion time (see [9], pp. 155 - 163). Under additional linear growth conditions,
weak solution exists for all time. In the case of non-degenerate diffusion coef-
ficient, Stroock and Varadhan proved the existence of a unique weak solution
for SDE with bounded and mesurable drift and with bounded and continous
diffusion coefficient (see [11] Theorem 4.2, 5.6). Krylov [8] relaxed the con-
tinuity assumption on diffusion coefficient and proved that there is a unique
weak solution for n ≤ 2, and for n > 2, the sde has a weak solution. Engel-
bert and Schmidt studied the sde in one dimensional case and formualted
necessary and sufficient conditions to prove the existence of unique weak
solution (see [3] for details).
The existence of a unique strong solution is known when the coefficients
are locally Lipschitz continuous with linear growth. If the drift coefficient
is bounded, measurable and diffusion coefficient is Lipschitz continuous and
non-degenerate, then existence of a unique strong solution is known (see [15]
for the one dimensional case and [13] for the multidimensional case). Zvokin
in [15], proved the result if the diffusion coefficient is Holder continuous with
exponent 12 .
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To the best of our knowledge, the above results are not known in the
multidimensional case. However there are some partial results. Swart in
[12] proved the pathwise uniqueness of an SDE evolving in unit ball in Rn
with diffusion coefficient locally Lipschitz in the interior of the unit ball and
Holder continuous with exponent 12 on the boundary. Fang and Zhang in
[5] studied the existence of unique strong solution in the case when the Lip-
schitzian asumption on the coefficients are relaxed by a logarithmic factor.
This still does not give results for the Holder continuous class, analogous to
the one dimensional case. The technique used in [5] does not seem to be
working with Holder continuous coefficients. In this article we attempt to
study the SDE with Holder continuous coeeficients. Our approach is to use
comparsion type arguments. To the best of our knowledge, this approach
is not used to prove the existence of strong solutions in multi-dimensional
case. We now briefly discuss the content of our article.
Consider the SDE
(1.1)
{
dX(t) = µ(X(t)) dt + σ(X(t)) dW (t)
X(0) = x ∈ Rn+,
where Rn+ = {x ∈ Rn |xi > 0, ∀i}, the positive orthant. Using comparison
technique, we obtain sufficient condition for any solution X(·) of (1.1) to
evolve in the positive orthrant, Rn+. As a corrollary, we obtain the existence
of a unique strong solution to (1.1) under local Lipschitz assumptions in Rn+
on the coefficients of the SDE. As an example we establish the existence of
a unique strong solution to the SDE
(1.2)
{
dXi(t) = µi(X(t)) dt +
√
|Xi(t)|
∑n
i,j=1 σij(X(t)) dWj(t)
X(0) = x ∈ Rn+, i = 1, · · · , n .
The SDE (1.2) is studied in [1, 2] in connection with super-Markov chains.
These authors have proved the existence of a unique weak solution and left
the existence of a unique strong solution as an open problem. In this article,
we are able to give an answer to this problem.
The equation (1.2) can also be seen as a multidimensional version of CIR
model in mathematical finance. The solution of sde (1.1) or in particular
(1.2) remaining in positive orthrant have a great significance in finance. In
[4], the authors studied the positivity of a class of one dimensional SDEs and
obtain the nonarbitarge nature of the SDE. Typically the price movements
of a collection of assets (particularly equities) are modeled by certain SDEs.
The solutions of such SDEs must evolve in the positive orthant. Indeed if
the asset prices are allowed to hit zero, the model creates arbitrage possi-
bility. It may be emphasized that in the mathematical finance literature,
effectively there is only one class of models which captures the above pos-
itivity phenomenon, viz.,the multidimensional version of the Black-Scholes
model and its nonlinear versions. Note that for modeling short rates, there
exists a variant of Bessel processes, the so called CIR model for short term
interest rates. Multidimentional version of CIR model has not been studied
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in the mathematical finance literature. A possible reason may be the non-
availability of a sufficient condition that ensures the evolution of the process
given by the multidimentional CIR model in the positive orthant.
We also show that our comparison technique can be used for other classes
of SDEs by applying to an example. More precisely we consider the SDE
(1.3)
{
dX(t) = c(θ −X(t))dt +
√
2(1 − ‖X(t)‖2) dW (t)
X(0) = x ∈ B(0, 1) ⊆ Rn ,
where B(0, 1) = {x ∈ Rn : ‖x‖ < 1}. We show that under the assumption
c(1 − √n |θ|) ≥ 2, the SDE (1.3) has a unique strong solution evolving in
B(0, 1). The SDE (1.3) is studied by Swart in [12] for the case θ = 0. The
method used in [12] doesn’t seems to work for θ 6= 0.
Our paper is organized as follows: In Section 2, we prove the existence
of a unique strong solution to the SDE (2.1) under the assumption (A1).
Section 3 contains a study of SDE in positive orthrant. We apply our main
result in Section 3 to study a multidimensional variant of Bessel process in
Section 4. We apply our technique developed in Section 3 to study an SDE
in unit Ball in Section 5. We conclude our article with some conclusions.
2. An Auxialary Result
Consider the (possibly) degenerate SDE
(2.1)


dX(t) = µ(X(t))dt + σ(X(t) dW (t)
X(0) = x ∈ Rn
where µ : Rn → Rn, σ : Rn → Rn×n and W (·) is an Rn-valued Wiener
process. In this section, we study the existence and uniqueness of a strong
solution to the SDE (2.1). We prove this under the following assumptions:
(A1)(i) The function µ is Lipschtiz continuous on compact subsets of Rn.
(ii) There exists ǫ > 0, a strictly increasing function ρ : [0, ∞) → R
satisfying ρ(0) = 0 and
∫ t
0
1
ρ2(s) ds = ∞ such that
|σij(x) − σij(y)| ≤ CR ρ(|xi − yi|),
for some CR > 0 and for all x, y ∈ B(0, R) such that ‖x− y‖ ≤ ǫ.
(iii) The functions µ and σ have linear growth.
Following [[9], p. 182-183], we introduce some notation. Define φk : R→
R as follows:
Let 1 = s0 > s1 > s2 > · · · > sk > · · · > 0 be such that∫ sk−1
sk
1
ρ2(t)
dt = k, k ≥ 1 .
Let ψk be continuous functions with supp(ψk) ⊆ (sk, sk−1), k ≥ 1, and
0 ≤ ψk(s) ≤ 2
ρ2(s)k
,
∫ sk−1
sk
ψk(s) ds = 1.
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Set
φk(t) =
∫ |t|
0
∫ s
0
ψk(θ) dθ ds ∀t ∈ R
Then φk satisfies
(i) φk ∈ C2(R)
(ii) 0 ≤ φ′k(t) ≤ 1
(iii) 0 ≤ φ′′k(t) ≤ 2kρ2(|t|) , t ∈ R, t 6= 0
(iv) φk(t) ↑ |t| as k →∞.
Now define φ¯k : R
n → R by
φ¯k(x) =
n∑
i=1
φk(xi) .
Then φ¯k has the following properties induced from φk.
(i) φ¯k ∈ C2(Rn)
(ii) ∇φˆk(x) = (φ′k(x1), · · · , φ
′
(xn)) ,
D2φ¯k(x) =


φ
′′
k(x1) 0 · · · 0
0 φ
′′
k(x2) · · · 0
· · ·
0 0 · · · φ′′k(xn)


(iii) φ¯k(x) ↑ ‖x‖ = |x1|+ · · ·+ |xn| as k →∞.
Our first result in this section is the following pathwise uniqueness result.
Lemma 2.1. Assume (A1). Then pathwise uniqueness holds for (2.1).
Proof. Let Xi(·), i = 1, 2 be two solutions of (2.1) with a prescribed Wiener
process W (·). Set
X(t) = X1(t)−X2(t).
Note that
dX(t) = (µ(X1(t)) − µ(X2(t))) dt + (σ(X1(t)) − σ(X2(t)) dW (t)
Using Ito’s formula, we have
(2.2) dφ¯k(X(t)) =
n∑
i=1
(µi(X1(t)) − µi(X2(t)))φ′k(Xi(t)) dt
+
1
2
n∑
i=1
m˜ij(X1(t),X2(t))φ
′′
k(X
i(t)) dt
+
n∑
i,j=1
(σij(X1(t)) − σij(X2(t)))φ′k(Xi(t)) dWj(t),
where
(m˜ij(x, y)) = [σ(x)− σ(y)][σ(x) − σ(y)]⊥ .
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Define
τR = inf{t > 0 | |Xi(t)| ≥ R for some i or ‖X(t)‖ ≥ ǫ},
and
τ = inf{t > 0 | ‖X(t)‖ ≥ ǫ},
where ǫ > 0 is from (A1)(ii). Observe that τR → τ as R →∞, since linear
growth conditions of the coefficients of the (2.1) guarantees the nonexplosion
of any solution of (2.1), see [[9], Theorem 2.4, pp. 163-164]. From (2.2) we
have after taking expectation
(2.3) Eφ¯k(X(t ∧ τR))
=
n∑
i=1
E
∫ t
0
(µi(X(s ∧ τR)) − µi(X(s ∧ τR)))φ′k(Xi(s ∧ τR)) ds
+
1
2
n∑
i=1
E
∫ t
0
m˜ij(X1(s ∧ τR),X2(s ∧ τR))φ′′k(Xi(s ∧ τR)) ds
Now
(2.4)
∣∣∣ n∑
i=1
E
∫ t
0
(µi(X(s ∧ τR)) − µi(X(s ∧ τR)))φ′k(Xi(s ∧ τR)) ds
∣∣∣
≤
n∑
i=1
E
∫ t
0
∣∣∣µi(X(s ∧ τR)) − µi(X(s ∧ τR))∣∣∣ ∣∣∣φ′k(Xi(s ∧ τR))∣∣∣ ds
≤ KR
∫ t
0
E‖X(s ∧ τR)‖ ds,
where KR > 0 is the Lipschitz constant of µ in B(0, R). Now
(2.5)


∣∣∣1
2
n∑
i=1
E
∫ t
0
m˜ij(X1(s ∧ τR),X2(s ∧ τR))φ′′k(Xi(s ∧ τR)) ds
∣∣∣
≤ 1
2
n∑
i=1
∫ t
0
nρ2(|Xi(s ∧ τR)|) 2
k ρ2(|Xi(s ∧ τR)|) ds
≤ n2 t
k
.
Substituting (2.4), (2.5) in (2.3) and letting k →∞ we have
E‖X(t ∧ τR)‖ ≤ KR
∫ t
0
E‖X(s ∧ τR)‖ ds .
Using Gronwall’s lemma we now have
E‖X(t ∧ τR)‖ = 0, for all t .
Letting R→∞ and using Fatou’s lemma, we get
(2.6) X(t ∧ τ) = 0 for all t.
To complete the proof, it is enough to show that τ =∞ a.s. If P{τ <∞} >
0, then there exists T > 0 such that P{τ ≤ T} > 0. Hence it follows from
6 K. SURESH KUMAR
(2.6) that on {τ ≤ T}, X(τ) = 0 which is false in view of the definition of
τ . Hence P{τ <∞} = 0. This completes the proof. 
We now prove the main result of this section.
Theorem 2.1. Under the Assumption (A1), the SDE (2.1) has a unique
strong solution for all time.
Proof. In view of Yamada-Watanabe theorem on pathwise uniqueness, [14],
[[7], pp.309-310], to show the existence of a unique strong solution, it is
sufficient to show the pathwise uniqueness and existence of a weak solution.
Lemma 2.1 guarantees the pathwise uniqueness. Since the drift and the
diffusion coefficients are continuous and have linear growth, the SDE (2.1)
has a weak solution for all time, see [[9], Theorem 2.3, Theorem 2.4, pp.159-
164]. This completes the proof of the theorem. 
Remark 2.1. In the proof of Lemma 2.1 (and hence in the proof of the
existence of a unique strong solution to (2.1)), we extended the technique
used for one dimension case in [14] to the multidimentional case. This
extension is based on the componentwise nature of the Assumption (A1)(ii).
This technique will fail, if we replace the Assumption (A1)(ii) with
|σij(x) − σij(y)| ≤ CRρ(‖x− y‖)
for all x, y ∈ B(0, R), with ‖x− y‖ ≤ ǫ.
We now present an example satisfying the Assumption (A1).
Example 2.1. Consider the SDE{
dXi(t) = µi(X(t)) dt + |Xi(t)|β
∑n
j=1 σij(Xi(t))dWj(t)
X(0) = x ∈ Rn, i = 1, 2, · · · , n ,
where 12 ≤ β ≤ 1 and µi, σij are Lipschtiz continuous. Then by Theorem
2.1, the above SDE has unique strong solution.
3. SDE in Positive Orthrant
In this section, we study the sde (2.1) in the positive orthrant. Under
certain assumptions, we show that any solution starting from any point in
the positive orthrant of the sde remains in the positive orthrant for all time.
We introduce some notation before stating the assumptions.
Let ρ1 : R+ → R be a strictly increasing function satisfying ρ1(0) = 0 and∫
0+
1
ρ21(s)
ds = ∞.
Define pi : R
n
+ → R, ai : Rn+ → R and bi : Rn+ → R, i = 1, · · · , n by
pi(x) = xi, ai(x) = mii(x), bi(x) =
µi(x)
ai(x)
,
where (mij(x)) = σ(x)σ(x)
⊥. Also define
a+i (r) = sup
x:pi(x)=r
ai(x), b
−
i (r) = inf
x:pi(x)=r
bi(x).
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We are now ready to state our assumptions.
(A2) The functions µ, σ are continuous with linear growth. Also a+i (r) <
∞ for all r > 0.
(A3)(i) The function µi(x) > 0 for all x in a nbd of ∂R
n
+, say D , i =
1, 2, · · · , n.
(ii) The functions b−i , i = 1, 2, · · · , n satisfies
b−i (r) >
1
r
for all r > 0.
(iii) There exists a function σ˜ : [0, ∞)→ R such that
mii(x) ≤ n3σ˜2(pi(x)) for all x ∈ D, i = 1, 2, · · · , n ,
where σ˜ satisfies the following : there exists an ǫ > 0 and a C1R > 0
which depends on R such that for r1, r2 ∈ [0, R] with |r1 − r2| ≤ ǫ
|σ˜2(r1)− σ˜2(r2)| ≤ C1R |r1 − r2|,
|√r1σ˜(r1)−√r2σ˜(r2)| ≤ C1R ρ1(|r1 − r2|) ,
We are now ready to state and prove the main theorem of our article.
Theorem 3.1. Assume (A2) and (A3). Let X(·) = (X1(·), · · · ,Xn(·)) be a
solution to (2.1) with the initial condition Xi(0) = xi > 0, i = 1, 2, · · · , n.
Then with probability 1, paths of Xi(·) are positive, i = 1, 2, · · · , n.
Proof. Fix i. Consider the process Xˆ(·) satisfying
dXˆ(t) = µ(Xˆ(t)) dt + σˆ(Xˆ(t)) dW (t) ,
where σˆ satisfies
σˆ(x) =
{
σ(x) if x ∈ D
σ˜(pi(x)) if x ∈ Dc1
for a nbd D1 of ∂Rn+ such that D ⊆ D1 and σˆ satisfies
n∑
k=1
σˆik(x) σˆki(x) ≤ n3 σ˜2(pi(x)) for x ∈ D1 \ D .
Such a σˆ can be constructed as follows: Using Urysohn’s lemma, there exists
a continuous function f : Rn → [0, 1] such that f(x) = 0 on D and f(x) = 1
on Dc1. Now choose
σˆ(x) = (1− f(x))σ(x) + f(x)σ˜(pi(x)), x ∈ Rn
Note that the process Xˆ(·) given above and the process X(·) given by
(2.1) behave identicaly in some nbd of ∂Rn+. Hence without the loss of
generality we can assume that σ = σˆ.
Set
τ = inf{t ≥ 0 |X(s) ∈ ∂Rn+}
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and define
φ(t) =
∫ t∧τ
0
ai(X(s))
a+i (pi(X(s)))
ds,
Then φ is pathwise smooth, strictly increasing and φ(0) = 0. Let ψ = φ−1.
Set Yi(t) = Xi(ψ(t)). Using the time change of Brownian motion arguments
as in [[9], pp. 183-185], we can show that Y (·) := (Y1(·), · · · , Yn(·)) satisfies
(3.1)


dYi(t) =
a+i (pi(Y (t)))
ai(Y (t))
µi(Y (t))dt
+
√
a+i (pi(Y (t)))
ai(Y (t))
n∑
j=1
σij(Y (t))dW¯j(t)
for some Brownian motion W¯ (·).
Using Ito’s formula to pi(·) and the process (3.1), we obtain

dpi(Y (t)) =
a+i (pi(Y (t)))
ai(Y (t))
µi(Y (t))dt
+
√
a+i (pi(Y (t)))
ai(Y (t))
n∑
j=1
σij(Y (t))dW¯j(t)
i.e.,
(3.2) dpi(Y (t)) = a
+
i (pi(Y (t)))b(Y (t))dt+
√
a+i (pi(Y (t)))dW˜ (t),
for some one-dimensional Brownian motion W˜ (·).
Now consider the following SDE
(3.3) dZ(t) =
a+i (Z(t))
Z(t)
dt+
√
a+i (Z(t))dW˜ (t).
By applying Ito’s formula we can see that Z(·) is a solution to (3.3) iff Z1(·)
is a solution to
(3.4) dZ1(t) = 3 a
+
i (
√
Z1(t)) dt + 2
√
Z1(t)
√
a+i (
√
Z1(t)) dW˜ (t).
Using (A3)(iii), we have
a+i (r) = n
3σ˜2(r), r > 0 .
Observe that the equation (3.4) satisfies all the assumptions in the Theorem
2.1. Thus (3.4) has a unique strong solution. As a consequence the equation
(3.3) will also have a unique strong solution for all time.
Now take
b1(r) = a+i (r) b
−(r), b2(r) =
a+(r)
r
.
Then
b1(r) > b2(r), for all r > 0
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and
a+(pi(Y (t)) b(Y (t)) ≥ b1(pi(Y (t))) .
Here note that b1(0) may or may not be equal to b2(0). If b1(0) > b2(0),
then a direct application of comparison theorem, see [ [9], p.437], we have
(3.5) Z(t) ≤ pi(Y (t)) a.s.
If b1(0) = b2(0), then apply comparison theorem up to the stopping time
ηn = inf{ t > 0 | pi(Y (t) ≤ 1n or Z(t) ≤ 1n } and let n→∞, we have (3.5).
Set M(t) = logZ(t). Then Ito’s formula implies that
dM(t) =
1
Z(t)
√
a+(Z(t))dW˜ (t)
i.e. for η = sup{s ≥ 0||M(s)| < ∞}, M(t) = log Z(t) defines a local
Martingale in [0, η). Now using Corollary 34.13 of [[10], p.67], on {η < ∞}
we have
limt↑ηM(t) =∞
i.e.
limt↑ηZ(t) =∞.
Now since (3.3) has a unique strong solution for all t ≥ 0, we have {η <∞}
has probability 0. That is Z(t) > 0 a.s., for all t ≥ 0. Hence from (3.5) it
follows that Yi(·) > 0 a.s. 
4. Multidimensional Variant of Bessel Process
In this section we prove the existence of unique strong solution to the
SDE
(4.1)
{
dXi(t) = µi(X(t)) dt +
√|Xi(t)|∑nj=1 σij(X(t)) dWj(t)
X(0) = x ∈ Rn+,
The SDE (4.1) can be seen as the multidimensional variant of the Bessel
process given by
dX(t) = c dt + 2
√
|X(t)|dW (t), X(0) = x ≥ 0 .
Positive Diffusion processes play a central role in Mathematical finance due
to the arbitragefree nature of it, see for example [4]. The equation (4.1) is
studied in [1, 2] in connection with super-Markov chains. Pathwise unique-
ness is posed as an open problem in [1]. Pathwise uniquness results for the
SDE with non-Lipschtiz coefficients are very limited in the multidimensional
case. Fang and Zhang in [5] provided pathwise uniqueness results for a gen-
eral class of SDEs. But these resutls can not be applied for SDEs whose
coefficients are Holder continuous. Thus (4.1) can not be studied using the
results in [5]. Our object in this section is to study this equation. We first
prove a general theorem.
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Theorem 4.1. Assume that µ is locally Lipschitz in Rn+ with linear growth
and satisfies (A3)(i), (ii). Also assume that σ is locally Lipschitz in Rn+
with linear growth and satisfies (A3)(iii). Then the SDE (2.1) has a unique
strong positive solution.
Proof. Since the coefficients of the SDE (2.1) are locally Lipschtiz continuous
with linear growth, using classical result of Ito, existence of unique weak
solution for all time and pathwise uniqueness up to hitting time τ = inf{t >
0 |X(t) ∈ ∂Rn+} follows. Now using Theorem 3.1, we have τ = ∞ a.s.
Hence the SDE (2.1) has pathwise uniqueness for all time. Hence using
Yamada-Watanabe theorem [14], we can conclude the existence of unique
strong solution to (2.1) for all time. 
We now study (4.1) and prove the existence and uniquenss in the following
theorem.
Theorem 4.2. Assume that µ is locally Lipschitz with linear growth and
satisfies (A3)(i), (ii). Also assume that σ is bounded and locally Lipschitz,
then the SDE (4.1) has a unique positive strong solution.
Proof. Inview of Theorem 4.1, it only remains to show that σ satisfies
(A3)(iii). Since σ is bounded, locally Lipschitz continuous, we have
mii(x) =
n∑
j=1
xi σ
2
ij(x)
≤ nK xi = n3 Kn2 pi(x),
where K > 0 is a bound for σ. Hence σ satisfies (A3)(iii). 
5. SDE in Unit Ball
Our aim in this section is to show that the method developed in Section 3
can be adapted to study equations evolving in domains other than positive
orthrant. We restrict our attention to a variant of an SDE in unit ball
studied by Swart in [12].
Consider the SDE
(5.1)
{
dX(t) = c(θ −X(t))dt +
√
2(1 − ‖X(t)‖2) dW (t)
X(0) = x ∈ B(0, 1) ⊆ Rn .
The SDE (5.1) is studied in [12] with θ = 0. He showed the existence of a
unique strong solution for θ = 0 and c ≥ 1.
We study the equation (5.1) for any θ with the assumption that
c(1−√n |θ|) ≥ 2.
We now prove our result in the following theorem.
Theorem 5.1. Assume c(1−√n |θ|) ≥ 2. Then the SDE (5.1) has unique
strong solution. More over solution evolves in B(0, 1).
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Proof. In view of the arguments in the proof of Theorem 4.1, it suffices to
show that any solution to (5.1) does not hit the boundary of B(0, 1).
Let X(·) be a solution to (5.1) corresponding to the Wiener processW (·).
We can assume without the loss of generality that X(0) = x 6= 0. Define
p(x) = ‖x‖2, a(x) = 8 p(x) (1 − p(x))
and
b(x) =
2[n− (n+ c)p(x)] + 2c θ∑ni=1 xi
a(x)
, x ∈ Rn .
Set
a+(r) = sup
p(x)=r
a(x), b+(r) = sup
p(x)=r
b(x), r > 0 .
Then
a+(r) = 8r(1− r), b+(r) = 2[n− (n + c(1 −
√
n |θ|))r]
a+(r)
.
Let τ = inf{t ≥ 0 | ‖X(t)‖ ≥ 1} and
φ(t) =
∫ t∧τ
0
a(X(s))
a+(p(X(s))
ds .
Now mimicking the argumants from Theorem 3.1, there exists one dimen-
sional Wiener process W˜ (·) such that Y (·) given by Y (t) = X(ψ(t)), ψ =
φ−1 satisfies
(5.2){
dp(Y (t)) = a+(p(Y (t))) b(Y (t))dt+
√
8 p(Y (t))(1 − p(Y (t)))dW˜ (t)
p(Y (0)) = p(x) ,
Consider the SDE
(5.3){
dZ(t) = 2[n − (n + c(1 −√n |θ|))Z(t)]dt+
√
8Z(t)(1 − Z(t))dW˜ (t)
Z(0) = p(x) ∈ (0, 1) ,
Since
√
8x(1 − x) is Holder continuous with exponent 12 , the SDE (5.3) has
unique strong solution. Also note that for n ≥ 2∫ x
1
2
e
−2
R y
1
2
2[n−(n+c(1−√n|θ|))u]
8u(1−u) du
dy = 2
c(
√
n|θ|−1)−n
2
∫ x
1
2
y−
n
2 (1− y)− c(1−
√
n|θ|)
2 dy
= ∞
By [[7], Proposition 5.22, p. 345], we have 0 < Z(t) < 1 a.s. for t. Now note
that
a+(p(y))b(y) ≤ a+(p(y)) b+(p(y)) = 2[n − (n + c(1−√n|θ|))p(y)] .
Hence using comparison theorem, [ [9], p. 437], we have
(5.4) p(Y (t)) ≤ Z(t) < 1 a.s ∀t
i.e ‖Y (t)‖ < 1 a.s. for all t. Hence the process X(·) never hits the boundary
of B(0, 1).
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Remark 5.1. From (5.4), the process X(·) given by SDE (5.1) can be in
boundary only when the process Z(·) given by (5.3) is at 1. Hence by looking
at the behaviour of Z(·) at 1, we can get a sufficient condition for the process
X(·) spending zero time on the boundary. Now we can apply the argument
of [12] to show the pathwise uniqueness of (5.1) under the case when (5.1)
spends zero time on the boundary.
6. Conclusion
In this article, we prove the existence of a unique strong solution for
a class of multidimensional SDEs with non-Lipschitz diffusion coefficients.
The analogous result for the one-dimensional case was known for a long
time but the multidimensional version wasn’t available. We prove the result
under the assumptions (A2) and (A3). The proofs of our results are based
on comparison theorem arguments. We believe that it is for the first time
that comparison theorems are exploited to derive such results.
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