We consider the model of a massive non-relativistic spinless particle interacting with a massless bosonic field, widely referred to as the Nelson model. It is well known, that a UV renormalized Hamilton operator exists in this case. Further, due to translation-invariance, it decomposes into fiber operators. The infrared divergence of this model is topic of ongoing research. In this paper we prove all fiber operators do not have a ground state, if no infrared cutoff is imposed. Especially, the result holds for all non-zero coupling constants. For the proof, we use a non-perturbative method going back to Hasler and Herbst. Dam succesfully applied it to the non-renormalized Hamiltonian with ultraviolet cutoff in a recent paper. However, to adapt it for the renormalized operator, we need to utilize recent results by Griesemer and Wünsch. This makes the proof of some statements in Dams paper considerably harder to obtain.
Introduction
In this paper we prove the absence of ground states for the fiber operators of the renormalized translation-invariant Nelson model in the massless case.
Renormalizability of the model was originally proven by Nelson [Nel64] . The cutoff Hamiltonian H Λ with ultraviolet cutoff Λ > 0 diverges as Λ → ∞. However, Nelson proved that, substracting the ground state energy E Λ = inf σ(H Λ ), the operator H Λ − E Λ converges to a unique self-adjoint operator H ∞ in strong resolvent sense. Cannon [Can71] later proved norm resolvent convergence. Recently, Griesemer and Wünsch [GW18] generalized his result and thoroughly investigated the domain of the full operator.
Due to translation invariance, the operator H Λ decomposes (up to a unitary transformation) into the direct integral of fiber operators {H Λ (ξ)} ξ∈R 3 . Cannon also proved that H Λ (ξ) − E Λ converges to H ∞ (ξ) in norm resolvent sense, where the direct integral of the renormalized fiber operators gives the full renormalized operator. We adapt the methods from [GW18] to the fiber operators and prove norm resolvent convergence in this paper.
Fröhlich analyzed the Nelson model in his PhD thesis [Fro73, Fro74] . He shows, that the assumption of a ground state leads to physical inconsistencies due to infrared divergence. In [Piz03, BDP12] the existence of ground states for an infrared cutoff operator is proved. When removing the infrared cutoff, it converges in a non-equivalent representation. This, however, implies these ground states tend to 0 in standard Fock representation. Further results on the connection between infrared divergence and the non-existence of ground states can be found in [AHH07, HHS05, HM19, DG04] . Especially in the paper by Hiroshima and Matte [HM19] , the absence of a ground state for the full renormalized operator H ∞ is proven.
The main result in this paper is Theorem 3.8. It states that the renormalized fiber operator H ∞ (ξ) does not have a ground state for arbitrary momentum ξ ∈ R 3 . For its proof, we use a non-perturbative method developed by Hasler and Herbst [HH08] and improved by Dam [Dam18] . Combining this with the recent results on the renormalized Nelson model in [GW18, Miy19] we can extend this method to the renormalized case. The adaption is difficult due to the fact that only form domains are available, which makes many of the results in [Dam18] considerably harder to obtain. This paper is organized as follows. In Section 2 we introduce necessary notation and results on direct integrals and Fock space operators. We then define the translation invariant Nelson model with ultraviolet cutoff and renormalize it, expanding the results from [GW18] to the fiber operators in Section 3. The result in [Miy19] on non-degeneracy of the ground state energy is also expanded to the massless case. Section 4 is devoted to the proof of our main result.
Notation and Preliminaries

Decomposable Hilbert Space Operators
Let H be a separable Hilbert space and Q = (M, F , µ) a σ-finite measure space. Then L 2 (M, F , µ)⊗ H is the vector valued L 2 space L 2 (M, F , µ, H) with f ⊗ ψ being the map x → f (x)ψ. Let f : M → B(H) be strongly measurable (i.e. x → f (x)ψ is measurable for all ψ ∈ H) and assume x → f (x) is essentially bounded. We will sometimes write f x = f (x) and f = {f x } x∈M . Then we define the direct integral
as the bounded operator on L 2 (Q, H) defined by I ⊕ (f )ψ(x) = f (x)ψ(x). One may prove that the norm is given by the essential supremum (see [RS78, Theorem XIII.83]), i.e.,
(2.1)
Let {A x } x∈M be a collection of selfadjoint operators on H. We say {A x } x∈M is strong resolvent measurable if x → (A x + i) −1 is strongly measurable. Then we define the operator I ⊕ (A x ) on L 2 (Q, H) by
with domain
for all x ∈ M and x → A x ψ(x) ∈ L 2 (Q)}.
The following theorem sums up the results about direct integrals we shall need. 
Proof. See [RS78, Theorem XIII.85] and some straightforward calculations.
is the Borel σ-algebra on R ν and λ ν denotes the Lebesque measure. For each n ∈ N let {B n,x } x∈R ν be a continous and bounded collection of operators. Define B n = I ⊕ (B n,x ) and assume {B n } ∞ n=1 converges to an operator B in norm. Then there is a continous family of operators {B x } x∈R ν , such that {{B n,x } x∈R ν } ∞ n=1 uniformly converges to {B x } x∈R ν and B = I ⊕ (B x ).
Proof. Since {B n,x } x∈R ν and {B m,x } x∈R ν are continous, (2.1) implies
is Cauchy in the Banach space C b (R ν , B(H)). Hence, there is a limit
This completes the proof.
−1 is continous. Define A n = I ⊕ (A n,x ) and assume {A n } ∞ n=1 is uniformly bounded below by γ and converges in norm resolvent sense to an operator A. Then inf σ(A n,x ) ≥ γ for all (x, n) ∈ M × N and A n,x converges to a selfadjoint operator A x in norm resolvent sense for all x ∈ M. Furthermore, x → (A x + i) −1 is continous and x → inf σ(A x ) is continous and bounded below by γ.
Proof. By Lemma A.1 we see x → inf(σ(A n,x )) is continous for each n ∈ N. This implies
showing inf(σ(A n,x )) ≥ γ for all x ∈ R ν and n ∈ N. Now let λ < inf n∈N inf σ(A n ) ≤ σ(A) due to Lemma A.1. By standard properties of norm resolvent convergence [RS72, Theorem VIII.23] we find x → (A n,x − λ) −1 is continous. By Lemma 2.2 there is a continous map x → B x to which x → (A n,x − λ) −1 converges uniformly. It follows B x is selfadjoint and bounded, since it is a limit of selfadjoint and bounded operators. Furthermore, we have I ⊕ (B x ) = (A − γ) −1 , so via Theorem 2.1 we see
Define A x = B −1
x + λ. Then A x is selfadjoint and clearly the norm resolvent limit of A n,x , so by Lemma A.1 we see
, so continuity of x → inf(σ(A x )) follows from Lemma A.1.
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Fock Space Operators
Throughout this paper we will write H = L 2 (R ν , B(R ν ), λ ν ) for the state space of a single boson. Let F be the bosonic Fock space defined by
For measurable functions ω : R ν → R and B : R ν → {z ∈ C : |z| ≤ 1} we define
ω(k i ) and
as operators on F . We will write an element ψ ∈ F in terms of its coordinates ψ = (ψ (n) ) and define the vacuum Ω = (1, 0, 0, . . . ). For g ∈ H we define a coherent state ǫ(g) by ǫ(g) (0) = 1 and
For g ∈ H one defines the annihilation operator a(g) and creation operator a
where k i means that k i is omitted from the argument. One can show that these operators extend to closed operators on F and that (a(g)) * = a † (g). One may thus define the symmetric operator
Let h ∈ H. Then there is a unique unitary map W (h), called a Weyl operator, such that
for all g ∈ H. The properties of the above operators are collected in the next lemma.
(2) ϕ(v) is selfadjoint and e itϕ(v) = W (−itv). 
(3) Γ(U) is unitary and
Proof. These results are well know and can be found in [LHB11] , [Par92] and [Ara18] . 
1/2 bounded and
Proof. Combine Theorem 2.1 and Lemma 2.4.
is bounded with 1/2 and note that
which converges strongly to 0 on D(B) by Lemma 2.4. This suffices to prove the statement due to Lemma A.4(4).
The Translation Invariant Nelson Model
In this section we introduce the translation invariant Nelson model and define its renormalized version. We extend the results from [GW18] to the renormalized fiber operators. Finally, we precisely state the main result of this paper. Let ν ∈ N. Further, let ω :
Hypothesis 1. We say v, ω satisfy Hypothesis 1 if the following holds.
(1) ω > 0 λ ν -almost everywhere.
The Nelson model with ultraviolet cutoff Λ is defined as
Note that the direct integral makes sense, since the dominated convergence theorem implies that the map x → V x is strongly continous. Given ξ ∈ R ν we now define the fiber operators
The following proposition is essential.
Proposition 3.2. Assume Hypothesis 1 holds. Then for all
takes values in the bounded operators on F (H) for all a ∈ [0, 1] and is norm continous.
Proof.
(1) to (3) can be found in [Dam18] . It remains only to prove (4). Fix ξ 0 ∈ R ν . Define
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are bounded operators. From standard resolvent formulas we find
and taking adjoints
Inserting one into the other we find
which implies
The resolvent (H Λ (ξ 0 + h) − z) −1 is uniformly bounded in h and D(h) converges to 0 for h → 0. This implies the claim.
The connection between the fiber operators and the full model is described in the following proposition.
Proposition 3.3. Define the operator (also known as the Lee-Low-Pines operator)
where
Proof. See [LLP53] .
The original idea for ultra violet renormalization of H Λ comes from Nelsons paper [Nel64] , however we follow the conventions in [GW18] . The further assumptions we need are as follows.
Hypothesis 2. We say ω and v fulfill Hypothesis 2, if the following holds.
(1) There is σ > 0 such that m σ := inf |k|≥σ ω(k) > 0 and
are bounded.
For σ ≤ K < Λ ≤ ∞ we define the map
Due to assumptions (1) and (3) it satisfies B K,Λ ∈ D(ω 1/2 ). Since the Weyl representation is strongly continuous, the direct integral
By assumption (1) E Λ is finite. Finally, let
Proposition 3.4. Assume Hypotheses 1 and 2 hold. Then D(H
where q A denotes the sesquilinear form of the selfadjoint operator A. Furthermore, Q K,Λ has the following properties.
(1) For any ε > 0 there are K, b > 0 such that
There exists a sesquilinear form
The bounds in (3.1) and (3.2) are also satisfied for Λ = ∞.
Proof. This is [GW18, Page 6-8].
We now define H K,∞ as the selfadjoint and lower bounded operator corresponding to q H 0 +Q K,∞ .
Proposition 3.5. Assume Hypotheses 1 and 2 hold. Let B = (1 + dΓ ⊕ (ω)) 1/2 . Then the following holds.
(1) For K large enough H K,Λ is bounded below uniformly in Λ and converges in norm resolvent sense to
with convergence in norm.
(3) H Λ +E Λ is uniformly bounded below and converges to
Proof. The uniform lower bound in (1) and (3) follows from [Tes14, Theorem 6 .24] and the fact that H Λ + E Λ is unitarily equivalent to H K,Λ . The remaining part of (1) and (3) are proven in [GW18] .
To verify (2), pick K, b > 0 as in Proposition 3.4 corresponding to ε = 1/2. Then, by [Tes14, Theorem 6 .24], we have
Observe that q K,Λ,λ is a bounded and symmetric quadratic form. Let C K,Λ (λ) be the corresponding operator. By [Tes14, Theorem 6 .25] we have C K,Λ (λ) < 1 and
finishing the proof.
We move on to renormalizing the fiber operators. To that end, we define
Due to Lemma 2.4, we have
Combined with Proposition 3.3 this implies
is continous for all a ∈ [0, 1]
Write B = (dΓ(ω) + 1) 1/2 . By Lemma 2.6 (2) and Proposition 3.2 (4) we see that
is continous and takes values in (
is bounded below uniformly in Λ and ξ.
(2) For K large enough, the domains satisfy
in norm and ξ → f λ (ξ) is continuous.
(3) H Λ (ξ) + E Λ is uniformly bounded below in ξ and Λ and converges to an operator H ∞ (ξ) in norm resolvent sense for all ξ ∈ R ν . The operator satisfies
is bounded below and continuous.
strongly for any λ < inf σ(H ∞ (ξ)). Further, ξ → g λ (ξ) is continuous for λ < λ 0 , where λ 0 is taken from (2).
(6) The following decomposition holds:
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(1) follows from Proposition 3.5 and Lemmas 2.3 and 3.6. (2) follows from Proposition 3.5 and Lemmas 2.2, 3.6 and A.3. Combining Proposition 3.5 with Lemma 2.3 and Proposition 3.1 we see that H Λ (ξ) + E Λ has a norm resolvent limit H ∞ (ξ) for all ξ ∈ R and both (4) and (6) hold. To prove (3) it remains to show
which concludes the argument. We now prove (5). Pick K and λ 0 as in (2) and define E ∞ = 0. Note that for Λ ∈ (K, ∞] and a ∈ [0, 1] we have
Letting a = 1/2 and using Lemma 2.6 as well as
, so the right hand side of (3.3) makes sense by Theorem A.2. The convergence for λ < λ 0 follows by combining Lemma 2.6 and (2) with the equality
It remains to extend the result to all λ < inf σ(H ∞ (ξ)). Assume (3.3) holds atλ < inf σ(H ∞ (ξ)) and
which converges strongly as Λ tends to infinity. The convergence in (5) then follows from Lemma A.3. Continuity of g λ is a consequence of (2), Lemma 2.6 and the identity
For our main result we add a third hypothesis.
Hypothesis 3. We say ω and v fulfill Hypothesis 3, if the following holds.
(1) ω is continuous and
(2) ω and v are rotation invariant.
(3) ω(k)/|k| is uniformly bounded below by C ∈ (0, ∞) and converges as k → 0.
) for one and hence all Λ > 0.
Theorem 3.8. Assume Hypotheses 1, 2 and 3 hold and ν ≥ 3.
Example 3.9. We refer to the physical case of a massive non-relativistic spinless particle interacting with a massless radiation field in ν = 3 dimensions. In this case ω(k) = |k| and v = gω −1/2 satisfies Hypotheses 1, 2 and 3 for any coupling constant g = 0 and therefore the theorem provides nonexistence of the ground state. This proves a massive non-relativistic boson interacting with a quantized massless bosonic field does not exhibit a stable ground state, due to infrared divergence.
In the end of this section we state a major ingredient of the proof, which is due to [Miy19, Miy18] . The next section will then be devoted to the proof of Theorem 3.8. Proof. The proof of this statement is highly nontrivial and can be found in [Miy18] . Miyao explicitly uses the physical massless Nelson Hamiltonian, namely,
Nevertheless, his proof directly adapts to the generalized case under the assumptions of Hypotheses 1 and 2 and v < 0 almost everywhere. We emphasize this by giving a short walkthrough of the proof.
Fix ξ ∈ R ν . The main ingredient of the proof is the construction of a renormalized Hamiltonian net associated with H ∞ (ξ), i.e., a family of semibounded self-adjoint operators {h(M) :
If M is unbounded one defines M Λ = {k ∈ M : |k| ≤ Λ} for Λ > 0. h(M Λ ) then converges to a unique semibounded selfadjoint operator h(M) in norm resolvent sense as Λ → ∞, in analogy to the proof of Theorem 3.7. Further, setting W Λ (M) = 2(
and Λ ∈ (0, ∞) sufficiently large.
, by [Miy18, Lemma 4.1]. Therefore, we can take the limit Λ → ∞ on both sides of the equation and obtain (3.4).
We now introduce the Fröhlich cone
e. for all n ∈ N},
e. for all n ∈ N}
and the reduced Fröhlich cone
By [Miy18, Thm. 2.8], it remains to prove the two statements We remark that the assumption v < 0 almost everywhere is only used in the last part of the argument. In case v just satisfies v = 0 almost everywhere we define
This leads to H
in norm resolvent sense, by Theorem 3.7. As H ′ ∞ (ξ) satisfies our previous assumptions this concludes the proof.
Proof of Theorem 3.8
The proof of our main result is by contradiction. We will work under Hypotheses 1, 2 and 3 in this section and fix ν ≥ 3 and ξ ∈ R ν . We now assume Σ ∞ (ξ) is an eigenvalue of H ∞ (ξ) with normalized groundstate ψ gs . Due to Theorem 3.7 and Lemma 3.10, ψ gs ∈ D(dΓ(ω) 1/2 ) and 1 {Σ∞(ξ)} (H(ξ)) = |ψ gs ψ gs |.
The next lemma collects results from [Dam18] and adapts them to the renormalized case. For 0 < ε < 1 we define
Lemma 4.1. The following statements hold for all Λ ∈ (0, ∞].
(5) For ε ∈ (0, 1) there exist D < 1 and r > 0 indepent of Λ, such that for all k ∈ B r (0) ∩ S ε (ξ) we have
Proof. First assume Λ < ∞.
(1) Proposition 3.2 (3) directly implies the statement.
(2) Let ξ ∈ R ν and O be an orthogonal matrix. By [Dam18, Lemma 4.1] we see Σ Λ (ξ) = Σ Λ (Oξ), which is the statement. By Theorem 3.7 and Lemma A.1 we find Σ ∞ (ξ) = lim Λ→∞ (Σ Λ (ξ) − E Λ ). Therefore we can take the limit Λ → ∞ in each statement, except for (4). However, the proof of (4) holds for the case Λ = ∞, since it follows from (3) due to rotation invariance, the global minimum at 0 and ω(k) being strictly increasing with |k|. Also note we can take the limit Λ → ∞ in (5), because D is independent of Λ.
We define the operators
The following lemma will be useful for the calculations thereafter. Proof. A ξ B −1 acts on the n-particle subspace H ⊗sn as the multiplication operator
Since ω(k)/|k| is uniformly bounded below by a C > 0, we find there exists a D > 0 such that
Boundedness of A ξ B −1 on the full Fock space then follows, since D is independent of n. With
ξ , the Cauchy-Schwarz inequality leads to
Since |ξ − dΓ(m)|A −2 ξ ≤ 1, this finishes the proof.
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For Λ ∈ (0, ∞]) and k = 0 we now define
Note that lim Λ→∞ Q 0,Λ (k, ξ) = Q 0,∞ (k, ξ) and lim Λ→∞ Q Λ (k, ξ) = Q ∞ (k, ξ) in norm due to Theorem 3.7. The next lemmas collect essential properties of these operators.
Lemma 4.3. Let Λ ∈ (0, ∞] and ε ∈ (0, 1). For r > 0 defined as in Lemma 4.1 (5) the following holds for all k ∈ B r (0) ∩ S ε (ξ).
(1) Q Λ (k, ξ) is bounded uniformly in k.
(2) The operator
(1) follows directly from Lemma 4.1 (5). Inserting A = H Λ (ξ) and B = A ξ in Lemma A.5 yields (2) and (3).
Proof. Boundedness follows directly from Theorem 3.7 and Lemma 4.2. Now choose λ < λ 0 with λ 0 as in Theorem 3.7. As C * C = C 2 holds for bounded operators, we find
The first factor is bounded due to Lemma 4.2 and independent of k. Rewriting
as above, Theorem 3.7 yields boundedness of this factor uniform in k due to continuity. We now observe
so the statement follows from Lemma 4.3 (1).
Lemma 4.5. For k ∈ R ν \ {0} and Λ ∈ (0, ∞], we have
Here
Proof. The statement for Λ < ∞ follows from the resolvent identity
We can now take the limit Λ → ∞ due to Lemma 4.2 and Theorem 3.7(5) and the calculation
Convergence of o 1 (k) follows from Hypothesis 3 and Lemma 4.3.
From this point on, we fix Λ = ∞ unless explicitly stated otherwise and suppress it as index for Q 0 , Q, P 0 and H. We further drop ξ-dependence as argument in P 0 .
Lemma 4.6. Let ε ∈ (0, 1). Then
in the weak sense.
Proof. Due to self-adjointness and Lemma A.4 it suffices to prove one of the statements. By taking the adjoint in Lemma 4.5 we notice
Due to Lemmas 4.3 to 4.5 this converges to 0 in strong sense as k → 0.
For i ∈ {1, . . . , ν} we define v i (ξ) = A ξ ψ gs , C(e i , ξ)A ξ ψ gs , where {e i : i = 1, . . . , ν} is the standard basis in R ν . Note now k · v(ξ) = A ξ ψ gs , C(k, ξ)A ξ ψ gs and hence
, which exists due to Hypothesis 3. We fix 0 < ε < 1
It is easy to checkS ε (ξ) is open, non-empty and invariant under positive scalings.
Lemma 4.7. Let ε ∈ (0, 1). Then
, which converges to 0 weakly as k → 0 due to Lemma 4.6.
We use Lemma 4.5 and apply P 0 to both sides. Using (4.1) this leads to
Since D k is a scalar uniformly bounded in k, it is enough to show o 1 (k), o 2 (k) and o 3 (k) converge to 0 weakly as k → 0. o 1 (k) and o 2 (k) go to 0 in norm due to Hypothesis 3 and Lemmas 4.3 and 4.5. To prove o 3 (k) converges to 0 weakly, we define
which converges to 0 as k → 0 inS ε (ξ) by Lemma A.4(3).
The rest of the proof is exactly along the same lines as the proof in [Dam18] . However we give it here for completeness.
Proof of Theorem 3.8. For k ∈ R ν we define the pointwise annihilation operator a(k) as acting on
In Appendix B we prove that a(k)ψ gs = (a(k)ψ
We now denote the number operator N = dΓ(1) and choose η ∈ D(N 1/2 ) such that η, ψ gs > 1 2 . Then the pull-through formula from Theorem B.6 shows
Choose some 0 < C < . Since (1 − C ωk · v(ξ)) −1 is uniformly bounded below by
for all k ∈S ε (ξ) ∩ B R (0). Then integrating in polar coordinates (cf. [Dam18, Lemma 4.8]) and using Hypothesis 3
which shows the integral on the right is infinite. Further, sinceS ε (ξ) is open, non-empty and invariant under positive scalings
This proves that η, a(k)ψ gs is not square-integrable. On the other hand using Lemma 2.4 and Cauchy-Schwarz we find
which is integrable with integral (N + 1) 1/2 η 2 due to definition of the Fock space norm and ψ gs = 1. This contradiction proves the theorem. For a selfadjoint operator A on H we define the sesquilinear form of A:
). We will need the following result. 
.
(2) |B| 1/2 (A − z) −1/2 is bounded and everywhere defined for one and hence all z < γ.
(3) (A − z) −1/2 |B| 1/2 is bounded for one and hence all z < γ.
is bounded and defined on D(q B ) for one z < γ and hence all z / ∈ σ(A).
Proof. Equivalence of (1) and (2) is [Tes14, Thm. 6.28]. That (2) and (3) are equivalent follows
Clearly (4) holds in one point, if (2) and (3) hold in one point. Now let (4) be true at one point z 0 < γ. Then for ψ ∈ D(|B| 1/2 ) we have
So if (4) is true at a point then (3) is true at the same point. Hence (2) and (3) are true at any point in (−∞, γ). (4) follows for all other z / ∈ σ(A) due to
be a collection of selfadjoint operators on H and assume there is γ ∈ R such that A n ≥ γ for all n ∈ N. Let A and B be selfadjoint operators on H and assume that
showing the desired relation. 
As the left hand side does not depend ψ 1 ∈ D 1 or ψ 2 ∈ D 1 we can take the infimum over such vectors which shows that the left hand side is 0 finishing the proof of (1). To prove (2) note that for ψ, φ ∈ H we have lim sup
To prove (3) note that AC is bounded and AC n is bounded for all n ∈ N by the closed graph theorem. Furthermore, for ψ ∈ D(A * ) and φ ∈ H we have lim sup
which finishes the proof due to (1). To prove (4) note that {C n x} ∞ n=1 is weakly convergent and therefore bounded for all x ∈ H [Tes14, Lemma 1.12]. This implies {C n } ∞ n=1 is bounded via the uniform boundedness principle. Furthermore, for x ∈ D we see
which converges to 0. The conclusion now follows from [Tes14, Lemma 1.14].
Lemma A.5. Let A and B be selfadjoint operators on H. Further, assume A is bounded below, γ = inf σ(A) and B is A-bounded. Let ω : R ν → R be continuous with ω(0) = 0 and ω(k) > 0 for k = 0. Then
in strong sense, where P A is the projection valued measure associated to A. Further k → f (k) is locally bounded.
Proof. We define the bounded operator C = B(A − γ + 1) −1 Resolvent identities then provide
and therefore
The first term converges to 0 in norm, due to boundedness of C. Further the spectral theorem yields ω(k)(A − γ + ω(k)) −1 → P A ({γ}) in strong sense, so the last term converges to 0 strongly. The statement then follows from CP A ({γ}) = BP A ({γ}).
B Proof of Pull-Through Formula
This appendix is devoted to proving the pull through formula. The method is built on the results in [DM18b] and the reader should consult this paper for the proofs. We start by defining
where · is the Fock space norm. This makes sense since P n (F + ) ⊂ F . We now have the following.
Lemma B.1. The map d defines a metric on F + and turns this space into a complete separable metric space. The topology and Borel σ-algebra is generated by the projections P n .
We now consider functions with values in F + . Let (X, X , ν) be a σ-finite and countably generated measure space. Define the quotient
where we define f ∼ g ⇐⇒ f = g almost everywhere. We are interested in the subspace C(X, X , ν) = {f ∈ M(X, X , ν) | ∀n ∈ N 0 : x → P n f (x) ∈ L 2 (X, X , ν, F (n) )}.
We write f ∈ C(X, X , ν) as (f (n) ), where f (n) = x → P n f (x). For f, g ∈ C(X, X , ν) we define
L 2 (X,X ,ν,F (n) )
We can now summarize.
Lemma B.2. d is a complete metric on C(X, X , ν) such that C(X, X , ν) becomes separable topological vector space. The topology is generated by the maps f → (x → P n f (x)).
We will now introduce the pointwise annihilation operator. For ψ = (ψ (n) ) ∈ F + we define Aψ ∈ C(R ν , B(R ν ), λ ν ) by P n (Aψ)(k) = (n + 1)ψ (n+1) (k, ·, . . . , ·), which is easily seen to be well defined and take values in F (n) . The next two statements can be found in [DM18b] Lemma B.3. A is a continuous linear map from F + to C(R ν , B(R ν ), λ ν ). and Aψ(k) ∈ F almost everywhere on {k ∈ R ν : B(k) > 0}. We can now prove the pull-through formula for the renormalized case. Proof. Define E ∞ = 0 and define for Λ ∈ [0, ∞] the operator
Using Lemma A.1 and Theorem 3.7 we see Σ Λ (ξ) + E Λ converges to Σ ∞ (ξ), so We abuse notation by setting 0 0 = 1. By the spectral theorem we see C a,Λ ψ converges to 0 a ψ as Λ → ∞, so using Theorem 3.7 we find D Λ C a,Λ ψ converges to 0 a ψ. Hence for ωdλ ν almost every k. Since ω > 0 almost everywhere this implies that the convergence holds λ ν almost everywhere. Now
in norm except at k ∈ Rξ, so we find
almost everywhere, as we wanted to prove.
