This paper uses a gravity model of migration to analyze how income differentials affect the flow of immigrants into U.S. states using annual data from the American Community Survey. We add to existing literature by decomposing income differentials into shortand long-term components and by focusing on newly arrived less-educated immigrants between 2000-2009. Our sample is unique in that although our interest is in measuring bilateral immigrant inflows (from origin countries into U.S. states), the vast majority of our observations take zero values. We accommodate for the zeros by using scaled ordinary least squares, a threshold tobit model from Eaton and Tamura (1994) , and the two-part model to analyze the determinants of immigration. Models that include observations with zero flow values find that recent male immigrants respond to differences in (short-term) GDP fluctuations between origin countries and U.S. states, and perhaps to (long-term) trend GDP differences as well. More specifically, GDP fluctuations pull less-educated male immigrants into certain U.S. states, whereas GDP trends push less-educated male immigrants out of their countries of origin. Effects for less-educated women are less robust, as GDP coefficients tend to be much smaller than for men.
Introduction
Income is often cited as an important determinant of immigration, and some measure of income in the origin and/or destination country is included in almost every model explaining international migration. Recently, Clark Mayda (2010) , and Ortega and Peri (2009) all find evidence that per capita GDP (in the origin and/or destination country) is a significant predictor of cross-country immigrant flows. We add to this literature in three ways: (1) by analyzing recent inflows of less-educated immigrants into U.S. states between 2000-2009; (2) by decomposing GDP into short-and long-run components; and (3) by employing three distinct estimation methodologies: scaled ordinary least squares (SOLS), Eaton and Tamura threshold tobit, and two-part models.
First, we analyze the flow of new immigrants into U.S. states between 2000-2009 using U.S. Census and American Community Survey (ACS) data. Our work complements literature that focuses on the locational choice of new immigrants based on state-specific factors (for example, Bartel, 1989; Zavodny, 1997; Borjas, 1999 , Dodson, 2001 ). These papers often explore the demographic characteristics of immigrants as potential determinants of their selected destination in the U.S. Instead of analyzing individual decisions, we take a macro approach to estimate how U.S. immigrant flows respond to state-level economic conditions.
Our focus is on the flow of newly arrived male immigrants with a high school degree or less education who legally or illegally arrived to the U.S. Our attention to men is driven by past evidence arguing that male migration decisions are more likely to be motivated by economic factors, while women more likely migrate for tied or associational reasons (Taylor, 2006) . The male labor market is especially interesting to study in the wake of the 2007-2009 recession when male unemployment rates were particularly high (Şahin, Song and Hobijn, 2010) . We concentrate on flows of immigrants with little educational attainment (which account for 60% of immigrant labor flows during this period) because such individuals exhibit more volatility in employment than both their native counterparts and well-educated immigrants (Orrenius and Zavodny, 2009 ). Interest in the determinants of less-educated immigrant flows is further driven by the group's relatively low level of popular support in the U.S. A survey by Hainmueller and Hiscox (2010, p. 67) , for example, argues that "although more than 60% of respondents state that they strongly disagree or somewhat disagree with an increase in low-skilled immigration, only 40% of respondents are opposed to an increase in highly skilled immigration."
1 Recent bipartisan immigration reform efforts in the U.S. Senate reflect this sentiment. Second, variation across countries and U.S. states allows us to consider if differences in short-run GDP (i.e., fluctuations) and long-run GDP (i.e., trends) have distinct effects on gross immigrant flows. Surprisingly, there is little work that analyzes the response of immigrant flows to macroeconomic cycles (exceptions include Hanson and Spilimbergo (1999) , Davis and Haltiwanger (1992) , Borger (2008) , and Mandelman and Zlate (2012) ). In addition, we further disentangle GDP differentials to separately identify push and pull factors, adding to recent work by Warin and Svaton (2008) , Zaiceva and Zimmermann (2008) , Pedersen, Pytlikova, and Smith (2008) , and Mayda (2010) . This allows us to assess whether less-educated immigrants leave countries that are experiencing short-run downturns (i.e., recessions) or are attracted by states experiencing short-run booms. Similarly, we ask whether U.S. immigrants are pulled into U.S. states with higher income, or are instead being pushed out by persistent poverty in their origin country.
Third, we estimate gravity models of immigration in the spirit of Karemera, Oguledo and Davis (2000), Lewer and Van den Berg (2008), Ortega and Peri (2009) , Mayda (2010) and Beine et al. (2011) . However, we employ a number of techniques, including the two-part and Eaton and Tamura (1994) threshold Tobit models -methods that, to our knowledge, have not yet been used to analyze the determinants of immigration. 3 The use of these models is necessitated by unique features of our data. Specifically, we observe annual bilateral gross flows of less-educated workers from 112 different source countries into each of the contiguous 48 U.S. states, but approximately 95 percent of our sample has an immigration flow value of zero. This presents estimation challenges since the standard gravity model adopts log-flows as the dependent variable. We first estimate our gravity model using a standard OLS regression in which we add one to each observed immigrant flow (i.e., SOLS). Next, we follow the trade literature and apply a threshold tobit model in the spirit of Eaton and Tamura (1994) to account for the zero flows. Lastly, we employ the two-part model that estimates a probit regression, followed by an OLS specification that drops all observations with zero flows.
Our results indicate that fluctuations in GDP positively affect the immigration of lesseducated men, but only when the entire sample of immigrant flows is considered. If the observations with zero immigrant flows are dropped, we find no relationship between short-run GDP differentials and immigration. Effects from long-run GDP differentials follow a similar pattern, though baseline Eaton and Tamura estimation fails to find a significant relationship. In subsequent push and pull analysis, however, models that include zero flow values robustly find that long-run GDP trends push less-educated men out their origin countries, and that recent booms in U.S. states attract less-educated men from abroad. Conversely, there are no pull effects from long-run state GDP trends, nor do short-run origin-country GDP fluctuations spur men to emigrate.
Further analysis considers alternative sub-samples of U.S. immigrants to see if certain groups respond similarly to GDP differentials. We briefly discuss how Mexican immigrants, who represent the vast majority of new less-educated male immigrants in the U.S., affect the analysis. Results are robust to the exclusion of Mexico, however Mexican immigrants themselves are more responsive to short-run GDP differentials. Next, we find that the flows of less-educated female immigrants are much less responsive to short-run GDP fluctuations than their male counterparts. We also perform a number of additional robustness checks that are omitted from the paper but available in an online appendix, including alternative estimation procedures, regressions using a shorter panel, and specifications for male immigrants with a college degree. Most of our results remain robust to the various empirical specifications.
The paper is organized as follows. First, we motivate our empirical specification with a simple model and provide a thorough explanation of the estimation techniques. Next, we summarize some of the important trends regarding recent U.S. immigration and describe our data in detail. We then present the results and consider various robustness checks. Lastly, we discuss how our results add to existing literature.
Empirical Strategy

Theoretical Motivation
The canonical theoretical model of migration consists of an income maximization problem where a potential immigrant from origin country o chooses the destination d based on the relative returns to migrating after factoring out migration costs. Assume there is a discrete number of origin countries o = {1, 2, ..., O} and a discrete number of destinations d = {1, 2, ..., D}.
Following We choose the former since we are assessing how less-educated immigrant flows respond to macroeconomic differences across a large set of destinations; that is, we are not trying to measure the response of immigrants to variations in the return to skill, for example.
For a recent discussion of this issue, we refer the reader to Rosenzweig (2007) .
The utility of an agent from country o who decides to migrate to destination d is
where migration costs are denoted by C d,o and can include costs that are specific to the destination (i.e., immigration restrictions), bilateral costs between the destination and origin country (i.e., language differences), or costs that are individual-specific (i.e., family members left back home). The agent chooses the destination k that maximizes his/her utility:
Using this simplified model, the probability that an individual born in country o will move to destination d is then:
where M d,o is the number of immigrants from origin country o in destination d, and M o is the native population of the origin country o. When the random term follows an iid extreme-value distribution, we can apply the results in McFadden (1984) to deliver:
or, equivalently:
Taking natural logarithms of both sides yields:
or equivalently:
Thus, immigrant flows depend on the aggregate income differential between the destination and origin (Y d − Y o ), moving costs that depend on the destination and origin of the immigrant (C d,o ), origin-and destination-specific factors (A d ,A o ), and the population of the origin country (M o ). 
Empirical Specification
The dependent variable M t+1,d,o measures the flow of immigrants from origin country o to destination state d at time t + 1. The income differential is measured using time t per capita GDP differentials, Y t,d − Y t,o . Notice that we lag the independent variables (by one year) to mitigate endogeneity issues. This lagged specification is also more appropriate if migration decisions are more likely to be based upon past, as opposed to current, economic conditions.
We follow the literature in identifying control variables that proxy for migration costs. We include the natural log of the distance between the origin country's capital city and the state's geographic center (Dist d,o ). Time-variant factors include the natural log of a measure of the immigrant stock from country o residing in state d (Stock t,d,o ), the natural log of the state's population (P op t,d ), and the natural log of the origin country population (P op t,o ). Year fixed effects (F E t ) account for time trends as well as U.S. immigration policy decided at the national level (see Clark, Hatton, and Williamson (2007) for further discussion of the importance of policy). Destination and origin fixed effects (F E d and F E o ) account for region-specific factors that do not change over time and imply that all coefficients of interest will be identified by variation within regions over time. The error term is represented by ε t+1,d,o , and {α, β, δ, γ, η, µ} are the coefficients to be estimated.
We modify this framework by further decomposing GDP into two components. First, we consider a long-run country-specific GDP trend,Ŷ t,c =â c +b c · T for c = {o, d} with time trend T . The coefficientsâ c andb c are obtained by estimating the following country-specific regressions, where e c,t is an error term:
We compute short-run fluctuations in GDP from its long-term trend, such that ∆Y t,c = Y t,c −Ŷ t,c . Thus, Equation 7 can be rewritten as Equation 9 . Migration flow effects determined by differences between destination state and origin country trend GDP are measured by β 1 , whereas β 2 represents the effect from differences in short-term GDP fluctuations.
Estimation Techniques
Anderson (2011) reports that gravity models were initially introduced to study immigration flows by Ravenstein (1889). However, they have been used most widely by trade economists to analyze bilateral export and import flows. The characteristics and limitations of the gravity model are therefore shared by these two fields, so knowledge from the trade literature is informative for our estimation technique. Gravity models of international trade regress log bilateral trade flows (either exports or imports) on the economic mass of each trading partner, the geographic distance between them, and other covariates. Our procedure simply replaces trade flows with gross immigrant flows. Estimation problems arise, however, when country pairs experience zero flows since log values are undefined. This is a nontrivial issue both in trade and in our analysis. For example, half of the observations used in recent important work by Santos Silva and Tenreyro (2006) and Helpman, Melitz, and Rubinstein (2008) equaled zero. Summarizing trade data on the 10-digit harmonized system of goods classification (HS10), Baldwin and Harrigan (2011) report that "The U.S. imports nearly 17,000 different HS10 categories from 228 countries, for a total of over 3.8 million potential trade flows [but] over 90 percent of these potential trade flows are zeros" (p.23). In our dataset of immigrant flows from origin countries to U.S. states, we encounter values of zero in roughly 95% of the observations. Thus, the proportion of zero values in our dataset is quite similar to that confronted in trade, which motivates us to consider a variety of estimation techniques from the trade literature. Martin and Pham (2008) thoroughly evaluate the efficacy of alternative estimation strategies when many zero values are present. Scaled ordinary least squares (SOLS) offers a common method for overcoming this limitation, and adds a scalar (usually one) to each flow value before taking natural logs. Analysts can augment this approach by performing tobit estimation and censoring log values less than zero. Others estimate a truncated model (i.e., drop observations of zero flows). The two-part model (explained in section 2.3.2 and often employed in health economics) first estimates a probit model to identify the determinants of whether positive values exist, and then performs OLS estimation of the truncated model. Less-common methods include the Eaton and Tamura tobit estimator (described in section 2.3.1), the Heckman twostep estimator, and the Pseudo Poisson Maximum Likelihood (PPML) procedure advocated in a well-known paper by Santos Silva and Tenreyro (2006) . Ultimately, Martin and Pham (2008, p.20) argue that truncated OLS models outperform censored regressions, and that "just solving the 'zero problem' and adding the zero valued observations to the sample is quite an unhelpful strategy." The smallest biases arise when using Eaton and Tamura tobit estimators (after controlling for heteroskedasticity). The Heckman two-step estimator performs well only if the true underlying data is governed by a Heckman selection-model data generating process. Otherwise, the Heckman model commonly fails to converge or produces massive biases.
5 PPML performs
well "for analysis of nonlinear relationships in models where zero values of the dependent variable are infrequent" (p. 2), but the authors go on to emphasize that it provides severely biased estimates and is inferior to the Eaton and Tamura procedure when many observations equal zero.
Within the literature on the determinants of migration, most economists using the gravity approach address the problem of zero flows by adopting truncated, SOLS, or censored methodologies. 6 Some eschew the gravity model and instead measure flows or emigration rates in levels (not logs). The estimation strategy in this paper employs traditional SOLS and two-part estimation due to the popularity of those models in the literature. The frequency of zero flows in our dataset, coupled with recent evidence in Martin and Pham (2008) , motivates us to also perform the Eaton and Tamura procedure. Though we believe the CCE estimator may be relevant in future work, we do not explore it in this paper, in part because we fear that it would distract from our focus on comparing results across SOLS, Eaton and Tamura, and two-part models. Instead, we control for worldwide macroeconomic factors simply by including year indicators in our specifications.
Eaton and Tamura
The SOLS method of adding one to the dependent variable before taking logs, though common, is inherently biased in the sense that there is no reason to prefer an added scalar of one as opposed to any other value. Eaton and Tamura (1994) introduced a threshold tobit model to overcome this limitation. When analyzing Japanese and American trade patterns with a sample of countries in the late 1980s, the authors were confronted with a dataset in which many trade flows equaled zero. Rather than simply adding one to each value before taking logs, they added λ, a value to be statistically estimated.
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Let the flow of immigrants (M t+1,d,o ) to destination state d from origin country o in year t + 1 be defined by:
The latent variableM t+1,d,o is a function of several year t determinants of migration (X t,d,o ), a mean-zero normally-distributed error term (ε t+1,d,o ), and a threshold value (λ) that the function of explanatory variables must achieve before positive migration flows occur.
By substituting Equation (11) into Equation (10), rearranging, and taking natural logs, we derive Equation (12) . Eaton and Tamura (1994) provide the density function forM t+1,d,o and the necessary log-likelihood function for maximum likelihood estimation. 10 Thus,
The Eaton and Tamura model is not altogether unfamiliar to economists who have examined immigration issues; Head and Ries (1998) and Rauch and Trindade (2002) used the method-ology in their influential analyses of immigration's role in promoting international trade. To our knowledge, however, we are the first to apply the technique to a gravity model of the determinants of immigration. The model presents two limitations, however. First, since it is a non-linear model estimated by maximum likelihood, it is possible that it will fail to converge to a solution. We do not encounter this problem in our analysis. Second, it can be difficult to interpret coefficient estimates, as is the case with the common SOLS solution of adding one to zero values. Strictly speaking, coefficients do not represent percentage changes of the dependent variable, though we follow the often-used convention of interpreting them in this manner.
Two-Part Model
The two-part model consists of first estimating a probit model with a latent variable formulation.
11 If M t+1,d,o is the flow of immigrants to destination state d from origin country o in
,o > 0, and M*=0 otherwise. As before, the regressors are
The two-part model consists of: (1) estimating a probit on M*, and (2) estimating the truncated
Data
We focus our analysis on foreign-born workers with a high-school degree or less education. We consider only those who are in the U.S. labor force at the time of survey and are between 18 and 89 years of age. 12 We first analyze the flow of male immigrants, but then incorporate female immigrants into our analysis in Section 4.3. We limit our analysis to the 2000-2009 period. Though this is a relatively short time series for analyzing short-and long-run GDP differences, it was a decade of considerable volatility in GDP, both in the U.S. and abroad (particularly when compared to the Great Moderation of the 1990s). One advantage of this short time series is that U.S. immigration policy was relatively unchanged during the period (with a few notable exceptions, including changes in the number of H-1B visas for college-educated workers). However, this decade witnessed the largest inflow of new immigrants in U.S. history, with approximately 14 million new (legal and illegal) immigrants (Camarota, 2011) . In addition, new immigrants were more dispersed across the U.S., with fewer immigrants going to traditional U.S. destinations compared to previous decades (Camarota, 2011) . As a result, we think it is important to understand how GDP differentials between origin countries and U.S. states affected the flow of new immigrants during this period.
We use IPUMS (Ruggles et al., 2010 ) data from the 2000-2009 Census and ACS surveys to obtain bilateral immigration data. The value of this dataset is that it is relatively large, provides annual measures of the combined legal and illegal foreign-born labor force in the U.S. by country of origin, and immigrants are identified by state of residence. We believe that the number of foreign-born workers in each state who arrived to the U.S. within the last year (from the survey date) represents a reasonable proxy for new immigrant labor flows. 13 This definition of gross inflows intentionally excludes two groups that nonetheless warrant explicit recognition. First, it does not recognize internal migration of immigrants -those who previously arrived in the U.S. but recently moved to a new state. 14 Second, it omits circular or repeat migrantsthose who recently reentered the U.S. but first arrived in earlier years. Both of these groups instead represent part of a state's immigrant stock control variable. The one-year lag structure of our regression models imply that internal migrants and circular migrants returning to the U.S. in time t comprise part of the immigrant stock in time t, which is a determinant of time t+1 immigrant flows. Since our focus is on newly-arrived U.S. immigrants, our data measurement is appropriate and will not bias the results. The Census and ACS data does, however, present a few limitations. First, there is likely a lag between arrival in the U.S. and being enumerated in the survey, and this lag may lead to a downward bias in immigrant flows. This issue may be especially salient in the case of less-educated illegal immigrants. Also, the ACS is administered monthly, but information is available only at the aggregated annual level. An economic shock in period t might have a larger effect on potential migrants at the beginning of period t + 1 than at the end, but the ACS will not allow us to identify such a distinction. However, we are (to our knowledge) first to use the Census and ACS to generate annual gross inflow data for the U.S. and measure its response to state-level economic conditions. While there is little we can do to directly address these issues, we believe that they do not significantly bias our analysis. If anything, our data is understating immigrant flows and smoothing out business cycle responses, leading to estimates that are lower bounds. 13 Beginning in the 2000 Census, the yrimmig variable reports the year an immigrant first entered the U.S. In earlier surveys, yrimmig only provided a range of years that included the year of arrival. This, coupled with the non-existence of annual ACS surveys, prohibited previous research from using Census and ACS data to generate accurate measures of newly arrived U.S. immigrants.
14 Our analysis is related to, but not directly comparable with, the work of Borjas (2001) and others that analyze how newly arrived immigrants (those who have been in the U.S. less than five years) respond to wage differentials within the U.S.
Recent Immigration Trends
Our dataset records approximately 11.26 million new immigrants (both legal and illegal) having entered the U.S. between 2000 and 2009. Table 1 shows the breakdown of the sample by gender, education level, and employment status. Approximately 53% of the new immigrants are male, 59% have a high school degree or less education, and 63% are in the labor force at the time of the survey. Less-educated, foreign-born, male workers represent the largest subgroup of new immigrants with 28% of the sample (3.14 million people), and they constitute the bulk of our analysis. Foreign-born female labor of all education levels represents just 19% of new immigrants.
The first column of As evident in Table 3 , more than one-third of all new immigrants and two-thirds of all new less-educated male immigrants in the labor force are from Mexico. India is the next largest sender, representing 7.2% of all immigrants. Immigrants from the Philippines and China represent approximately 3.7% of all U.S. immigrants. Notice, however, that the distribution of less-educated male immigrants in the labor force is more skewed to Latin American countries, with a disproportionate share coming from Guatemala, El Salvador, Brazil and Honduras (in the second column). Recall that our data does not include circular migrants, which may be especially relevant for close countries, namely Mexico and Central American countries, for which individuals might find it easier to cross the border repeatedly. If circular migrants were included, these countries would represent even a larger share of immigrant flows.
15 Table 4 provides a snapshot of where new immigrants are locating within the U.S. For brevity, we categorize the U.S. states into six regions that are consistent with U.S. Census regions. Table 4 shows that approximately one-quarter of all new immigrants live in the Pacific and Southeast regions each. Approximately 20% of new immigrants live in the Northeast, 13% in the Midwest and South Central, and 8% in the Mountain region. 16 The distribution of the locational choices of less-educated male immigrants in the labor force is very similar (in column 2) to that of all immigrants (in column 1). The final column reports mean trend GDP by region and finds no clear correlation between trend regional income and recent immigrant flows.
Summary Statistics
Recall Table 5 reports the mean and standard deviation for each variable. The first two columns are for the entire sample and the last two columns represent the sample of non-zero flows. The average bilateral flow of less-educated males between a country and a state is 1,100 per year among observations with positive flows, but just 58 when including the entire sample. We report unweighted means to be consistent with our regression analysis that follows. Both samples exhibit tremendous variation in migrant flows.
GDP differentials, both long-term and short-run, are the independent variables of interest. Average trend per capita GDP of U.S. states is $44,508 for the entire sample (with very little variation), while the average GDP for origin countries is $13,282 (with high variation). Average fluctuations in per capita GDP would equal zero by construction if we used the entire time series since fluctuations are defined as the difference between current and trend GDP. Since the independent variables are lagged, however, we lose GDP data in 2000. The resulting averages are $65 for origin countries and $179 for U.S. states, leading to a $114 gap in GDP fluctuations between the destination and origin of immigrants on average. Variation in GDP fluctuations is very high, with more variation coming from state fluctuations than from origin countries since the absolute deviations of income from its trend are higher for U.S. states compared to low-income countries.
Our control variables include geographic determinants of migration, destination and origin populations, and immigrant stocks in each state. The geographic variables include the distance between world capitals and U.S. state geographic centers using the Haversine distance formula and latitude/longitude data from the CEPII Research Center 18 and the U.S. Census. Population 
Less-Educated Male Immigrant Flows
We model the flow of less-educated immigrant labor from origin country o to destination state d as specified in Equation 9, using independent variables that are lagged one year. Table 6 presents the baseline results for men; standard errors are clustered by state*country dyad. In column 1, we include all immigrant flows by adding one to the flow variable before taking the natural log and then employing OLS (i.e., SOLS); in column 2, we use the Eaton and Tamura technique (as described in section 2.3.1); in columns 3-4, we use the two-part model (as described in section 2.3.2) that first estimates a probit (in column 3) and then estimates the non-zero immigrant flows using truncated OLS (in column 4). The sample size is much smaller in column 4 compared to columns 1-3 since observations with zero immigrant flows are dropped.
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SOLS results (column 1) suggest that both trend GDP and GDP fluctuations are significant determinants of the flows of less-educated immigrant men into the U.S. Coefficients indicate that a $1,000 differential in GDP fluctuations between the destination state and origin country leads to a 2.2% immigrant flows (significant at the 1% level). Similarly, a $1,000 increase in the trend GDP differential between the destination state and origin country induces a significant 1.2% increase in immigration. This is particularly striking given that the model is estimated with a full set of country and state fixed effects. The coefficient is identified only by differences in trend growth rates across states and countries (b c ·T in the Equation 8 construction of our trend variable), not by differences in permanently high levels of per capita GDP (a c in Equation 8 ). We should also note that our array of fixed effects would absorb all of the variation in trend GDP if we had restricted growth rates (b c ) to be equal across states and countries. Thus, the GDP trend coefficient in Table 6 is only identifiable because we allow for state and country-specific trends.
These baseline results are consistent with those of previous studies. Ortega and Peri (2009), for example, find a significantly positive relationship between GDP differentials and bilateral immigrant flows using OECD data. Their OLS specification is similar to our SOLS specification in that they add one to both immigrant flows and immigrant stocks while also including observations with zero flows. Their magnitudes are not directly comparable to ours since they use a different database, cover a cross-section of source countries, and do not distinguish between trend and cyclical effects. Nonetheless, they find that a $1,000 GDP differential (in levels) leads to a 10 percentage-point increase in bilateral immigration flows across OECD countries.
Our control variables have the expected signs when significant. Distance is negatively associated with higher flows of less-educated immigrant men, and larger origin countries send more immigrants. Both results are consistent with the literature (i.e., Karemera Column 2 uses Eaton and Tamura threshold tobit estimation, which we prefer to SOLS because it allows the scalar added to flow values to be estimated by the data itself (as opposed to simply adding one before taking logs). Our results from employing these two strategies are similar but with important differences. First, effects from short-run GDP differentials increase somewhat. A $1,000 differential in GDP fluctuations between the destination state and origin country leads to a 3.4% increase in less-educated male immigration flows. 21 More interestingly, however, the coefficient on trend GDP loses significance. As with our SOLS specification, interpretation of this result must come with the caveat that much of the immigration effect from differences in long-term GDP are absorbed in the fixed effects.
The two-part model in columns 3 and 4 separates the likelihood of a country sending any immigrants with the magnitude of the immigrant flow response among existent bilateral immigration routes. The probit model in column 3 suggests that long-run and short-run GDP differentials both matter in determining which countries send positive less-educated male immigrants to the U.S. Neither income measure, however, is important in determining the size of the flows in the truncated OLS model of column 4.
Our preferred interpretation of the collective results is that the significant coefficients in the SOLS and Eaton and Tamura specifications are driven by the discrete jump of going from zero to positive flows, not in changing the magnitude of flows within existent bilateral migration channels. Expressed another way, GDP fluctuations are associated with the flow of less-educated immigrant men as long as zero flow values are included in the estimation. This is robust across our three different estimation techniques as each suggests that a rise in short-run GDP will lead to an increase in the flow of less-educated immigrant men in that state. The evidence for long-run GDP differentials is slightly less robust. Simply adding a one to the dependent variable leads to a significant coefficient on long-run GDP differentials. When using the Eaton and Tamura method, which estimates a scalar to add to the dependent variable, long-run GDP differentials are no longer significant.
Robustness Checks
In this section, we consider various robustness checks to determine if our results depend on the sample being analyzed. First, we explore the possibility that the insignificant coefficients in column 4 of Table 6 are simply due to the smaller sample size of observations with positive bilateral migration flows. We adopt two methods to explore this possibility, both of which support the conclusion that short-run GDP determines the existence of positive flows, but not the magnitude of those flows. Evidence on what is driving coefficients on long-run GDP is not conclusive.
First, we consider the effects of sample size on standard error calculations. The full dataset has the potential for 5,376 clusters (48 states×112 countries) and 48,384 observations. The column 4 sample with positive flow values results in 1,118 clusters and 2,609 observations. If that sample had been equal in size to the full dataset but had exhibited the same variation as present in the actual column 4 data, then the standard errors in that column would have been approximately half as large as the standard errors displayed in the table. 22 Note that this implies that the coefficient on GDP trend would become positive and significant, but the coefficient on GDP fluctuations would not. Our second method of exploring the role of sample size involves bootstrapping. We begin by sampling (with replacement) 2,609 observations with positive flow values and then estimate SOLS, Eaton and Tamura, and truncated ln(M ) models. We perform this procedure 1,000 times to assess how often the models are able to uncover positive and significant coefficients. This effectively provides a p-value for the null hypothesis that the GDP coefficients are positive and significant. We find that each method identifies positive and significant coefficients on trend GDP more than 18% of the time, so we fail to reject that null. It is possible that with a different sample of 2,609 bilateral immigration channels exhibiting positive flows, each model would produce positive and significant coefficients on trend GDP. On the other hand, the coefficient on GDP fluctuations is positive and significant in only 3% of the trials. Since 22 That is, the smallest standard errors possible, assuming the same variation in the data but having the same number of clusters that are available in the entire dataset, would be roughly this occurs so rarely, we reject the null hypothesis. We believe that the insignificant coefficient on short-run GDP in column 4 arises from the nature of the data itself -GDP fluctuations are not associated with immigration flows among bilateral routes experiencing positive flows. 23 To augment this claim, we repeat the bootstrapping routine by sampling (with replacement) 2,609 observations from all of the available data (including zero flow values). SOLS and Eaton and Tamura routines uncover positive and significant coefficients on GDP fluctuations more than 20% of the time, thereby failing to reject the null hypothesis that the coefficient is positive and significant. Sample size alone is not able to rule out the potential for the coefficient on GDP fluctuations to be positive and significant, but the exclusion of zero-flow values does eliminate this possibility. Thus, we believe the inclusion of observations with zero flows is crucial for the ability of regression models to identify significant determinants of migration.
Next we analyze the role of Mexican immigrants. Since immigrants from Mexico represent a large share of flows, we drop Mexico from our sample of origin countries to test for robustness. This reduces the total number of available observations to 47,952 and the number of positive flow observations to 2,246. Nonetheless, the results displayed in the top panel of Table 7 are almost identical to our previous baseline results, with strong evidence that GDP fluctuations are positively correlated with immigrant flows and weaker evidence for an effect from GDP trends. Though we have suppressed the remaining control variables from the table, they also have the same signs and significance as in the baseline case. Thus, the inclusion of Mexican immigrants in our full sample is not driving our results.
The second panel of Table 7 assesses whether Mexican immigrants react to GDP differentials differently than immigrants from other countries by interacting a dummy variable for Mexico with the two GDP variables for the full sample. We find that the estimated coefficients on GDP trend and GDP fluctuations are entirely comparable to those in the baseline case, both in magnitude and significance. One new insight is that the interaction term of Mexico with GDP fluctuations is weakly significant and positive. This provides some support to the idea that male immigrants from Mexico tend to react to GDP fluctuations in a way that is structurally different than immigrants from other countries.
The final panel of Table 7 explores whether distance affects the relationship between GDP and immigrant flows. This could arise if migrants from countries with lower migration costs are more sensitive to income differentials. Interestingly, we find that while GDP trend and GDP fluctuations themselves are both positively associated with immigrant flows, income has a muted migratory effect for more distant (and costly) migration routes (notice the negative signs on the interaction terms). Trend GDP coefficients are jointly significant (evaluated at average distance) in SOLS and probit models, while short-term GDP coefficients are jointly significant in SOLS, probit, and Eaton and Tamura models, just as in the baseline regression. 24 Altogether, the coefficients on short and long-term GDP in Table 7 are comparable to those in baseline regressions. This gives us greater confidence that our baseline results are not driven by the inclusion of Mexico or immigrants from countries in close proximity to the U.S.
We have performed several additional robustness checks that we have made available in an online appendix for the sake of brevity. Perhaps most notably, we consider two substitute procedures for measuring GDP: one that estimates the trend component by projecting 1990-1999 GDP growth onto the subsequent decade, 25 and another that computes trends using an HP Filter on the 1990-2009 period. Both of these methods unfortunately reduce the number of observations since GDP is not available for all countries in our sample during the early 1990s, so we ultimately prefer the results from our reported trend construction that calculates trend GDP using data from 2000-2009. Nonetheless, the results from these alternative procedures continue to find that short-run GDP fluctuations are significantly correlated with immigrant flows. Moreover, they robustly find that the GDP trend differential is a significant predictor of immigrant flows. Other tables available in the online appendix include results from regressions that drop the final year of the data (to eliminate effects driven by the Great Recession), those employing country×state dyad fixed effects, Poisson specifications, regressions controlling for lagged immigrant flows in addition to stocks, and specifications for well-educated male labor. Overall, our results and conclusions are robust to these alternative methodologies.
Less-Educated Female Immigrant Flows
Thus far we have considered only less-educated male immigrants in the labor force. This is standard in the immigration literature when trying to isolate immigrants who move for economic purposes. Women are often disregarded in the immigration literature due to "a dearth of data on women and migration [that] makes it difficult to assess the full implications of international migration for women" ( , 2004) . Fortunately, the ACS/Census data allow us to distinguish between men and women. 24 The p-values of joint significance are available in the online appendix. 25 The method for projecting GDP based upon 1990-1999 GDP growth is to first calculate average GDP growth within states and countries during this period. We then take year 1999 GDP as fixed, and allow states and countries to grow at these specific exponential growth rates for each subsequent year. The method assumes that countries were at trend in 1999, and that people expected growth to continue at the same rate as it did in the previous decade. Observations are lost because data is not available for all of our origin countries in early years of the 1990s.
Estimates of Equation 9
for less-educated female immigrant labor flows are in Table 8 . SOLS, Eaton and Tamura, and probit results for women echo those for men, but with muted and sometimes insignificant effects from the GDP variables. For example, the SOLS regression (in column 1) finds that a $1,000 increase in GDP trends will lead to a 0.8% increase in immigrant women, compared to 1.2% for immigrant men. Similarly, a $1,000 increase in GDP fluctuations leads to a 1.6% increase in immigrant women and a 2.2% increase in immigrant men. In the Eaton and Tamura model for women, the insignificant coefficient on GDP trend (0.005) is half the size of the effect from the male regression. The also-insignificant coefficient on GDP fluctuations is less than one third of the size. Probit coefficients are similarly between one-half and one-third the size in female regressions. Altogether, these results suggest that female migration decisions are less sensitive to economic conditions than male decisions are. That is, the response of female immigrant labor flows to long-run GDP differentials is smaller than male flows as long as the observations with zero values are included. The truncated model departs from this regularity by finding a large and significant coefficient on trend GDP for women, and a negative but insignificant coefficient on GDP fluctuations.
It is well-documented that women may migrate for different reasons than men. For example, Taylor (2006, p. 20) notes that "men are more likely to make the move for purely economic reasons, while women are more likely than men to be 'tied movers.'" Our result that less educated female immigrants are less responsive to macroeconomic factors than male immigrants is consistent with this hypothesis. However, our findings also indicate that once female immigrant flows are non-zero, differences in long-run GDP affect the magnitude of the immigrant flow. The significantly positive relationship between long-run GDP differentials and recent female immigrant flows (for the truncated sample) suggests that economic forces are relevant. Still, more work remains to be done on identifying differences in the determinants of migration between men and women. 
Push and Pull Factors: Less-Educated Male Immigrants
The specification in Equation 9 assumes that the coefficients on the destination and origin country GDP are the same. Empirically, it is not necessary to impose this restriction. Equation 14 can help clarify the source of correlations and tell a more precise story about immigrant flows by disaggregating the trend and fluctuation components of GDP by destination (pull factors) and origin (push factors).
Estimated coefficients for β 2 and β 4 will indicate if origin income pushes emigrants out of their home countries, while estimates for β 1 and β 3 will identify whether destination income pulls immigrants into host states. When combined, these components represent dollar measures of GDP which are commonly employed in gravity regressions. While this is consistent with methods found in the literature (and are useful for exploring whether a potential migrant needs the promise of a dollar-amount gain in order to pay for the fixed costs of migration), they have limitations for assessing variation across countries. Dollar deviations from trends are higher for high income observations relative to low income ones, and a $1,000 deviation from trend could mean substantially more in terms of relative living conditions for poor countries than for rich ones. To address this, we perform push and pull regressions where we replace GDP fluctuations (∆Y t,d and ∆Y t,o ) with short-run GDP measured relative to potential (
). These percentage deviations from trend may be a better measure of the departure from typical (or expected) living-standards in origin countries and destination states.
The results for less-educated male immigrants are reported in Table 9 . The top panel displays coefficients using short-run GDP measured in dollars, while the bottom panel uses percentage deviations from potential GDP. The two analyses provide qualitatively equivalent results.
While Tables 6-8 presented mixed evidence on the influence of long-term GDP differentials on migration decisions, both panels in Table 9 demonstrate that if such an effect exists, it is clearly driven by long-term GDP in the origin country and not by income in the destination state. The coefficient on state GDP trend is insignificant in all four specifications, while the coefficient on origin country GDP trend is negative and significant in all but the truncated OLS specification (in column 4). According to the Eaton and Tamura method in column 2 of the top panel, a $1,000 increase in origin country trend GDP leads to a 4.4% reduction in lesseducated male immigrants. Recall that fixed effects absorb much of the trend GDP variation so that coefficients are being identified by differences in the growth portion of trend GDP. Thus, we see that countries experiencing more long-term GDP growth send fewer immigrants to the U.S. than slow-growth countries do, but state GDP trends are not a determinant in attracting immigrants.
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Different mechanisms appear to govern immigration's relationship with short-run GDP fluctuations. Unlike with trend GDP, state-level GDP fluctuations attract immigrants, but fluctuations in origin-country income are always an insignificant determinant of immigrant flows. Similar to the baseline regressions in Table 6 , the results in Table 9 argue for effects from shortrun GDP only in specifications accounting for zero flow values (columns 1-3) . However, we now see that such effects arise primarily because economic booms in U.S. states attract immigrants from abroad. For example, the Eaton and Tamura results in the top panel of column 2 argue that a $1,000 increase in short-run GDP in a particular U.S. state will lead to a 4.8% increase in male immigrants to that state. The bottom panel argues that a one percentage-point short-run deviation of state GDP from its trend will lead to a 1.97% increase in male immigrants to that state.
Altogether, we argue that long-run (or trend) GDP determines which countries send immigrants to the U.S., while short-run fluctuations determine which U.S. state they move to. That is, immigrants are pushed out of poor (or slow-growth) countries and pulled into states that have experienced recent booms. These results are broadly consistent with what Mayda (2010, p. 1252) calls "a familiar puzzle" -theoretical models of migration generally predict push and pull factors have equal but opposite effects, but empirical work often uncovers asymmetries. Mayda goes on to provide three possible explanations for her finding that pull factors are positively associated with higher emigration rates for a panel of OECD countries while push factors are rarely significant. These possibilities aid in understanding our results.
First, Hunt (2006) argues that young workers' migration decisions are not sensitive to cyclical conditions (such as unemployment) in their home countries. The behavior of young workers could overwhelm that of older workers, thus moving coefficients on push factors toward zero. At first glance, this appears to be a plausible explanation for our results since our flow variable is likely to be dominated by the activities of young workers -older immigrants arriving for family unification reasons are excluded from flows if they are not in the labor force, while circular migrants returning to the U.S. are similarly absent from the dependent variable. Deeper inspection of the data, however, rejects this explanation. We perform separate regressions (available in the online appendix) for flows of workers age 25 and younger and flows of immigrants over age 35. The push and pull effects of short-and long-term GDP are consistent with the results in Table 9 for both age groups. Most importantly, country income fluctuations fail to influence migration flows for all groups, while state GDP fluctuations attract immigrants in all but truncated regression models; these results hold for workers age 25 and under as well as those over age 35. Our estimated asymmetry in push and pull cyclical GDP effects do not appear to be explained by increased sensitivity among older workers to short-run GDP conditions in their home countries.
attributable to small variation in the variable.
A second potential explanation is that low origin country income has two offsetting effects: it increases workers' incentives to emigrate, but it also inhibits their ability to finance migration costs through personal savings and/or by borrowing in imperfect capital markets. We find it plausible that the relative influence of these factors differ for short-term and long-term GDP. In countries that are persistently poor, the incentive to move often outweighs the significant financial and psychological costs of migration. Temporary income fluctuations are simply not important enough to change the relative influence of these factors. Trend GDP in the destination might not matter in the same way due to the nature of our dataset. Each of our potential destinations is in the U.S., so trend income will be relatively high regardless of the particular destination state. Note from Table 5 that the coefficient of variation of state trend GDP is just 0.176, compared to a value of 0.968 for country trend GDP. Not only might this inhibit the ability of regression models to identify significant coefficients on state trend GDP, but potential migrants might deem such differences as trivial.
This second explanation does not address why short-term push and pull coefficients differ from each other. The third potential resolution to push and pull asymmetries address this issue by appealing to demand conditions. Foreign-born labor might seek employment opportunities in states experiencing growing labor demand that cannot be met by the local native-born labor force. Moreover, economic expansions in the U.S. might increase the willingness of states to accept or even try to attract more immigrants. Though formal immigration policy is decided at the national level and is absorbed by time fixed effects, our model does not control for enforcement mechanisms and legislation pertaining to immigrants' interests that vary across time within states. If states become more welcoming during economic booms, then immigrant flows will be more sensitive to GDP fluctuations in states than in origin countries. Ultimately, our short-run state GDP results complement Borjas' (2001) finding that immigrants positively respond to business cycles within the U.S. and with relative ease since the costs of internal migration are lower.
Conclusion
This paper adds to the literature on the determinants of immigrant flows in three ways. First, we use variation in income across U.S. states and origin countries to uncover how newly arrived lesseducated immigrants respond to income differentials. Second, we decompose income differentials into short-and long-run components. Third, we employ several estimation techniques, including the threshold tobit and two-part models, to appropriately account for the large number of zero values for immigrant flows in our dataset.
We study U.S. immigration between 2000 and 2009. This period is an interesting case-study because the U.S. experienced the largest gross inflow of new immigrants in its history, and those immigrants were more dispersed across the U.S. compared to recent cohorts. In addition, the U.S. witnessed a severe recession in the latter half of this decade. Not only does this time period provide a great deal of macroeconomic variation, but it will also appeal to policy makers interested in the extent to which differences in trend GDP and GDP fluctuations are correlated with immigrant flows.
We find that both long-term and short-run GDP differentials significantly determine the flow of newly arrived less-educated male immigrants into U.S. states. The evidence for long-term GDP differentials is mixed, though coefficients might be difficult to identify due to the inclusion of state and country fixed effects. In addition, the evidence for short-run differentials requires that observations of zero flow values are included in the regression. For example, a truncated OLS specification which drops the observations with zero values (representing 95 percent of the sample) suggests that neither differences in GDP trends nor GDP fluctuations between the source country and destination state affect the flow of less-educated male immigrants into the U.S. However, specifications that include zero values suggest otherwise, most notably in recognizing a positive relationship between GDP fluctuations and immigrant flows.
We document important differences in the response of recent immigrant flows to short-run and long-run GDP components based on gender and country of origin. For example, the flows of less-educated female immigrants into the U.S. are generally less responsive to differences in GDP fluctuations than their male counterparts. In addition, Mexican immigration, which constitutes a significant portion of all new immigrants, is not driving our results.
We also augment the immigration literature attempting to disentangle push and pull effects. We find that less-educated immigrants are pushed out of their countries by long-run GDP trends, and are pulled into U.S. states by short-run upswings in economic activity. Not surprising, shortrun fluctuations in the origin country do not lead to an increase in less-educated immigrant flows to the U.S. It is not difficult to imagine a story consistent with these findings. People from poor countries want to immigrate to the U.S., but short-term fluctuations in their country of origin are largely irrelevant for the decision to stay or leave. When deciding upon a new destination, however, an individual is likely to be enticed by a booming location and the associated promise of available jobs. From the perspective of a potential new worker, states with recent economic growth look more attractive than states with stagnant economic activity.
Our results also shed some light on the importance of empirical specification when studying immigrant flows. The truncated OLS model estimates the determinants of migration conditional upon a bilateral country-by-state observation recording positive flows. It should not be taken as representative, however, for those wishing to understand all potential flows, since the sample excludes 95% of all possible observations. The probit model, while useful, only estimates a dichotomous effect. That is, it identifies whether GDP differentials affect the probability that a country-by-state migration channel records positive flows. This may or may not be interesting to the policymaker. SOLS is a simple method of using the entire sample of data to estimate the effects of GDP on the quantity of immigration flows, but it accomplishes this by arbitrarily adding one to all flow values before taking logs. As an alternative, the Eaton and Tamura model allows the added scalar to be a value that is estimated by the data itself. It therefore permits more flexibility than simple SOLS. This flexibility should encourage researchers to prefer the Eaton and Tamura method to estimate the relationship between GDP components and immigrant flows.
[ Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Cluster-robust standard errors are in parentheses. Results incorporate time, destination and origin fixed effects. Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Cluster-robust standard errors are in parentheses. Results incorporate time, destination and origin fixed effects. Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Cluster-robust standard errors are in parentheses. Results incorporate time, destination and origin fixed effects.
