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THE COLOMBEAU QUATERNION ALGEBRA
CORTES W., FERRERO M.A., AND JURIAANS S.O.
Abstract. We introduce and investigate the topological algebra of Colombeau
Generalized quaternions, H. This is an important object to study if one wants
to build the algebraic theory of Colombeau generalized numbers. We classify
the dense ideals of K, in the algebraic sense and prove that it has a maximal
ring of quotients which is Von Neumann regular. Using the classification of
the dense ideals we give a criteria for a generalized holomorphic function to
satisfy the identity theorem.
1. Introduction
Since its introduction, the theory of Colombeau generalized functions has under-
gone rapid grow. Fundamental for the theory were the definition of Scarpalezos’
sharp topologies and the notion of point value by Kunzinger-Obberguggenberger.
A global theory was developed in [8].
The study of the algebraic aspects of this theory however are relatively recent.
This was proposed independently by both J. Aragona and M. Obberguggenberger
and started with a paper by Aragona-Juriaans (see [5]). This, and the develop-
ments mentioned above (see [11, 13]), due to D. Scarpalezos, M. Kunzinger and
M. Obberguggenberger, led Aragona-Fernandez-Juriaans to propose a differential
calculus which in its turn was used to continue the algebraic aspects of the theory
(see [2, 4]).
In this paper we focus on an algebra that may play an important role in the study
of the algebraic theory of these algebras. We introduce the Colombeau generalized
quaternion algebras, H, and study its topological and algebraic properties. We
further classify the dense ideals, in the algebraic sense, of K and prove that K and
H have a martindale ring of quotients. Using the classification of the dense ideals,
we give a criteria for a generalized holomorphic function to satisfy the identity
theorem.
The notation used is mostly standard. Some important references for the theory
of Colombeau generalized numbers, functions and their topologies are [1], [7], [8],
[10], [12] and [13].
2. Algebraic Theory
In this section we recall some algebraic theory of Colombeau generalized func-
tions. We refer the interested reader to [2], [4] and [5] for notation, more details
and proofs of the results mentioned here.
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The norm of an element x ∈ K is defined by ||x|| := D(x, 0), where D is the
ultra metric in K defined by Scarpalezos. Denote by Inv(K) the unit group of K.
Theorem 2.1 (Fundamental Theorem of K). [ [5] ]
Let x ∈ K be any element. Then one of the following holds:
1. x ∈ Inv(K).
2. There exists an idempotent e ∈ K such that x · e = 0.
Moreover Inv(K) is an open and dense in K.
Theorem 2.2. [5] An element x ∈ K is a unit if and only is there exists a ≥ 0
such that |xˆ(ε)| ≥ εa, for ε small enough.
Let S := {S ⊂ I| 0 ∈ S⋂Sc} where the bar denote topological closure. We than
denote by P∗(S) the set of all subsets F of S which are stable under finite union
and such that if S ∈ S then either S or Sc belongs to F . By g(F) we denote the
ideal generated by the characteristic functions of elements of F .
Theorem 2.3. [5] Let P ⊳K be a prime ideal. Then
1. There exists F0 ∈ P∗(S) such that g(F0) ⊂ P.
2. { g(F) | F ∈ P∗(S)} is the set of all maximal ideals of K.
In [4] it is proved that g(F0) is in fact a minimal prime ideal of K. In general
g(F0) is not closed and so K is not Von Neumann regular.
If I ⊳K is a maximal ideal then K is algebraically closed in K/I and from this it
follows that B(K), the set of idempotents of K, does not depend on K, i.e., B(C) =
B(R) (see [[5], section IV]). Moreover, in [4] it is proved that B(C) = {χA| A ∈ S},
where χA denotes the characteristic function of the set A.
For the sake of completeness we recall the order structure of R defined in [4].
Lemma 2.4. For a given x ∈ R the following are equivalent:
(i) Every representative xˆ of x satisfies the condition
(*) ∀b > 0, ∃ηb ∈ I such that xˆ(ε) ≥ −εb, whenever 0 < ε < ηb.
(ii) There exists a representative xˆ of x satisfying (*).
(iii) There exists a representative x∗ of x such that x∗(ε) ≥ 0, ∀ε ∈ I.
Definition 2.5. An element x ∈ R is said to be non-negative, quasi-positive or
q-positive, if it has a representative satisfying one of the conditions of Lemma 2.4.
We shall denote this by x ≥ 0. We shall say also that x is non-positive or q-negative
if −x is q-positive. If y ∈ R is another element then we write x ≥ y if x − y is
q-positive and x ≤ y if y − x is q-positive.
Proposition 2.6 (Convexity of ideals). Let J be an ideal of K and x, y ∈ K. Then
1. x ∈ J if and only if |x| ∈ J .
2. If x ∈ J and |y| ≤ |x| then y ∈ J .
3. If K = R, x ∈ J and 0 ≤ y ≤ x then y ∈ J .
Let r ∈ R. Then αr ∈ R is the element having ε → εr as a representative. It
has the property that ||αr|| = e−r and ||αrx|| = ||αr|| · ||x||, for any x ∈ K. With
this we have that an element x ∈ K is a unit if and only if there exists r ∈ R such
that x ≥ αr.
In [4] it is also proved that for 0 < x ∈ K there exists y ∈ K such that x = y2.
In the next section we will use freely some of the results in this section.
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3. The Topological Algebra of Colombeau Generalized Quaternions
Here (H, | · |) will denote the classical ring of real quaternion with its usual metric
and basis {1, i, j, k} and, unless stated otherwise, K = R. Moreover, if R is a ring
then H(R) denotes the quaternion algebra over R
Definition 3.1. A function xˆ : I → H is moderate if there exists a ∈ R such that
lim
ε→0
|xˆ(ε)|
εa = 0.
Let EM (H) = {xˆ : I→ H | xˆ is moderate} and N (H) = {xˆ ∈ EM (H) | lim
ε→0
|xˆ(ε)|
εa =
0, ∀a ∈ R}. It is easily seen that if xˆ(ε) = xˆ0(ε)+ xˆ1(ε)i+ xˆ2(ε)j+ xˆ3(ε)k ∈ EM (H)
then lim
ε→0
|xˆ(ε)|
εa = 0 if and only if limε→0
|xˆi(ε)|
εa = 0, ∀i if and only if xˆi ∈ EM (R), for all
i ∈ {0, 1, 2, 3}. Hence it is clear that EM (H) ∼= H(EM (R)).
In the same way we obtain that N (H) ∼= H(N (R)). Therefore we have that
EM (H)/NM (H) ∼= H(EM (R)/NM (R)) = H(R). We denote H(R) by H. Let x =
x0 + x1i+ x2j + x3k ∈ H. Its conjugate x¯ := x0 − (x1i + x2j + x3k) and its norm
n(x) :=
√
x20 + x
2
1 + x
2
2 + x
2
3 =
√
xx¯.
Lemma 3.2. Let x ∈ H. Then
(1) x ∈ Inv(H) if and only if n(x) ∈ Inv(R). In this case, x−1 = (n(x))−1x¯.
(2) An element x ∈ H is a zero divisor if and only if n(x) is a zero divisor.
In particular we have that an element of H is either a unit or a zero divisor.
Proof. Only the second statement requires a proof. Suppose that n(x) is a zero
divisor. Hence there exists an idempotent e ∈ R such that n(x)e = 0. From this it
follows that 0 = n(x)2e = x¯xe = (xe)x¯ = x(ex¯) = 0. If ex¯ 6= 0, then xex¯ = 0 and
it follows that x is a zero divisor. On the other hand if x¯e = 0, then xe = 0. So, x
is a zero divisor. 
It follows from the lemma above that if x = x0 + x1i + x2j + x3k ∈ H and one
of the xi’s is a unit then x is a unit.
For an element x ∈ H, let A(x) := {a ∈ R| lim
ε→0
|xˆ(ε)|
εa = 0} and V (x) :=
sup(A(x)). It is easily seen that either A(x) = R or there exists a ∈ R such
that either A(x) =] − ∞, a[ or A(x) =⊆ ] − ∞, a]. Define ||x|| = e−V (x) and
d(x, y) := ||x − y||. It is easily seen that all definitions above make sense and that
d defines an ultra metric on H. Denote by dπ the product metric on H induced by
the topology of K.
Theorem 3.3. (H, d) and (H, dπ) are homeomorphic as topological spaces, i.e. d
and dπ define the same topology on H.
Proof. Let x = x0 + x1i + x2j + x3k ∈ (H, d) and r > 0 and let Br(x) = {y ∈
H | d(x − y) < r}. If y = y0 + y1i + y2j + y3k ∈ Br(x) then V (x − y) > ln(1/r).
Hence ln(1/r) ∈ A(x − y) and so if a < V (x − y) then lim
ε→0
|xˆ−yˆ|
εa = 0; but this
occurs if and only if lim
ε→0
|xˆi−yˆi|
εa = 0∀i ∈ {0, 1, 2, 3}. So, V (xi − yi) ≥ a > ln(1/r)
∀i ∈ {0, 1, 2, 3} and therefore dπ(x, y) < r. Since the arguments above are easily
reversible, the proof is complete. 
Corollary 3.4. (H, d) is a complete metric algebra.
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Proof. This follows by Theorem 3.3 and a result of D. Scarpalezos which assures
that K is complete. 
The following result shows that the unit group of H is very big.
Theorem 3.5. The unit group Inv(H) is an open and dense subset of H.
Proof. Let x ∈ Inv(H), where x = x0 + x1i + x2j + x3k. Then n(x) =
√
xx ∈
Inv(R). Thus, by the Fundamental Theorem of K, there exists r > 0 such that
Br(n(x)) ⊆ Inv(R). Suppose that Inv(H) is not an open set. Hence, still by
the same theorem, we have that ∀n ∈ N∗, there exists xn ∈ B1/n(x) such that
n(xn) /∈ Inv(R). Hence, xn → x, and so, by theorem 3.3 xni → xi. It follows that
n(xn) =
∑3
i=0
√
(xni)2 →
∑3
i=0
√
x2i = n(x), a contradiction.
We now prove the density. Suppose that there exists r ∈ R and z ∈ H such that
Br(z)
⋂
Inv(H) = ∅. If x = n(z) then, since the norm is obviously a continuous
function, we have that there exists an open ball Bs(x) ⊂ K such that n−1(Bs(y)) ⊂
Br(z). But this, by Lemma 3.2, contradicts the density of Inv(K) in K 
Corollary 3.6. Let M be an ideal of H. If M is a maximal ideal of H, then
M = M .
Lemma 3.7. Let J be an ideal of H. If n(x) ∈ J , then x ∈ J . The converse is
true if H/J is reduced.
Proof. Let x = x0 + x1i + x2j + x3k ∈ H with xi ∈ R such that n(x) ∈ J .
Since, J ∋ n(x) = √x20 + x21 + x22 + x23 ≥
√
x2i = |xi|, for all i ∈ {0, 1, 2, 3}, then
J ∩R ∋ n(x) ≥ |xi|, for all i ∈ {0, 1, 2, 3}. So, xi ∈ J ∩R, because J ∩R is convex.
Conversely, if x ∈ J , then n(x)2 = n(x)n(x) = xx ∈ J . Since J is reduced, then
n(x) ∈ J . 
4. The Algebraic Structure of H
In this section too, unless stated otherwise, K = R. We start proving that the
boolean algebra of H equals that of K.
Theorem 4.1. B(H) = B(R).
Proof. We clearly have that B(R) ⊆ B(H). On the other hand, let e ∈ B(H).
Then n(1− e), n(e) ∈ K are idempotents and hence there exist A,B ∈ S such that
n(e) = χA and n(1− e) = χB. From this we have that 0 = n(e)χAc = n(eχAc) = 0.
So eχAc = 0 and thus e = eχA.
On the other hand, since e(1− e) = 0, we have that χAχB = 0. Since eχA = e
and (1 − e)χB = 1 − e we get that eχA + (1 − e)χB = 1. Thus, χA = eχA + (1 −
e)χBχA = eχA and hence e = eχA = χA. 
We shall now use the Fundamental Theorem of K to give a complete description
of the maximal ideals of H.
Theorem 4.2. Let M be a maximal ideal of H. Then M = H(g(F)), for some
F ∈ P∗(S).
Proof. We clearly have that M ∩R is a prime ideal. Hence, there exists an unique
F ∈ P∗(S) such that g(F) ⊆ M ∩ R ⊆ M . So, g(F) ⊆ M = M . Thus, g(F) =
R ∩M and it follows that R ∩M is a maximal ideal.
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Since H(g(F)) = g(F) + g(F)i + g(F)j + g(F)k, we have that H/H(g(F)) ∼=
H(R/g(F)) which, since R is algebraicly closed in R/g(F), is a simple ring and thus
M = H(g(F)). 
Let I ⊳ H be an ideal and denote by n(I) the ideal of K generated by the set
{n(x)| x ∈ I}.
Remark 4.3. Note that H(R)/H(g(F)) is isomorphic to H(R/g(F)). We claim
that H(R)/H(g(F)) is completely prime. In fact, let a, b ∈ H(R)/H(g(F)) be such
that ab = 0. Then 0 = n(ab) = n(a)n(a). Hence n(a) = 0 or n(b) = 0 and the
claim follows. Besides that, we have that H(g(F)) is a minimal prime ideal of H
because the prime ideals g(F) of R are minimal prime ideals of R.
Let R be a ring and denote by U(R) its Brown McCoy radical, i.e. U(R) is the
intersection of all ideals M of R such that R/M is a simple and unitary. Note that
if R is commutative then U(R) coincide with the Jacobson radical.
Lemma 4.4. U(H) ∩R = U(R). In particular U(H) = (0).
Proof. Let M be an maximal ideal of H. By Proposition 4.2 we have that M ∩ R
is a maximal ideal of R. Thus U(H) ∩ R ⊇ U(R).
On the other hand, let M be a maximal ideal of R. We have that H(M) =
H(g(F)), for some F ∈ P (S∗), is a maximal ideal of H. Hence, U(H) ∩ R ⊆ U(R).
So, U(H) ∩ R = U(R). By lemma 3.7 we have that n(U(H)) ⊂ U(K) and since, by
[5], U(R) = (0) we have that U(H) = (0). 
Recall that it was proved in [4] that R is not Von Neumann regular.
Proposition 4.5. The ring H is not Von Neumann regular.
Proof. Suppose that H is a regular ring. Then for each 0 6= a ∈ R there would exist
y = y0 + y1i+ y2j + y3k ∈ H such that a = a2y. Thus, a = n(a) = a2(n(y)), which
implies that R is Von Neumann regular, a contradiction. 
In the next results we characterize the essential ideals of R and H. We shall
use the notation of [6].
Lemma 4.6. Let I be an ideal of R. Then r
R
(I) 6= (0) if and only if there
exists e ∈ B(R) such that I ⊆ Re. Equivalently, I is essential if and only if I
is not contained in a principal idempotent ideal. Moreover if r
R
(I) 6= (0) then
B(R) ∩ r
R
(I) 6= (0)
Proof. If I ⊆ Re, for some e ∈ B(R) then 1− e ∈ r
R
(I) 6= 0.
Conversely, if 0 6= x ∈ r
R
(I) then x must be a zero divisor and it follows that
there exists A ∈ S such that xχA = 0 or equivalently xχAc = x. We claim that
χA ∈ rR(I). In fact, for any y ∈ I we have that xy = 0. Thus, xχAcy = 0. So, if
we choose representatives, we have that xˆ(1− χA)yˆ ∈ N (R).
If χAc yˆ /∈ N (R) then there exists a ∈ R such that lim
ε→0
|χAc (ε)yˆ(ε)|
εa 6= 0. However,
lim
ε→0
|xˆ(ε)||χAc (ε)yˆ(ε)|
εa+b = limε→0
|xˆ(ε)χAc (ε)|
εa
|χAc (ε)yˆ(ε)|
εb = limε→0
|xˆ(ε)χAc (ε))
εb = 0, ∀b ∈ R.
Hence, xˆχAc ∈ N (R), which implies xχAc = 0. Thus, x = xχA + xχAc = 0, a
contradiction. So, χAc yˆ ∈ N and follows that χAcy = 0, for all y ∈ I. Thus,
χAc ∈ rR(I). Using this we have for y ∈ I that y = yχA+yχAc = yχA ∈ RχA. 
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Lemma 4.7. If I is a proper finitely generated ideal of K then it is contained in a
principal idempotent ideal and hence is not essential. In particular essential ideals
are not finitely generated.
Proof. Let I = 〈x1, · · · , xn〉 be a proper ideal. It follows that x :=
∑ |xi| ∈ I
and hence is a zero divisor. So there exists e ∈ B(R) such that xe = 0. But
|xi|e ≤ xe = 0 and hence xie = 0, ∀i. It follows that I ⊂ K(1 − e). 
Lemma 4.8. Let I be an ideal of H. Then I ∈ D(H) if and only if n(I) ∈ D(R).
Proof. Let I ∈ D(H), J = n(I) and let K be a non-zero ideal of R. Choosing
0 6= y ∈ K we have that there exists 0 6= x ∈ I ∩ yH. Thus, 0 6= n(x) ∈ J ∩ K,
which implies that J ∈ D(R).
Conversely, if I /∈ D(H), then r
H
(I) 6= (0). Thus, there exists 0 6= x ∈ r
H
(I) such
that xy = 0, for all y ∈ I and thus 0 = n(x)n(y), ∀y ∈ I. So, 0 6= n(x) ∈ r
R
(n(I))
and hence n(I) /∈ D(R). 
Lemma 4.9. Let I⊳H be an ideal. Then I ⊂ H(n(I)). Moreover if I is semi-prime
then I = H(n(I)).
Proof. In fact, take an element x = x0 + x1i + x2j + x3k ∈ I. Hence, n(I) ∋
n(x) =
√
x20 + x
2
1 + x
2
2 + x
2
3 ≥ |xi|, for all i ∈ {0, 1, 2, 3}. So, by convexity of ideal,
xi ∈ n(I), for all i ∈ {0, 1, 2, 3} and hence x ∈ H(n(I)). In case I is reduced then
we apply Theorem 3.7 to get equality. 
Proposition 4.10. Let I⊳H be an ideal. The following conditions are equivalent:
(1) I /∈ D(H).
(2) I ⊆ He, for some e2 = e ∈ R.
Proof. Suppose that I /∈ D(H). Then there exists e ∈ R such that n(I) ⊆ Re. By
lemma 4.9 we have that I ⊆ H(n(I)). Therefore, I ⊆ H(n(I)) ⊆ H(Re) = H(R)e.
The proof of the converse is trivial. 
Here we let K stand for R of C. It follows from Proposition 4.10 that the
singular ideals Zr(K) = Zr(H) = 0 and hence ,by Theorem 2.1.15 of [6], we have
that Qmax(K) and Qmr(H), the maximal right rings of quotients of K, are Von
Neumann regular. Note that since K is commutative we have that K is contained
in its extended centroid.
5. Generalized Holomorphic Functions
We start recalling the definition of holomorphic and analytic functions. Here K
shall always stand for C, Ω denotes a non-void open subset of C, H(Ω) = {f ∈
C1(Ω; C) : ∂f = 0} and HG(Ω) = {f ∈ G(Ω; C) : ∂f = 0}.
The following theorem classifies completely the analytic functions. We refer the
reader to [2] for exact statement and more details.
Theorem 5.1 ([2]). Let f ∈ HG(Ω). Then f is analytic if and only if f is
sub-linear.
In [3] a Generalized Goursat Theorem is proved and so what lacks is an Identity
Theorem.
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Definition 5.2. Let f be a holomorphic function. We say that f satisfies the
Identity Theorem if ∀z0 ∈ Ω˜c we have the pre-image f−1(f(z0)) has no accumu-
lation point.
We denote by Cf (z0) := 〈f (n)(z0) | n ∈ N∗〉 the ideal of K generated by the coef-
ficients of the Taylor series of f(z)− f(z0). Here f (n) denotes the n-th derivative
of f .
Example 5.3. Let A ∈ S and define f(z) := χAz. Then f is analytic and
f(χAcαn) = 0, ∀n ∈ N. Since lim
ǫ→0
χAcαn = 0 we have that this f does not satisfy
the Identity Theorem.
Theorem 5.4. Let f ∈ HG(Ω). If f satisfies the Identity Theorem then ∀z0 ∈ Ω˜c
we have that Cf (z0) ∈ D(K).
Proof. Suppose that Cf (z0) is not dense. Then there exists a non-trivial idempotent
e ∈ K such that ce = c, ∀c ∈ Cf (z0). By theorem 5.7 of [2] we have that f(z) =∑
n≥0
f (n)(z0)
n!
(z− z0)n. Define xn := x0 +(1− e)αn. Then (xn) converges to x0 and
f(xn) = 0, ∀n ∈ N. It follows that f does not satisfy the identity theorem. 
We now give some examples showing that the converse also holds.
Let p(z) = a0 + a1z with a1 ∈ Inv(K). Then Cf (z0) = 〈a1〉 ∈ D(K) and
f(z) = f(z0) has a single solution in K.
Consider the quadratic polynomial p(z) = a0 + a1z + a2z
2 with a1 invertible
and ea2 = 0 for some non-trivial idempotent e. If we try to solve the equation
p(z) = p(z0) then, using the hypothesis, we obtain that e(z−z0) = 0. So if (zn)n≥1
is a sequence converging to z0 such that p(zn) = p(z0) then, using the definition
the derivative of f at z0, we get p
′(z0) = lim
n→∞
p′(z0)(zn−z0)
−αln ‖zn−z0‖
. Now multiplying with
e yields a1e = 0 and hence e = 0, a contradiction.
Suppose now that p(z) = a0 + a1z + a2z
2 with both a1 and a2 invertible and
‖a−11 a2‖ < 1/2. Solving the equation p(z)−p(z0) we obtain 0 = (z−z0)[a1+a2(z−
z0)] = a1(z − z0)[1 + a−11 a2(z + z0)]. Since ‖z0‖ ≤ 1 we have that ‖z + z0‖ ≤ 2 and
so [1 + a−11 a2(z + z0)] is a unit. It follows that z = z0 and thus we have just one
solution.
Yet in the case of a quadratic polynomial p(z) = a0 + a1z + a2z
2 such that
〈a1, a2〉 = K it is easy to see that if there exists a point z0 such that p′(z0) = 0
then a2 is invertible.
So we see that in some cases we have a converse of theorem 5.4.
6. Annihilator Ideals in Polynomial Rings in several Variables
During this section R denote any ring with identity. We begin with a result that
can easily be checked.
Lemma 6.1. (1) Let f, g ∈ R[x1, .., xn]. Then fRg = 0 if and only if
fR[x1, ..., xn]g = 0.
(2) Let f, g ∈ R[x1, .., xi−1]. Then fR[x1, .., xi−1]g = 0 if and only if
fR[x1, .., xi]g = 0.
Theorem 6.2. Let f ∈ R[x1, ..., xn]. Then rR[x1,...,xn](f(x)R[x1, ..., xn]) 6= (0)
if and only if rR[x1,...,xn](f(x)R[x1, ..., xn]) ∩R 6= (0).
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Proof. Lemma 6.1 will be used without explicit mentioning. It is sufficient to prove
the theorem for n = 2.
Let f = a0(x1)+a1(x1)x2+ ....+an(x1)x
n
2 . If degree of f as a polynomial in x2
is zero or f(x) = 0, then the assertion is clear. So, let degx2(f) = m > 0. Assume,
to the contrary, that rR[x1,x2](f(x)R[x1, x2])∩R = (0) and let g(x) = b0(x1)+ ...+
bm(x1)x
m
2 ∈ rR[x1,x2](fR[x1, x2]) be of minimal degree in rR[x1,x2](f(x)R[x1, x2]).
Using the same methods of [9], we obtain that fR[x1, x2]bm(x1) = 0, a contradic-
tion. So, rR[x1,x2](f(x)R[x1, x2]) ∩ R[x1] 6= (0). Hence, there exists a polynomial
b(x1) ∈ R[x1] such that fR[x1, x2]b(x1) = 0. Thus, ai(x1)R[x1]b(x1) = 0, for all i ∈
{0, ..., n}. Using the methods of [9], we have that ai(x1)R[x1]b = 0, ∀i ∈ {0, ..., n},
where b is the leading coefficient of b(x1). Therefore, fR[x1, x2]b = 0. 
As an application we have the following
Lemma 6.3. Let L be a linear operator over K and f a function whose image
has non-empty interior. If L has non-trivial annilator, i.e., there exists a non-zero
a ∈ K such that aL(u) = 0, ∀u, then the equation L(u) = f has no solutions.
Note that this extends a result of [2].
aknowledgement: The first and the last authors are grateful to IME-USP and
UFRGS, respectively, were this work was done.
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