Let E/Q be a non-CM elliptic curve. Assuming GRH, we prove that, for a set of primes p of density 1, the absolute discriminant of the Fp-endomorphism ring of the reduction of E modulo p is close to maximal.
Introduction
Let E/Q be an elliptic curve defined over the field of rational numbers, of conductor N E , and let p ∤ N E be a prime of good reduction for E. We denote by E p /F p the reduction of E modulo p and we recall that it is an elliptic curve defined over the finite field F p with p elements, with the property that |E p (F p )| = p + 1 − a p for some integer a p satisfying |a p | < 2 √ p. Consequently, the polynomial X 2 − a p X + p has two complex conjugate roots, π p and π p , satisfying |π p | = √ p. Upon identifying any one of these roots, say π p , with the p-th power Frobenius endomorphism of E p /F p , we obtain the embeddings of imaginary quadratic orders Z[π p ] ≤ End Fp (E p ) ≤ O Q(πp) in the field Q(π p ), with O Q(πp) denoting the maximal order of Q(π p ). Focusing on the discriminants of these orders, we obtain the relation
where ∆ p denotes the discriminant of End Fp (E p ) and b p denotes the unique positive integer satisfying the 
Moreover, it was shown in [Sc89] under the assumption of the Generalized Riemann Hypothesis (GRH for short) that there exists a positive constant c ′ (E) and there exist infinitely many primes p such that
Under similar hypotheses, we will prove that, in fact, the growth of |∆ p | is very close to the growth of 4p − a 2 p for most primes:
Assume that GRH holds for the division fields of E. Then, for any function f :
where π(x) denotes the number of primes up to x.
The growth of |∆ p | has also been investigated in other settings, including that of arbitrary elliptic curves over finite fields -see [LuSh07] , [Sh10] , [Sh15] -and that of finite Drinfeld modules -see [CoPa20] .
Regarding Theorem 1, the proximity of |a p | to 2 √ p was studied in several papers by K. James and his co-authors, such as [JaTrTrWeZa16] and [GiJa18] (see also the recent follow-up [DaGaMaPrTB20] ). In [JaTrTrWeZa16] , it is conjectured that, when End Q (E) ≃ Z, the number of primes p ≤ x with |a p | = 2 √ p , called extremal primes, is asymptotically equal to C(E) x 1 4 log x for some constant C(E); in [GiJa18] , it is proved that this conjecture holds on average over two-parameter families of elliptic curves E/Q (the majority of which have a trivial endomorphism ring End Q (E)). Thus extremal primes are not expected to contribute to the left hand side of (2).
The proof of Theorem 1 relies on the intimate connection between the integer b p and the discriminant ∆ p provided by equation (1), as well as on a characterization criterion of the divisors of b p through splitting conditions on p in certain subfields of the division fields of E. Thanks to these connections, we approach the study of the growth of |∆ p | as a potential application of the Chebotarev Density Theorem in an infinite family of number fields. As such, the assumption of GRH facilitates best possible error terms. Even under this assumption, the accumulation of all occurring error terms is overbearing. This we circumvent by resorting to an application of the Square Sieve, which, itself, incorporates another application of the Chebotarev Density Theorem.
Notation. In what follows, we use the standard o, O, ≪, and ≍ notation: given suitably defined real functions h 1 , h 2 , we say that we may replace f (x) with sup{f (z) : z ≤ x}. With notation as in Section 1, we observe that, thanks to (1), in order to prove (2) it is enough to prove
This we will do by exploring the divisibility properties of b p .
As usual, for a positive integer n, we denote by E[n] the group of Q-rational points of E of order dividing Observe that we must have b p | r p , which gives b p ≤ r p . Recalling (1), observe that (5) 4p − a 2 p = r 2 p m p , which gives r p < 2 √ p and (6)
Furthermore, observe that the divisibility n | b p implies that n | r p and, in particular, that n ≤ r p . Now let us proceed to bounding from above the left hand side of (3). We fix an arbitrary parameter z = z(x) satisfying 0 < z < x and define
Note that f (z) ≤ g(z). We have the bounds
where, for any u < v ≤ 2 √ x,
To estimate S g(z), 2 √ x , it is natural to use criterion (4) and employ an effective version of the Chebotarev Density Theorem as proved in [LaOd77] . However, this strategy leads to limitations on the range of n -indeed, looking at (8) below, we see that an application of the effective version of the Chebotarev Density Theorem to the entire sum S g(z), 2 √ x gives rise to an error term of O E (x log x). As such, we adjust our strategy as follows: we fix an arbitrary parameter y = y(x) with g(z) ≤ y ≤ 2 √ x and analyze each of the sums S g(z), y and S (y, 2 √ x) separately, using criterion (4) for the first sum and using observation (5) for the second sum.
Specifically, rewriting S g(z), y via (4) and using the effective Chebotarev Density Theorem, conditional upon GRH, as in [CoDu04, Prop. 4.2, p. 523], we obtain that
where in the last line we also used that y < 2 √ x.
We estimate the first term on the right hand side of the above equation by using that, thanks to Serre's Open Image Theorem [Se72] , the assumption End Q (E) ≃ Z gives
The upper bound is an immediate consequence of the inequality [J n : Q] ≤ |PGL 2 (Z/nZ)|, while the lower bound requires a more detailed analysis, which is presented in [CoJo20] .
Together with Chebyshev's Theorem, the lower bound in (9) gives that
To estimate S (y, 2 √ x), we use (5) -(6) and obtain that
where τ (·) is the divisor function. Using the standard bound τ (r) ≪ ε r ε for any ε > 0 and observing that, for each squarefree m and each prime p, there is at most one y < r ≤ 2 √ x such that 4p − a 2 p = r 2 m, we deduce that .
Next, by putting together (7), (10), (11), and (12), we obtain that .
The trivial endomorphism assumption is reflected in each of the second, third and fourth terms on the right hand side of the above estimate, while the GRH assumption is reflected in each of the third and fourth terms.
Finally, we choose y ≍ x 19 40 and z ≍ x 1 2 , we recall that f (z) ≤ g(z), and we use the assumption that f is increasing. We deduce that Note that, since lim x→∞ f (x) = ∞, the right hand side of the above estimate is o(π(x)). This completes the proof.
