Let h(y) be a bounded radial function and Ω (y ′ ) an H 1 function on the unit sphere satisfying the cancelation condition. Then the Marcinkiewicz integral operator µ Ω related to the Littlewood-Paley g−function is defined by
where
and h(y) ∈ L ∞ (R + ) . In this paper, we prove that the operator µ Ω is bounded on multipliers spaces X r R d = M H r → L 2 . Moreover, we give also the boundedness for a class of Marcinkiewicz integral operators with rough kernels µ * Ω,λ and µ Ω,S related to the Littlewood-Paley g * λ −function and the area integral S, respectively. Our results are substantial improvents and extensions of known results on the Marcinkiewicz integral operator introduced by E. M. Stein. 1 Introduction Let R d , d ≥ 3, be the d−dimensional Euclidean space and S d−1 be the unit sphere in R d , d ≥ 3, that is equipped with the normalized Lebesgue measure dσ. Let h(r) ∈ L ∞ (R + ) and Ω ∈ L 1 S d−1 be a homogeneous function of degree 0 and satisfies S d−1 Ω (y) dσ(y) = 0
( 3) where y = x |x| for any x = 0. Then the Marcinkiewicz integral operator of higher dimension corresponding to the Littlewood-Paley g−function is defined by
and f ∈ S R d . Under the conditions above, we list some of the known results below.
Theorem 1.1 [S] If h(r) = 1 and Ω is continuous and satisfies the Lip γ condition on S d−1 (0 < γ ≤ 1), then the operator µ Ω is of type (p, p) for 1 < p ≤ 2 and of weak type (1, 1).
Theorem 1.2 [TW] If h(r) = 1 and Ω is continuous and satisfies the Lip γ condition on S d−1 (0 < γ ≤ 1), then for 1 < p < ∞ and ω ∈ A p (the Muckenhoupt weight class) the operator µ Ω is bounded on L p ω .
Theorem 1.3 [DFP] If h(r) ∈ L ∞ (R + ) and Ω ∈ L q S d−1 , q > 1, then for 1 < p < ∞ and ω−1 ∈ A p , the operator µ Ω is bounded on L p (ω) .
n this paper, we shall prove that when Ω ∈ H 1 S d−1 , µ Ω is a bounded operator on X r R d . As application, we shall also give the boundedness of the Marcinkiewicz integral operators µ * Ω,λ and µ Ω,S related to the Littlewood-Paley g * λ −function and the area integral S, respectively. The space H 1 S d−1 denotes the Hardy space on S d−1 was studied in [C] . In order to make comparisons among the conditions imposed on Ω in theorem 1-3, we point out that on S d−1 , for any q > 1, and (0 < γ ≤ 1) :
and all inclusions are proper.
Before sating our results, let us give some definitions and lemmas.
Hardy spaces on S d−1
Most materials described in this section can be found in [C] . Let S = S S d−1 denote the set of infinitely differentiable functions on S d−1 endowed with the usual test function topology, and let S ′ = S ′ S d−1 be the dual of S. S is called the space of test functions and S ′ the space of distributions. The pairing of f ∈ S ′ and ϕ ∈ S is given by f, ϕ . If f is an integrable function on S d−1 , we set
where P z ∈ S and is called the Poisson Kernel, c d is chosen so that
For a distribution f , we define the radial maximal function P + f (x)
Definition 1.4 [C] The Hardy space
Next, we shall recall the atomic decomposition for
Definition 1.5 A function a : S d−1 → C is an H 1 atom if the following properties are satisfied :
The following result is well known (see e.g. [CW] , [C] )
and
Now, we give a brief outline of the theory of A p weights.
A p weights
The class of A p weights was introduced by B. Muckenhoupt in [M] , where he showed that the A p weights are precisely those weights w for which the Hardy-Littlewood maximal operator is bounded from L p w R d to L p w R d , where 1 < p < ∞ and from L 1 w R d to weak-L 1 w R d , when p = 1. We begin by defining the class of A p weights.
Definition 1.7 Let 1 ≤ p < ∞. A weight w is said to be an A p weight, if there exists a positive constant C p such that, for every ball
if p = 1. The infinimum over all such constants C is called the A p constant of w. We denote by A p , 1 ≤ p < ∞, the set of all A p weights.
Below we list some simple, but useful properties of A p weights.
Proposition 1.8
2. Note that if w is a weight, then by writing 1 = w
when p > 1 and similarly for the expression that gives the A 1 condition.It follows that if w ∈ A p , then the constant of w is ≥ 1. 
If w ∈
6. If w is a weight and there exist two positive constants C and D such that C ≤ w(x) ≤ D, for a.e. x ∈ R d , then obviously w ∈ A p for 1 ≤ p < ∞ .
In order to state our main theorems, we give the definitions of certain radial weights ( see [D] ).
for every interval I ⊂ R + .
Definition 1.10 Let 1 ≤ p < ∞. We denote
Let A I p R d be the weight class defined by exchanging the balls in the definition of A p for all d−dimensional intervals with sides parallel to coordinate axes (see [K] ).
Another important property of A I p which will be reviewed below.
Another important property of A I p is the following proposition.
iii) For any w ∈ A I p and p > 1, there exists an ǫ > 0 such that p − ǫ > 1 and w ∈ A I p−ǫ .
The proof of proposition 1.12, follow by using the same technique from the properties of A p . We omit the details here.
and h(r) ∈ L ∞ (R + ). Under the foregoing assumptions, we have the following lemma.
Then
Thus
Therefore, we have
is the Hardy-Littlewwod maximal function in the direction y ′ ∈ S d−1 . By equation (8) in [D, p.875] , we know
The lemma is proved. Now, we may formulate our results as follows :
where C is a constant independent of Ω and f . (7) is established for all f ∈ S R d , the operator µ Ω can be extended to the full L 2 ω R d in the usual manner.
The following theorem is the main result of this paper.
From the theorems, we get the following
Pointwise multipliers X r
In this section, we give a description of the multiplier space X r introduced recently by P.G. Lemarié-Rieusset in his work [Lem] . The space X r of pointwise multipliers which map L 2 into H −r is defined in the following way Definition 1.18 For 0 ≤ r < d 2 , we define the space X r R d as the space of functions, which are locally square integrable on R d and such that pointwise multiplication with these functions maps boundedly H r R d to L 2 R d , i.e.,
The norm of X r is given by the operator norm of pointwise multiplication:
We now turn to another way of introducing capacity.
Capacitary measures and capacitary potentials
The Bessel capacity cap (e; H r ) of a compact set e ⊂ R d is defined by [AH] cap (e; H r ) = inf u 2
We shall show the following theorem.
Theorem 1.19 There is a positive constant C depending only on d such that
for any nonnegative measurable function f .
This theorem was established first by Hansson [H] . Later Maz'ya ([Maz] , th.8.2.3) and Adams ([A], th 1.6). Maz'ya and Adams used the joint measurability of G r * µ t on R d where µ t is the capacitary measure for the set x ∈ R d : u(x) ≥ t . However, the measurability does not seem to be obvious. We shall give an elementary proof which gets around this difficulty.
An easy corollary to theorem 1.19, we obtain the following characterization of Carleson types measures.
Corollary 1.20 For a nonnegative measure µ, lthe following assertions are equivalent :
Moreover, we have the following characterization :
Remark 2 Let µ nonnegative measure. The inequality
Before giving the proof of theorem 1.19, we prove that the corollary 1.20 (and thus theorem 1.19) describe the characterization of the multipliers spaces.
Proof.
(1)⇒(2). This part can be proved without the capacity inequality. Let e be a compact set. Take f ∈ L 2
Taking the infinimum with respect to f , we obtain µ (e) ≤ C 1 cap (e)
(2)⇒(1). By the capacitability, we have µ (e) ≤ C 2 cap (e) for every Borel set e. Let f ∈ L 2 + R d and apply the above inequality to A t :
By theorem 1.19, we have
To proof theorem 1.19, we will need several lemmas.
The proof is immediat.
Lemma 1.22 Suppose µ j are measures function such that
Proof. Apply the equilibrium potential of µ j
Hence,
The lemma follows..
Lemma 1.23 Let f be a nonnegative continuous function of compact support and e a Borel set. Let
A j = x ∈ e : u(x) ≥ 2 j and let µ j be the capacitary measure for A j , i.e.,
The left hand side is equal to
which implies the first required inequality, i.e.,
The right hand side is equal to
Adding this, we obtain
Hence Hölder's inequality yields
We are now in position to prove the theorem 1.19. For the preceding corollary, we are immediately deduce the main result.
Proof. In view of the monotone convergence theorem, it is sufficient to show that
Lett µ j be the capacitary measure for A j
3 4 j∈Z 2 2j µ j L 1 ≤ I.
Since I < ∞, it follows from (8) that
The theorem is proved.
Remark 3 Under this conditions and the preceding results, let µ = f 2 , it follows that
and hence e f 2 dx ≤ C 2 cap (e, H r ) .
Then, we define the norme f 
We will need the following theorem, which shows that many operators of classical analysis are bounded in the space of multipliers.
for all compact sets e with cap (e) = cap (e; H r ). Suppose that, for all weights
with a constant K depending only on d and the constant A in the Muckenhoupt condition. Then e |g(x)| 2 dx ≤ Ccap(e) for all compact sets e with C = C (d, r, K) .
To show this theorem, we need some facts from the equilibrium potential of a compact set e of positive capacity [AH] . The equilibrium potential of a measure µ ∈ M + is defined by P = P e = J r (J r µ) .
Lemma 1.25 [AH] For any compact set e ⊂ R d , there exists a measure µ = µ e such that (i) supp µ ⊂ e;
(ii) µ(e) = cap (e, H r ) ;
(iii) J r µ 2 L 2 = cap (e, H r ) ;
(iv) P e (x) ≥ 1 quasi-everywhere on R d ;
(v) P e (x) ≤ K = K(d, r) on R d ;
(vi) cap {P e ≥ t} ≤ At −1 cap (e, H r ) for all t > 0 and the constant is independent of e.
The measure µ e associated with e is called the capacitary (equilibrium) measure of e. We will also need the asymptotics (Voir [AH] )
Sometimes, it will be more convenient to use a modified kernel
which does not have the exponential decay at ∞. Obviously, both G r and ∼ G r are positive nonincreasing radial kernels. Moreover, ∼ G r has the doubling property :
The corresponding modified potential is defined by
The rest of the proof of theorem 1.24 is based on the following proposition : Hence, k (|s|) = ∼ G δ r (s) is a radial nonincreasing kernel with the doubling property. By Jensen' inequality, we have
Clearly ( 
This complete the proof of the proposition.
We are now in a position to prove theorem 1.24. Proof. Suppose υ e is the capacitary measure of e ⊂ R d and let ϕ = P is its potential. Then, by lemma 1.25, we have
Now, it follows from a proposition 1.26 that ϕ δ ∈ A 1 . Hence, by (11),
Applying this together with (i) and (ii), we get
By (10) and (iii),
Clearly, for all 0 ≤ r < d 2 , we can choose δ > 1 so that 0 < δ < d d−2r . Then
Now, we are in position to prove theorem 1.15. Proof. Recalling that Ω ∈ H 1 S d−1 has atomic decomposition see [C] , we may assume that Ω(y ′ ) = a(y ′ ) is an H 1 −atom which means that a(y ′ ) is an L ∞ − function satisfying
Also, without loss of generality, we assume z = (0, ..., 0, 1). Now, to prove the theorem, it suffices to show that for f ∈ D R d , the following inequality holds :
µ
Begin by fixing a function ϕ ∈ D R d with the properties that 0 ≤ ϕ ≤ 1,
Together with ϕ, we define another function Φ and Ψ by Φ (ξ) = ϕ(A ρ ξ) and Ψ (ξ) = ϕ(ξ).
then it is easily to check
For any f ∈ S R d , by taking the Fourier transform, we have
We define the g−function by
Before continuing the proof, we shall need the following theorem.
Then g(f ) ∈ L 2 (w) and
where C is independent of ρ and f .
By the definition of Φ t , we have
using a proof similar to the one in [K] , with lemma ??, it is easily to see that
This completes the proof of theorem 1.27. Let us now return to the proof of theorem 1.15. First we have
µ Ω (f )(x) = ∞ 0 |F t (x)| 2 dt t 3 1 2
.
By (14) and Minkowski's inequality, we obtain
By Minkowski's inequality,
µ Ω (f ) L 2 (w) ≤ C Thus, by lemma ?? and (15), we get
On the other hand, by [DFP] , we have
So, we use the basic fact that w ∈ A I 2 ⇒ w 1+ǫ ∈ A I 2 for some ǫ > 0, which implies by (17) G
By interpolation and using proposition 1.12 with change of measures (see [SW] ), we claim that there exists δ ∈ (0, 1) such that
where C is independent of s and f . We hence finish the proof of theorem 1.15. The proof of theorem 1.16 follows from the theorems 1.24 and 1.15. The proof of theorem 1.17 is based on the following lemma.
Lemma 1.28 For any nonnegative function φ, we have
The proof of lemma 1.28 follows by using the method in [TW, . Finally, we need to check theorem 1.17.
Proof. It is well known that if w ∈ A I 1 , then M w(x) ≤ Cw(x) a.e. on R d . Hence, by applying lemma 1.28 and set φ(x) = w(x), we get immediately
On the other hand, using the idea in [TW] , it is easy to prove that µ Ω,S (f )(x) ≤ 2 dλ 2 µ * Ω,λ (f )(x).
Thus, we finsh the proof of theorem 1.17.
