Abstract. In this note, we show that a quasi-free Hilbert module R defined over the polydisk algebra with kernel function k(z, w) admits a unique minimal dilation (actually an isometric co-extension) to the Hardy module over the polydisk if and only if S −1 (z, w)k(z, w) is a positive kernel function, where S(z, w) is the Szegö kernel for the polydisk. Moreover, we establish the equivalence of such a factorization of the kernel function and a positivity condition, defined using the hereditary functional calculus, which was introduced earlier by Athavale [8] and Ambrozie, Englis and Müller [2] . An explicit realization of the dilation space is given along with the isometric embedding of the module R in it. The proof works for a wider class of Hilbert modules in which the Hardy module is replaced by more general quasi-free Hilbert modules such as the classical spaces on the polydisk or the unit ball in C m .
Introduction
One of the most far-reaching results in operator theory is the fact that every contraction operator has an essentially unique minimal unitary dilation and a closely related isometric co-extension on which the model theory of Sz.-Nagy and Foias [21] is based. This model provides not only a theoretical understanding of the structure of contractions but provides a useful and effective method for calculation.
A key reason this model theory is so incisive is the relatively simple structure of isometries due to von Neumann [22] . In particular, every isometry is the direct sum of a unitary and a unilateral shift operator defined on a vector-valued Hardy space. And, if one makes a modest assumption about the behavior of the powers of the adjoint of the contraction, then the unitary is absent and the isometry involved in the model is the vector-valued unilateral shift defined on a vector-valued Hardy space on the unit disk.
If one attempts to extend this theory to commuting m-tuples of contractions on a Hilbert space, then one quickly runs into trouble. This is particularly true if m > 2 in which case the example of Parrott [23] shows that a unitary dilation and hence an isometric co-extension need not exist. For the m = 2 case, Ando's Theorem [3] seems to hold out hope for a model theory since a pair of commuting contractions is known to have a unitary dilation and hence an isometric co-extension. However, such dilations are not necessarily unique and, more critically, the structure of the pair of commuting isometries is not simple. In particular, the dilation space need not be related to the Hardy space on the bi-disk (see [9] ).
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In this note, we study the question of which commuting pairs (and m-tuples) of contractions have an isometric co-extension to the forward shift operators on the Hardy space for the bi-disk (or polydisk). We take up the question for commuting contractions on a reproducing kernel Hilbert space which are defined by multiplication by the coordinate functions.
We approach the issue in greater generality -namely, in the context of Hilbert modules over the algebra of polynomials C[z] in m variables. Our main tool is to establish a close relationship between the kernel functions for the Hilbert modules in an exact sequence using localization. In particular, using this relation we seek to determine which quasi-free Hilbert modules can be obtained as a quotient module of a fixed Hilbert module of the form R ⊗ E for a "model" quasi-free Hilbert module R of multiplicity one and coefficient Hilbert space E. Our results for R the Hardy module hold not just for the case m = 2 but for all m. Of course, the conditions we impose are more restrictive than simply the assumption that the coordinate multipliers are contractive. Our characterization involves the relationship between the two kernel functions and provides an explicit construction of the dilation space using a factorization of the kernel function and a "reduced" tensor product as the main tools.
Our main result relates the existence of an R ⊗ E isometric co-extension to the positivity of the kernel function into which the coordinate operators are substituted as well as a factorization criteria for the kernel function itself. The equivalence of the first two conditions was established earlier by Athavale [8] (see also [4] ). However, our proof is quite different from his. A key step in our approach involves the hereditary functional calculus of Agler [1] which has been an effective tool in constructing analytic models (cf. [2] ).
We begin by recalling the notion of a quasi-free Hilbert module which is a contractive reproducing kernel Hilbert space. Our main result for the vector-valued Hardy module is Theorem 5 which determines when a large class of contractive quasi-free Hilbert modules over the polydisk algebra A(D m ) admits a dilation to the E -valued Hardy module H 2 (D m ) ⊗ E for m ≥ 1 and some Hilbert space E. We provide an example showing that a contractive quasi-free Hilbert module over the bidisk algebra A(D 2 ) need not admit an isometric co-extension to the Hardy module H 2 (D 2 ). We also consider corollaries which provide analogous results for a class of Hilbert modules which includes the Bergman module over the unit ball or polydisk. In the next section, we consider the existence of spherical Drury-Arveson shift co-extensions for a class of row contractive Hilbert modules over the ball algebra. Finally, we obtain a curvature inequality for quotient modules, generalizing an earlier result for contractive Hilbert modules over the disk algebra.
The authors thank Scott McCollough for his comments and suggestions on an earlier draft of this paper.
Preliminaries
Let Ω ⊆ C m be a bounded, connected open set. Fix an inner product on the algebra A(Ω), the completion in the supremum norm on Ω of the functions holomorphic on a neighborhood of the closure of Ω. The completion of A(Ω) with respect to this inner product is a Hilbert space which we call M. It is natural to assume that the module action A(Ω) × A(Ω) → A(Ω) extends continuously to A(Ω) × M → M. Thus a Hilbert module M over A(Ω) is a Hilbert space with a multiplication A(Ω)×M → M making M into a unital module over A(Ω) and such that multiplication is continuous. Every cyclic or singly-generated bounded Hilbert module over A(Ω) is obtained as a Hilbert space completion of A(Ω). Using the closed graph theorem one can show the existence of a constant α such
One says that M is a contractive Hilbert module if α = 1. We assume that the module M is quasi-free (cf. [14] ) of multiplicity n for n ∈ N. In particular, we assume that M is the completion of the algebraic tensor product A(Ω) ⊗ ℓ 2 n relative to an inner product so that (1) multiplication by functions in A(Ω) define bounded operators on M, (2) the evaluation operators e w : M → ℓ 2 n are locally uniformly bounded on Ω, and (3) a sequence {f k } ⊆ A(Ω) ⊗ ℓ 2 n which is Cauchy in the norm converges to 0 if and only if e w (f k ) converges to 0 for w ∈ Ω.
As pointed out in [14] , using the identification of M with the completion of A(Ω), M can be realized as a space of holomorphic functions on Ω which forms a kernel Hilbert space. In other words, M admits a reproducing kernel K : Ω × Ω → C which is holomorphic in the first variable and anti-holomorphic in the second one. It also has the reproducing property:
In some instances, such as the Drury-Arveson space, this definition does not apply. In such cases we define M as the completion of the polynomial algebra C[z] relative to an inner product on it assuming that each p(z) in C[z] defines a bounded operator on M but there is no uniform bound. Hence, in this case M is a Hilbert module over C [z] .
Classical examples of contractive quasi-free Hilbert modules are: Let L(l 2 n ) be the C * -algebra of all bounded linear transformations on the Hilbert space l 2 n of dimension n for some n ∈ N. We want to recall the notion of an
n ), holomorphic in the first variable and anti-holomorphic in the second one, satisfying
is said to be a non negative definite (n.n.d.) kernel on Ω. Given such an n.n.d. kernel K on Ω, it is easy to construct a Hilbert space H of functions on Ω taking values in l 2 n with the property that
The Hilbert space H is simply the completion of the linear span H 0 of all functions of the form K(·, w)ζ, w ∈ Ω, ζ ∈ l 2 n . The inner product of two of the functions in H 0 is defined by first setting Conversely, let H be any Hilbert space of holomorphic functions on Ω taking values in l 2 n . Let e w : H → l 2 n be the evaluation functional defined by e w (f ) = f (w), w ∈ Ω, f ∈ H. If e w is bounded for w ∈ Ω, then it admits a bounded adjoint e * w : l 2 n → H such that e w f, ζ = f, e * w ζ for all f ∈ H and ζ ∈ l 2 n . A function f in H is then orthogonal to e * w (H) for all w ∈ Ω if and only if f = 0. Thus the functions f = p i=1 e * w (i) (ζ i ) with w (1) , . . . , w (p) ∈ Ω, ζ 1 , . . . , ζ p ∈ l 2 n , and p ∈ N, form a dense linear subset in H. Therefore, we have
w is non-negative definite as in (1.1). It is clear that K(·, w)ζ ∈ H for each w ∈ Ω and ζ ∈ l 2 n , and that it has the reproducing property (1.2).
Remark 2. If we assume that the evaluation functional e w is surjective, then the adjoint e * w is injective and it follows that K(w, w)ζ, ζ = e * w ζ 2 > 0 for all non-zero vectors ζ ∈ l 2 n .
For 1 ≤ i ≤ m, suppose that the operators M i : H → H defined by M i f (w) = w i f (w) for f ∈ H and w ∈ Ω, are bounded. Then it is easy to verify that for each fixed w ∈ Ω, and 1 ≤ i ≤ m,
Remark 3. As a consequence of (1.4) we see that the vectors {K(·,
for w (1) , . . . , w (p) ∈ Ω and η i ∈ l 2 n , p > 0, are linearly independent if the w (i) are distinct or if each subset of η i corresponding to equal w (i) are linearly independent.
One may impose conditions on a kernel function K : Ω × Ω → L(l 2 n ) to ensure the boundedness of each of the multiplication operators M 1 , . . . , M m on the associated reproducing kernel Hilbert space. Let {ε 1 , . . . , ε n } be an orthonormal basis for l 2 n . Let H 0 be the linear span of the vectors {K(·, w)ε 1 , . . . , K(·, w)ε n : w = (w 1 , . . . , w m ) ∈ Ω} assuming K satisfies the condition in Remark 3. Clearly, the linear subspace H • ⊆ H is dense in the Hilbert space H. Define a map T ℓ , 1 ≤ ℓ ≤ m, by the formula T ℓ K(·, w)ε j =w ℓ K(·, w)ε j for 1 ≤ j ≤ n, and w ∈ Ω which is well defined by the assumption above in Remark 3. The following well known lemma gives a criterion for the boundedness of the adjoint of the coordinate operators T ℓ , 1 ≤ ℓ ≤ m. We include a proof for completeness. 
If the map T ℓ is bounded, then it is the adjoint of the multiplication operator M ℓ : H → H, 1 ≤ ℓ ≤ m and T l is the smallest c l for which the positivity condition holds.
Proof. The proof in the forward direction amounts to a verification of the positivity condition in the statement of the Lemma. To verify this, fix ℓ, 1 ≤ ℓ ≤ m, and note that if T ℓ is bounded on H 0 , then we must have
However, combining the last two lines, we obtain the positivity condition of the Lemma. On the other hand, if the positivity condition is satisfied for some positive constant c l , then the preceding calculation shows that
Recall that if the operator M ℓ , defined to be multiplication by the co-ordinate function z ℓ , is bounded, then K(·, w)x is an eigenvector with eigenvaluew l for the adjoint M * ℓ on H. This proves the last statement of the Lemma with the relation between c l and T l being straightforward.
We abbreviate the positive definiteness condition of Lemma 1, namely, 
(Note that compatibility for K implies the conclusion of Remark 3). A kernel Hilbert space need not posses a compatible module structure but if it does, it is unique. Consider the following example. If f : D → C\ {0} is a holomorphic function, then k(z, w) = f (z)f (w) is non-negative definite. However, the Hilbert space H of functions {k(·, w) : w ∈ D} consists of scalar multiples of f and hence H is one dimensional. If M z is defined on H, then M * z k(·, w) =wk(·, w) for w ∈ D and hence k(·, w) is an eigenvector for the eigenvaluew. Thus for distinct w, w ′ ∈ D, the vectors k(·, w) and k(·, w ′ ) are linearly independent which contradicts the fact that H is one dimensional. Thus no compatible module action can be defined on H.
Co-extensions and kernel functions
Let R ⊆ Hol(Ω, C) be a reproducing kernel Hilbert space with the scalar kernel function k : Ω×Ω → C. (Note that the containment of R in Hol(Ω, C) determines the kernel function k(z, w) and vice versa.) Let E be a separable Hilbert space so that the Hilbert space tensor product R ⊗ E ⊆ Hol(Ω, E) is a reproducing kernel Hilbert space with the kernel function (
Let M be a quasi-free Hilbert module of multiplicity n (1 ≤ n < ∞) over A(Ω) for which the evaluation operator e w is surjective for w ∈ Ω. We recall, as shown in the previous section, that the kernel function K M of M is given by
Now, let M be a Hilbert module isomorphic to (R ⊗ E)/S for some submodule S of R ⊗ E, or equivalently, M has an isometric co-extension to R ⊗ E. Consequently, we have the short exact sequence of Hilbert modules
where the second map is the inclusion i and the third map is the quotient map π which is a co-isometry. For each w in Ω, define the ideal
with the scalar kernel function k and M be a quasi-free Hilbert module over A(Ω) (or over C[z]) of multiplicity n. Then M has an isometric co-extension to R ⊗ E for the Hilbert space E, if and only if there is a holomorphic map
Proof. To prove the necessity part, we localize the exact sequence of Hilbert modules
at z, and obtain the following diagram
which is commutative with exact rows for all w in Ω (see [16] ). Here N, P, Q are the natural coisometric or quotient module maps. If we identify M/I z M with l 2 n and (R ⊗ E)/I z (R ⊗ E) with E, then the kernel functions of M and R⊗E are given by Q z Q * w and P z P * w , respectively. Moreover, since Q w π = π w P w for all w ∈ Ω, we have that Q z ππ * Q w = π z P z P * w π * w . Using the fact that ππ * = I M and P z P * w = k(z, w) ⊗ I E , we infer that
n . Hence, X * ∈ L(R ⊗ E, M) is a module map. As an application of the above theorem, we have the main result of this section Theorem 2. Let M be a quasi-free Hilbert module over A(Ω) (or over C[z]) of multiplicity n ∈ N and R be a reproducing kernel Hilbert module over the same algebra. Let k be the kernel function of R and K M be that of M. Then M has an isometric co-extension to R ⊗ E for some Hilbert space E if and only if
for some positive definite kernelK over Ω. Moreover, if k −1 is defined, then the above conclusion is true if and only if k −1 K M is a positive definite kernel.
Proof. Observe that, the equality in the statement tells us that the kernel functionK is L(l 2 n )-valued, where n is the multiplicity of M. Since the necessary part follows from the previous theorem, all that remains to be shown is that the factorization given in the statement yields an isometric co-extension. IfK is given to be a positive definite kernel, then we let H(K) be the corresponding reproducing kernel Hilbert space (which is not necessarily a module over A(Ω) or even over C[z]). Then we set E = H(K) and let π z = e z ∈ L(E, l 2 n ) be the evaluation operator for the reproducing kernel Hilbert space H(K). Then the fact that R ⊗ E is an isometric co-extension of M follows immediately from the previous theorem sinceK(z, w) = π z π * w . 
The map h ⊗ k → hk identifies the Hilbert space M 1 ⊗ M 2 as a reproducing kernel Hilbert space of holomorphic functions on Ω × Ω [5] . The module action is then the pointwise multiplication
We [5] to analyze the quotient module Q when the given module is a reproducing kernel Hilbert space. The reproducing kernel of H is then the point-wise product
Proposition 1 (Aronszajn). The module H res is a kernel Hilbert module consisting of holomorphic functions on △. Its kernel function, K res △ , is the restriction to △ in both sets of variables of the original kernel function K for the Hilbert module H. Moreover, the quotient module Q corresponding to the submodule in H of functions vanishing on △ is isometrically isomorphic to H res .
We now reformulate this result to apply to the context of Theorem 2. 
Thus the dilation space in Theorem 2 can be realized as a "reduced" Hilbert module tensor product which coincides with the module tensor product when the coefficient space is also a module over C [z] .
In [13] this result was used to analyze the quotient
(1−z 2w2 ) , restricting the kernel function to △ = {(w, z) : w − z = 0} and using the (u, v) coordinates; that is, (u =
Since this is the kernel function for the Bergman space L 2 a (D), the quotient module in this case is isometrically isomorphic to the Bergman module. Thus we obtain an isometric co-extension of the Bergman shift. (Note that this extension agrees with the one obtained in the Sz.-Nagy -Foias model.) Thus the extension of Aronszajn's result enables one to obtain the kernel function for the quotient module and from it, one can construct the Hilbert space itself.
We end this section with the following remarks.
Remark 6. Applying the same argument, as used for the necessity part of Theorem 1, to the left hand square of the diagram yields the following relation between the kernel functions for S and R⊗ E:
where P S is the projection onto S ⊆ R ⊗ E. Thus the kernel function for S is related to that of the Hardy module but because P S does not "commute" with these terms, the relationship is more complicated.
Remark 7. Using the relation N z N * w = i z P z P S P * w i z , we can compare formulas for the kernel functions, where S consists of functions vanishing on a hypersurface (cf. [15] ). We hope to return to such applications at a later time.
Co-extensions and Hereditary functional calculus
Let p be a polynomial in the 2m variables z, w, where the z -variables all commute and the wvariables all commute but we assume nothing about the relation of the z and w variables. For any commuting m -tuple of operators T = (T 1 , . . . , T m ), following Agler (see [1] ) we define the value of p at T using the hereditary functional calculus: w) is a non-negative definite kernel, which implies the following. 
where Q is some positive definite kernel on the polydisk D m .
As an application of Theorem 2 and Theorem 3, we obtain half of our main result for the Hardy module H 2 (D m ) ⊗ Q. We now state our main result for the Hardy module over the polydisk algebra and investigate the uniqueness of an isometric co-extension X : R ⊗ E → M which is minimal. Recall this means that the smallest reducing submodule of R ⊗ E containing X * M is R ⊗ E itself. Although we believe such a uniqueness result holds for a more general class of quasi-free Hilbert modules R, we prove it only in the cases when R = H 2 m and R = H 2 (D m ) for m ≥ 1. When R = H 2 m , the result follows from the uniqueness of the minimal isometric dilation by Arveson (see [6] ). We prove the case when R = H 2 (D m ). This result was proved in [12] for the case of multiplicity one. The proof is based on operator theory exploiting the fact that the co-ordinate multipliers define doubly commuting isometries. Proof. Using Theorem 4, every thing is proved except the uniqueness part. Suppose X i : H 2 (D m ) ⊗ E i → H are co-isometric module maps for i = 1, 2 so that the co-extensions are minimal. We must exhibit a unitary module map
so that X 1 = X 2 V . Such a map V must have the form I H 2 (D m ) ⊗ V 0 for some unitary operator V 0 : E 1 → E 2 , which will conclude the proof of uniqueness. Let α = (α 1 , . . . , α m ) be a multi-index with α i ∈ Z + , i = 1, . . . , m, and |α| = α 1 + · · · + α m . For N ∈ N, let {f α } |α|≤N be vectors in H. We want to show that the map
Hence V is well-defined and isometric. Moreover, since the span of vectors of the form
, which concludes the proof. The above proof will only work if the algebra is generated by functions for which module multiplication defines doubly commuting isometric operators which happens for the Hardy module on the polydisk. For a more general quasi-free Hilbert module R, the maps X * i identify anti-holomorphic sub-bundles of the bundle E R ⊗ E i , where E R is the Hermitian holomorphic line bundle defined by R. To establish uniqueness, some how one must extend this identification to the full bundles. Equivalently, one has to identify the holomorphic quotient bundles of E R ⊗ E 1 , and E R ⊗ E 2 and must some how lift it to the full bundles. At this point it is not even obvious that the dimensions of E 1 and E 2 or the ranks of the bundles are equal. This seems to be an interesting question. Using results on exact sequences of bundles (cf. [18] ), one can establish uniqueness if dim E = rank E H + 1.
Another method of defining the isometry Y : H → H 2 (D m ) ⊗ E, which yields the co-isometric extension of H, is to set
That Y is well defined and isometric follows from the relation of the kernel functions for H and H 2 (D m )⊗E. By uniqueness, then these two constructions of the isometric co-extension must coincide.
An example
We construct an example of a concrete quasi-free module over the algebra A(D 2 ) that illustrates some of the subtlety in dilating to the Hardy module H 2 (D 2 ). Consider the submodule S := {f (z,
. The module multiplication on S is given by the natural action of the algebra A(D 2 ) as follows:
The vector 1 ⊕ 1 generates S and the submodule S is quasi-free of rank 1. Let T be a joint (M * z 1 , M * z 2 )-invariant subspace of the Hardy module H 2 (D 2 ). The module action is induced by the two operators (P T M z 1 | T , P T M z 2 | T ). Suppose S is unitarily equivalent to the module T . With respect to the orthogonal decomposition, H 2 (D 2 ) = T ⊕ T ⊥ , we have that
and hence, A * 1 A 1 = 0 or, equivalently,
which is a contradiction (as none of the reducing subspaces,
are unitarily equivalent to S). Note that M z 1 and M z 2 are isometries. Hence, so are T 1 and T 2 . Therefore, we have proved the following.
Proposition 3. The Hilbert module S does not have any resolution
with X a co-isometric module map.
There is a useful alternative description of the Hilbert module S discussed above based on Proposition 2. First, we observe that the linear subspace {f (z, z) : f ∈ H 2 (D 2 )} ⊆ O(△), the space of holomorphic functions on △, is not isomorphic to the Hardy module H 2 (D) but rather to the Bergman module L 2 a (D). Let H 1/2 (D 2 ) be the Hilbert space of holomorphic functions on the bi-disc D 2 determined by the positive definite kernel
We recall that the restriction map res :
defined by the formula f → f |res △ (that is, restriction to the diagonal △), is a co-isometry. The orthocompliment Q of the kernel of this map in H 1/2 (D 2 ), considered as a quotient module, is therefore isometrically isomorphic to the Hardy module H 2 (D). Let K Q denote the reproducing kernel for the module Q. Then
for some positive definite kernel χ on the bi-disk D 2 . By a result of Aronszajn [5] , the kernel function for S is given by
This fact requires an identification of the space associated with the sum of two kernel functions and the space S constructed above. Now let us consider the question of whether S possesses an isometric co-extension to H 2 E (D 2 ) for some Hilbert space E. By Theorem 5, this is equivalent to the positive definiteness of
However, this is not the case since the restriction of H(z, w) to the diagonal △ is not positive. More precisely,
which is not positive definite. Therefore, S is a contractive quasi-free Hilbert module over the bi-disk algebra but the kernel function K S does not admit the Szego kernel as a factor. Thus this provides another proof that the module S does not possess a H 2 (D 2 ) co-isometric extension.
Other Kernel functions in Several Variables
The results of Section 3 apply to more than the case of the Hardy module which we stated in Theorem 4. More precisely, we have We note that the operator positivity assumption in the above theorem includes implicitly the additional hypothesis that one can define a functional calculus so that k −1 (M , M * ) makes sense for the kernel function k. It was pointed out in the paper by Arazy and Englis [4] that for many reproducing kernel Hilbert spaces, one can define such a 1 k -calculus. Thus our result is true to that extent. We now provide some examples to which these results apply.
The kernel function for the Bergman module,
Applying Theorem 6 we obtain the following result Proof. We note that m ℓ=1 T * ℓ T ℓ is a Hermitian operator. Therefore, it is enough to compute
But the computation for each term of the summand, is the same as the one in the proof of Lemma 1. Adding all of these inequalities completes the proof.
Suppose M is a Hilbert module over the ball algebra A(B m ) and let K M be its reproducing kernel. The operators M ℓ of multiplication by the coordinate functions on M satisfy the inequality Just as we did for the Bergman module for the polydisk, we can also consider possible dilations on the ball under the assumption that (1 − z, w ) k K is positive definite. For k = 1 we have the previous result. For k = m, we obtain the result for the Hardy module over the ball and for k = m + 1, we obtain the result for the Bergman module on the ball. Again, the existence of a dilation for one value of k implies the existence for all smaller k, and hence always for the Drury-Arveson space if for any k.
A final observation concerns fractional exponents for which one obtain Besov-like spaces. Arguments such as those given in this section to yield additional relationships between these Hilbert modules and should be worth considering.
Curvature Inequality
Let R(k) be a scalar reproducing kernel Hilbert module for the n.n.d. kernel function k over the polynomial ring C[z] consisting of holomorphic functions on some bounded domain Ω in C m . Assume that C[z] ⊆ R(k) is dense in R(k). It then follows ( [10] ) that the map w → ∩ m i=1 ker(M i − w i ) * is anti-holomorphic from Ω to the projective space of R(k) and defines an anti-holomorphic line bundle E * R(k) on Ω via the map w → k(·, w), w ∈ Ω. The dual bundle E R(k) is a holomorphic bundle over Ω. Moreover, E R(k) is Hermitian, where the Hermitian metric on the line bundle is induced by the standard Hermitian inner product on R(k). In other words, with respect to the frame {s}, where s(w) = k(·, w), the Hermitian structure of E R(k) defines a Hermitian form h(w) =< s(w), s(w) >= k(·, w) 2 , w ∈ Ω.
Then the canonical Chern connection on E R(k) is given by
with the curvature form (6.5)
We want to compare the curvatures of the bundles associated with a quotient module and the bundle for the isometric co-extension. First, we need to recall some results from complex geometry concerning curvatures of sub-bundles and quotient bundles (cf. [18] , pp. 78-79).
Let E be a Hermitian holomorphic bundle over Ω ⊆ C m (possibly infinite rank) and F be a holomorphic sub-bundle of E such that the quotient Q = E/F is also holomorphic. Let ▽ E denote the Chern connection on E and Θ E the corresponding curvature form. There are two canonical connections that we can define on F and the quotient bundle Q. The first ones are the Chern connections ▽ F and ▽ Q on F and Q, respectively. To obtain the second connections, let P denote the projection-valued bundle map of E so that P (z) is the orthogonal projection of E(z) onto F (z). Then ▽ P E = P ▽ E P and ▽ P ⊥ E = P ⊥ ▽ E P ⊥ , define connections on F and Q, respectively, where P ⊥ = I − P and Q is identified fiber wise with P ⊥ E. The following result from complex geometry relates the curvatures for these pairs of connections.
Theorem 7. If F is a holomorphic sub-bundle of the holomorphic bundle E over Ω ⊆ C m such that E/F is holomorphic, then the curvature functions for the connections ▽ F , ▽ P E , ▽ Q and ▽ P ⊥ E satisfy Θ F (w) ≥ Θ P E (w) and Θ Q (w) ≤ Θ P ⊥ E (w), w ∈ Ω.
The proof is essentially a matrix calculation involving the off-diagonal entries of ▽ E , one of which is the second fundamental form and the other its dual (cf. [18] ). (Note in [18] , E is finite rank but the proof extends to the more general case.)
We apply this result to Hilbert modules as follows.
Theorem 8. Let R be a quasi-free Hilbert module over A(Ω) for Ω ⊆ C m (or over C[z]) of multiplicity one and S be a submodule of R⊗ E for a Hilbert space E such that the quotient module Q = (R⊗ E)/S is in B n (Ω) for some 1 ≤ n < ∞. If E R and E Q are the corresponding Hermitian holomorphic bundles over Ω, then P ⊥ (w)(Θ E R (w) ⊗ I E )P ⊥ (w) ≥ Θ Q (w), w ∈ Ω.
Proof. The result follows from the previous theorem by setting E = E R ⊗ E, F = E S and Q = E Q . In particular, we have the following extremal property of the curvature functions.
Theorem 9. A necessary condition for a Hilbert module H in B n (Ω) over A(Ω), Ω ⊆ C m , to have R ⊗ E for some Hilbert space E as an isometric co-extension is that
The converse of this result is false, but it is likely valid for some stronger notion of positivity. We plan to take up this matter in the future.
Recalling Corollary 2, we see that any contractive reproducing kernel Hilbert module M(K) over the polynomial algebra C[z] satisfies the inequality K H 2 m − K M(K) ≥ 0. This is a generalization of the curvature inequality for the disk from [19] , see also [24, 20] .
The above inequality shows in view of Corollary 2 that the module H 2 m is an extremal element in the set of contractive Hilbert modules over the algebra C[z]. Similarly, for the polydisk D m , the Hardy module is an extremal element in the set of those modules over the algebra A(D m ) which admit a co-extension to the Hardy space H 2 (D m ) ⊗ E.
