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EXECUTIVE  SUMMARY    
The goal of the CHORUS vision document is to create a high level vision on the future state we wish to reach on 
audio-visual search engines in order to give guidance to future R&D work in this area (in line with the mandate of 
CHORUS as a Coordination Action).  
This third intermediate version of the CHORUS vision document (D3.3) is based on the previous CHORUS vision 
documents D3.2, D3.1 and on the outcome of the six Think-Tank meetings held so far (in March, September and 
November 2007, April, July and October 2008) as well as on the results from other CHORUS events.  
The CHORUS Think-Tank comprises a group of representatives from various industry1 and academia stakeholders 
in the field of audio-visual search including technology providers as well as users. The outcome of the Think-
Thank meetings is not just to the benefit of the participants – CHORUS, as a coordination action of the EC, will 
feed back the findings to the projects under its purview and, via its website, to the whole community working in the 
domain of AV content search. 
The final vision document (D3.4) is planned to be available at the completion of the CHORUS project (currently 
anticipated by April 2009). 
The first meeting of the Think-Tank established the state-of-art in audio-visual search. In preparation of the 2nd 
Think-Tank meeting, the coordinators of nine EU-funded IST projects in the field of audio-visual search engines 
where contacted and asked to provide a list of use cases covered within their project. Based on that feedback, an 
exhaustive list was prepared as a basis for discussion at the 2nd Think-Tank meeting. During the meeting, a mind-
map document was jointly created by the participants covering and classifying the various types of use cases. This 
document served as starting point to define a well-structured use case typology.  
The distinction between professional user and consumer will continuously disappear regarding audio-visual search. 
Some of the gathered use cases may be regarded as disrupting the orthodox thinking of search engine in general. 
Six of these use cases can be considered to cover “lean back” applications with the goal to support the consumers 
to change their environment with audio visual content into a complete new experience of enjoyment and 
entertainment. On the basis of these and other use cases, at the 3rd Think-Tank, a number of potential new services 
were derived including those making increasingly use of context awareness like the user’s location and other 
personal data. 
Think-Tanks no. 4 and 5 dealt with the review and feedback on matching use case typologies and with the 
functional breakdown of search engines. The new services drafted in the former two Think-Tanks were discussed, 
finalized and prioritized. Up to now, the service defined as TV 2.0 (Cable, BB & network operators, broadcasters) 
has priority. The identification of research gaps and gaps in other domains was started and identified against 
potential new services. The 6th Think-Tank concentrated on socio-economic aspects, performance aspects and 
aspects of interoperability and standardisation whilst Think-Tank 7 discussed the pre-final version of the CHORUS 
vision and gap analysis as laid down in deliverables D3.3 and D3.2, respectively. 
To comprehensively cover all these aspects, more research and development work will have to be carried out in the 
field of audio-visual recognition algorithms and for the deployment of interoperable interfaces. Simple and 
appealing user interfaces are essential for the success of new search applications as well as interoperable 
interconnection concepts for data exchange.  
Eventually, new benchmarking specifications have to be developed in order to become able to compare and 
improve the continuous developments for audio-visual recognition methods and search concepts. 
The project will be concluded with one more Think-Tank (TT-8) in spring 2009 in order to finalise our vision and 
our gap analyses. 
 
 
 
 
                                                           
1 Chorus industry members: Thomson R&D France, Philips Electronics Nederland B.V, Fast Search & Transfer, Exalead S. 
A., Circom Regional, France Telecom.  
Industry invited members: Institut National de l'Audiovisuel, Zweites Deutsches Fernsehen, Agence France-Presse, Siemens 
AG, Motorola UK Research Lab, European Broadcasting Union, HP Research, Nokia, Yahoo! Research, Google. 
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1..   INTRODUCTION  
1.1 PURPOSE OF THE CHORUS THINK-TANK  
The project main objective is to assist the Commission in providing the tools to integrate the various projects that are 
running within Call 6 under objective IST-2005-2.6.3 (Advanced search technologies for digital audio-visual content) into a 
vision consistent with the initiatives started on similar topics, either at national levels or within the industry.  
This involves developing a vision of the future state we wish to reach (D3.1 to D3.4 in Figure 1: Interactive evolution of the 
vision document) based on knowledge of the “state of the art”, current trends and inputs from experts. 
 
Figure 1: Interactive evolution of the vision document 
The Think-Thank activity aims at collecting the opinion of a large and representative set of stakeholders from industry and 
covers a broad scope of expertises from academia. In addition to technical topics, legal and regulatory aspects are 
addressed. 
Collect existing 
contacts 
from partners 
Setup of database 
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additional 
contacts/target 
groups 
Invitations 
(focus) 
Aligment with 
conferences 
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external 
conferences, etc. 
(focus & schedule) 
Think-Tank meeting(s) WP3 
(regularly updated) vision document D3.1 to 3.4 
access 
General 
dissemination 
Feedback 
cycle 
Gap analysis, 
prioritization by WP2 
First report that establish an up-to-date 
multitechnological state of the art in the field of search 
engines for multimedia content (11/07) D2.1 
Second report that integrates the identification of 
multitechnological key issues to address and practical roadmaps 
for EU vision (10/08) D2.2 
Final report: Synthesis that establish multitechnological view that 
provides gap analyses and recommendation (4/09) D2.3 
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The Think-Tank consists of experts and stakeholders from consortium partners of the project and invited external experts 
and stakeholders. 
 
1.2 WORKING METHOD OF THE THINK-TANK 
The “gap analysis” by WP2 (Figure 1) includes the comparison of the vision and its related scenarios against the current 
state of the art. The gap analysis allows the basic requirements and actions to be identified and characterized in terms of 
urgency, complexity and likely barriers. The resulting actions are then transformed by WP2 into research action/goals 
within “roadmaps” that set a framework to rationalize the future research actions and technological choices. 
The Think-Tank plays a privileged informative and advising role to WP2. The analysis and roadmap documents produced 
by WP2 will consist of reports, focussing the state of the art of the first year (first report), then introducing the identified key 
issues and practical road maps (second report), and finally a synthesis (final report). According to the method adopted, WP2 
will be the owner of those documents
2
 and will prepare them through various interactions, among them regular meetings 
with the Think-Tank to receive its comments and advises. The interaction between Think-Tank with WP2 are the following:  
•  “In the first year, 3 meetings will enable those interactions.  
o Elaboration of the state of the art (SoA) section started at project kick-off. The results of TT-1 are a first 
important input to this elaboration. The SoA table of content will be submitted to the second Think-Tank 
meeting, together with the plans to prepare the vision. 
o At Think-Tank meeting 2 and 3, a draft SoA and draft Vision are proposed and discussed. 
o Finally the first report is produced (taking into account the Think-Tank inputs and results) at the end of year 1.  
• In the second year more meetings will be needed because the topics addressed will require probably deeper 
discussions. In particular it is expected that the Think-Tank will provide strategic guides to the identification of the 
key issues. During that period “key issues” and “practical roadmap” will be added as new sections of the document 
and the previous sections will be updated. 
o That task will start at the end of year 1 by a general discussion on the first report and the production of 
recommendations to update it and elaborate the new sections. 
o Because more results will be available at that stage of the audio-visual search engine projects 3 other meetings of 
the Think-Tank are planned within year 2, resulting into the discussion of three drafts during that period. 
• At the end of year 2 the roadmap document (second report) will be produced by WP2 and the basic material will be 
available for further work (which will consist of summarising and simplifying the message for a better 
communication), and production of a synthesis. 
o Two other Think-Tank meetings are planned to implement that work, which will lead to recommendations. 
o A final report presentation meeting is planned at the end of the project.” 
 
CHORUS has developed an action plan with respect to the series of TT meetings. It is depicted in Figure 2: 
 
 
                                                           
2  It may be useful to remind here that the document includes technical and non-technical sections, addressing topics such as regulatory 
and legal issues. 
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Figure 2:  Illustration of the Think-Tank stepwise approach to assist CHORUS in establishing the vision and the gap 
analysis with regard to multimedia/AV search   
 
Up to now, six Think-Tank meetings have been called, where CHORUS has achieved to bring together the various 
stakeholders from the industry to who had not spoken to each other regularly before and have them met with the academic 
partners, the service providers, the network operators and the users of audio-visual search within CHORUS.  
After the first exchange of views in general and on the state of the art, in the second Think-Tank current use cases taken 
from ten running EC R&D projects were taken to draft the so called “use case typology” as a checklist and inspiration for 
future use cases and new services during the  Think-Tank meeting. In parallel a future vision on a functional breakdown was 
drafted with the aim to find a functional model independent of the audio-visual type of media. Booth, Functional view, 
Exalead, TT-2 and Use case typology (Annex I) originally started by the stakeholders where complemented by academic 
members of CHORUS WP2. In the discussions of the Think-Tank meetings this work served as a start for D2.2, where 
functional view and use case typology are now encompassed in order to be used for identifying the technological gaps. The 
results are represented in section 3 of D2.2. In addition to that, a survey, confirmed by the Think-Tank, was used to get 
more input from ten running EC R&D projects and the relevant national initiatives in the field of audio-visual search.  More 
details in Annex I. 
 
1.3 OUTCOME OF THE THINK-TANK MEETINGS  
As explained in the previous section, the Think Tank has met six times so far. Together with the contributors to the Work-
Package 3, external knowledgeable experts representing a wide range of media related business areas have participated to 
these meetings. In particular, area experts from news agencies, broadcasting organizations, telecommunication operators, 
telecommunication industry, consumer electronic industry, national archives, research organizations etc… have contributed 
to the meetings. On top of these meetings, numerous phone calls, discussions and email exchanges have taken place 
between WP3 participants.    To these “official” meeting, numerous contacts, discussions and emails have been exchanged 
between the contributors to this.  
Despite the fact that extensive effort has been dedicated to the think tank by highly qualified experts, no unified grand 
vision of the future industry of AV/MM search has been produced up to now. Looking backwards on the discussions and 
interactions during and in the vicinity of the think tank sessions, our conclusion is that the initial objective of producing a 
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unique vision of what search is going to look like in the future was probably too ambitious. The group has quite rapidly 
agreed on a a very wide definition of AV search covering a board number of potential or actual application areas ranging 
from mass-markets in various situations (lean backward TV oriented services, mobile, internet search, geolocalization, ….) 
to highly specialized professional applications (press agencies, medical, …).  Therefore, instead of striving towards the 
establishment of a unique grand vision, the group has concentrated on defining a typology of so called use cases (i.e. 
applications addressing some concrete need) and on identifying relevant technical, social and economical criteria for 
classifying and analysing these use cases. The outcome of this work is a “use case typology”. This typology has been for 
designing the survey on use cases carried out by the contributors to deliverable D2.2.  
In the course of above described classification effort appeared the need to have a common architectural view of the different 
functions of a search related application. A “functional breakdown” presenting a high level view of the main constituents of 
a search system has been reviewed and progressively refined by the group. This functional view on search has 
complemented and further enriched the application typology effort.   
Both the typology and the functional view have been instrumental to the establishment of the gap analysis. On top of the 
current evaluation being carried out in WP2, we believe that in the future this work may be totally or partially reusable for 
contributing to adjusting and steering project agendas. 
 
2..   GLOBAL  VISION    
Search engines appeared on the Internet slightly more than 10 years ago with AltaVista. This service appeared in spite of 
the lack of a business model, but attracted immediate attention from its users to which it was providing a valuable service. A 
few years later, Google took over AltaVista, through an almost identical basic service, but with a much better ranking 
method. On this initial technical base, Google grew a business model based on revenue generated through advertisement 
(sponsored links) returned along the search results. 
 
During the same early search-engines days, AltaVista (then part of Digital Equipment Corporation) proposed its technology 
to enterprises in the form of licensed packages, thus becoming a new participant (with a novel technological approach) into 
the already existing enterprise document (and later knowledge) management systems. Search engine major contribution to 
this field has been to propose a mechanism allowing search into initially unstructured documents. 
 
10 years later, both the Internet and the Enterprise search industries are booming and the services and products they provide 
are recognised as the preferred and spreading method for accessing the ever growing digital based information.  
 
This success, which grew mostly on text search, is now spreading to other media domains (sound, music, images, video, 3D, 
...) and is giving birth to Multimedia and Audio-Visual Search Engines (services and products) which are in their early 
development stages and are built on recent technologies. 
 
The Chorus project regrouped various actors participating to the development of this field: 
 research laboratories engaged into technological research impacting multimedia search engines 
 enterprises engaged in the process of developing products and /or services providing multimedia search engines 
(MMSE) 
 enterprises or industry representatives active in the various digital media production domains (video, images, 
music) which are potential customers of MMSE products or candidates for operating a MMSE service. (Note that 
this last category may in fact engage into the development of MMSE packages, preferring in house developments 
to purchase from the second category participants). 
 
The global analysis conducted during the multiple Think Tank meetings did not result in a crisp “industry grand vision” as 
could have been expected given the multiple points of view, and the still emerging technologies associated with  this 
domain.  
 
The main reasons for this absence can be attributed to the following: 
• Difficulty for industrial partners to share their vision with competitors in a very dynamic and unsettled context 
• Difficulty for each industrial partner to formulate a crisp vision beyond the one or two years obvious direct 
extrapolation of the present situation 
 
Nonetheless, the participants agreed on a common understanding of the functional components necessary to build a MMSE, 
and on a use-case typology which helped analyse and produce the gap analysis proposed in deliverable D2.  
The sections below will step the reader through the analysis and discussion steps that led to the gap analysis. 
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2.1 CURRENT SITUATION IN MULTIMEDIA AND AUDIO-VISUAL SEARCH  
Although the search market appears to be dominated by its current market leaders Google, Yahoo and Microsoft (GYM), a 
more detailed analysis shows that this is not true for ass segments of the market, and that the specific Multimedia Search 
domain presents a much more level playing field. 
 
2.1.1 Search appears to be dominated by Google  
The dominance of Google and its Yahoo! and Microsoft rivals (GYM for short) on the Internet search sector appears to be a 
certainty and the cumulated market shares of their respective search services is quite overwhelming. 
 
This dominance must in fact be analysed more carefully, in particular in the specific case of Google which, in fact, draws 
more than 50% of its revenue from its advertising agency placing ads on other applications screens. Note for instance the 
recent deal between Google and Yahoo where Yahoo is placing Google supplied ads on its search result screens!! 
(“Internet advertising revenues (U.S.) for the first six months of 2008 were $11.5 billion” from IAB report:  
http://www.iab.net/media/file/IAB_PWC_2008_6m.pdf )  
 
Although GYM's dominance is true from a global point of view, it appears less so if one takes a more focused view. In 
countries such as Russia and China, a local “native” player has been capable of capturing a significant portion of the local 
market, taking advantage of the specificities of the local language and culture. 
 
It also appears that GYM does not have a similar dominating position on the enterprise search market. Although it is agreed 
that the revenue associated with this market is significantly lower than the previous one, it nonetheless represents close to $1 
B in 2008 (source Gartner) and leader positionning is much more open than in the Internet search space: 
“Gartner's rough estimate of enterprise search leaders through 2006 places Autonomy first with a 21 percent share, 
followed by FAST/Microsoft and Google at 18 and 15 percent, respectively. Endeca and IBM round out the top five at 6 
and 4 percent.“ from http://news.earthweb.com/xSP/article.php/3726206. 
 
2.1.2 Multimedia and Audio-Visual search is still an open field  
Multimedia search is still in its early stages, and it is only recently that the first round of technologies have crossed the 
market barrier and are available either on public search services or within multimedia related products: Multiple small 
enterprises have appeared over the past few years proposing image, video or audio search services (Blinkx, TvEyes, 
PicSearch, PixSy, FindSound, ... to name a few). The research and development company BBN has been offering an audio 
search service for a while (EveryZing), Google is now proposing a beta version of  audio search called “Gaudi” 
(http://labs.google.com/gaudi), Exalead has a similar demonstration available at voxalead.labs.exalead.com/SpeechToText  
(integration of LIMSI technology within a search service); Exalead introduced in its image search service a “face detection” 
option which was rapidly matched by Google's equivalent; more recently, Google introduced the same face detection 
technology into its Picasa3 product. 
 
The major trend revealed by the emergence of these services or products is that, under precise constraints,  some 
technological components are progressively reaching an acceptable performance threshold for some specific applications. 
For example :  audio search works adequately for broadcast news speech quality but does still fail on conversational speech, 
face detection techniques allow adequate detection with large front facing faces but fails on small or non front facing 
images, objects detection (cars, ….) prototypes works on small data sets, but do fail on internet samples. Therefore, these 
pioneering examples of advanced services do also show that there is still ample room for improvement, both in performance 
and functionality. The field is open field for technological advances and product/services integration.  
 
 
Editorial Note: The comment above could be expanded in liaison with the use case analysis showing that for a given 
technological performance, one could identify one or several use cases (small enough document base, slow enough update 
rate, ...) 
 
2.2 FUNCTIONAL ANALYSIS  
During the Think Tank meetings, the participants converged on a shared and media neutral functional description of a 
Search Engine. This functional description is described in detail in deliverable D2.2 section “2. FUNCTIONAL 
DESCRIPTION OF A GENERIC MULTIMEDIA SEARCH ENGINE” and will not be fully repeated here. The major 
points learned from this functional analysis are: 
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 Search relies entirely on metadata obtained or derived from content (we agreed to call metadata all pre-existing 
information about the content, as well as all information derived from “content enrichment” processing. 
 Search Engines operate in a two pass mode 
 a first background pass of “content enrichment” and search-engine data-base building 
 a second interactive pass of  “query, match, result presentation” 
This two pass necessary decomposition is creating a situation where the first pass cannot anticipate for all possible 
queries proposed in the second pass.  
The goal of a search engine is to deal gracefully with this intrinsic limitation, and allow the user bring his 
intelligent contribution to the resolution of this limitation. 
 The three main steps involved in the interactive second pass are: 
 Query preparation 
 Matching (and its pass one counterpart Indexing) 
 Result presentation 
The goal of a search engine is to balance these three steps in order to maximise the overall efficiency, taking into 
account the user which is driving this interactive loop. 
 
Using this analysis in the context of search engines services and products and more specifically MMSE, we can observe the 
following: 
 The current Internet search market leaders (GYM) have built their position mostly through a superior execution of 
step 2 (Matching – quasi exhaustive coverage of the web). Step 1 is limited to a simple text window, Step 3 is 
limited to a simple ranked list (not to ignore the potential complexity of the ranking algorithm). 
 The enterprise search market shows a somewhat different balance between those three steps: 
 Query preparation remains simple text entry 
 Indexing and matching is more complex given the larger variety of information sources within enterprises 
(intranet, web, mail, doc repositories, data-bases, production environments) 
 Result presentation cannot rely on the Internet popularity ranking, and must propose multi faceted alternatives. 
 Multimedia search, by nature, will force innovation and new solutions for step 1 and 3, and thus creates 
opportunities for capturing market positions. 
The analysis above finds confirmations points through the observation of the appearance of recent challengers to the market 
leaders (Cuil, Wikiq search). Both examples have positioned their offer on improving step 3 and  presenting to the user 
enriched and structured information, much beyond the traditional ranked list. Similarly, Exalead, whose main (possibly 
sole) market is Enterprise Search, is stressing its capability to return to the user a multifaceted vision of the search results. 
 
2.3 HIGH-LEVEL VISION (IN REGARD OF GLOBAL TRENDS)  
Interaction between the Chorus and invited experts during the Think Tank sessions triggered the emergence of a shared 
analysis on general trends and transformations of the Search market in its generality and the multimedia and audio-visual 
search sub-market which is the main focus of this project. In their effort to identify these trends, participants were 
encouraged to take unorthodox point of views and disrupt the traditional thinking model. 
 
One such unorthodox, top level, conclusion is the answer to the question “what is the problem search engines are trying to 
solve”. 
 The orthodox, traditional answer to this question is: “a search engine is helping the user find what he is looking 
for” 
 A somewhat unorthodox answer proposed here would be “a search engine is trying to make the best of what it 
knows to provide to its user useful information in spite of the fact that the user request is poorly formulated and 
typically unanticipated” 
 
The second formulation points towards the main gaps that will be discussed later: 
 “make the best of what it knows”: a search engine performs its task based on “what it knows”, that is all the 
metadata it has acquired or extracted from the document and content it deals with. This stresses the paramount 
importance of metadata and a later section will discuss several aspects in relationship with metadata. 
  “the user request is poorly formulated”: there is potentially a large gap between the real intent of the user and what 
the system actually “understands”. Bridging this gap, which is part of the often discussed “semantic gap”, is one of 
the major roles of a good search engine. This problem is potentially more difficult in the MultiMedia domain than 
for text only documents. 
 “typically unanticipated”: if queries were restricted to anticipated queries, we would be back to the classical data-
base access problem (with a potential scalability issue). What distinguishes search engines from data-bases is this 
unanticipated aspect which forces the user to find alternative means to obtain what he is looking for. The strength 
of a search engine will be to assist the user in this effort. 
For those last two points, metadata is expected to play a major role. 
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Looking at some of the market evolution in light of this latter discussion provides additional substance for our gap analysis: 
 Volume of digitally available content is increasing, with a strong bias towards of unstructured content. In 
particular, User Generated Content (UGC) is likely to be significantly less structured that professional content. 
This stresses even more the need for metadata and automatic means to generate such metadata. 
 The volume increase is such that search tools will become the only access method to the produced content. This is 
true from a global point of view, but is also true when taking a more focused perspective. For instance, the amount 
of personal images now available on the PC of a single user is creating a search problem; the increase of the 
number of TV channels allowed by digital TV is creating a search problem of its own when trying to look into an 
Electronic Program Guide. This is even more an issue when taking into account the archives of past programs of 
the same TV channels. 
 The success of search engines on the Internet has triggered a phenomenon that spreads beyond the Internet 
consumer. The Internet consumer is also often an employee within an enterprise, and he wants to have within his 
professional context tools that have the same intuitive use, while offering additional performance specific to his 
professional environment. Similarly, as a consumer, he would like to see on the Internet the same powerful search 
tools that he may observe within his enterprise.  
 Search is perceived today as a stand alone application whose goal is to help the user “find” things. The success of 
search, and its generalised use in ever varying environments will in fact merge search into the more general 
purpose application driving each of those environments. In the Digital TV case for instance, search is likely to be 
one of the technologies contributing to the overall user interface, although it might not appear explicitly so. This 
will increase the need surrounding the “query preparation” step of search engines, with substantial contribution 
derived from the user context (preferences, interaction history, recommendations, ...) 
 The merging of search and application is likely to appear in the professional domain, where “action” is expected 
to happen beyond the mere “find” step. This will lead to much deeper interrelationship between search and the 
content production environments familiar to professionals. 
 
The comments above can be made both for the traditional text search domain, and for the AV/MM Search sector which is 
our main focus point. Analysis and discussion about both domains are interesting inasmuch as one can transpose (or 
differentiate) ideas from one domain to the other. It is clear that the text search arena is much more mature than the MMSE 
space, but the following observations can be made: 
 Both domains suffer from the often discussed “semantic gap”, this gap being both at the query preparation side 
(user intent to actual query) and at the document indexing step (content extraction, what does this 
word/image/video mean in this particular context). Technologies developed for text will find applicability in the 
MMSE space when applied to manually or automatically generated textual metadata (tags) associated with content. 
 The intrinsically difficult problem that Search Engines are trying to solve (bridging the semantic gap) has led to the 
creation of “vertical” or “specialised” engines. If it is known that the content associated with a search engine is 
limited to one specific domain, then it is possible to apply at all stages of the processing (indexing, query 
preparation, result presentation) techniques or parameters specific to that domain. It is likely that oscillations 
between “vertical” engines, and “general purpose” engines will happen, especially if the latter are capable of 
providing to the user faceted results matching the most popular vertical services.  
 
2.3.1 AV search issues are not restricted to AV environments  
Multimedia and Audio-Visual search should not be regarded as a closed and restricted environment, but as part of the more 
general issue of information search. Technologies such as “query by example” should not be restricted to return results 
limited to the single media used as an example, but could also return relevant or associated results available in other media 
forms. For example, starting with a photograph of a flower a user could hope to obtain the name of the flower or the best 
price for it and where to find it. The availability of such information relies heavily, not only on the capacity to find similar 
pictures of the example flower, but also on the existence of “semantic web” relationship between result pictures of the 
flower and companion information such as name, price, shops, etc.  
 
Symmetrically, it will be more and more significant for the traditional text based search engines to be able to return results 
of non textual nature. This trend is already visible in the main Internet search engines today. 
 
2.4 MARKET/TECHNOLOGY TRENDS (IN RELATIONSHIP TO SEARCH)  
Editorial Note: This subsection lists some related thoughts in bulleted form. It is to substantiated in the next (final) 
version D3.4.  
 
 Constant increase of volume of data. 
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In 2003, University of Berkeley did establish the following estimation : “Print, film, magnetic, and optical storage media 
produced about 5 exabytes of new information in 2002. Ninety-two percent of the new information was stored on 
magnetic media, mostly in hard disks.” (How Much Information? 2003 - 
http://www2.sims.berkeley.edu/research/projects/how-much-info-2003/). In 2008, Yahoo installed 15 exabytes of storage.   
 
 Drastic increase of online Audio-Visual Multimedia information usage.  
 
With the generalization of broadband network services, several recent statistical analysis show that about 40% of the 
Internet users do access to audio and or video services. 
 
 Lean-back search on mass-market consumer services.  
 
The Personal TV use case, described above point on another major trend, i.e. use of search as a back-end service in 
consumer applications. Preferences based, automatic play list generation on personal audio devices (such as Apple’s Ipod) 
is another example of this trend.  
 
 Erosion of traditional gap between content producers and consumers and social networking  
 
Video and photo sharing services have encountered tremendous success on a rather short timeframe. Since early 2005, data 
of company foundation, more then 80M videos have been uploaded to Youtube. Researchers estimate that about 150.000 to 
200.000 new videos are added each day. 
 
 
• Personal TV 
 
Comment already made above 
 
• Social networking  
Social networking is a growing segment of the Web (facebook, linkedin, ...).  
− bring to search a vast network of information and links that can be exploited for recommendations, ranking, ... 
− is a source of personal information that can be exploited by specialised search services (people search) 
− issue is privacy!! (see deliverable D2.2) 
 
• Peer to Peer 
 
Peer to Peer refers to a network architecture in which the participants are all on equal footing. This is often associated with 
file sharing where each peer may be the consumer as well as the producer of a file. In order to operate properly, P2P 
networks must nonetheless provide to their users a few basic functions that require some level of centralisation as soon as 
the network grows to substantial size where testing all other peers becomes impracticable. Of course, centralisation may 
coexist with some level of distribution and replication, but one must keep in mind the basic nature of the function to be 
performed, and that replication and distribution come with some performance penalty in space and/or time. 
 
In the particular case of search, the functional analysis described in section D2 allows to examine each of those functions in 
the perspective of P2P. On first approximation, it is clear that Indexing, which is closely associated with documents, could 
be spread across a P2P network. Some problem may appear when trying to capture “document context” which will be  
restricted to the peer environment, and in the “build” step which may require a global vision to perform computations such 
as “ranking”. On the query side, although the “matching” function could be distributed across multiple peers, the impact of 
such a distribution on performance (response time) must be analysed, as well as the impact on “results presentation” for 
which some form of global vision is necessary (ranking as seen above, clustering, ...). 
 
A specific section in D2.2 discusses the relationship between MMSE and P2P 
 
• Semantic Web 
 
The term “Semantic Web” appears in many discussions and is often described as the future of the Web. Amongst the many 
facets associated with this term, one can list “micro-formats” , “ontologies”, and  ???. In the context of search, and given the 
stressed importance of metadata associated to content, the existence of micro-formats and ontologies can only be seen as a 
positive contribution. It is therefore fair to say that the Semantic Web will make search easier. It is probably also safe to say 
that the intrinsic problems listed above (the query has not been anticipated) will remain. and that solutions  
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3..   ELEMENTS  FOR  ADVANCING  AUDIO-VISUAL  SEARCH    
It is essential to define a set of success criteria in order to ensure that the project results can meet expectations and demands 
of all users and providers of future audio visual search engines.  
The goal of this section is to synthesise and summarise the discussions on various topics engaged during the Think Tank 
sessions. Document D2, prepared by WP2 should expand on these synthesis and propose research avenues along the lines 
described here. 
 
3.1 METADATA  
The functional description of search engines succinctly described in section 2.2 of this document, and more thoroughly 
presented in section 2 of document D2.2 stresses the importance of metadata for search. In this context, metadata 
encompasses all information, manually created, inherited from other environments, or automatically computed from the 
essence that will ultimately contribute to the search engines activity. As discussed in the functional description sections, this 
metadata is needed not only for the actual search (the “match” step in the functional diagram), but also for the “present 
results” step whose task is to organise meaningfully the potentially numerous results returned by the previous step. 
 
The multiple issues dealing with metadata can be regrouped along the following lines: 
• Early creation 
o Creation of metadata at the source (during the early content production steps) is always better than 
haphazard after the fact reconstruction of such data  
o Authoring systems should encourage and facilitate the creation, storage and management of such metadata 
• Preservation across the life of content 
o Content undergoes many transformation steps during its life (multi-step production, transcoding, re-
purposing, …). Losing medatada across any of those steps defeats the efforts produced during the early 
creation phases. 
o Metadata formats and encoding should facilitate their survival across transformation steps 
• Automatic generation 
o A large fraction of the existing (and future content) exists with few or poor metadata. Technology to 
automatically compute search oriented (as opposed to “preservation oriented”) metadata. 
o No author or librarian can anticipate all future queries for which a document would be relevant. 
Expansion of metadata through automatic means (often called “content enrichment”) is a necessary 
complement to early, manual creation and preservation. 
o Some transformation steps applied to content may result in significant loss of information (often in terms 
of image or sound quality). The impact of these degradations on automatic metadata generation must be 
analysed (If mp3 audio compression has been shown not to hamper sound analysis, the same is probably 
not true for video compression). 
• Availability and exchange 
o Metadata is useful only is it is made available to search engines. Open formats should be encouraged or 
required. 
o The importance of metadata for efficient search is likely to trigger the emergence of business partners 
specialising in metadata production. Such partners already exist for instance in the TV space for the 
production of digital TV guides. Again, open formats will encourage such independent activities and 
reduce the likelihood of dominant do-it-all large players. 
• Ownership and access control 
o Access to existing Metadata is important for search. Future technology should put the owner in the 
position to control access, for example to enable business. 
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o As for essence, access to metadata should be gradually adjustable by the content owner to enable gradual 
levels of search (e.g. selected user-group, granularity of description, period of usability, payment vs. free 
access, etc.) 
o Beyond technical accessibility (formats), ownership and protection of metadata becomes an issue 
proportional to the importance of its role in the search process. 
o Protecting metadata is as important, but no different from protecting the original essence itself.  
 
3.1.1 Metadata and audio-visual material  
Descriptive information about audio-visual material can be considered as metadata. Such metadata is transferred to or from 
a device. Some examples of A/V metadata which can be retrieved from a recording device (like a camera) are: time and 
date of a recording, serial number of the recording device, geographical position of the recording, number and type of 
objects as well as their properties (e.g. “three smiling faces”). 
It is possible to harvest, to generate or to enrich descriptive information about the audio-visual material by analysing it 
either automatically or manually. This is done to improve its searchability. The material provider3, the search provider and 
the metadata provider are depending on each other: The provider of large amounts of audio-visual material is interested that 
the offered material is searchable. The search provider itself requires appropriate metadata for performing audio-visual 
search, and the metadata provider needs access to the audio-visual material for metadata generation (Figure 2). 
 
 
 
 
 
 
 
 
 
 
The material provider, the search provider and the metadata provider can be different entities. The fact that these entities 
highly depend on each other has led to the common formation of “all-in-one providers” like www.youtube.com (Figure 3). 
Today’s lack of agreed interoperable data exchange interfaces between material providers, metadata providers and search 
providers hampers the collaboration between these services, especially when they are under control of different institutions. 
Establishing common and interoperable interfaces will allow for efficient horizontal business models in the near future. This 
could limit the market power of the few big “all-in–one” players and could thus help to support freedom of speech and to 
establish ubiquitous availability of information. 
 
 
 
 
 
 
 
 
 
                                                           
3 The distinction between professional user and consumer is continuously disappearing! Material providers can be amateurs 
(providing user generated content over peer-to-peer networks etc.) 
A/V 
Material 
A/V    
Search 
A/V 
Metadata 
Metadata generation needs material 
Audio-visual material needs to be 
searchable 
A/V search needs descriptive information about the 
audio-visual material (metadata) 
Figure 2: Dependencies of Audio-Visual Material, Metadata and Search  
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According to the vision of Philips' APRICO concept, the consumer will be able to choose personal TV channels specifically 
for a selected viewing setting. These channels will be automatically populated with suitable content instead of letting the 
user have to zap or to use conventional paper or electronic program guides (EPG). The content of the personal channels will 
be put together by using a search engine which runs embedded and almost invisible on the TV receiver/recorder. According 
to this vision, the search engine itself will be triggered by the user's profile, which selects the material that needs to be 
recorded or downloaded for later presentation. Note that the term user profile refers to the profile of the abstract person that 
is watching a particular personal TV channel. Consequently the user can also be a group of people watching together. 
Advertisements will also be selected and presented in this way according to Philips' vision of the business. 
In most cases of audio-visual search “the descriptive information about the audio-visual material” (metadata) is essential for 
finding the desired piece of audio-visual material within a short response time below several seconds. Direct search in 
audio-visual material (without metadata) could be applicable in cases where search is performed to find equalities or 
similarities only (e.g., to find copyright infringements) and if the amount of data to do search within is limited to a size that 
the response time meets the user expectations. 
In certain domains, the expression “metadata” is not only commonly used for advancing audio-visual search but also refers 
to additional information. One example is the news room of a broadcaster where the expression metadata is often used by 
journalists as a synonym that describes side information including intellectual property rights of audio-visual material. In 
news rooms it is important to know under which condition the material can be broadcasted. On the other hand, during news 
production, editors rarely have the time to generate and to enrich the descriptive metadata manually which is essential for 
improving the material’s searchability. Commonly, this is done by the broadcaster’s archivists in a manual way some days 
later after the material was broadcasted in order to make their own archive properly searchable. 
In view of the accelerating spread of recording devices in all sectors including private households, a continuously increasing 
need to find the right piece of recorded and generated material in growing collections and archive becomes apparent. This 
affects consumers, producers and members of other business sectors such as surveillance and medical services (e.g. to find 
abnormalities in x-ray images). Consequently, the availability of computer-aided methods to harvest, to generate or to 
enrich metadata for advancing search is highly desirable. 
Since the emerge of the broadcast sector, it has gained a lot of experience with respect to audio-visual search from which 
other sectors can benefit. The broadcast sector has been a very early developer and user of audio-visual search which 
involves decade-long experience in generation of metadata. Again today, media houses and broadcasters are early adaptors 
of new technologies in this field, including automatic generation of metadata for large archives and for the mass market.  
 
3.1.2 Automatic generation of metadata from AV objects  
Given the importance of metadata to perform search, it is essential to develop technologies that will automatically extract 
information from the content. This step is called “indexing” or “content enrichment”. Technologies in this domain are very 
much media dependant and may offer opportunities for multi-modal processing (looking for a “goal” in a video immediately 
before a big crowd roar and yell is a precious help). Object recognition within media documents (images, video) belongs to 
the class of technologies that will contribute to this aspect, with the obvious problem of “query anticipation”. Since it is not 
possible to perform ahead of time (pass one) “object recognition” on all object, one has to ask which objects are likely to be 
looked for by users? Most popular objects will have special treatment while others will force the user to exploit other 
characteristics (metadata?) to locate them. 
Material 
Provider 
Search 
Provider 
Metadata 
Provider 
Material 
Provider 
Search 
Provider 
Metadata 
Provider 
One Entity: At least three Entities: 
BBC, 
CBS, 
CNN, 
RAI, 
ARTE, 
… 
Axel Springer Digital   TV 
Guide GmbH, 
… 
Philips, 
… 
Youtube,  
… 
Figure 3: In the future multiple entities will do business instead of leaving this market to a dominating „all-in-one“ provider 
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The example of face detection, recently introduced in search engines (Google, Exalead) and photo products (Picasa3), 
follows this analysis (people are indeed a popular search item). 
 
• natural or artificial/virtual              
 
Multimedia document will in the future incorporate a mixture of real-world and synthetic-world elements. A good example 
available today is the case of the football TV show where a 10 m circle is superimposed on the real world picture when a 
“coup-franc” is being shot. A similar situation can be seen on TV swimming competition where the a line representing the 
current best result is superimposed on the image, showing whether the swimmer is doing better or worse that the current 
record. 
 
It could be the case that searching for such artefacts, or using the presence of those artefacts to enhance a search could be 
useful. 
 
Given that those artefacts were most likely computer generated to begin with, one could argue that their presence, and the 
parameters allowing their computations should belong to the set of metadata associated with the content, and should be kept 
as such (see the discussion about metadata capture during production, and its conservation across the life cycle of a 
document). 
 
If such metadata was not preserved, then we are back to object recognition within an image of a video stream, and the 
problem is not fundamentally different from the general case (with the possible exception that the image characteristics and 
quality for artificial components may differ from the characteristics/quality of the remainder of the image). 
 
3.1.3 Search awareness during production and distribution of media  
Media production and distribution is done today by using a patchwork of tools resulting from the fast development in the 
market and is not centric to search and sometimes even not taking into account that the produced media item will need to be 
found in archives, on users hard disks or even in the internet. 
One reason for this is that production of media in the past aimed at a single purpose or event: a personal souvenir, a clip for 
a TV shown only once or a movie never foreseen to be hosted on the internet. 
 
Without search awareness during media production and distribution it will be hard for the consumer and the professional 
user to find the right media items in a growing and scattered amount of content. Thus, it will become increasing unlikely for 
each single piece of media content to be found by any kind of user. Consequently, this strongly hampers potential business 
opportunities for both, the producer and the provider of the content. Contrariwise, making one’s content portfolio easily 
available and searchable will improve success rates and increasing user satisfaction. This way the content providers can 
effectively boost their revenue. 
 
Technology wise, it is essential that all tools during production and distribution at least preserve the complete metadata set 
associated to the content as it is essential for later search. Metadata which cannot be interpreted by the current system needs 
to be preserved as “dark metadata” and must not be discarded. For example, when converting or (re-)compressing photo and 
video material, all metadata such as time, date, EXIF data and DV ancillary data needs to be maintained  together with the 
content. Today, this information, which is essential to make the content searchable, is commonly dropped when publishing 
content on the internet due to technical limitations or economical consideration of effort, bandwidth and storage. 
 
The described disruption of orthodox thinking will effect on how to gather metadata of media during production and also on 
how to preserve metadata during postproduction and distribution. 
 
3.1.3.1 PROPRIETARY SYSTEMS LIKELY IF NO COORDINATION 
For fast retrieval of search media it is essential to have appropriate metadata like time, date and other data related to the 
essence. But metadata often gets lost during postproduction and distribution as commonly, only the essence of the content 
without metadata is distributed in a traditional postproduction and distribution chain (note: content = essence + metadata). 
 
But not only preserving metadata on the whole chain is essential for fast finding of the desired media. Adding 
complementary metadata during production, postproduction and consumption will promise a quantum leap in media search. 
Examples include:  
- adding the position of a place recorded by a separate GPS tracker to a video,  
- adding information on identified objects and persons, 
- adding ranking and classification information provided by the consumer. 
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The traditional cinema and TV production can provide examples of metadata which is often not preserved along the chain 
of production, postproduction and distribution. Even within the postproduction process the metadata sometimes is 
completely lost. One simple reason for this is that the importance of preserving the metadata for further use in the 
information technology age was never foreseen. Additionally, the limited amount of existing metadata was traditionally 
handled on manually – sometimes only handwritten on the case of a tape. Therefore, a broadcasted electronic program 
guide has often to be generated manually by the broadcaster before broadcasting the essence. 
 
The situation is similar for essence distributed by using the Internet with a few differences. The main difference is that 
metadata is commonly annotated at a very late stage. This is often done only during or after the consumption when 
consumers voluntarily rank or comment the essence or when a hidden technique derives information from the automated 
profiling of the consumer. This kind of metadata is very different compared with an electronic program guide of TV. It is 
also known that metadata is generated by using automatic speech or object recognition for the essence, with different 
algorithms and different success, which is hard to measure and to compare and is very rarely used by broadcasters until 
now.  
 
Broadcasting and Internet distribution are facing the same lack of having no end-to-end solution in use for interfacing and 
handling metadata. Moreover, when metadata is generated from essence automatically the quality of metadata varies a lot 
and is hard to predict, hard to describe and hard to benchmark. 
 
As an example, Apple Inc. attempts to dominate the market with end-to-end solutions from production over postproduction 
(e.g. Final Cut) to distribution (e.g. iTunes, iPOD). Building an end-to-end solution which takes care of metadata 
consistently all along the chain could be possible for them. However, search functions within such an end-to-end system 
provided by a dominating market player has the risk of being proprietary which would be a barrier not only for European 
companies. 
 
There is strong need to coordinate the power of stakeholder to prevent dominant proprietary systems that prevents the use of 
information and hampers flexible business opportunities. 
 
3.1.3.2 COORDINATING SOURCE-TO-SINK (END-TO-END) SYSTEMS THAT PRESERVES  
a.) metadata 
b.) essence quality for better automatic generation of metadata and improved user experience 
 
The ‘disrupting of orthodox thinking’ approach is described in the section above. It can be rephrased when considering that 
the rational technical constrains getting less important in the future: Is it really necessary if we have high capacity storage 
and broadband networks to the home and maybe even to the mobile consumer gadgets in the future to do further bit rate 
compression of already recorded and compressed footage and thus to lose essence quality? Discarding metadata (partially 
or entirely), because it does not fit in the target compression scheme, can usually be considered to be counterproductive.  
  
During or after postproduction, it is very common for users to convert the essence from one compression scheme to another 
and to keep the data only in the target format which commonly renders the associate metadata lost. For instance, this 
happens when videotaped footage is transcoded from DV to MPEG-2 compression in order to put it on a Video-DVD to 
make it playable in DVD players. What will happen to the videotaped metadata like time, date and other important data for 
search which is embedded in the ancillary data space (shutter time, focal length, and maybe GPS WGS84 data, serial 
number of the camcorder, temperature etc.) ? In best cases, time and date will be embedded and shown in the video image. 
But in most cases all metadata gets lost, which does not fit into the Video-DVD specification. Even the quality of the video 
essence decreases. For the consumer this decrease is not usually annoying while for automatic speech and object recognition 
algorithms this can easily lead to results of lower quality the precision. 
 
3.1.3.2.1 AUDIO DATA 
Is transcoded audio a problem for speech recognition? In general the workflow during production for audio should 
guarantee that the quality loss of the audio recordings should not decrease the recognition performance of a speech 
recognition system. First, the encoding and decoding algorithms, data rates and formats should be analysed, if they decrease 
the ASR recognition rates. For example, it is expected that for weak encoders (MPEG-1 layer II, which is often use in 
broadcasting) no degradation can be observed. In some investigations it is reported that the performance of mp3 data is 
decreased. Here the data rate of mp3 must be further evaluated (192 kbit/s versus 64 kbit/s). Internal tests of Fraunhofer 
IAIS has not shown severe degradation using mp3 encoded audio data.  
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Second, the audio signals in a broadcast environment should be kept separately to avoid the complex and error prone 
demixing of complex audio signals. To achieve high recognition rates of broadcast audio data produced and used in the 
production process the audio signals should be not mixed which each other. If this is possible from the production site, has 
to be considered and investigated. 
 
3.1.3.2.2 VIDEO DATA 
Video compression formats and interoperability has picture quality aspects and consequences for future visual search.  
So called lossless compression for video would approximately only half the bit rate for transmitting videos over networks. 
For a much higher data rate reduction a loss of information is accepted by using today’s compression formats like M-JPEG, 
DV, MPEG-2, h.264 and others.  But using some or all of them in a cascaded chain like in today’s networked television 
production can cause additional loss of information so much for example, that even small numbers on football player shirts 
can not be recognised neither by human beings nor automatically with an acceptable error rate. Network interoperability 
without the need to change the video compression formats could change this.  
The missing knowledge is on how to preserve quality of digital video over the production and distribution network to the 
point where metadata is generated without spending bit rate overhead or loosing additional information by transcoding the 
video compression formats. In the near future there will be more video compression formats, improved compression 
formats, different improved compression formats, several versions of different compression formats which used together 
and cascaded. In other words, getting good quality material for search and metadata generation can be more difficult even in 
the future, if there is no way found to network digital video formats in its original and thus highest possible quality.  
 
3.1.3.2.3 INTEROPERABILITY OF METADATA DATA 
Each source of audio visual material needs to bind its content providers to a well defined set of metadata. Both the 
definition and the metadata itself must be unrestrictedly available to those that develop applications for the creation, search, 
and consumption of the concerned media assets in order to enable interoperability. As an example the de facto standard for 
video podcasts metadata enforced by iTunes can be given (ref: http://www.apple.com/itunes/whatson/podcasts/specs.html). 
Although some might argue that this metadata set can by no means be considered optimal, it is extremely useful. First 
because one can rely on publishers being incentivised to put correct metadata in a specified format with their content 
(otherwise they won’t or will not correctly be listed and indexed in the iTunes walled garden), and second, because it can 
easily be translated (e.g. by means of XSLT) into other formats of choice.  
 
3.1.4 A technology that takes care about ownership of and controlled access to 
metadata and enhancing privacy 
From an operator’s point of view, elaborated metadata (i.e., description of AV content) is highly desireable for AV search. 
Metadata as such has become an asset, and trading with metadata for audio visual essence is a reality today. An example of 
this is the publishing house Axel Springer which delivers metadata for Philips’ ‘personalized TV channels’ technology 
(Figure 3, page 15 and following). For search and other applications the interoperability of metadata is an important success 
criterion, as described in Chapter 3.1.3.2.3 INTEROPERABILITY OF METADATA DATA. 
 
From the viewpoint of the content producers and owners (including amateurs) which are holding enormous amounts of 
metadata, the controlled access to their metadata is important. For example not every content owner likes to make an 
Internet search engine to be able to search where, when and by whom a photo was taken and who is on the photo or the 
video. 
On the other hand, for search in the content owner’s storage, an interoperable access to metadata for search is often 
necessary to find the desired piece of content by the content owner.  
Further scenario for content owners is to give only selected Internet search engines access to use the metadata for AV 
search. The reason for this selective access permission could be trust, business or partner relations for example. 
 
A promising possibility to encourage the content owners to grant access to their highly desired metadata is to enable the 
owners to retain as much as possible control over the metadata with the help of a new access technology. This proposed 
technology should enable the owner of metadata to do their business for instance or to allow the use of metadata for AV 
search only in their private domain. 
 
An audio-visual search technology that does not support access control to metadata cannot invoke trust; and most people 
would never allow to make their valuable content searchable for others by granting access to metadata and to do business 
with it. And trust is regarded by the mayor search engine provider as the important success criteria.  
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A technical element in audio-visual search technology should take care about ownership, privacy and interoperability of 
metadata. A technology that enables the owner even to revoke access to metadata after the owner had granted access may 
increase trust in sharing metadata for AV search. For the user a possible reason to make use of  later proposed metadata 
revocation option could be for example: violation of rules and law, or lost of trust in the relationship with the search engine 
operator or simply the regret of having made the metadata accessible at all. 
 
It should be in the hands of the content-generating person to determine, whether his metadata, what kind of his metadata are 
accessible for search engines, under what conditions, e.g. whether an entity has the right to access them for an unlimited or 
limited time. 
 
There may be regulation for protection of data and metadata. However, independent of whether or not there is regulation, 
with respect to protection of (personal) data, it is desirable to develop a technology which enables the data generating-users 
to control the usage of their metadata to enable/advance AV search. 
 
Data which comments (consumed) AV material should remain in the ownership of the entity that produced the comment. 
Here, ‘entity’ could stand for a natural person but also a machine that adds comments by analysing content. But access to 
this metadata could be denied, if the content owner revokes access to the content which was commented. Note: Even what 
part of a piece of AV material was consumed is regarded as metadata that has an owner (time codes, repetitions etc.). 
Such data is sometimes also called user profile. For this kind of data there is the same need for a technology that takes care 
about ownership and access control in order to enhance the privacy of persons using such technology. 
  
Four options of vision for ownership, privacy, interoperability (OPI-1 to OPI 4) have been derived and are illustrated below 
in order to describe the state we want to reach in the future. We try to use an oversimplified language for these options of 
vision, in order to allow the average consumer to get a good imagination of what kind of choices she/he may have. The 
options of vision include recommendations for consumers not necessarily understanding what the expression “search 
engine” could mean. 
 
The exact order and phrases of these four options could be envisaged on a metadata-generating device (camera, video 
player, mobile phone, postproduction tool etc.) and could be used on an interface operated by the actor. The actor can be a 
producer, prosumer, consumer or a service: 
 
OPI-1: Store no data which is needed for search engines. 
OPI-3: Store all data which is needed for search without encryption (Option not recommended. No protection of 
ownership)  
OPI-3: Store data, which is needed for search engines, in protected form.  
 
If  OPI-3 is selected, a further option can be envisaged: 
OPI-4: Enable access to the protected metadata to search engines, applying a protection mechanism (e.g. “Secured 
place”) with or without a given expiration date. One vision is also that the owner of the metadata might have at hand 
a technology which would allow to to revoke the access to the protected metadata. 
 
Digital material items usually are identifiable by so-called ‘unique material identifiers’ (UMID). Similarly, each  
‘unique identifier of metadata’ should be related to their UMID. Metadata and essence are not necessarily stored in the 
same container (for example a computer file), but, in any case, need to referenced to each other. 
It is up to the owner of the metadata under which license conditions the access to the metadata is granted. A service for 
this can be provided by third parties. 
 
This text above only describes what state we like to reach in the future on a use-case level. We should be guided by the 
request for simplicity and interoperability in developing any (technical) solution which supports granting search 
engines (or other mechanisms) access to metadata. 
 
For example, the above description has several unsolved ownership and security challenges: How can it be ensured that 
the entity or person claiming to be the owner really is the owner of the essence or metadata? How can the owner be 
identified and thus authorized to sets or revokes access? Are there other offline revocation possibilities than expiration 
of time? (Note: Connection to a database is ‘state of the art’ for realtime revocation.) What can be done to increase 
protection of ownership and security without increasing operational complexity for the user? 
 
If the preservation and respect of intellectual property rights is assisted by appropriate technology, the legal owners could 
control where to store the metadata and whom to grant access to this metadata. Access to metadata for better search in 
audio-visual content is one important aspect. The other important aspect is that metadata collections may contain 
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information about the owner’s profile, and that this profile can be used beyond the presentation of search result – if the 
owner makes it accessible. 
 
Such profiles are, for example, of interest to the advertising business. But they could also be used for a social network 
recommender, for example. Today, metadata and/or profiles of users are often established and stored automatically in 
proprietary form and are not readable/accessible by the owners. By implementing access control to descriptive metadata, 
access to any such profile (that may have been established automatically) would inherently also remain in control of the 
owner, thus enhancing trust in order to enable or to advance AV search via metadata access. 
3.2 INTERACTION  
As proposed in section 2, a search system is trying to cope with the fact that the query was not fully anticipated. For this 
reason, the user, and his possibility to interact with the system, plays a crucial role in the overall efficiency of the solution. 
Success from this perspective is driven by multiple criteria: 
• Overall appeal and simplicity of the interface 
• Contribution of returned results to the preparation of the “next query” 
• Predictable behaviour of the system 
• Automatic recommendation 
o Simplify the task of the user, but do not stay in his way! 
• Response time 
o Response time vs precision/recall 
o Response time for preview vs access to the actual content 
 
3.2.1 User interfaces 
To find desired audio-visual material the user interface is an important success criterion. We mainly distinguish between 
lean forward (in front of a computer keyboard) and lean backward (sitting on a sofa) user interface. 
 
3.2.1.1 LEAN FORWARD USER INTERFACES 
This section is left blank intentionally, to preserve the final document structure. 
3.2.1.2 LEAN BACK USER INTERFACES  
For the lean back user interface the following criteria should be considered for successful interface adoption by a large 
audience: 
• Familiarity of the user interface 
This term refers especially to interface paradigms the television user is familiar with, e.g. television channels, 
changing between television channels, favourite channels and personal zap rings, picture search operations (i.e. 
fast forward, backwards) and potentially also DVD menus. 
The less new elements need to be explained, the more people will be willing to try the system, and the more will 
feel comfortable while operating it. 
• Instant delivery of meaningful results 
Feedback is important in refining search results. The effort for refining will be made only by individuals who trust 
in the capability of the system to deliver and do what they want. Therefore it is very important that the initial 
search results can easily be identified by a human being as correct and useful. 
• Minimal input effort to get premium search results 
This refers to the input that needs to be done to refine search results. Elements like rating particular programs in 
the result set as like or dislike, and keeping a history of those expressed like degrees within a context have proven 
popular and effective. 
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3.2.2 Presentation of AV search results via networks 
3.2.2.1 FINDING BY VIEWING AND FAST INTERACTION WITH THE USER INTERFACE PROVIDED BY VERY 
FAST VISUALISATION AND BROWSING THROUGH ESSENCE EXPLOITING FUTURE NETWORK 
CAPACITIES AND FEATURES 
Some thoughts, to preserve the final document structure: 
What response time is acceptable to find images within a video by browsing through a time line controlled by 
mouse cursor or touch screen movement? Access the desired images or video part by using a minimum amount of 
bandwidth and response time, by avoiding transferring overhead or full video resolution. Is the worst case delay 
acceptable? (Is the delay time from one world’s end to the costumer acceptable, light speed + transcoding time?) If 
not, are mirror servers necessary? Consider delay time for encoding low resolution key frames by using mirror 
servers. Could network providers make a business case for such a service?  
 
3.3 PERFORMANCE ASSESSMENT  
As multimedia search engines research domain is very active, the technological know-how acquired a critical mass 
and the multiple research results became mature. In this context, having a reference evaluation framework has a 
great importance not for competitiveness objectives but to provide landmarks on technologies frontiers and 
performances. It has been pointed out that benchmarking campaigns were fully technology driven and academia 
oriented task definition and assessment. After discussing and brainstorming the suggestions provided by WP2 
CHORUS partners within Think-Tank meetings, the recommendations that arise point out the importance of user-
centric evaluation besides the more established technology-centred evaluation. Also, the existing technology 
assessment campaign provide no help for content owners, industries or more generally search engine "technology 
consumers" to have landmarks for choosing the most appropriate technology/search engines related to a given 
professional need. Again, the importance of use-cases and scenarios is emerging in the context of benchmarking 
campaign which is a dimension that should be taken into account in the future benchmark campaigns. More details 
on recommendations and guidelines for benchmarking framework are presented in the D2.2. CHORUS document 
"Identification of multi-disciplinary key issues for gaps analysis toward EU multimedia search engines roadmap", 
Section 5. 
 
3.4 CONTEXT ENRICHMENT  
• Query enrichment (incl. automatic generation of search query) 
• Enriching the context as a result of a user action 
 
3.4.1 Context will be used to filter results or even invoke search automatically  
As an example, information retrieval related to the searcher’s global position on earth is commonly called “context-related 
search”. Today context is often limited to a single context item such as the global position (location). This is done to e.g., 
provide tourists information about surrounding buildings, to show how official letterboxes and authorized taxis look like in 
a specific country and to offer information on other location-specific customs such as common phrases in the local 
language.  
 
Other context information may include time, current activity, Internet connectivity, etc. It seems desirable to combine 
multiple context items at the same time (not limited to the location only). 
 
However, the context itself could also be used to invoke search automatically. For example a portable gadget with an 
integrated search tool listing restaurants during lunch time nearby automatically without the need for the user to do an active 
query, because the device is aware of the time, the owner’s schedule, the current position as well as possible restaurants 
nearby from a database or  via an online connection. Even an accompanying person for lunch could be found automatically 
based on nearby people sharing a profile with information on their interests. In this scenario, media not only related to 
restaurants and food could be offered, but also media provided by other users could be offered as well for building new 
social networks. 
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ANNEX  1  
  
1..   SUMMARY  OF  THINK-TANKS    
1.1 CONCLUSIONS FROM TT-1  
Think-Thank 1 (TT-1) was the first in a series of about seven meetings where the representatives of all important national 
initiatives on content creation talking to the EC and to each other on a working level. The half-day TT-1 meeting was the 
initial but decisive step into the direction of developing a coordinated vision with respect to an R&D agenda in the field of 
audio-visual search engines in line with the Strategic Objective IST-2005-2.6.3 "Advanced search technologies for digital 
audio-visual content", in order to strengthening the scientific and technological bases of industry and encouraging its 
international competitiveness while promoting research activities in support of other EU policies. 
Clear conclusions were drawn at TT-1, notably on the importance of mobile search and the need for search engines (as 
clearly stated in Sect. 4.2 of D3.1). The gathering of this first Think-Tank meeting can be considered as an important 
achievement. The list of attendees and the agenda of TT-1 can be found in the Annex of this document. 
 
1.2 SUMMARY OF TT-2  
In this second gathering of the CHORUS Think-Tank in Amsterdam 11-12 September 2007, participants studied and 
discussed a selection of different use cases for multimedia search engines and drafted a "mind-map document" were all use 
cases under discussion would fit in.  
For this purpose, types of use cases have been taken from the TT-stakeholders' contributions as well as from the research 
projects related to CHORUS. From this collection it is intended by the project CHORUS to develop a so-called “use case 
typology” which is needed for further analyses and for defining the vision on new services regarding multimedia search 
engines, which will be the topic of the following Think-Tank meeting. 
Nine ongoing IST projects communicated their use cases to the CHORUS project which were considered by the Think-
Tank participants when working out the criteria which will allow deciding on a derived use case typology. In developing the 
mind-map document not only an inspiring discussion was activated but a basis was laid which could serve as a checklist for 
designing and checking new use cases. 
The whole session was enriched by several short presentations (see Annex) stimulating the discussion and collecting the 
point of view of all stakeholders assisting the determination of “typology of use cases”. The list of attendees and the agenda 
of TT-2 can be found in the Annex of this document. 
 
1.3 SUMMARY OF TT-3  
Eleven stakeholders and experts from Europe met for the 3rd CHORUS Think-Tank meeting (TT-3) in an evening session 
and a full-day meeting from 22nd to 23rd November 2007, deliberating the future of audio-visual search. TT-3 followed 
directly a two-day CHORUS workshop on "Metadata in Audio-visual/Multimedia Productions and Archiving" which 
attracted about ninety participants (ref. http://www.ist-chorus.org/munich---november-21--22-07.php ). Both events had 
been organised by the IRT and were held at IRT's premises in Munich, Germany. 
As was the case for the previous Think-Tank meetings, TT-3 was again industry-led: companies like Exalead, FAST, 
Philips, Siemens, and Thomson were represented. Other important sectors participating in the Think-Tank were the 
professional users, the network and service providers as well as important research and academic organisations working in 
the field. 
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This was the third gathering of the CHORUS Think-Tank in a series of about seven or eight planned over the life-cycle the 
CHORUS project, which will end in April 2009. The goal of the interdisciplinary Think-Tank meetings is to create a high-
level vision on audio-visual search in order to give guidance to CHORUS and its associated projects for the future R&D 
work in this area. 
TT-3 relied on the mind-map work of TT-2 as basis for a "typology of use-cases". This typology was further elaborated by 
TT-3. The big topics, however, were “Use-Cases" and "New Services” under the visionary assumption that, in the future, 
metadata models will be interoperable along the ingest, postproduction and distribution chain. 
Like in TT-2, all known use-cases from the EU funded projects that are under the purview of CHORUS, had been provided 
to the TT-3 participants as a basis for the discussions on the advancement of the state of the art. 
For example, one stakeholder presented to TT-3 a new service which could start already in 2008 and which was derived 
from one of five so called “lean-back use-cases” which had already been provided to TT-2 (Amsterdam, 11-12 Sept. 2008). 
These use-case were assessed as a disruption from conventional thinking. That new service is called “Personalized TV 
Channel” and is derived from the lean-back use-case “Find me homogeneous TV-channels or homogeneous archived 
material”. 
Stakeholder and experts contributed with ideas of new services from various industrial sectors under the above mentioned 
condition, that metadata models will be interoperable end-to-end along the ingest, postproduction and distribution chain. 
Such condition could be reached were coordination can be achieved among the various players in the chain. The 
determination of new services and their expected benefit to the community and economy at large is a key driver for the 
success of audio-visual/multimedia search engines. It assists CHORUS to perform its task in coordinating the relevant EC-
funded research projects and helps to get pertinent feedback from these European R&D projects. 
 
1.4 SUMMARY OF TT-4  
The high-level objective of the CHORUS Think-Tank is to provide assistance in the formulation of the high-level vision 
according to which the work of the EU research projects in the area of the future of AV search are to be analysed and future 
research goals are to be identified. The fourth of approximately eight gatherings of the CHORUS Think-Tank took place in 
Barcelona, Spain, on 9 and 10 April 2008. Yahoo! Research kindly hosted this event. 
Under the auspices of the EC project officer sixteen stakeholders from industry and research were represented: HP Research 
and Nokia newly joined the deliberations of the Think-Tank in addition to AFP, Circom Regional, Exalead, FAST, 
Motorola, Philips, Siemens, Thomson and Yahoo!. The University of Amsterdam, CERTH in Greece, INRIA in France, 
SICS in Sweden, and IRT in Germany, represented the research community. 
One industry stakeholder demonstrated a future product by means of which TV viewers can compile their own specialised 
AV programmes (virtually a personal TV channel). The systems learns from the users' previous selection of TV and IPTV 
whilst taking into account metadata provided by a publisher. The user selects a video to be played by picking it from a time-
lined recommendation list. Another industry stakeholder presented the company's vision of mobile contextual search and 
assessed user generated data and metadata as an important capital value. 
TT-4 updated and confirmed its list of new services and business opportunities. The meeting talked again about the use-case 
typology and agreed on the importance of a survey currently being prepared. The survey is to the benefit of the research 
community. AFP and Motorola kindly accepted to test the related questionnaire within their companies before it is issued to 
the CHORUS projects, the projects of the various national initiatives in the area of AV search and to individual companies. 
TT-4 agreed in principle on the functional breakdown of search engines where queries are either initiated by a "user" 
(explicit query, lean forward mode) or by the "system" (implicit query, lean backward mode) which analyses the user's 
behaviour (where applicable in conjunction with the user's profile). In both cases, the same type of query-metadata is 
derived from the users' input and/or behaviour and then matched with the stored document-metadata (which is descriptive 
but not necessarily textual). The general conclusion was that the most important area of future research remains the 
"performance and the algorithms related to metadata generation functions", i.e. extracting automatically metadata 
information from documents and transforming the user query into a suitable set of query-metadata. The challenge is to 
balance those two steps and maximize the efficiency of the user as an active participant of the interaction loop. The 
matching function itself is a significant research area, especially in situations where the match is necessarily fuzzy as is the 
case with (video) images for instance. Given the importance of metadata (both when inherited from the production process 
and when automatically created) the issue of access to and ownership of this metadata appears to be a crucial topic. As the 
notion of "prosumer" becomes significant, the end-users may also become active producers of metadata for their own 
productions as well as for that of others. 
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1.5 SUMMARY OF TT-5  
The fifth CHORUS Think-Tank was kindly hosted by the European Broadcast Union in Geneva, Switzerland. This fifth 
Think-Tank (TT-5) has gathered again stakeholders and experts from industry, academia and professional users who 
deliberated the future state regarding audiovisual/multimedia search and the research gaps on the way to this vision. TT-5 
took place from 2nd July afternoon to the 3rd July afternoon 2008. 
One important result of TT-5 is that the support from stakeholders is growing to replace or complement the electronic 
program guide (EPG) by a search engine.  
In addition, the paramount importance of descriptive metadata was reconfirmed for the search for audiovisual/multimedia 
material in large data bases. A search can be explicit (i.e. in form of a query) or implicit, i. e. initiated by a machine in order 
to provide certain functionalities such as to give continuous recommendation in line with user actions and an established 
user profile. 
The new services drafted in the former two Think-Tanks were discussed, finalized and prioritized. Up to now, the service 
defined as TV 2.0 (Cable, BB & network operators, broadcasters) has priority. It contains: 
• one-stop shop for access to content over one single user interface (convergence of PC, Internet and broadcast 
world!) 
• aggregations of all kind of content (TV, IPTV, WebTV) including user-generated content whilst supporting P2P 
(peer-to-peer) techniques 
• engines such as automatic speech recognition which create new metadata at the end-user side 
• services that are hosted/offered by the network operator (at extra cost) 
As a pure professional application of content search, real-time pattern recognition was presented for x-ray images in health 
care (e. g. to detect cancer) and for surveillance videos (e. g. to detect the building up of traffic jams or to detect criminals). 
As new work item, the CHORUS Think-Tank started a discussion on the ownership, use rights and interoperability of 
metadata. A proposal was debated to create a technology that takes care about the retention and protection of metadata. 
There is also a technical component to that debate - Metadata are an asset but often lost when audiovisual content is 
reformatted or re-compressed. A consolidated position on that issue is still pending, but the opportunities in this field were 
identified. 
From an operators point of view, good metadata (AV content description) is highly desired for search engines. From the 
view point of the content producers and content owners (including amateurs) that are holding enormous amount of 
metadata, the preservation of the integrity and rights of their metadata is important. Metadata, such as the location of the 
shooting, may be considered private. The challenge is to encourage the content owners to grant access to their metadata 
(including machine-created metadata such as date, GPS location etc.). A promising possibility is to enable the owners of the 
metadata to retain as much control as possible when access to their metadata is granted for business purposes. This may 
include the option of not granting discrete access to metadata other than for search by a search engine (keeping metadata 
hidden or only accessible on a specific server such as the content owner’s own storage system). 
The next Think Tank (TT-6) is proposed to be held in Sevilla in the evening of the 30th of September and on the 
succeeding day. TT-6 will follow the "CHORUS Workshop on Socio Economic Challenges of Search Engines" which will 
equally take place in Sevilla from 29th to 30th of September 2008. 
The remaining New Services without priorities are still on the Think-Tank Wiki. The following is a consolidated list: 
• Use of automatic AV feature analyses to support/improve business functions.  
Example: An agent in call centre gets background info automatically upon the context of the ongoing 
conversation with the client, search upon voice analysis). 
• Monitoring, surveillance 
Example: Tracing a specific person or persons showing a specific behaviour. 
• Copyright infringement, IPR violation 
Example: Find unauthorised document copies.  
• Framework for applications making use of network computing and storage as a result in huge demand of 
infrastructure for anytime, anywhere on any device. 
Example: High-end storage solution for telcos or cable providers, or DLNA home and extended home 
network (Home 2.0) with distributed storage devices where there is a need for search. 
• Management of personal user content ("shoebox archive")  
Example: Uploading of user generated content for automatic annotation. 
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Example: Selling annotation/content-management tool to the end-user for her/his personal archived AV  
material. 
• Recommender function 
Example: Mediator services on specific collection of use items (e.g. RSS feed on a specified topics such as 
"the top of the pops list", or the new information on a certain illness or all upcoming news on salsa music. 
Example: Personalised advertisement based on location, situation, context. 
Example: Show me popular videos of material similar to what I have in my current ("raw-generated") video 
shooting and make a proposal of how to edit my material. 
• Visibility of information (for information needed by the citizens) 
Example: Search for specific information such as help in a specific private situation. 
Example:  Cultural and governmental applications - general and specific information. From regulations to the 
availability of hospital services and from bio-diversity to satellite images. 
•   E-science 
Example: Exploration of large scientific data sets (medical, earth observation, bio-chemical, particle physics, 
astronomy, etc). 
• Object & event detection 
Example: Context awareness on basis of objects someone is dealing with (e.g. taking a photo of the Eiffel 
tower). 
Example: Show me all recently uploaded AV material from a specific location, so that I (or a news company) 
can make a new video out of it. 
 
1.6 MAIN RESULTS OF CHORUS TT-6  
This sixth meeting of the CHORUS Think-Tank (TT-6) took place at Seville, Spain, on 30 September 2008 (17-19:30 
hours) and on 1 October 2008 (9:30 – 14:30 hours). It was kindly hosted by the EC's Joint Research Centre IPTS (Institute 
for Prospective Technological Studies). 
Some fifteen stakeholders participated, representing industry (search engine manufactures and service providers), 
professional search engine users (such as archive holders) and the academic sector (research in AV search). The meeting 
directly followed the CHORUS "Workshop on Socio-Economic Challenges of Search" which was equally held at IPTS 
(Seville, 29 – 30 September 2008). 
The debates at TT-6 were organised in three blocks. They partly dealt with socio-economic aspects but also treated the 
issues of benchmarking as well as of interoperability and potential needs for standardisation. The main findings where: 
 
Block 1 Privacy and ownership of AV metadata for search 
Aim:  To share metadata and feel comfortable with it, for the purpose to advance AV search with shared 
metadata to be used by search providers. To enable control and business for every metadata provider. To prevent single 
dominant players for AV search. 
Status:  There are technical solutions to secure data. 
Problem: However, privacy issues are not technically fully solved and the issue of metadata control remains open as 
well. 
Vision: Understand how various models which intend to ensure privacy and metadata control can be implemented 
on a technology-neutral basis. 
Block 2 Importance of benchmarking of multimedia search engines (MMSE's) 
Aim:  To be able to compare the technical and ergonomic performance of multimedia SE's (also in the context 
of non-static (i. e.  permanently growing) corpora. 
Status: Benchmarking campaigns at academic level. 
Problem: Making representative test corpora (for a given use case!) available to SE or annotation tool 
manufacturers. 
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Vision:  Bring SE's to test corpora at (virtual) distributed labs and agree on methods ("standards") for assessing SE 
performance 
Block 3 Interoperability issues and potential areas for standardisation 
Aim:  General for SE's: 
• To structure metadata, to preserve and enhance existing metadata (auto-categorisation), to 
improve SE results (such as recall and precision) 
 Specifically for interoperability of search engine modules: 
• To encourage horizontal business solutions to allow all vendors of SE modules (big companies 
as well as SMEs) to develop their products towards an agreed ("standardised") software frame 
and to allow (professional) users to upgrade their SE systems whilst choosing specific solutions 
from different module vendors 
Status: Existing standards for metadata models such as ITPC (for photographs) or BMF, Dublin Core, etc. (for 
AV material), and first industry-agreed specifications for metadata preservation for photographs 4 
 Existing open software frames for SE's such as UIMA(Unstructured Information Management 
Architecture)5  
 Potential areas for standardisation as identified by TT-6: 
• Interfaces to SE's 
• Data formats for SE platform interfaces(e. g. XML, OWL, RDF, etc.) 
• Metadata formats 
• File formats for document import and export 
Vision: A specification or standard not only for image metadata preservation (at least for video) . A software 
framework which fits the European needs for multimedia SE's that decomposes a search application into components 
with prescribed interfaces. It may be based on the UIMA.  
 
2..   PARTICIPANTS  AND  AGENDA  OF  THE  THINK-TANKS  
2.1 TT-1 
2.1.1 Agenda 
Rocquencourt, 14 March 2007,  INRIA 
Moderators: Nozha Boujemaa and Christoph Dosch 
 
 Arrival of participants  Comments 
9:30 Welcome of Participants  Nozha Boujemaa,   
 Welcome address of the EC Bernard Barani On behalf of Joao 
A. da Silva 
9:40 Opening Remarks Jean-Charles Point  
9:45 Statement on the objectives of the TT Christoph Dosch  
9:50 Short summary of and impressions from 
the CHORUS Workshop 13 March 2007 
all Intermediate 
conclusions 1 
10:15 The strategic importance of annotation and 
search for the production of audio-visual 
content (indexing engines) and for the 
access to content by the professionals and 
the general public (search engines) 
all Intermediate 
conclusions 2 
11:15 Coffee Break   
                                                           
4  Guidelines For Handling Image Metadata Version 1.0, issued by www.metaworkinggroup.com in September 2008 
5  Orginial proposed by IBM (ref. http://domino.research.ibm.com/comm/research_projects.nsf/pages/uima.index.html ) 
but now an Open Source project which is currently incubating at the Apache Software Foundation, see: 
http://incubator.apache.org/uima 
 The UIMA specification is currently under development by OASIS 
http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=uima 
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11:45 Why R&D on audio-visual search engines 
is technically such a challenging issue? 
all Intermediate 
conclusions 3 
12:15 The impact of the projects under the 
purview of CHORUS on the future audio-
visual services –What it should be and 
how it can be achieved?  
all Intermediate 
conclusions 4 
12:45 Conclusions: Potential guidance & 
recommendations to the projects 
all Over-all 
conclusions 
13:20 Future Actions, next TT meeting(s) N. Boujemaa, C. Dosch  
13:30 Closure of 1st CHORUS TT meeting Jean-Charles Point  
 
2.1.2 List of participants 
Loretta Anania European Commission, Unit D2 EU 
Bernard Barani European Commission, Attaché to Directorate INFSO D EU 
Alberto Del Bimbo Università degli Studi di Firenze IT 
Nozha Boujemaa Institut National de Recherche en Informatique et Automatique FR 
Roberto Cencioni European Commission, Unit E2 EU 
Ramón Compañó Joint Research Centre - Institute for Prospective Technological Studies ES 
Christoph Dosch 
Institut für Rundfunktechnik GmbH (involved in the development of THESEUS, participant in THESEUS 
Use Case) 
DE 
Simone Emmelius Zweites Deutsches Fernsehen DE 
Nicolas Flores Deutsche Nationalbibliothek DE 
Jean Gelissen Philips Electronics Nederland B.V NL 
Henri Gouraud Exalead S. A. (Core Member of QUAERO) FR 
Alexander 
Hauptmann  
Carnegie Mellon University (Informedia and TrecVid) 
US
A 
Paola Hobson Motorola UK Research Lab UK 
Andreas Hutter Siemens AG (Task Coordinator in THESEUS Core Technology Cluster) DE 
Jussi Karlgren Swedish Institute of Computer Science AB SE 
Joachim Köhler 
Fraunhofer - Gesellschaft zur Förderung der angewandten Forschung e. V. (participant in THESEUS Use 
Cases and Core Technology Cluster) 
DE 
Yiannis 
Kompatsiaris 
Centre for Research and Technology Hellas - Informatics and Telematics EL 
Peter Kraewinkels Circom Regional  BE 
Pieter van der 
Linden 
Thomson R&D France (CHAIRMAN of QUAERO) FR 
Markus Mathieu Circom Regional  BE 
Robert Ortgies Institut für Rundfunktechnik GmbH DE 
Michel Plu France Telecom  FR 
Jean-Charles Point JCP-Consult FR 
Arnold Smeulders Universiteit van Amsterdam (CHAIRMAN of MultimediaN) NL 
Daniel Teruggi Institut National de l'Audiovisuel FR 
David Wood European Broadcast Union  CH 
Roelof van Zwol Yahoo ES 
 
Excused:  The representatives of Deutsche Telekom T-Systems/T-Mobile (also involved in THESEUS) and of FAST 
(also involved in iAD, member of CHORUS Consortium) had unfortunately to announce that they were unable 
to participate. 
Table 1:  List of Participants to the 1
st
 Meeting of the CHORUS Think-Tank. 
Members of CHORUS Consortium are highlighted in green colour. 
 
2.2 TT-2 
2.2.1 Agenda 
"Use Case Typology from view point of service requirements of network operators, MMSE service 
vendors and professional users – mobile operators, content creators, archive services, MMSE 
manufactures, etc. – incl. success criteria from the user point of view" 
 
Amsterdam, 11-12 September 2007, Hotel Mercure Amsterdam aan de Amstel 
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Moderators: Nozha Boujemaa and Christoph Dosch 
 
Tuesday, 11 September 2007 
 Arrival of participants  Comments 
17:00 Welcome of Participants  Nozha Boujemaa   
17:05 Welcome address of the EC Loretta Anania  
17:10 Project methodology to elaborate the 
CHORUS vision and roadmap 
(Working Groups & TT) 
Nozha Boujemaa   
17:25 Short summary on the findings of the 
CHORUS TT-1, 14 March 2007 
Statement on the TT-2 objectives  
Christoph Dosch   
17:40 Presentation of suggested working 
typology dimensions for achieving the 
scope of TT-2 (Input from WG 5&6) 
Jussi Karlgen 
All 
Intermediate conclusions 1 
"Warm-up"  
19:00 End of first session   
 
 
19:30 Social Dinner All Hotel Mercure Amsterdam 
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Wednesday, 12 September 2007 
 Elaboration of Use Case Typology  Comments 
09:30 "State-of-the-art" on current use-cases 
collected from the ongoing EU projects 
(input from WG 1 & WG 6) 
Joachim Köhler 
(WG 1) 
Robert Ortgies / 
Christoph Dosch 
(WG 6) 
 
All 
Taking into account the 
CHORUS themes 
• AV content indexing and 
retrieval technologies 
• Evaluation, bench marking 
& standards 
• Mobility, P2P, Hetero-
geneity 
• User interaction & group 
behaviour 
• New services 
10:00 Current use-cases involving MMSE 
studies/products/services within TT 
members entities, experience and long-
term visions of the TT-participants 
TT members Round table 
10:45 Coffee break   
11:30 Which dimensions for use cases 
typology? 
Suitable structuring of Use Cases 
(mobile vs. stationary, low data-rate 
access vs. medium/high speed access, 
professional vs. non-prof. usage, etc.) 
All Intermediate conclusions 2 
12:30 Lunch break   
14:00 Coordinated view of uses cases for 
MMSE 
All Intermediate conclusions 3 
15:30 Final conclusions: Synthesis towards 
Use Case typology 
All Will help CHORUS to further 
the vision doc & gap analysis 
16:30 Closure of 2nd CHORUS TT meeting   
 
2.2.2 List of participants 
Loretta Anania European Commission, Unit D2 EU 
Nozha Boujemaa Institut National de Recherche en Informatique et Automatique FR 
Christoph Dosch 
Institut für Rundfunktechnik GmbH (involved in the development of THESEUS, participant in THESEUS 
Use Case) 
DE 
Simone Emmelius Zweites Deutsches Fernsehen DE 
Jean-François 
Gaucheron Agence France-Presse 
FR 
Henri Gouraud Exalead S. A. (Core Member of QUAERO) FR 
Lynda Hardman Technische Universiteit Eindhoven NL 
Andreas Hutter Siemens AG (Task Coordinator in THESEUS Core Technology Cluster) DE 
Jussi Karlgren Swedish Institute of Computer Science AB SE 
Joachim Köhler 
Fraunhofer - Gesellschaft zur Förderung der angewandten Forschung e. V. (participant in THESEUS Use 
Cases and Core Technology Cluster) 
DE 
Pieter van der 
Linden 
Thomson R&D France (CHAIRMAN of QUAERO) FR 
David Lowen Circom Regional  BE 
Jean-Yves Le 
Moine 
JCP-Consult FR 
Jan Nesvadba Philips Electronics Nederland B.V NL 
Ralf Neudel Institut für Rundfunktechnik GmbH DE 
Robert Ortgies Institut für Rundfunktechnik GmbH DE 
Marie-Luce Viaud Institut National de l'Audiovisuel FR 
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Excused:  The representatives of Deutsche Telekom T-Systems/T-Mobile (also involved in THESEUS) and of FAST 
(also involved in iAD, member of CHORUS Consortium) had unfortunately to announce that they were unable 
to participate. 
Table 2:  List of Participants to the 2
nd
 Meeting of the CHORUS Think-Tank. Members of 
CHORUS Consortium are highlighted in green colour. 
 
 
 
2.3 TT-3 
2.3.1 Agenda 
" Use Cases and New Services for network operators, MMSE6 service vendors, professional 
and occasional users, mobile operators, content creators, archive services and MMSE 
manufactures under the visionary premises that metadata models will be interoperable along 
the ingest, postproduction and distribution chain in the future" 
 
Munich, 22 -23 November 2007, Institut für Rundfunktechnik GmbH 
 
Moderators: Nozha Boujemaa and Christoph Dosch 
 
 
Thursday, 22nd November 2007 
 Arrival of participants  Comments 
17:00 Welcome of Participants  Christoph Dosch   
17:05  Welcome address of the EC Loretta Anania  
17:10 Project methodology to elaborate the 
CHORUS vision and roadmap 
(Working Groups & TT) 
Nozha Boujemaa   
17:25 Short summary on the findings of the 
CHORUS TT-2, 11 – 12 Sept. 2007 
Statement on the TT-3 objectives  
Christoph Dosch   
17:40 Update on the "State-of-the-art" on 
current use-cases collected from the 
ongoing EU projects 
(input from WG 1 & WG 6) 
Robrt Ortgies / 
Christoph Dosch 
(WG 6) 
 
All 
Taking into account the 
CHORUS themes 
• AV content indexing and 
retrieval technologies 
• Evaluation, bench marking 
& standards 
• Mobility, P2P, Hetero-
geneity 
• User interaction & group 
behaviour 
New services 
                                                           
6  MultiMedia Search Engine 
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18:00 Collaborative Mind Map Update 
for typical Use Cases.  (typology 
dimensions for achieving the 
derivation of the use case 
typology 
Jean-Yves Le 
Moine 
All 
As an option a private 
Wiki will be offered to the 
TT-3 participants to write 
down ideas. (Please bring 
your Laptop or browser-
enabled PDA to the 
meeting if you would like 
to use the Wiki.) 
19:00 End of first day   
 
20:00 Social Dinner All Spatenhaus an der Oper 
 
 
 
 
Friday, 23 November 2007 
 
 Elaboration of Use Case Typology  Comments 
09:30 Collaborative Mind Map Update for 
typical Use Cases (cont.) 
Jean-Yves Le 
Moine 
All 
Objective: 
Conclusions on typology 
dimensions 
10:00 Experience and long-term visions of 
the TT-participants with respect to use-
cases 
TT members Round table: How can the 
numerous use cases known 
for the professional domain 
be applied to the non-
professional area for 
convergence between the 
two? 
10:45 Coffee break   
11:15 Which dimensions for use cases 
typology? 
Suitable structuring of Use Cases 
All Objective:  
Conclusions on Use-case 
typology: 
(mobile vs. stationary, low 
data-rate access vs. 
medium/high speed access, 
professional vs. non-prof. 
usage, etc.) 
12:30 Lunch break   
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 Elaboration of New Services  Comments 
13:30 Visions for new services based on 
uses cases for MMSE's (disruptive 
and non-disruptive thinking) 
All Objective:  
Set of new services 
15:00 Coffee break   
    
15:15 Intermediate conclusions on : the 
potential of MMSE for enabling new 
types of services 
All Will help CHORUS to further 
the vision doc & gap analysis 
16:30 Closure of 3rd CHORUS TT 
meeting 
  
 
 
NOTE: The intention is that the organisers take some notes on the fly (the intermediate conclusions) 
which should help the Think-Tank to formulate its over-all conclusions (i.e. the guidance to the 
projects) at the end. 
 
2.3.2 List of participants 
 
Loretta Anania European Commission, Unit D2 EU 
Nozha Boujemaa Institut National de Recherche en Informatique et Automatique FR 
Stefan Debald Fast Search & Transfer ASA (involved in iAD) NO 
Christoph Dosch 
Institut für Rundfunktechnik GmbH (involved in the development of THESEUS, participant in 
THESEUS Use Case) 
DE 
Jean-Pierre Evain European Broadcast Union  CH 
Jean-François 
Gaucheron Agence France-Presse 
FR 
Henri Gouraud Exalead S. A. (Core Member of QUAERO) FR 
Andreas Hutter Siemens AG (Task Coordinator in THESEUS Core Technology Cluster) DE 
Paul King Centre for Research and Technology Hellas - Informatics and Telematics EL 
Yiannis Kompatsiaris Centre for Research and Technology Hellas - Informatics and Telematics EL 
Pieter van der Linden Thomson R&D France (CHAIRMAN of QUAERO) FR 
David Lowen Circom Regional  BE 
Jean-Yves Le Moine JCP-Consult FR 
Jan Nesvadba Philips Electronics Nederland B.V NL 
Ralf Neudel Institut für Rundfunktechnik GmbH DE 
Robert Ortgies Institut für Rundfunktechnik GmbH DE 
Michel Plu France Telecom  FR 
Åsa Rudström Swedish Institute of Computer Science AB SE 
Arnold Smeulders Universiteit van Amsterdam (CHAIRMAN of MultimediaN) NL 
 
 
Table 3:  List of Participants to the 3rd Meeting of the CHORUS Think-Tank. Members of 
CHORUS Consortium are highlighted in green colour. 
 
 
2.4 TT-4 
2.4.1 Agenda 
“Review and feedback on High Level Vision and matching use case typologies with functional 
breakdown of search engines (start identification of gaps against new services) Part 1” 
Barcelona, 9 -10 April 2008, Hosted by Yahoo! Research at Universitat Pompeu Fabra (UPF) 
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As an option a private Wiki is offered to the Think Tank participants to write down ideas. Please bring 
your Laptop or browser-enabled PDA to the meeting if you would like to use the Wiki. The Wiki can 
already be accessed by all participants: https://chorus-TT-wiki.irt.de  7 
 
 
 
Wednesday, 9th April 2008 
 Subject Presenter Comments 
16:30 Opening of the meeting  
Welcome of Participants 
 
Christoph Dosch 
Roelof van Zwol 
Yahoo! Research  
 
16:35  Welcome address of the EC Loretta Anania 
DG INFSO D2 
 
16:40 Project methodology to elaborate the 
CHORUS vision and roadmap; 
Current status of gap analysis 
Nozha Boujemaa 
INRIA 
Brief recapitulation of the  
working method of CHORUS 
towards the "high-level 
vision" 
17:10 Short summary on the findings of the 
CHORUS TT-3, 22 – 23 Nov. 2007 
Statement on the TT-4 objectives 
Current version of the "High Level 
Vision" 
 
Christoph Dosch/ 
Robert Ortgies 
IRT 
The new services identified 
by TT-3 
17:30 Synthesis and refinement of the use-
case typology 
Paul King, CERTH 
(WP2/WG2) 
Recapitulation of use cases 
and use case typologies 
18:00 Functional breakdown for AV Search 
engines and methodology 
Henri Gouraud 
(WP2/WG1) 
JCP 
Basis for the identification of 
future challenges in R&D and 
the discussion on the 
identification of R&D gaps 
18:30 New service application: 
"Personalized TV Channel" 
Adolf Proidl,  
Philips 
Presentation of an industrial 
solution/vision 
18:50 New service application: Mobile AV 
search? 
Juha Kaario, 
NOKIA 
Presentation of an industrial 
solution/vision 
19:10 End of first day   
 
20:15 
Social Dinner 
All  
 
 
                                                           
7  See here for the list of new services established at TT-3 (user name: thinktank - pass word: chorusTT) 
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Thursday, 10th April 2008 
High-Level Vision of CHORUS for ICT Call 4: (Formulate "Coherent R&D") 
 Subject Presenter Comments 
9:30 Introduction of the 2nd day objectives Nozha Boujemaa Expected results from the 
open brainstorm sessions 
9:40 Feedback on the use-cases typology All8 
Moderator:  
Paul King 
Synthesis: What are the 
most important dimensions 
that impact the technology 
side? 
11:00 Coffee break   
11:30 Feedback on functional breakdown of 
search engines: how to match with the 
developed use-case typologies 
All 
Moderator: Henri 
Gouraud 
What's the most promising 
technological directions to 
match the use-cases 
dimensions 
13:00 Lunch break   
14:15 Update of the identified new services in 
TT3 with technological prospective 
All 
Moderator: 
Christoph Dosch 
Round table: "Disruption of 
orthodox thinking", matching 
with the scope of EC D2 
(Networked multimedia), 
exceeding the state of the art 
15:00 Coffee break   
15:15 Elaboration of conclusions All Towards High-level vision 
and analysis of R&D gaps 
16:15 Date and Agenda of TT-5 All Next TT steps 
16:30 Closure of 4
th
 CHORUS TT meeting   
 
2.4.2 List of participants 
Loretta Anania European Commission, Unit D2 EU 
Nozha Boujemaa Institut National de Recherche en Informatique et Automatique FR 
Stefan Debald Fast Search & Transfer ASA (involved in iAD) NO 
Christoph Dosch 
Institut für Rundfunktechnik GmbH (involved in the development of THESEUS, participant in 
THESEUS Use Case) 
DE 
Jean-François 
Gaucheron Agence France-Presse 
FR 
Henri Gouraud JCP-Consult FR 
Paola Hobson Motorola UK Research Lab UK 
Andreas Hutter Siemens AG (Task Coordinator in THESEUS Core Technology Cluster) DE 
Juha Kaario Nokia FL 
Jussi Karlgren Swedish Institute of Computer Science AB SE 
Paul King Centre for Research and Technology Hellas - Informatics and Telematics EL 
Jean-Marc Lazard Exalead S. A. (Core Member of QUAERO) FR 
Pieter van der Linden Thomson R&D France (CHAIRMAN of QUAERO) FR 
David Lowen Circom Regional  BE 
Robert Ortgies Institut für Rundfunktechnik GmbH DE 
Adolf Proidl Philips Electronics Nederland B.V AT 
Arnold Smeulders Universiteit van Amsterdam (CHAIRMAN of MultimediaN) NL 
Nick Wainwright HP Research  UK 
Roelof van Zwol Yahoo ES 
Excused:  The representatives of France Telecom and European Broadcast Union had unfortunately to announce that they 
were unable to participate. 
                                                           
8  All Think-Tank members are invited to make oral position statements about the material presented during the first day 
(ppt slide per session is welcome). Additional documents will be sent before the TT4 meeting. 
CHORUS – CHORUS Deliverable 3.3  –Vision Document – Intermediate version Created: date 
 Version : Final 
 
 Page 37 of 51 
Table 4:  List of Participants to the 4th Meeting of the CHORUS Think-Tank. Members of 
CHORUS Consortium are highlighted in green colour. 
 
 
2.5 TT-5 
2.5.1 Agenda 
“Review and feedback on High Level Vision and matching use case typologies with functional 
breakdown of search engines  
(identification of gaps against new services) Part 2” 
Geneva, 2 – 3 July 2008, Hosted by the European Broadcasting Union (EBU/UER) 
 
As an option a private Wiki is offered to the Think Tank participants to write down ideas. Please bring 
your Laptop or browser-enabled PDA to the meeting if you would like to use the Wiki. The Wiki can 
already be accessed by all participants: https://chorus-TT-wiki.irt.de  9 
 
 
Wednesday, 2nd July 2008 
 Subject Presenter Comments 
16:30 Opening of the meeting, approval of 
the agenda 
Welcome of Participants 
 
Christoph Dosch 
 
Jean-Pierre Evain, 
EBU  
 
16:40  Welcome address of the EC Loretta Anania 
DG INFSO D2 
 
17:00 Short summary on the findings of 
CHORUS TT-4, 9 - 10 Apr. 2008 
Statement on the TT-5 objectives 
Current version of the "High Level 
Vision" 
 
Christoph Dosch/ 
Robert Ortgies 
IRT 
The new services identified 
by TT-4, the need for high-
level vision 
17:25 Refinement of the functional 
breakdown for multimedia search 
engines and methodology 
Henri Gouraud 
(WP2/WG1) 
JCP 
Basis for the identification of 
future challenges in R&D and 
the discussion on the 
identification of R&D gaps 
17:50 Refinement of the use-case 
synthesis and the typology 
Paul King, CERTH 
(WP2/WG2) 
Wrap-up of of use cases and 
use case typologies 
18:15 New industrial services applications 
of AV search 
Andreas Hutter 
Siemens 
Presentation of industrial / 
professional solutions/vision 
18:30 Further new service application:  tbd  
 
Presentation of an industrial 
solution/vision 
 Discussion: Feedback on the 
presented items10 
all, moderator Paul 
King 
Dimensions that impact the 
technology side 
19:00 End of first day   
 
                                                           
9  See here for the list of new services refined at TT-4 (user name: thinktank - pass word: chorusTT) 
10  All Think-Tank members are invited to make oral position statements about the material presented during the first day 
(ppt slide per session is welcome). Additional documents will be sent before the TT-5 meeting. 
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20:00 Social Dinner  
(Restaurant "Vieux-Bois", Geneva) 
all  
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Thursday, 3rd July 2008 
High-Level Vision of CHORUS: (Formulate "Coherent R&D") 
 Subject Presenter Comments 
9:30 Summary of 1st day conclusions and 
Introduction of the 2nd day objectives 
Nozha Boujemaa 
and/or Christoph 
Dosch 
Expected results from the 
open brainstorm sessions 
9:45 The "new services": What technology? Ch. Dosch and 
Nozha Boujemaa 
Consolidation of the 
identified "new services" 
based on existing and future 
technologies 
10:00 Feedback on the identified new 
services 
all  What dimension impact the 
technology side? 
10:30 Actual status of the analysis on R&D 
gaps 
Nozha Boujemaa 
INRIA 
Provides the actual status of 
the R&D analysis in 
CHORUS 
11:00 Coffee break   
11:20 Feedback on the current status of the 
gap-analysis 
all  What dimensions impact the 
development? 
11:50 Protection of private data (and IPRs), 
like user-profiles, automatically 
generated metadata, customer 
information, etc. 
 
Ramon Campano, 
JRC, EC 
Robert Ortgies, 
IRT 
Kick-starts the discussion on 
socio-economique and legal 
aspects by talking about 
technical means 
12:20 Discussion round: How to technically 
balance business needs and privacy 
requirements 
all  The need for Privacy 
Enhancing Technologies 
What are the most promising 
technological directions to 
match the formulated 
objectives 
13:00 Lunch break (EBU Restaurant)   
14:15 Future of the high-level vision: Status 
and possible update 
Robert Ortgies, 
IRT, all  
Identification of missing items 
in the high-level vision (ref. 
Deliverable 3.2) 
"Disruption of orthodox 
thinking" 
15:00 Coffee break   
15:15 Elaboration of joint conclusions all  Towards High-level vision 
and roadmap to R&D gaps 
16:15 Date and Agenda of TT-6 all  Next TT steps 
16:30 Closure of the 5
th
 CHORUS Think-
Tank meeting 
  
 
 
 
2.5.2 List of participants 
Loretta Anania European Commission, Unit D2 EU 
Nozha Boujemaa Institut National de Recherche en Informatique et Automatique FR 
Ramón Compañó Joint Research Centre - Institute for Prospective Technological Studies ES 
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Stefan Debald Fast Search & Transfer ASA (involved in iAD) NO 
Christoph Dosch 
Institut für Rundfunktechnik GmbH (involved in the development of THESEUS, participant in 
THESEUS Use Case) 
DE 
Jean-Pierre Evain European Broadcast Union  CH 
Jean-François 
Gaucheron Agence France-Presse 
FR 
Henri Gouraud JCP-Consult FR 
Andreas Hutter Siemens AG (Task Coordinator in THESEUS Core Technology Cluster) DE 
Tim Johnson Circom Regional  DK 
Paul King Centre for Research and Technology Hellas - Informatics and Telematics EL 
Pieter van der Linden Thomson R&D France (CHAIRMAN of QUAERO) FR 
Jan Nesvadba Philips Electronics Nederland B.V NL 
Robert Ortgies Institut für Rundfunktechnik GmbH DE 
Nick Wainwright HP Research  UK 
Excused:  The representatives of  Exalead, Motorola, Nokia, Yahoo and ZDF had unfortunately to announce that they 
were unable to participate. 
Table 5:  List of Participants to the 5th Meeting of the CHORUS Think-Tank. Members of 
CHORUS Consortium are highlighted in green colour. 
 
 
2.6 TT-6 
2.6.1 Agenda 
“Review of socio-economic aspects (following the Seville Workshop) and feedback on the high-level vision 
and research gaps with respect to the potential need for performance assessment, interoperability and 
standardisation ” 
Seville, 30 Sep – 1 Oct 2008,  Hosted by Joint Resarch Center of the EC Directorate, Institute for Prospective Technological 
Studies (IPTS)  
 
As an option a private Wiki is offered to the Think Tank participants to write down ideas. Please bring your 
Laptop or browser-enabled PDA to the meeting if you would like to use the Wiki. The Wiki can already be 
accessed by all participants: https://chorus-TT-wiki.irt.de  11 
 
ere 
Tuesday, 30 September 2008 
High-Level Vision of CHORUS: (Formulate "Coherent R&D") 
 Subject Contributor Comments 
17:00 Opening of the meeting, 
presentation of the agenda 
Welcome of Participants 
 
Christoph Dosch, IRT 
 
Ramón Compañó,  
JRC-IPTS 
 
17:10  Welcome address of the EC Loretta Anania 
DG INFSO D2 
 
17:20 Short summary on the findings of 
CHORUS TT-5, 2-3 July 2008 
Statement on the TT-6 objectives 
Current version of the "High Level 
Vision" (brief general presentation) 
 
Christoph Dosch/ 
Robert Ortgies 
IRT 
The new services identified 
up to now, the need for high-
level vision 
                                                           
11  See here for the list of new services refined at TT-4 (user name: thinktank - pass word: chorusTT) 
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Tuesday, 30 September 2008 
High-Level Vision of CHORUS: (Formulate "Coherent R&D") 
 Subject Contributor Comments 
BLOCK 1: Socio-economic aspects including ownership and privacy of AV data 
and metada 
Questions for debate: 
• CAN TECHNOLOGY HELP TO OVERCOME THE PRIVACY PROBLEM? 
• DOES SEARCH CREATE A PRIVACY PROBLEM FOR WHICH SPECIFIC 
TECHNLOGIES ARE REQUIRED? 
17:35 Main results of the Sevilla 
Workshop 
Ramón Compañó Basis for the identification of 
future challenges in R&D in 
this domain  
18:00 High-level vision on Privacy and 
Ownership of metadata  
Christoph Dosch / 
Robert Ortgies 
New use cases and ser-
vices  – The need for 
Privacy Enhancing Tech-
nologies, new R&D gaps 
18:20 Impulse statements by the 
participants 
all Dimensions that impact the 
technology side - 
Presentations of industrial / 
professional visions 
19:00 Concluding discussion on Block 1 
– Feedback by all participants on 
possible solutions/visions and 
R&D gaps in this field 
all How to technically balance 
business needs and privacy  
19:30 End of first day   
Wednesday, 1st October 2008 
 Subject Contributor Comments 
9:30 Summary of 1st day conclusions and 
Introduction of the 2nd day objectives12 
Nozha Boujemaa 
and/or Christoph 
Dosch 
 
BLOCK 2: Performance issues for audio-visual/multimedia search engines (for 
what applications, what purposes) 
Questions for debate: 
• ARE WE COGNISCENT OF THE NEED FOR BENCHMARKING (BM)? 
• CAN/SHOULD ASSESSMENT METHODS FOR AV/MM SEARCH ENGINES BE 
UNIFIED ("STANDARDISED") FOR COMPARISON OF BM RESULTS? 
• WHAT PERFORMANCE ISSUES ARE BLOCKING THE INDUSTRY TODAY? 
9:45 The role of benchmarking (precision 
and recall) - Examples and 
experiences (incl. cross-media 
search) – Best methods, gaps 
Nozha Boujemaa Service-dependent 
performance considerations 
10:15 Example Case Audio Rolf Bardeli What dimension impact the 
technology side? 
10:30 Impulse statements by other 
participants 
all View of all participants 
                                                           
12  All Think-Tank members are invited to make oral position statements about the material presented during the first day 
(ppt slide per session is welcome). Additional documents will be sent before the TT-6 meeting as available. 
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Tuesday, 30 September 2008 
High-Level Vision of CHORUS: (Formulate "Coherent R&D") 
 Subject Contributor Comments 
11:00 Coffee break   
11:20 Concluding discussion on Block 2 
(feedback by all participants) 
all  What dimensions impact the 
development? 
BLOCK 3: Compatibility/interoperability issues and potential need for standard-
isation of processes and formats (AV/MM data & metadata) 
Questions for debate: 
• IS INTEROPERABILITY AN ISSUE IN AV/MM SEARCH SYSTEMS? 
• CAN WE IDENTIFY INTERFACES AND/OR PROCESSES IN AV/MM SEARCH 
SYSTEMS WHICH ARE RIPE FOR STANDARDISATION 
• CAN STANDARDISATION HELP, OR IS IT TOO EARLY ALL IN ALL? 
11:50 How search engines can help to deal 
with unstructured multimedia data and 
metadata 
The need for interoperability to 
overcome the problem of (meta)data 
loss 
Henri Gouraud 
 
 
Robert Ortgies/ 
Christoph Dosch 
Kick-starts the discussion on 
the potential need for 
interoperability and 
standardisation of MM 
search (technical and 
human interaction aspects) 
12:10 The need for standards from an 
industry point of new 
Gregory 
Grefenstette, 
Exalead 
View of manufacturer 
12:30 Impulse statements by other 
participants 
all View of all participants 
13:30 Lunch break   
13:30 Concluding discussion on Block 3 – 
Feedback by all participants on 
possible solutions/visions and R&D 
gaps in this field 
all What dimensions impact the 
development? 
14:00 Future of the CHORUS high-level 
vision 
Statements by all participants on how 
to reflect the findings of TT-6 
Robert Ortgies / 
Christoph Dosch 
 
all  
Helps identifying the missing 
items in the high-level vision 
document (ref. Deliverable 
3.3) 
"Disruption of orthodox 
thinking" 
14:50 Date and subjects of TT-7 all  Next TT steps 
15:00 Closure of the  
6
th
 CHORUS Think-Tank 
  
 Coffee   
 
2.6.2 List of participants 
Loretta Anania European Commission, Unit D2 EU 
Rolf Bardeli 
Fraunhofer - Gesellschaft zur Förderung der angewandten Forschung e. V. (participant in THESEUS Use 
Cases and Core Technology Cluster) 
DE 
Nozha Boujemaa Institut National de Recherche en Informatique et Automatique FR 
Ramón Compañó Joint Research Centre - Institute for Prospective Technological Studies ES 
Christoph Dosch 
Institut für Rundfunktechnik GmbH (involved in the development of THESEUS, participant in THESEUS 
Use Case) 
DE 
Jean-François 
Gaucheron Agence France-Presse 
FR 
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Henri Gouraud JCP-Consult FR 
Gregory 
Grefenstette 
Exalead S. A. (Core Member of QUAERO) FR 
Jussi Karlgren Swedish Institute of Computer Science AB SE 
Markus Kauber JCP-Consult FR 
Paul King Centre for Research and Technology Hellas - Informatics and Telematics EL 
Pieter van der 
Linden 
Thomson R&D France (CHAIRMAN of QUAERO) FR 
Nicklas Lundblad Google Inc. SE 
Robert Ortgies Institut für Rundfunktechnik GmbH DE 
Nicu Sebe Universiteit van Amsterdam NL 
Excused:  The representatives of  DLR, EBU, Fast, HP, Philips, Siemens and ZDF had unfortunately to announce that 
they were unable to participate. 
Table 6:  List of Participants to the 6th Meeting of the CHORUS Think-Tank. Members of 
CHORUS Consortium are highlighted in green colour. 
 
 
 
3..   NEW  SERVICES  CONSIDERED  OR  CREATED  BY  TT  
From TT-3 to TT-5 “New Services” were considered or created to activate and stimulate the discussion on the future vision 
regarding audio-visual search. The continues changes made during the time can be retraced by visiting https://chorus-
TT-wiki.irt.de  13. For completeness and as a reminder of this stimulation all eleven “New Services” are listed below. So 
far the first one (TV2.0) has been proposed to be the prioritized for future R&D exploitation. Prerequisite for all these ideas 
are the availability of reachable essence (data + metadata) and that Audio-Visual Search engine must be attractive and/or 
embedded. 
 
1. TV 2.0 (Cable, broadband & network operators, broadcasters) 
• one-stop shop for access to content (convergence of PC and broadcast world! - one single user interface) 
• aggregates all kind of content (TV, IPTV, webTV) including user-generated content incl. P2P 
• there are engines such as automatic speech recognition which create new metadata even at the end-user 
side 
• service may be hosted/offered by the network operator (at extra cost) 
 
2. Enhancement of consumer search allowing new functionalities such as offering Anti Media-Spam (vertical 
search) 
• better search 
• better ranking 
• better interfaces 
• better solutions for disambiguity 
• completeness 
• when pressed for time, also in mobile environment  
• enable enhacing of consumer search, also of rich-media content, by means of new functionalities 
example: content-based search in order to overcome Media Spam or false negative responses, barcode 
search, health search 
  
                                                           
13  See here for the list of new services refined during Think-Tanks (user name: thinktank - pass word: chorusTT) 
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3. Use of automatic AV feature analyses to support/improve business functions 
Examples:  
• agent in call center gets background info automatically upon the context of the ongoing conversation with 
the client, search upon voice analysis) 
• digital enterprise: internal data, knowledge, know-how need to be searchable  
Concept is based on an embedded MMSE working automatically in the background (usable also in the context 
of other types of services and not only upon voice analysis) 
 
4. Monitoring, surveillance (police, tracing in recorded video streams, etc.) 
• semantic labelling (automatic metadata generation) 
• tracing a specific person or persons showing a specific behavior 
Distinguish real-time vs. non-realtime application, privacy issues! 
 
5. Copyright infringement, IPR violation etc. 
• document copies (unauthorised usage of archived AV material) 
 
6. Framework for applications (like rich internet applications) making use of network computing and storage 
(results in hugh demand of infrastructure for anytime, anywhere, anydevice) 
• example: high-end storage solution for telcos or cable providers, or DLNA home 
• and extended home network (Home 2.0) with distributed storage devices where there is a need 
• for search 
synchronisation with personal devices to be considered (as intermediate step) 
 
7. Management of personal user content ("shoebox archive") 
• example: uploading of UGC for automatic annotation 
• example: selling annotation/content-mgmt tool to the end-user for her/his personal archived AV material 
 
 
8. Recommender function 
• Mediator services on specific collection of use items (e.g. RSS feed on a specified topic such as "the top 
of the pops list", or the new information on a certain illness or all upcoming news on salsa music) - 
recommender function 
• example: personalised advertisment based on location, situation, context 
• example: show me popular videos of material similar to what I have in my current ("raw-generated") 
video shooting and make a proposal of how to edit my material 
Note: applies to all kinds of communities - from research to personal hobbies) 
 
9. Visibility of information (as a brand or for info to the general public) 
• example: public archives 
• cultural and governmental applications - general and specific information. From regulations to the 
availability of hospital services and from bio-diversity to satellite images) 
Note: For information needed by the citizens (who can search for specific information such as help in a specific 
private situation) 
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10. e-science 
 
• exploration of large scientific data sets (medical, earth observation, bio-chemical, particle physics, 
astronomy, etc. 
Exploration or research production? These two activities will have different requirements for functionality. 
 
 
11. object & event detection 
 
• example: e-commerce 
• example: context awareness on basis of objects someone is dealing with (e.g. taking a photo of the Eiffel 
tower 
• example: show me all recently uploaded AV material on xy so that I (or a news company) can make a new 
video out of it. 
 
3.1 VISIONS GIVEN BY STAKEHOLDERS 
Many presentations have been given by the stakeholders during the Think-Tank meetings, which were not public. 
Only some slides of those presentation are attached here, which are permitted by the stakeholders to be published.  
3.1.1 Philips Research, TT-2 
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3.1.2 Functional view, Exalead, TT-2 
   
CHORUS 
What is « Search »
A functional view
-------------------------
2007-09-12
Henri Gouraud
 
Overall goal
 Break down search into essential components
 Identify issues associated with each component
 Match use-cases with functional overview
 For a given use-case, identify “critical” components 
(those for which there is no known solution)
 Identify use-cases where the model breaks
(repair/extend model)
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Overall schema - 1.3
Matching
Index
Bit string
 Boolean
 Typed
– Named entities
– Title, dates, …
 Exact/fuzzy
 Centralized/distributed
 …
 Issues
– Performance
• Per match
– Scalability
• User query traffic
 Brute force (directly match 
string with content)
 Indirect (build index first, 
match against index)
 “Bit string”: the computer representation of 
some significant information
 
Librarian
Overall schema - 2.1
Matching
Index
Bit string
Content
Transform
Build
Crawl
Push
Pull
Bit string
Document
 Crawling 
(completeness, 
freshness, …)
 Content transformation 
(one pass, multi pass, 
multi modal, …)
 Performance (speed, 
volume)
 Index architecture 
(batch/incremental, 
centralized/distributed)
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Librarian
Overall schema - 7
User context
Content context
Intra-doc navigation
User
Results
Transform IHM
Query
IHM
Navigation
Stored queries
Matching
Index
Bit string
Content
Transform
Build
Crawl
Push
Pull
Bit string
Document
Organize
Act
User as a “librarian”
 
 
 
 
 
 
4..   USE  CASE  TYPOLOGY  
During the TT-2 meeting, the group studied and discussed and analysed the different types of “use cases” for multimedia 
search engines. They drafted a template suitable for all use cases under discussion. Types of use cases for this purpose were 
collected from the TT stakeholders and a mind map tool was used to draft a consolidated template called “Use case 
typology”.  
From this draft template the so called “use case typology” will be developed by the CHORUS project. The typology is 
necessary for further analysis and for the compilation of a vision document on new services regarding multimedia search 
engines. This will be the topic for the next Think-Tank meeting (TT-3). 
Based on the list of use cases taken from nine running IST-projects and from the stakeholders in the meeting, it has been 
shown that the developed template helped to initiate an inspiring discussion and that the template can also serve as a 
checklist for designing new use cases. 
 
NOTE: Whilst this work was initiated in TT-2, the detailed report on the "Use-case Typology" is contained in Deliverable 
D2.3. 
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Figure 4 - Draft of mind map generated on the TT-2 meeting 
 
 
5..   WIKI  FOR  THE  THINK-TANK  
During Think-Tank 3 we opened a private wiki for all participants where, inter alia, all lists of participants and all 
agendas are stored form TT-3 onward. The wiki also contains the outcome of the Think-Tanks from TT-3 onwards, 
related comments and relevant updates. 
For TT-1 and TT-2, extensive reports are available and have also been uploaded onto this wiki.  
 
- End of document – 
