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Nonlinear vibrations can be frequently encountered in engineering applications, and take
their origin from different sources including contact, friction or large displacements. Other
manifestations of nonlinearities are peculiar phenomena such as amplitude jumps, quasi-
periodic oscillations and isolated response curves. These phenomena are closely related
to the presence of bifurcations in the frequency response, which dictate the system’s
dynamics. While recent progress has been achieved to develop tools for nonlinear modal
analysis of industrial applications, bifurcation analysis was still limited to reduced models
and academic case studies. Along with the lack of an efficient algorithm to detect and
study bifurcations, bifurcation analysis for design purposes also remained unexplored.
The fundamental contribution of this doctoral thesis is the development of a new method-
ology for the detection, characterization and tracking of bifurcations of large-scale mechan-
ical systems. To this end, an extension of the harmonic balance (HB) method is proposed.
Taking advantage of the efficiency of the HB method for the continuation of nonlinear
normal modes and frequency responses, this extension allows for robust computation of
bifurcation curves in the system’s parameter space. A validation of the methodology is
performed on the strongly nonlinear model of an Airbus Defence & Space spacecraft,
which possesses an impact-type nonlinear device consisting of multiple mechanical stops
limiting the motion of an inertia wheel mounted on an elastomeric interface.
The second main contribution is the development of a new vibration absorber, the non-
linear tuned vibration absorber (NLTVA), which generalizes Den Hartog’s equal-peak
method to nonlinear systems. The absorber is demonstrated to exhibit unprecedented
performance for the mitigation of nonlinear resonances. In a second step, the HB-based
bifurcation methodology is utilized to characterize the performance regions of the NLTVA,
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In mechanical engineering, the performance envelope of new prototypes is continuously
being expanded. This is especially verified in aeronautics, where market needs and en-
vironmental legislations demand constant efforts to lower fuel consumption and to re-
duce noise and gas emissions [35]. In this context, specific attention is devoted to each
structural component, from wing spars to engine blades. Taking advantage of increasing
computational power, parametric and topological optimizations now represent standard
tools to design lighter elements. Advanced materials, such as carbon composites for fuse-
lage panels or elastomeric mounts for engine pylons, are also widely utilized. With the
introduction of these light, flexible elements, with possibly involved constitutive laws and
complicated dynamics at the interconnections, modern structures are prone to operate
beyond linear regimes of motion.
Occurrences of nonlinearity have been reported in the literature for several industrial
applications. During the modal survey of the Cassini spacecraft, the softening of a reso-
nance was related to the presence of gaps in the attachments of the Huygens probe [28].
The ground vibration test campaign of the Airbus A400M revealed that the elastomeric
mounts supporting the engines were affecting the modal shapes and frequencies of the
aircraft [3]. Because nonlinearities are rarely well-understood, however, common practice
in industry is to ignore them. In this case, applying classical linear design methodologies
results, at best, in suboptimal performance.
Besides performance deterioration, a peculiar feature of nonlinear systems is that, for
the slight variation of a parameter, undesired phenomena can be suddenly triggered.
These phenomena, including limit cycle oscillations, modal interactions, isolated response
curves, quasiperiodic oscillations, and even chaos, are directly related to the presence of
bifurcations in the response [185]. As they lead to unexpected vibrations of possibly high
amplitude, bifurcations can jeopardize some components, or even undermine the struc-
ture’s integrity. Limit cycle oscillations, for instance, emanate from a Hopf bifurcation,
and represent a major concern for aeroelastic systems [45]. In [179], modal interactions
were shown to cause unacceptable disturbances during the mission of the Hubble Space
Telescope. It is therefore clear that, in the design cycle of a structure, robustness against
adverse dynamics must also be verified. As they directly affect the system’s response,
bifurcations, in this circumstance, deserve particular attention.
1
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Contributions of the Thesis
Several software packages allowing the investigation of bifurcations have been developed
over the last decades. They have been applied to numerous studies, but their use usually
remains limited to low-order models, while bifurcations-related phenomena can also be
observed at large scale. It is only recently that bifurcation analysis was performed on
larger systems, such as aircraft components [140, 172]. The method employed, however,
built on a formalism that is not optimized to study nonlinear mechanical vibrations. An
attempt to target bifurcation analysis of large systems was also carried out with the loca
package [167], but this software requires expert programming skills.
In this context, the first objective of this doctoral thesis is to introduce numerical tech-
niques to perform advanced nonlinear vibration analysis on large-scale systems. These
methods, based on the harmonic balance formalism, are not only utilized to calculate
nonlinear frequency responses and nonlinear normal modes, but also to determine the
effect of system’s parameters on the response bifurcations. Techniques to uncover nonlin-
ear adverse phenomena are described, which serves to characterize the robustness of the
structure. Further efforts are devoted to understand the mechanisms that generate these
phenomena, and to propose updated designs that lead to their suppression.
The second objective of this work is to improve the performance of nonlinear structures
by means of a nonlinear tuned vibration absorber. Our approach consists in exploiting the
additional flexibility that nonlinear absorbers offer with respect to their linear counterpart.
To this end, a procedure to synthesize the absorber’s load-deflection characteristic for
optimal vibration mitigation is presented.
The overall purpose of this doctoral thesis is thus to provide tools to guarantee the perfor-
mance and robustness of real-life nonlinear mechanical structures, that can be integrated
in a design cycle. This motivates the division of the present manuscript into 5 chapters
as follows.
Chapter 1 introduces the harmonic balance formalism for the computation of nonlinear
frequency response curves, and extend the method to bifurcation analysis in codimension-
2 parameter space. Because this manuscript targets large-scale mechanical systems with
localized nonlinearities, an algorithm that efficiently combines the calculation of the Flo-
quet exponents and bordering techniques is developed. Nonlinear modal analysis is also
performed, through the computation of nonlinear normal modes.
Chapter 2 demonstrates the capabilities of the proposed algorithm on the SmallSat space-
craft. In particular, the integration of the harmonic balance methodology in the design
cycle of the structure is presented. Unexpected behaviors, observed in experimental data
and numerical simulations, motivate bifurcation and modal analyses, which reveal the
presence of modal interactions, isolated response curves and quasiperiodic oscillations.
In Chapter 3, the relations between nonlinear resonances and nonlinear normal modes
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are studied. To this end, two criteria, namely the nonlinear phase lag quadrature and
energy balance criteria, are developed in the harmonic balance formalism. The former is
employed to detect resonances along frequency responses, and the latter serves to derive
the force necessary to excite normal modes. Another use of the energy balance criterion
is enlightened, with the possibility to predict the creation of isolated response curves and
their merging with the main response in the vicinity of modal interactions.
The experimental demonstration of the connections between isolated response curves and
modal interactions is carried out in Chapter 4. A two-degree-of-freedom nonlinear set-up
is constructed, and tuned to feature a modal interaction. A measurement campaign is
then performed to characterize the isolated response curve in both detached and merged
configurations, and the main observations are validated with a numerical model.
Chapter 5 investigates a nonlinear tuned vibration absorber to mitigate vibrations of
nonlinear systems. The linear components of the absorber are selected to ensure per-
formance at low energy as good as that of linear absorbers. The generalization of Den
Hartog’s equal-peak method is presented, which provides a procedure to select the non-
linear component of the absorber. In order to assess the performance and robustness of
the absorber with respect to parameter uncertainties, the combined use of global analysis
and bifurcation tracking is proposed.
Conclusions are finally drawn, and the contributions of this doctoral thesis are discussed.








The present chapter addresses the vibration analysis of nonlinear mechanical
systems based on the harmonic balance (HB) method. The HB formalism, com-
monly used to study periodic solutions, is first employed to compute nonlinear
frequency response curves (NFRCs). The Floquet exponents, which provide
information regarding the stability of the solutions, are exploited for the detec-
tion of bifurcations along the NFRCs. A procedure for tracking the bifurcations
in a codimension-2 parameter space is then proposed. In the last part of the
chapter, the HB method is adapted to perform modal analysis through the




The computation of periodic solutions represents a fundamental step for the vibration
analysis of nonlinear structures [129, 171]. For this purpose, different algorithms and
numerical methods can be found in the literature. Time-domain methods, which deal
with the resolution of a boundary value problem (BVP), have proven efficient for low-
dimensional problems. The shooting technique, for example, optimizes the initial state
of periodic solutions through time integration to solve the BVP [94]. When applied
to larger systems, however, its computational burden can become substantial due to the
numerous simulations it requires. Efforts have therefore been undertaken to make shooting
less computationally intensive by using parallelization [183] and sensitivity analysis [144].
Another approach, the so-called orthogonal collocation, builds on the discretization of the
BVP and its approximation with orthogonal polynomials. Methods based on orthogonal
collocation are utilized in several software packages, e.g., auto [41], colsys [9], content
[108], dde-biftool [52], matcont [38] and, more recently, coco [36]. In spite of its high
accuracy and ability to address stiff problems, orthogonal collocation is rarely employed
for large mechanical systems, to which it is less adapted.
In the frequency domain, harmonic balance (HB) is certainly the most widely used
method. It is also known as the Fourier–Galerkin method, since it consists in the appli-
cation of the Galerkin method with Fourier basis and test functions. The periodic signals
are approximated with their Fourier coefficients, which become the new unknowns of the
problem. The term harmonic balance was first introduced by Krylov and Bogoliubov [102]
who performed linearization of nonlinear dynamical equations with single-harmonic ap-
proximations. In the 1960s a demonstration of the convergence of the method for Fourier
approximations truncated to several harmonics was offered by Urabe [193]. The main
advantage of HB is when low orders of approximation are sufficient to obtain an accurate
solution, which usually holds for smooth nonlinearities. In this case, the method involves
algebraic equations with less unknowns than for orthogonal collocation. The reader can
refer to [93] for a comparison between HB and orthogonal collocation applied to smooth
and nonsmooth nonlinearities.
In the field of mechanical engineering, Cardona et al. developed a multi-harmonic res-
olution scheme for vibration analysis with nonsmooth nonlinear functions [26]. The
HB method was applied to realistic examples including bladed disks [153], bolted joints
[89, 187], rotor/stator contacts [200], vibro-impact systems [149, 201], geometrically non-
linear beams [117] and plates [164]. Following a pioneer work on wing-control surface
flutter [176], the HB method was successfully adapted to aeroelastic systems, e.g., to air-
foils with freeplay [120] and cubic stiffness [114]. A comparative review of HB applied to
limit cycle oscillations can be found in [39]. The dynamics of complete vehicles [15] and
full-scale aircraft [170] were also examined with HB, which demonstrates its effectiveness
when applied to reduced finite element models. Comparisons between experiments and
the results of HB simulations gave further evidence of the accuracy of the method [31, 32].
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HB has enjoyed numerous applications in the literature, not restricted to the vibrations
of elastic structures. In electrical engineering, for instance, Kundert et al. reported its
superiority over time-domain techniques for the simulation of nonlinear circuits [105]. Us-
ing a well-known variant of the method based on single-harmonic approximations, the
so-called describing function (DF) method, Genesio et al. [59] provided analytical expres-
sions for regions of chaotic behavior of Lur’e systems. Other studies were carried out, e.g.,
for piezoelectric inertial generators [180] or DC-DC converters [54]. More recently, fluid
dynamics problems where unsteady flows are periodic in time were also tackled. In [79],
Hall et al. formulated the HB method for the Navier-Stokes equations, and applications
can be found for flows in multi-stage turbomachinery [33, 62] and helicopter blades [50].
The purpose of this chapter is to introduce a framework based on the harmonic balance
approximation to carry out advanced vibration analysis. Section 1.2 reviews the HB for-
mulation for the computation of periodic solutions, and for the analysis of their stability.
In order to extend the analysis to a range of forcing frequencies, nonlinear frequency re-
sponse curves are introduced in Section 1.3. Because they are responsible for dramatic
changes in the system’s dynamics, a particular attention is devoted to the detection of
bifurcations in the frequency response. An efficient procedure for the tracking of bifurca-
tion in codimension-2 parameter space is then proposed in Section 1.4. Building on the
HB and continuation methodologies, Section 1.5 adapts the outlined techniques for per-
forming nonlinear modal analysis, through the computation of nonlinear normal modes.
Finally, the conclusions of the present chapter are drawn in Section 1.6.
1.2 Computation of Periodic Solutions
The equations of motion governing the dynamics of a nonautonomous nonlinear dynamical
systems with n degrees of freedom (DOFs) are
Mx¨+Cx˙+Kx+ fnl(x, x˙) = fext(ω, t) (1.1)
whereM, C and K are the mass, damping and stiffness matrices, respectively. Vectors x,
fnl and fext represent the displacements, the nonlinear forces and the external forces that
are supposed periodic with frequency ω herein. The dots refer to the derivatives with
respect to time t.
In this chapter, the computation of the periodic solutions x(t) of Eq. (1.1) are sought by
using the HB method. The different developments are illustrated using a 2-DOF system
pictured in Fig. 1.1, referred to as the coupled Duffing system throughout this thesis,
and whose parameters are listed in Table 1.1. Table 1.2 gives the natural frequencies and
damping ratios for the two modes of the system.











Figure 1.1: Schematic representation of the coupled Duffing system.
m1 (kg) m2 (kg) k (N/m) d (N/m) c (N/ms) µ (N/m
3)
1 1 1 5 0.1 1
Table 1.1: Linear and nonlinear parameters of the coupled Duffing system.
Mode Frequency (rad/s) Damping ratio (%)
1 1.00 5.00
2 3.32 1.51
Table 1.2: Linear natural frequencies and damping ratios of the coupled Duffing system.
1.2.1 Formulation of the Dynamics in the Frequency Domain
As they are assumed periodic, the signals x(t) and f(x, x˙, ω, t) = fext(ω, t)− fnl(x, x˙) are
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where sk and ck represent the vectors of the Fourier coefficients related to the sine and
cosine terms, respectively. In order to account for subharmonics of the forcing frequency,
ω can also be replaced by ω/ν, where ν is an integer [200]. The Fourier coefficients of
f (t), cfk and s
f





which represent the new unknowns of the problem. These coefficients are gathered into






































where the operator (·)T denotes the transpose. The displacements and forces are recast
into a more compact form [89]
x(t) = (Q(t)⊗ In) z (1.6)
f(t) = (Q(t)⊗ In)b (1.7)
where ⊗ and In stand for the Kronecker tensor product and the identity matrix of size n,





sin (ωt) cos (ωt) . . . sin (NHωt) cos (NHωt)
]
(1.8)























































)⊗ In) z+C ((Q(t)∇)⊗ In) z+K (Q(t)⊗ In) z = (Q(t)⊗ In)b (1.13)





)⊗ In) = (1⊗M) ((Q(t)∇2)⊗ In) = (Q(t)∇2)⊗M (1.14)
C ((Q(t)∇)⊗ In) = (1⊗C) ((Q(t)∇)⊗ In) = (Q(t)∇)⊗C (1.15)
K (Q(t)⊗ In) = (1⊗K) (Q(t)⊗ In) = Q(t)⊗K (1.16)
These expressions are plugged into Eq. (1.13), which gives((
Q(t)∇2
)⊗M) z+ ((Q(t)∇)⊗C) z+ (Q(t)⊗K) z = (Q(t)⊗ In)b (1.17)
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In order to remove the time dependency and to obtain an expression relating the dif-













































QT(t)Q(t)dt = I2NH+1 (1.19)
the equations of motion expressed in the frequency domain are eventually obtained(
∇
2 ⊗M) z+ (∇⊗C) z+ (I2NH+1 ⊗K) z = (I2NH+1 ⊗ In)b (1.20)
or, in a more compact form,
h(z, ω) = A(ω)z− b(z) = 0 (1.21)
where A is the (2NH + 1)n× (2NH + 1)n matrix describing the linear dynamics













Eq. (1.21) can be seen as the equations of amplitude of Eq. (1.1), i.e., if z∗ is a solution
of Eq. (1.21), then the time signal x∗ constructed from z∗ is periodic and verifies Eq.
(1.1).
Eq. (1.21) is nonlinear and can be solved iteratively, e.g., with a Newton-Raphson pro-
cedure, or with the hybrid Powell nonlinear solver [127, 159]. In the former case, the
incremental procedure to find a periodic solution at a given frequency ω reads
1. Use an initial guess for the first iteration z(0);
2. Update the current iteration with
z(j+1) = z(j) − h (z, ω)
hz (z, ω)
(1.23)
where hz = ∂h/∂z is the Jacobian matrix, until Eq. (1.21) is satisfied up to a given
tolerance.
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At this point, it is important to mention that, for the same forcing parameters, a nonlinear
system may possess several solutions corresponding to, e.g., low- and large-amplitude
vibrations. Depending on the initial guess, the Newton-Raphson procedure in Eq. (1.23)
will converge toward only one of them. In order to reveal additional solutions for a given
forcing, methods relying on the homotopy method [118] or Groebner bases [73] can be
employed.
1.2.2 Expression of the Nonlinear Terms and Jacobian Matrix
Eq. (1.23) requires the evaluation of h and of the Jacobian matrix hz at each iteration,
which in turn involves the computation of the components of b and of their derivatives.
When f can be accurately approximated with few harmonics and when its analytical
sinusoidal expansion is known [114], or for some types of restoring forces [153], analytical
expressions relating the Fourier coefficients of the forces b and of the displacements z can
be obtained together with the expression of hz.
Taking advantage of the fast Fourier transform, Cameron et al. proposed a more general
technique to compute b, the so-called alternating frequency-time domain (AFT) method,
that evaluates the nonlinear terms of the equations in the time domain where their ana-
lytical expression is known [24]:
z
FFT−1−−−−−→ x(t) −→ f (x, x˙, ω, t) FFT−−−→ b(z) (1.24)
Since then, many studies have utilized the AFT method [27, 89, 178]. Similar develop-
ments led to the hybrid frequency-time domain method, with applications to systems with
dry friction [75, 158].
The Jacobian matrix hz can be computed through finite differences, but this approach
is computationally demanding. An efficient alternative consists in rewriting the inverse
Fourier transform as a linear operator Γ (ω). Inspired by the trigonometric collocation
[88], this method has been widely used in combination with the AFT technique (see, e.g.,
[22, 46, 99, 128]). This approach first requires to discretize the period of oscillation T
into N partitions of length ∆T , denoted as t1 = 0, t2 = ∆t, . . . , tN = T −∆T . One then
defines vectors x˜ and f˜ containing the concatenated nN time samples of the displacements
and the forces, respectively, for all DOFs:
x˜ =
[





f1 (t1) . . . f1 (tN) . . . fn (t1) . . . fn (tN)
]T
(1.26)
The inverse Fourier transform can then be written as a linear operation:
x˜ = Γ (ω) z (1.27)
1.2 Computation of Periodic Solutions 12











































































Figure 1.2: Inverse Fourier transformation matrix Γ (ω) for n = 2, N = 64, and NH = 5.
The direct Fourier transformation is written as
z = (Γ (ω))+ x˜ (1.29)





coefficients of the external and nonlinear forces are simply obtained by transforming the
signals in the time domain back to the frequency domain:
b(z) = (Γ (ω))+ f˜ (1.30)
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= A− Γ+ ∂ f˜
∂x˜
Γ (1.31)
A similar expression can also be obtained for nonlinear damping [202]. In general, the
derivatives of the forces with respect to the displacements in the time domain can be
expressed analytically, which leads to a very efficient computation of the Jacobian matrix.
These derivatives have to be evaluated only for the nonlinear DOFs.
For illustration, Fig. 1.3(a) shows a periodic solution of the coupled Duffing system
computed for f = 2N, ω = 1.2 rad/s, and NH = 5. Although the excitation is a pure sine,













2 + (cxi )
2 (i = 1, . . . , NH) (1.33)
are represented in Fig. 1.3(b). This figure confirms that the contribution of higher
harmonics is not negligible.












































Figure 1.3: Periodic solution of the coupled Duffing system for f = 2N, ω = 1.2 rad/s,
and NH = 5. (a) Time series of x1 (solid line) and x2 (dashed line); (b) normalized
harmonic coefficients of x1.
There exist alternatives to the computation of b and its derivatives described in this
section. A first solution consists in applying the HB approximation on increments of the
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linearized version of Eq. (1.1); this approach, referred to as the incremental harmonic
balance method, was presented by Lau and Cheung [111] and has been used in several other
studies since then (see, e.g., [12, 30, 156, 188]). A second solution, proposed by Cochelin
and Vergez [34], is to recast Eq. (1.1) into a new system where the nonlinearities are at
most quadratic polynomials, to which the HB approximation can be efficiently applied
[92, 141].
1.2.3 Stability Analysis
In order to assess the stability of a computed periodic solution, its 2n Floquet multipliers
σ˜ are determined. Equivalently, its 2n Floquet exponents λ˜ can be considered; they are
related to the Floquet multipliers through the exponential function
σ˜i = e
λ˜iT , i = 1, . . . , 2n (1.34)
A periodic solution is unstable if there exists at least one Floquet multiplier with a
magnitude higher than 1 or, equivalently, if there exists at least one Floquet exponent
with a real part higher than 0; otherwise, the solution is stable. The Floquet multipliers
and exponents are usually depicted in the complex plane and compared to the unit circle
or to the imaginary axis, respectively [171].
When relying on time-domain methods such as the shooting technique, the Floquet mul-
tipliers can be conveniently computed as the eigenvalues of the monodromy matrix of the
system obtained from time integrations [144]. For frequency-domain techniques such as
the HB method, alternative approaches can be found in the literature. In [110], Lanza
et al. provided an analytical approximation of Floquet exponents using the DF method.
A semi-analytical version was also developed for an arbitrary number of harmonics [22].
However, these developments are limited to systems expressed in Lur’e form. For this
reason, we prefer to use a variant of Floquet theory, the so-called Hill’s method [81], to
provide approximations of the Floquet exponents within the HB formalism.
Following the procedure described in [200], a periodic solution x∗(t) satisfying Eq. (1.1)
is perturbed with a periodic solution s(t) modulated by an exponential decay:
p(t) = x∗(t) + eλts(t) (1.35)
Introducing this perturbation into Eq. (1.1) yields
Mx¨∗+Cx˙∗+Kx∗+
(
λ2Ms+ λ (2Ms˙+Cs) +Ms¨+Cs˙+Ks
)
eλt = f (p, p˙, ω, t) (1.36)
The solution and the perturbation are then approximated by Fourier series truncated to
the NH-th order, i.e., x
∗(t) = (Q(t)⊗ In) z∗ and s(t) = (Q(t)⊗ In)u, where z∗ and u
contain the Fourier coefficients of x∗ and s, respectively. By applying a Galerkin procedure











1.2 Computation of Periodic Solutions 15
with













∆2 = I2NH+1 ⊗M (1.39)

























eλtu = 0 (1.42)




u = 0 (1.43)
When embedded in a Newton-Raphson procedure, hz is already obtained from the reso-
lution of Eq. (1.21). Since ∆1 and ∆2 can be easily computed, the main computational
effort amounts to solving a quadratic eigenvalue problem, which can be rewritten as a
linear eigenvalue problem of double size













The coefficients λ are found as the eigenvalues of the (2NH + 1) 2n×(2NH + 1) 2n matrix
B = B−12 B1
=




Only 2n eigenvalues among the complete set λ approximate the Floquet exponents λ˜
of the solution x∗ [113]. Moore [123] showed that the Floquet exponents λ˜ are the 2n
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eigenvalues with the smallest imaginary part in modulus. The other eigenvalues are
spurious and do not have any physical meaning; their number also increases with the size
of the eigenvalue problem in Eq. (1.44), i.e., with the number of harmonics NH . On
the other hand, the approximation of the Floquet exponents improves with NH , as Hill’s











gathers the Floquet exponents identified from the (2NH + 1) 2n Hill’s coefficients. It plays
a key role for the detection and tracking of bifurcations in Sections 1.3.2 and 1.4.
The stability analysis of the periodic solution depicted in Fig. 1.3 is carried out in Fig. 1.4.
The Floquet multipliers computed from the monodromy matrix through time integration,
herein assumed as the reference solution, are given in Fig. 1.4(a). Their projection
as Floquet exponents are compared in Figs. 1.4(b), (c) and (d) to Hill’s coefficients λ
computed for NH = 1, 3 and 5. These figures confirm that the 2n Hill’s coefficients with
the smallest imaginary part in modulus provide the best approximation to the Floquet
exponents, with an accuracy increasing with NH . We refer the interested reader to [145]
for a more in-depth comparison of the performance between the monodromy matrix and
Hill’s method.
1.3 Computation of Nonlinear Forced Response Curves
As the response of a nonlinear system is usually to be computed for a range of frequencies,
this section addresses the computation of branches of forced periodic solutions, termed
nonlinear forced response curves (NFRCs). Most methods for obtaining the NFRCs build
on a continuation procedure [139], e.g., with arc-length continuation [200] or the so-called
asymptotic numerical method [6, 13] utilized in the manlab package. In this work, a
Moore-Penrose scheme is adapted to the HB formalism, inspired by the continuation tool-
box matcont [38, 67]. A methodology for detecting bifurcations using the HB formalism
is also proposed.
1.3.1 Continuation Procedure
A continuation scheme is an iterative procedure that constructs the branch of solutions
of a function p : Rm+1 → Rm [171]. The computation of periodic solutions with the HB
method possesses a similar structure, with h ∈ R(2NH+1)n in Eq. (1.21) which depends on
z ∈ R(2NH+1)n and ω ∈ R1.
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Figure 1.4: Stability of the periodic solution of the coupled Duffing system for f = 2N
and ω = 1.2 rad/s. (a) Floquet multipliers computed from the monodromy matrix; Hill’s
coefficients (cross markers) computed for (b) NH = 1, (c) NH = 3 and (d) NH = 5. In
(b-d), the dot markers represent the projection of the Floquet multipliers computed in
(a).
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The approach adopted herein is based on tangent predictions followed by corrections. The










































The last row in Eq. (1.48) prevents the continuation procedure from turning back. For
the first iteration of the procedure, it is replaced by a line of 1 so that the sum of the
components of the tangent vector is imposed to be equal to 1. The prediction y
(1)
(i+1) is
then constructed from the previous iteration as follows:
y
(1)
(i+1) = y(i) + s(i)t(i) (1.51)
where s(i) is the predictor step size.
The second stage uses Newton’s method to correct the prediction. Introducing new op-
timization variables v
(j)
(i+1) initialized as v
(1)
(i+1) = t(i), Moore-Penrose corrections are con-


































































where subscripts and superscripts have been omitted for brevity.
A summary of the continuation procedure is proposed in Fig. 1.5.
When embedded in a continuation scheme, Hill’s stability analysis can be efficiently per-
formed, since hz is obtained as a by-product from the correction stage in Eqs. (1.52-1.53).
Unstable and stable portions of the NFRC can be then distinguished, depending whether
or not their solutions possess one or several Floquet exponents in the right side of the
imaginary plane.






, i = 1
Predictor step
Computation of the tangent
y
(j)
(i+1), j = 1














Computation of the corrections:













equation: i = i+ 1
Figure 1.5: Algorithm for the continuation of periodic solutions.
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Figure 1.6: NRFC and stability analysis of the coupled Duffing system at x1, for f = 2N.
Stable and unstable branches are represented with solid and dashed lines, respectively.
Fig. 1.6 shows the NFRC of the coupled Duffing system, computed for NH = 5 and
N = 512. It features two main peaks, related to fundamental resonances. Stability
changes are observed at several locations.
The parameters related to the HB approximation strongly affect the quality of the NFRC,
in particular the number of harmonics NH and the number of time samples N considered
in the Fourier operator Γ (ω). Besides, if a large predictor step size s(i) allows for fast
computation, it leads to a poor discretization of the branch. In order to overcome this
tradeoff, a common practice consists in updating the step size at each continuation iter-
ation (i). The step size is controlled so that the corrector step requires on average the
desirable number of iterations Iopt. At each step, the step size is updated according to





Figs. 1.7(a-c) represent different portions of the NRFC of the coupled Duffing system,
in the vicinity of the first resonance. Fig. 1.7(a) illustrates that a certain number of
harmonics is required to accurately represent the NRFC. At low frequencies, several su-
perharmonic resonances cannot be captured for NH = 1 or 3. Precaution should be
therefore taken when selecting the number of harmonics. A solution to this problem was
proposed by Grolet et al. in [72], who automatically adapted the number of harmonics
for each DOF during the continuation process. In Fig. 1.7(b), inaccuracies around the
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resonance peak are observed for low values of N , which can be explained by the aliasing
effect. The parameter Iopt for continuation is finally studied in Fig. 1.7(c), which depicts
the truncation of the peak that occurs for higher values of Iopt.
1.3.2 Detection of Bifurcations
In theory, stability changes occur at particular points called bifurcations, which play a
key role in the dynamics of nonlinear systems. In this section, codimension-1 bifurcations
are of interest as only one parameter varies along the branch (i.e., the forcing frequency
ω). Although a complete description of bifurcations and of their normal form is beyond
the scope of this dissertation (see, e.g., [107, 171] for a more complete treatment), the
existence of three different bifurcation mechanisms can be pointed out, as illustrated in
Fig. 1.8.
Singular Bifurcation Point
A singular point is detected when a Floquet multiplier leaves the unit circle along the
real axis through +1 or, equivalently, when a Floquet exponent crosses the imaginary axis
through 0 (see Figs. 1.8(a-b)). The term singular refers to the fact that at this point, the
Jacobian matrix hz is singular: if hz is singular, then B in Eq. (1.46) is singular as well,
which means that at least one Floquet exponent is 0.
There exist two families of singular bifurcations:
• Fold bifurcation (also called saddle node, limit point or turning point): the branch
comes from one side and turns back, which means that the active parameter (e.g.,
the frequency ω) increases then decreases, or decreases then increases, along the
branch. As a consequence, a fold bifurcation indicates the presence of two existing
solutions in its vicinity, and often determines the lower or upper boundary of a
bistable region. For a vibration problem, fold bifurcations are usually present in the
vicinity of resonance peaks, which results in an amplitude jump in the response of
the system to stepped-sine or swept-sine excitations.
• Bifurcation point (BP): two branches are connected. The two branches either meet
and exchange stability (transcritical bifurcation), or one branch loses stability and
a stable branch emanates from the point (pitchfork bifurcation).
From a mathematical viewpoint, fold bifurcations verify
hω /∈ range (hz) (1.55)
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Figure 1.7: NFRC of the coupled Duffing system at x1, for f = 2N. Influence of the HB
and continuation parameters for a reference configuration with NH = 5, N = 512 and
Iopt = 3 (in black). (a) NH = 3 (in orange) and NH = 1 (in blue). (b) N = 128 (in
orange) and N = 64 (in blue). (c) Iopt = 5 (in orange).































−β 6= − pi
T
Figure 1.8: Mechanisms for the loss of stability of a periodic solution, illustrated with Flo-
quet multipliers (left column) and Floquet exponents (right column). First row: singular
point; second row: Neimark-Sacker bifurcation; third row: period doubling bifurcation.
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whereas
hω ∈ range (hz) (1.56)
is true for BPs [171]. Fold bifurcations and BPs can then be distinguished by observing
whether the attachment of hω as an extra column to the Jacobian matrix hz, i.e., the
construction of the extended Jacobian matrix J defined in Eq. (1.49), removes its singu-
larity or not. More specifically, if the rank of the matrix is increased from (2NH + 1)n−1
to (2NH + 1)n, then the singular point is a fold bifurcation. If the matrix built in Eq.
(1.49) is still rank-deficient, then the singular point is a BP.
BPs bring another challenge to the continuation procedure, i.e., the possibility to switch
from one branch to the other. If no switching method is implemented, the continuation
usually extends the same branch through the BP. In order to compute the second branch,
the predictor step should be adapted. This relates to the problem of finding the two
tangent directions at the BP, which has been discussed in the literature (see, e.g., [19, 94]),
and recently applied to turbomachinery [152].
Neimark-Sacker Bifurcation
A Neimark-Sacker (NS) bifurcation (also called bifurcation into a torus or Hopf bifur-
cation) is detected when a pair of Floquet multipliers leaves the unit circle as complex
conjugates or, equivalently, when a pair of Floquet exponent crosses the imaginary axis
as complex conjugates through any value but ± ipi
T
, where T is the period of oscillation
(see Fig. 1.8(c-d)).
At a NS bifurcation, another branch of solutions called quasiperiodic (QP) oscillations
emanates. Along this new branch, the system oscillates with a combination of the forcing
frequency ω and at least another frequency ω2. The frequencies ω and ω2 are incom-
mensurate, which means that the ratio ω/ω2 is irrational. The evolution of the envelope
frequency ω2 is usually unknown and intrinsic to the system, in the exception of some
cases where the forcing itself is QP [76, 119]. In the vicinity of the NS bifurcation however,
the pulsation ω2 can be approximated by β, the imaginary part in absolute value of the
pair of Floquet exponents (see Fig. 1.8(d)).
Period Doubling Bifurcation
A period doubling (PD) bifurcation (also called flip bifurcation) is detected when a pair of
Floquet multipliers leaves the unit circle along the real axis through −1 or, equivalently,




At a PD bifurcation, another branch of solution emanates, similarly to the scenario de-
scribed for NS bifurcations. The new branch possesses periodic solutions, with a period
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doubled compared to the solutions of the original branch. When they appear in cascade,
PD doubling bifurcations can lead to chaos [185].
Test Functions for the Detection of Bifurcations
In order to detect bifurcations along a NFRC, we monitor test functions φ during the
numerical continuation process. The roots of these test functions indicate the presence of
bifurcations.
According to their algebraic definition, fold bifurcation and BPs are characterized by a
rank deficiency of the Jacobian matrix hz. A candidate for a common test function is
therefore
φF,BP = det (hz) (1.57)
where det (·) denotes the determinant of the matrix. In order to distinguish between fold
and BPs, the rank deficiency of J in Eq. (1.49) can be exploited. As a consequence, a







While the test functions in Eqs. (1.57-1.58) build on the algebraic definitions of fold
bifurcations and BPs, another test function for fold bifurcations and BPs based on Hill’s






Bifurcations for which a pair of Floquet exponents crosses the imaginary axis as com-
plex conjugates, i.e. NS and PD bifurcations, can be detected using the theory of the
bialternate product of a matrix. The bialternate product P⊙ of a m×m matrix P,
P⊙ = 2P⊙ Im (1.60)
is a matrix of dimension m(m− 1)/2 constructed from the rearrangement of the compo-
nents of P [68, 74]. The bialternate product has the property to be singular when two
eigenvalues of P, µ1 and µ2, are such that
µ1 + µ2 = 0 (1.61)
which is true for two purely imaginary or real conjugates. For NS and PD bifurcations,






goes through 0, the Floquet exponents should be controlled to select the correct type of
bifurcation. For two purely imaginary conjugates, NS or PD bifurcations are detected.
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Two real conjugates are associated with a neutral saddle point, which is not considered
as a bifurcation and can be ignored [66].
For the detection of a NS or PD bifurcation, the computation of the eigenvalues λ˜ could in
principle be avoided by applying the bialternate product directly to matrix B. However,
B contains spurious eigenvalues, which might lead to erroneous bifurcation detections, as
illustrated in Fig. 2.10(a) in Chapter 2. Moreover, as the size of the bialternate product
of a matrix rapidly increases with its dimension, the manipulation of the 2n× 2n matrix
B˜ is more efficient than the (2NH + 1) 2n× (2NH + 1) 2n matrix B. The diagonal shape
of B˜ implies that B˜⊙ is also diagonal, which allows for a fast evaluation of its terms.
The test functions in Eqs. (1.57-1.62) involve determinants, which is computationally
demanding for large-scale structures. To overcome this issue for fold bifurcations, a so-
lution consists in considering the geometrical folding of the branch. A fold bifurcation
is thereby detected when the iω-th component of the tangent prediction t related to the
active parameter ω changes sign [67]:
φF = tiω (1.63)
For BPs, NS and PD bifurcations, the so-called bordering technique can be employed
to avoid the computation of determinants. This method replaces the evaluation of the
determinant of a matrix G with the evaluation of a scalar function g which vanishes at














where (·)∗ denotes conjugate transpose, and vectors p and q can be arbitrarily fixed as
long as they ensure the nonsingularity of the system in Eq. (1.64). When G is almost
singular, p and q are chosen close to the null vectors of G∗ and G, respectively [19].


















Fig. 1.9 summarizes the methodology for bifurcation detection, when stability analysis is
performed with Hill’s method.
The bifurcations of the coupled Duffing system are studied in Fig. 1.10. In Fig. 1.10(a),
fold bifurcations, BPs and NS bifurcations are detected along the branch, which is con-
sistent with the scenarios for stability changes observed for the Floquet exponents. Fold
bifurcations can be found, in particular, close to the two resonance peaks. A branch of
periodic solutions emanate from the BPs, as depicted in 1.10(b). QP oscillations appear
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1. Detection of fold bifurcations:
φF = tiω
2. Detection of bifurcation points (BPs):
φBP = gBP






3. Detection of Neimark-Sacker (NS) and period doubling (PD) bifurcations:
φNS,PD = gNS,PD
from the bordering system in Eq. (1.64) with GNS,PD = B˜⊙.
When φNS,PD = 0, matrix B˜ has µ1 and µ2 among its eigenvalues, with
µ1 + µ2 = 0
• If µ1,2 = ±iβ with β 6= π/T , a NS bifurcation is detected.
• If µ1,2 = ±iβ with β = π/T , a PD bifurcation is detected.
• If µ1,2 = ±β with β ∈ R0, a neutral saddle point is detected.
Figure 1.9: Test functions for the detection of codimension-1 bifurcations of NFRCs.
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in the vicinity of the NS bifurcations, which is represented in Fig. 1.10(c) for a forcing
frequency of ω = 4 rad/s. Although this single QP oscillation is obtained through time
integration, one should note that the spectral basis of the HB formalism can be extended
to two or more incommensurate frequencies, in order to compute the branch of QP so-
lutions between the bifurcations. For more details about the implementation, interested
readers may refer to [146, 169] for systems with monoharmonic excitation, and [76, 119]
for applications with bi-periodic excitations.
Test functions for fold bifurcation and BP are shown in Figs. 1.11 and 1.12, respectively.
Fig. 1.11(c) confirms that the test function based on the determinant of hz takes very
large values compared to the last component of the predictor step in Fig. 1.11(b). It is
also interesting to note that, in Fig. 1.11(b), the test function approaches zero but does
not become negative in the vicinity of the superharmonic resonances. This behavior is
due to the fact that the resonance peaks almost bend in this region. In Fig. 1.12, similar
conclusions can be drawn regarding BPs, as the test function based on the bordering
technique takes reasonable values while the test function based on the determinant in Eq.
(1.58) does not.
1.4 Computation of Bifurcation Curves
Even if there exists a large body of literature on HB applied to nonlinear systems, very
few studies attempted to use the method for localizing and tracking bifurcations in pa-
rameter space. In electrical engineering, bifurcation tracking limited to a single-harmonic
approximation was carried out [110]. With the method developed by Piccardi, PD and
fold curves can be obtained [154], together with conditions for codimension-2 bifurcations
[155], but this procedure cannot describe NS bifurcations. Traversa et al. investigated a
bifurcation tracking technique adapted to fold, PD and NS bifurcations [192] by append-
ing to the HB equation system an equation which describes the considered bifurcations
through the Floquet multipliers. However, the resolution of the extra equation with the
secant method makes the implementation inefficient when the size of the system increases.
In [203], Xie et al. applied the HB method to study bifurcations of rotating systems. The
sensitivity of other points along NFRCs, e.g., resonance peaks, was studied most often
for design optimization purposes [42, 151].
Building a general framework for the localization and tracking of bifurcations starts with
the construction of an augmented system [19], herein consisting of Eq. (1.21) to which one
or several equations defining the detected bifurcation are appended. The choice of this
extension is crucial as it directly affects the efficiency and robustness of the methodology.
A first approach, using the so-called standard augmented systems, builds on eigenvectors
to create a set of extra equations. Its coupling with the HB method was demonstrated in
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Figure 1.10: Bifurcation analysis of the coupled Duffing system at x1, for f = 2N. (a) Sta-
ble and unstable solutions are represented with solid and dashed lines. Fold bifurcations,
BPs and NS bifurcations are represented with orange circle, red square and blue triangle
markers, respectively. Insets display the evolution of Floquet exponents. (b) Close-up
of the NRFC in the vicinity of the BPs and the emanating branch. (c) QP oscillations
observed at x1, for a forcing frequency of ω = 4 rad/s.
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Figure 1.11: Test functions for fold bifurcation detection. (a) NRFC (black line) and fold
bifurcations (orange circle markers); (b) test function based on the tangent vector; (c)
test function based on the determinant.
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Figure 1.12: Test functions for BP detection. (a) NRFC (black line) and BP bifurcations
(red square markers); (b) test function based on the bordering technique; (c) test function
based on the determinant.
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[202, 203]. Another approach consists in adding a single scalar equation to Eq. (1.21):
haug (z, ω, κ) =
[
h (z, ω, κ)
φ (z, ω, κ)
]
= 0 (1.66)
where κ is the additional parameter for the tracking procedure. The system in Eq. (1.66) is
referred to as a minimally augmented system [69]. By construction, minimally augmented
systems involve much less unknowns than standard augmented systems.
The bordering technique is employed herein to define the extra equation in Eq. (1.66).
For fold bifurcations and BPs, φ = g results from the resolution of the bordered system
in Eq. (1.64) with G = hz. For NS and PD bifurcations, G = B˜⊙ is considered in the
bordered system. Applying the bordering technique may seem inefficient at first sight, as
the extra equation hides the resolution of a bordered system. However, this resolution
can be efficiently implemented, especially for the diagonal matrix B˜⊙. Besides, as for
standard augmented systems [202], block elimination techniques can be used [69].
Once a bifurcation is detected along a NFRC, it can be localized by solving Eq. (1.66)
where κ is fixed to its original value, using a Newton-Raphson algorithm. In order to
track the bifurcation in the codimension-2 parameter space, the continuation procedure
presented in Section 1.3.1 needs to be updated to account for the additional equation
describing the bifurcation, and the additional parameter κ. More specifically, the vectors















































where the subscripts z, ω and κ denote the derivation with respect to the components of
z, ω and κ, respectively.
In the Newton-Raphson algorithm for bifurcation localization, or in Eqs. (1.67-1.69) for
bifurcation tracking, the computation of the derivatives of the additional equation is re-
quired. In that regard, the bordering technique is attractive, as analytical expressions can
be formulated [69]. The derivatives of g with respect to α, where α denotes a component
of z or one of the two active parameters ω or κ, are found as
gα = −v∗Gαw (1.70)
where Gα is the derivative of G with respect to α, and where w and v come from the



























As a result, the only term that has to be evaluated is Gα. For fold bifurcations and BPs,
Gα = hzα (1.73)
where hzα is the derivative of the Jacobian hz with respect to α, which we compute
through finite differences.





























Finite differences can be used to compute the derivatives of the Floquet exponents. How-
ever, this means that the eigenvalues of matrix B in Eq. (1.46) have to be computed for
each perturbation of the components of z, and for the perturbation of the two continua-
tion parameters. This represents a total of n (2NH + 1) + 2 resolutions of the eigenvalue
problem to construct Jaug, which is cumbersome for large systems. Instead, we propose
to compute the derivatives using the properties of eigenvalue derivatives discussed by Van












where Λ is the eigenvector matrix of B, and ξ is the localization vector containing the
index of the 2n Floquet exponents λ˜ among the eigenvalues λ, i.e., λ˜i = λξi . An analytical
expression relating the derivative of B with respect to α in function of hzα can then be
obtained from Eq. (1.46).
Eq. (1.75) holds as long as there are no repeated eigenvalues, which is verified for most
situations except when a pair of complex conjugate turns into a pair of real eigenvalues
(see Fig. 1.10). Since the transition occurs very quickly, it is reasonable to assume that
Eq. (1.75) is valid. For other scenarios with repeated eigenvalues, expressions for the
derivatives can be found in [1].
The evaluation of the (2NH + 1)n+2 terms gα represents the main burden of the method
when there is a large number of nonlinear DOFs. In this case, parallel computing could
help reduce the computational cost of the algorithm. For structures with few localized
nonlinearities, one can take advantage of the fact that hzα is a null matrix when α corre-
sponds to Fourier coefficients of linear DOFs.
Fig. 1.13 illustrates the methodology for bifurcation tracking, in a codimension-2 param-
eter space with the forcing frequency ω and the nonlinear stiffness µ. The bifurcation
curves are accompanied with NFRCs computed for several values of µ. In Fig. 1.13(a),
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while the other bifurcations evolve smoothly, the fold bifurcation located near the second
resonance peak exhibits a more complex trajectory. This behavior can be related to the
presence of an isolated response curve, an interesting dynamical phenomenon discussed in
the next chapters. Fig. 1.13(b) shows that lowering the value of µ leads to the elimination
of the NS bifurcations.
1.5 Computation of Nonlinear Normal Modes
Besides the study of forced responses, a common practice in engineering consists in exam-
ining vibrating systems through their modal features. More specifically, the study of the
underlying undamped and unforced system is sought. In this section, the generalization
of modal analysis to nonlinear structures using the outlined HB formalism is introduced.
1.5.1 The Concept of Nonlinear Normal Modes
The concept of a normal mode is central in the theory of linear vibrating systems. In
addition to their obvious physical interpretation, the linear normal modes (LNMs) have
interesting mathematical properties. They can be used to decouple the governing equa-
tions of motion; i.e., a linear system vibrates as if it were made of independent oscillators
governed by the eigensolutions. The invariance property of LNMs and the modal super-
position directly result from this decoupling. In addition, LNMs are relevant dynami-
cal features that can be exploited for various purposes including model reduction (e.g.,
substructuring techniques [14]), experimental modal analysis [53], finite element model
updating [56] and structural health monitoring [40].
Any attempt to apply traditional linear analysis to nonlinear systems results, at best,
in a suboptimal design. In this context, nonlinear normal modes (NNMs) offer a solid
theoretical tool for interpreting a wide class of nonlinear dynamical phenomena, yet they
have a clear conceptual relation to the LNMs. During the normal mode motion of a linear
conservative system, each system component moves with the same frequency and with
a fixed ratio amongst the displacements of the components. Targeting a straightforward
nonlinear extension of the LNM concept, Rosenberg defined an NNM as a vibration
in unison of the systems, i.e., a synchronous oscillation [165]. This definition requires
that all material points of the system reach their extreme values and pass through zero
simultaneously, and allows all displacements to be expressed in terms of a single reference
displacement. Kerschen et al. recently extended Rosenberg’s definition of NNMs to (non-
necessarily synchronous) periodic motions of the system [98]. Shaw and Pierre proposed
a generalization of Rosenberg’s definition that provides a direct and elegant extension of
the NNM concept to damped systems [174]. Their geometric-based definition of an NNM
as a two-dimensional invariant manifold in phase space was later exploited in [161].












































Figure 1.13: Bifurcation tracking of the coupled Duffing system for f = 2N, with respect
to the forcing frequency ω and the nonlinear stiffness µ. (a) NRFCs computed for µ = 1
and µ = 0.5, branches of fold bifurcations (in orange) and BPs (in red). (b) NRFCs
computed for µ = 1 and µ = 0.9, and branch of NS bifurcations (in blue).
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The main appealing features of the NNMs are that they are capable of handling strongly
nonlinear regimes of motion and that they have the potential to address the individualistic
nature of nonlinear systems. Moreover, their fundamental properties directly capture some
features of nonlinear systems [98]:
1. Frequency-energy dependence
A peculiar property of nonlinear systems is the frequency-energy dependence of
their oscillations, e.g., through hardening or softening behaviors. The evolution of
NNMs along their backbone accounts for this dependence, as illustrated in Section
1.5.2. In some cases, the evolution of the modal properties results in the localization
phenomenon, where vibration energy gets localized in a specific part of the structure.
2. Internal resonances
During a general motion of the system, NNMs may interact. In the presence of
these interactions, NNMs with well-separated fundamental frequencies can exchange
energy. This coupling between NNMs will be discussed in Chapters 2 and 3.
3. Relations with forced responses
For structures with low damping, the NNM backbone traces the locus of the reso-
nance peaks. Chapter 3 will be devoted to the relations between NNMs and reso-
nances.
A large body of literature has addressed the qualitative and quantitative analysis of nonlin-
ear phenomena using NNMs (see, e.g., [90, 122, 130, 190]). Through various applications,
NNMs have served several purposes. For instance, NNM theory was used for the study
of nonlinear absorbers (see, e.g., [96]). In [43, 44], Dou et al. built on NNMs to optimize
the dynamical features of nonlinear structures. A strategy based on NNMs was proposed
in [104] for the convergence of reduced-order models. In aeroelasticity, the evolution of
limit cycle oscillations was predicted with NNMs [51]. For a more comprehensive review
of the applications of NNMs, interested readers may refer to [11].
1.5.2 Implementation with the HB Method
The extended definition of NNMs [98] is particularly attractive when targeting a numerical
computation of the NNMs, as it enables the use of algorithms for the continuation of pe-
riodic solutions [162]. Some of the techniques introduced in Section 1.2, e.g., the shooting
and harmonic balance methods, have therefore proved useful in this context. In particu-
lar, the computation of NNMs and of their interactions could be substantially improved
thanks to the natural filtering property of the HB approximation [100, 124]. Nonlinear
Fourier-based modal analysis was also adapted to non-conservative autonomous dynami-
cal systems thanks to generalized Fourier series with slow and fast time scales [101, 112].
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The computation of NNMs amounts to finding periodic solutions of the underlying Hamil-
tonian structure
Mx¨+Kx+ fnl(x) = 0 (1.76)
To this end, a HB formalism similar to that presented in Section 1.2.1 is applied, where
damping and externel forces are removed, which yields
hham (z, ω) =
(
∇
2 ⊗M) z+ (I2NH+1 ⊗K) z+ bnl = 0 (1.77)
where bnl is the vector of the Fourier coefficients of the nonlinear forces, defined as
fnl(x) = (Q(t)⊗ In)bnl (1.78)
However, the problem is not well-posed: if x(t) is a periodic solution verifying Eq. (1.76),
then x(t+T ) is a solution as well. In order to remove this indeterminacy, the phase of the
solutions has to be prescribed, with the help of a phase condition [129, 171]. Most phase
conditions impose one of the unknowns to be set to 0, e.g., for time-domain methods, the
initial displacement or velocity of a DOF [144] and, for frequency-domain methods, the
Fourier coefficient of a DOF [93]. In this manuscript, the latter condition is employed







where zi is a component of z.
In its current formulation, hNNM : R
(2NH+1)n+1 → R(2NH+1)n+1 is not compatible with the
continuation procedure, as the matrices to invert in Eq. (1.52) are not square. A first
solution consists in solving these overdetermined equations using Moore-Penrose pseu-
doinverse [144]. A more elegant approach recasts the system into a square problem, by
adding an artificial damping parameter d in the equations of motion [126]:
Mx¨+ dCx˙+Kx+ fnl(x) = 0 (1.80)
Although the system in Eq. (1.80) is not conservative, a branch of periodic solutions can
be computed and the parameter d will naturally appear equal to zero in the continuation
process.
The in-phase and out-of-phase NNMs of the coupled Duffing system computed using the
outlined procedure are shown in Fig. 1.14. Fig. 1.14(a) depicts the two branches of
NNMs in the so-called frequency-energy plot. The evolution of the natural frequencies is
represented with respect to the total energy in the system, i.e., the potential and kinetic
energy that is conserved throughout the periodic oscillation. At low energy, the nonlinear
forces are negligible and the frequency of the NNMs is close to the linear frequency. As
energy increases, however, a clear hardening of the structure can be noticed, which is
explained by the presence of the two hardening Duffing oscillators. The NNM motions











































Figure 1.14: NNMs of the coupled Duffing system. (a) Frequency-energy plot. NNM
motions depicted in the configuration space are inset; (b) in-phase NNM computed at a
frequency ω = 10 rad/s; (c) out-of-phase NNM computed at a frequency ω = 10 rad/s.
The displacements x1 and x2 are represented with solid black and dashed orange lines,
respectively.
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in Fig. 1.14(a) show that the in-phase and out-of-phase vibrations are conserved at high
energy levels, which is also confirmed in Figs. 1.14(b) and (c).
Stability analysis can also be applied to NNMs through Hill’s method, with the procedure
described in Section 1.2.3. A NNM is stable if all Floquet exponents are located along
the imaginary axis, and is unstable otherwise. A difference between a forced periodic
response and a NNM lies in the fact that, for the latter, there is always a pair of Floquet
exponents located at 0. Similarly to the forced and damped case, stability changes occur
through bifurcations, e.g., through fold or symmetry-breaking bifurcations [144]. Stability
and bifurcations of NNMs are not investigated in this manuscript, but one should note
that the bifurcation detection and tracking methodology presented for NFRCs should be
adapted, due to the presence of the pair of Floquet exponents at 0.
1.6 Concluding Remarks
The main contribution of this chapter was to propose a harmonic balance formalism for
the computation of periodic solutions of nonlinear systems, including their stability and
bifurcations. The proposed methodology relies on Hill’s method and Floquet exponents,
and is coupled to a continuation algorithm in order to trace out nonlinear frequency
response curves, the nonlinear normal mode backbones and bifurcation curves.
Particular attention was devoted to the computational efficiency of the algorithm, which
motivated the use of bordering techniques and the development of a new procedure for
tracking Neimark-Sacker bifurcations based on eigenvalue derivatives. If the dynamics can
be modeled with a relatively low number of harmonics, as it is the case for all applications
investigated in this thesis, Hill’s method is very advantageous for stability and bifurcation
analyses. If more harmonics are needed, solving the resulting eigenvalue problem can
substantially increase the computational burden; the computation of the monodromy
matrix through time integrations is then an efficient alternative.
Thanks to the developed algorithm, bifurcation and modal analyses of large-scale engi-
neering structures with localized nonlinearities is within reach. The real-world spacecraft
structure in Chapter 2 serves to demonstrate the capabilities of our method.
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Chapter 2
Bifurcation and Modal Analysis
of a Spacecraft Structure
Abstract
This second chapter carries out bifurcation and modal analysis of a real-world
spacecraft structure using the harmonic balance method developed in Chap-
ter 1. The computation of nonlinear normal modes and bifurcations reveals
that the satellite possesses complex dynamics including modal interactions,
mode localization, isolated resonances and quasiperiodic oscillations. Bifurca-
tion tracking is then used to illustrate how the quasiperiodic oscillations can
be completely eliminated. This chapter also adopts a wider perspective by
discussing the importance of bifurcation and modal analysis in the complete




To thoroughly investigate the intrinsic features of real-world structures vibrating in non-
linear regimes of motion, the nonlinear analysis framework presented in Fig. 2.1 is adopted
in this chapter. It builds on several successive steps:
1. Measure:
The measurement campaign usually serves two purposes. First, experimental data
are used to reveal nonlinear behaviors or to confirm their presence. The second
objective is to acquire experimental data sets for the identification step. Because
the response of a nonlinear system does not scale with the amplitude of the input,
data should be measured at several excitation levels. While data obtained at low
level may help study the underlying linear model, data at high level usually capture
nonlinearities more accurately.
2. Identify a nonlinear model:
During this step, a nonlinear model of the structure that possesses good predictive
capability is sought. The nonlinearities are first identified from the experimental
data using techniques such as the restoring force surface (RFS) method [121], the
reverse path method [125] or nonlinear subspace identification [131]. The nonlin-
earities are then introduced in an updated finite element model that describes the
underlying linear structure.
3. Understand and uncover nonlinear phenomena:
The identified model is exploited for understanding the dynamics observed experi-
mentally but also for uncovering nonlinear phenomena that could have been missed
during the test campaign. Direct time integration methods can be used, such as
Runge-Kutta or Newmark schemes [61], but we propose to exploit the bifurcation
and modal analysis methodology developed in Chapter 1 for an easier and more
thorough interpretation.
4. Improve the structural design:
From the observations made during the previous step, the structural analyst can
precisely quantify the impact of nonlinearities. If design modifications are neces-
sary to achieve the requested system performance, we propose to utilize bifurcation
tracking for the update of selected design parameters.
The outlined design methodology is demonstrated in this chapter using a spacecraft struc-
ture, whose description is provided in Section 2.2. In Section 2.3, experimental data are
analyzed to assess the nonlinear behavior of the structure. The identification of a numer-
ical model is then described in Section 2.4. Based on this model and on the continuation
tools developed in Chapter 1, Sections 2.5 and 2.6 study the nonlinear normal modes and
the bifurcation curves of the system, respectively. In Section 2.7, bifurcation tracking is








Figure 2.1: Design cycle of nonlinear engineering structures, from measurements to design.
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attention is given to the computational performance of harmonic balance (HB) and of the
bifurcation tools. Finally, the conclusions of the chapter are drawn in Section 2.8.
2.2 Description of the SmallSat Spacecraft
The SmallSat structure was conceived by EADS-Astrium (now Airbus Defence and Space)
as a low-cost platform for small satellites in low earth orbits [166]. It is a monocoque tube
structure which is 1.2m in height and 1m in width. It is composed of eight flat faces
for equipment mounting purposes, creating an octagon shape. The spacecraft structure
supports a dummy telescope mounted on a baseplate through a tripod. A prototype of





















Figure 2.2: SmallSat spacecraft. (a) Photograph; (b) schematic of the WEMS, the non-
linear vibration isolation device.
As depicted in Fig. 2.2(b), a support bracket connects to one of the eight walls the so-
called wheel elastomer mounting system (WEMS) which is loaded with an 8-kg dummy
inertia wheel. The WEMS acts as a mechanical filter which mitigates high-frequency
disturbances coming from the inertia wheel through the presence of a soft elastomeric in-
terface between its mobile part, i.e., the inertia wheel and a supporting metallic cross, and
its fixed part, i.e., the bracket and by extension the spacecraft. Moreover, the WEMS
incorporates eight mechanical stops, covered with a thin layer of elastomer to prevent
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metal-metal impacts, and designed to limit the axial and lateral motions of the inertia
wheel during launch. The mechanical stops account for 4 localized nonlinear connec-
tions (NC), with axial and lateral components for each NC, and give rise to the strongly
nonlinear dynamical phenomena that will be studied in this chapter.
2.3 Vibration Test Campaign
The experimental data sets analyzed in this section were acquired during a test campaign
carried out by Airbus Defence and Space, Siemens-LMS and the University of Lie`ge in
Stevenage, UK. It consisted of a series of swept-sine base excitations applied to the struc-
ture for different sweep rates and directions. Fig. 2.3 displays the raw acceleration time
histories measured vertically on the instrument panel at 0.1 g and 1 g levels. For confiden-
tiality reasons, clearances and displacements are given through dimensionless quantities
throughout the chapter.


















Figure 2.3: Raw acceleration time histories measured on the instrumental panel at 0.1 g
(in orange) and 1 g (in black) base excitation levels, obtained for a frequency sweep up
[134].
At 0.1 g, the response at the instrument panel presents a single resonance, located around
56Hz, which is assumed linear in view of the low level of the excitation. At 1 g, this
resonance is slightly shifted to lower frequencies, but a second resonance appears between
20 and 30Hz. A particular feature of this second resonance is that it cannot be predicted
by linear modal analysis, as there exists no mode in this frequency range that involves a
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motion of the instrument panel [134]. Clearly, this nonlinear resonance of the instrument
panel deserves further investigation, not only because it is intriguing but also because it
is associated with the greatest response amplitude, at an important location due to the
presence of the telescope.
2.4 Identification of a Nonlinear Model
The identification of the SmallSat’s NCs of the WEMS was performed by applying the
restoring force surface (RFS) method to the experimental data [134]. Each NC was
modeled using piecewise-linear functions, i.e., a trilinear spring in the axial direction
(elastomer in traction/compression plus two stops), a bilinear spring in the radial direction
(elastomer in shear plus one stop) and a linear spring in the third direction (elastomer
in shear). For illustration, the stiffness curve identified for NC1 is displayed in Fig. 2.4.
A clear hardening in this connection can be observed, due to the impacts of the metallic
cross with the mechanical stops, together with some asymmetry, which is explained by
the prestress in the elastomers due to gravity.






















Figure 2.4: Stiffness curve of NC1 identified with the RFS method (in black) and fitted
with a trilinear model (in orange).
To build a complete structural model of the satellite, the identified nonlinearities, i.e.,
the trilinear springs in the axial direction and the bilinear springs in the lateral direction,
were integrated in a detailed finite element model (FEM) of the underlying linear structure
comprising 150, 000 degrees of freedom (DOFs). To avoid numerical issues, C1 continuity
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in the close vicinity of the clearances was enforced by regularizing the piecewise-linear
functions with third-order Hermite polynomials polynomials.
The FEM, shown in Fig. 2.5, consists of shell elements for the main structure, the
metallic cross of the WEMS device and the instrument baseplate, and point masses for
the inertia wheel and the dummy telescope. Proportional damping was considered for
the main structure, and the high dissipation in the elastomer plots was described using
lumped dashpots. As shown in Table 2.1, the modes of the underlying linear structure
are densely packed, and the corresponding damping ratios are all beyond 2%.













Table 2.1: Linear resonance frequencies and damping ratios computed from the numerical
model.
To achieve tractable calculations, the linear FEM was condensed using the Craig-Bampton
reduction technique [14]. More specifically, the FEM was reduced to 10 internal modes
and 9 nodes, namely both sides of each nonlinear connection and the inertia wheel, but
excluding DOFs in rotation. In total, the reduced-order model hence contains 37 DOFs.
The predictions of the resulting nonlinear FEM were verified to be in acceptable agreement
with experimental observations for the purpose of our study [134, 163].
To reproduce, at least qualitatively, the experimental time series, a swept-sine excitation
(0.5Hz/min) was applied vertically to the inertia wheel, and Newmark’s method used
the developed model to calculate the structural response to this excitation. A sampling
rate of 3000Hz was selected for an accurate representation of the higher harmonics of
the fundamental forcing frequency. The vertical acceleration of the central node on the
instrument panel (P-Z) is shown in Fig. 2.6(a) for two forcing levels. It is clearly seen
that the large-amplitude resonance at 29Hz observed for 80N is nonexistent at 20N. This
behavior is fully consistent with the observations made in Fig. 2.3.































Figure 2.5: FEM of the SmallSat. (a) Modeling of the main structure using shell elements;
(b) modeling of the WEMS using shell elements, a point mass, linear and nonlinear springs.
The linear and nonlinear springs are represented with squares and circles, respectively.
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Figure 2.6: Time series computed from the numerical model. (a) Swept-sine response
in acceleration of the instrument panel at P-Z for a forcing amplitude of f = 20N (in
orange) and f = 80N (in black); (b) swept-sine response in displacement of the inertia
wheel at NC1-Z for a forcing amplitude f = 168N (in black), f = 170N (in orange),
f = 172N (in blue) and f = 174N (in red).
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Fig. 2.6(b) depicts the vertical displacement of the node located at NC1 on the inertia
wheel side (NC1-Z) for forcing amplitudes of 168N, 170N, 172N and 174N. If the classical
jump in amplitude in the vicinity of the resonance can be observed in this figure, a sudden
frequency jump is also noticed when the forcing amplitude increases from 170N to 172N.
This nonlinear phenomenon, which is not often discussed in the literature, deserves deeper
investigations, as it is associated with a substantial variation of the resonance frequency.
Finally, we note in all time series of Fig. 2.6(b) the presence of an unexpected modulation
of the responses envelope between 30 and 31Hz.
If these simulations confirm the good predictive capabilities of the model and highlight
new phenomena, an explanation of the underlying dynamical mechanisms is yet to be
provided. This is the objective of Sections 2.5 and 2.6, which apply the NNM theory and
bifurcation analysis to the spacecraft, respectively.
2.5 Understanding Nonlinear Resonances throughModal
Analysis
The continuation method based on the HB method is employed in this section to compute
NNMs. The resonance of interest occurs around 29Hz, which is close to the resonance
frequency of the sixth mode of the structure (cf. Table 2.1). NNM6 is computed in Fig.
2.7(a), for a single harmonic component (i.e., NH = 1). At low energy levels, the metallic
cross does not interact with the mechanical stops. Consequently, the frequency of the
NNMs does not depend on energy, and remains the same as the frequency of the linear
mode. For larger energy levels, nonlinearities are activated. The frequency of the NNMs
increases suddenly and rapidly, resulting from the nonsmooth and hardening nature of
the nonlinearities.
In Fig. 2.7(b), a second harmonic component is added in the Fourier basis. The first part
of the branch is similar to that computed with NH = 1, but another branch of solutions
emanates from the main branch, referred to as backbone curve, and forms a tongue. This
peculiar nonlinear phenomenon is called internal resonance (IR), or modal interaction.
It is due the fact that, when progressing along the backbone curve, harmonics of the
fundamental frequency are generated by the nonlinearities, and may have a frequency
close to the oscillation frequency of another NMM of the system. In this situation, a
dynamic coupling between the two modes is established together with an energy transfer.
Due to the frequency-energy dependence of NNMs, such interactions can develop between
modes with incommensurate linear frequencies, which is herein the case for NNM6 and
NNM12 (see [97, 115] or Chapters 3 and 4 for other examples).
The ability of the HB algorithm to capture IRs depends on the number of harmonics
considered. In Fig. 2.7(a), as only the fundamental frequency is kept in the spectral
basis, the 2:1 IR, i.e., the internal resonance involving the fundamental frequency and its
























































Figure 2.7: Representation of the sixth NNM on the frequency-energy plot. Computation
with the harmonic balance method, for (a) NH = 1, (b) NH = 2, and (c) NH = 3
harmonics retained in the Fourier approximation; (d) computation with the shooting
technique [163], and representation of the mode shapes at A and B.
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second harmonic, cannot be computed. For NH = 3, Fig. 2.7(c) reveals the presence of a
3:1 IR. For comparison, NNM6 computed in [163] with the shooting technique is given in
Fig. 2.7(d). This comparison demonstrates that the HB algorithm provides an accurate
representation of the backbone curve, even for a single harmonic, and accounts for the
presence of IRs up to the limit of its spectral basis. The differences observed between
the 3:1 IR tongues can be explained by the fact that this IR involves higher harmonics
that are not considered in the spectral basis. As the shooting technique is a time-domain
technique, it is able to capture numerous modal interactions along backbone curves, de-
pending on the step size and the sampling frequency used for the continuation algorithm.
This feature is interesting for a complete characterization of the modal properties, but it
is computationally expensive. The physical significance of the highest IRs is also ques-
tionable (see, e.g., the 26:1 IR in Fig. 2.7(d)), if the corresponding oscillation frequencies
are outside the range of validity of the reduced-order model. Conversely, the filtering
property of the HB method in Figs. 2.7(a-c) proves useful to obtain a rapid estimation of
the frequency-energy dependence of a mode, and to represent the IRs that are the most
likely to appear in experiments.
In Fig. 2.7(d), the mode shapes related to NNMs computed in the linear regime and at the
extremity of the 2:1 IR are depicted. The sixth linear mode shape mainly involves vertical
motion of the inertia wheel. Very interestingly, on the 2:1 IR tongue, the mode shape
becomes a mixing between the shapes of NNM6 and NNM12 until, at the extremity,
the sole second harmonic remains, which completes a transition to NNM12. Located
around 28.9Hz, this latter NNM is associated with strong instrument panel motion. The
nonlinear resonance observed in Figs. 2.3 and 2.6(b) can therefore be attributed to a 2:1
modal interaction between the sixth and the twelfth modes of the spacecraft.
2.6 Uncovering Nonlinear Phenomena through Bi-
furcations Analysis
The present section is dedicated to the study of the response of the satellite to harmonic
excitation, with the HB analysis tools described in Sections 1.3 and 1.4. More specifically,
an explanation of the nonlinear phenomena observed in Fig. 2.6(b) is sought.
2.6.1 Convergence of the HB Method
The response for harmonic forcing applied to the vertical DOF of the inertia wheel is
computed with NH = 9 harmonics. Fig. 2.8(a) depicts the system’s NFRCs at NC1-Z
for forcing amplitudes of f = 50N and f = 155N. For a clear assessment of the nonlinear
effects, the response amplitudes are normalized with the forcing amplitude. Because the
normalized responses for both forcing amplitudes coincide up to 23Hz, the motion is
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essentially linear in this frequency range. Conversely, the mode with a linear resonance
frequency of 28.8Hz is greatly affected by the WEMS nonlinearities, because this mode
combines bracket deflection with WEMS motion (cf. mode shape A in Fig. 2.7(d)).
The evolution of the normalized harmonic coefficients constructed from Eqs. (1.32-1.33)
is shown in Fig. 2.8(b). From 20 to 23Hz, only the fundamental harmonic participates
in the response whereas, in the resonance region, the nonlinearities activate the first fifth
harmonics. A constant term and even harmonics contribute to the dynamics because of
the asymmetric modeling of the NCs of the WEMS.
In order to further study the effect of the number of harmonics, Fig. 2.9(a) gives the
NFRCs computed for NH varying between 1 and 9. While the approximation for NH = 1
captures the resonance peak with a poor accuracy, a convergence of the curves can be
observed for NH ≥ 5 in Fig. 2.9(b). For this reason, NH = 5 is considered throughout
the rest of the chapter. In Fig. 2.9(c), the computational time required to continue the
NFRCs is compared for different values of NH , with stability analysis included or not. The
simulations without stability analysis require a computational time that increases almost
linearly withNH , except forNH = 1 and 2, which are associated to longer curves. This can
be explained by the size of the systems to solve during the continuation procedure, that
directly depends on NH . The increase becomes more pronounced when the computation
of the Floquet exponents is included, which is due to the growing size of matrix B in the
eigenvalue problem (cf. Eq. (1.46)).
2.6.2 Quasiperiodic Oscillations
The bifurcations of the NFRC in Fig. 2.8(a) are now studied. The evolution of Hill’s
coefficients λ and Floquet exponents λ˜ in the vicinity of the first Neimark-Sacker (NS)
bifurcation is given in Figs. 2.10(a-b). Before the bifurcation, the Floquet exponents lie all
in the left-half plane in Fig. 2.10(a), which indicates a stable solution. Conversely, a pair
of Hill’s coefficients has already crossed the imaginary axis in this figure, which evidences
that considering Hill’s coefficients leads to misjudgement. After the bifurcation, a pair
of complex conjugate Floquet exponents now lies in the right-half plane in Fig. 2.10(b),
which means that the system underwent a NS bifurcation and lost stability. A similar
scenario is depicted for the first fold bifurcation in Figs. 2.10(c-d) with the difference that
a single Floquet exponent crosses the imaginary axis through zero.
The validation of the results is provided in Fig. 2.11(a), where the response to a swept-sine
excitation with a forcing amplitude of 155N computed with a Newmark time integration
scheme is superposed to the NFRC. The NFRC provides a very accurate estimation
of the envelope of the swept-sine response, except in the region between the two NS
bifurcations. The modulation of the displacement’s envelope can be explained by the
creation of a branch of stable quasiperiodic (QP) solutions at the NS bifurcation near
30Hz. Fig. 2.11(b) shows the Floquet exponents λ˜ obtained with Hill’s method for a
stable periodic solution at 28Hz, and the Floquet exponents λ˜TI calculated from the
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Figure 2.8: Frequency response at NC1-Z. (a) Normalized NFRCs for f = 50N (in grey)
and f = 155N (in black). Circle and triangle markers represent fold and NS bifurca-
tions, respectively. The solid and dashed lines represent stable and unstable branches,
respectively; (b) harmonic coefficients for f = 155N.
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Figure 2.9: Effect of the number of harmonics NH on the NFRC at NC1-Z for f = 155N.
(a) Amplitude; (b) close-up of the resonance peak; (c) computational time with (in black)
and without (in orange) stability analysis.
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Figure 2.10: Hill’s coefficient and Floquet exponents. (a) Before the NS bifurcation
at ω = 29.11Hz, stable region; (b) after the NS bifurcation at ω = 29.8Hz, unstable
region; (c) before the fold bifurcation at ω = 34.25Hz, stable region; (d) after the fold
bifurcation at ω = 34.28Hz, unstable region. Hill’s coefficients λ and Floquet exponents
λ˜ are denoted with cross and circle markers, respectively.
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monodromy matrix evaluated with a Newmark time integration scheme as in [144]. The
comparison demonstrates that both Floquet exponent sets are in close agreement, which
validates the sorting criterion of Section 1.2.3.
To better characterize the modulation of the displacement’s envelope, the structure is now
excited harmonically at 28.5Hz, 29Hz and 29.5Hz, which correspond to configurations
before, near and after the first NS bifurcation, respectively. In Fig. 2.12(a), after short
transients, the response quickly stabilizes on a periodic solution whose amplitude is that
predicted by the NFRC. For ω = 29Hz in Fig. 2.12(b), the steady-state response is still
periodic, but the transients feature some modulation. After the NS bifurcation in Fig.
2.12(c), the periodic solution is unstable, and the response exhibits QP oscillations.
As explained in Section 1.3.2, the envelope frequency of the QP oscillations emanating
from the NS bifurcations can be predicted by the imaginary part of the purely imaginary
Floquet exponents associated to the bifurcations. Fig. 2.13 shows that two exponents
cross the imaginary axis around β = 41.8 , which corresponds to a modulation frequency
of β/2π = 6.65Hz. In order to verify this result, Fig. 2.14 displays the FFT of the
signals in Fig. 2.12, with the first two seconds of the transients removed. The FFT of the
periodic response at ω = 28.5Hz possesses three peaks, related to the forcing frequency
and its second and third harmonics. At ω = 29Hz, the QP ghost oscillations present
in the remaining transients translates into a small peak around 6.65Hz, which confirms
the prediction in Fig. 2.13. Some combinations between the forcing and modulation
frequency appear as well, through the two peaks surrounding the main peak at 29Hz and
their second and third harmonics. At ω = 29.5Hz, the QP signal involves a stronger peak
at 6.65Hz, which gives rise to many other combinations of the different peaks.
2.6.3 Frequency Shift
An explanation for the sudden shift of the resonance frequency for a small increment
of the forcing amplitude in Fig. 2.6(b) is sought in this section. To this end, the fold
bifurcation detected near the resonance peak of the NFRC computed in Fig. 2.8(a) is
now tracked in the codimension-2 forcing frequency-forcing amplitude space using the
algorithm presented in Section 1.4. Fig. 2.15(a) represents the resulting fold curve,
together with the NFRCs of the system computed for different forcing amplitudes. Very
interestingly, the algorithm initially tracks the fold bifurcations of the main frequency
response, but it then turns back to reveal an isolated response curve (IRC), also called
isola. Such an attractor is rarely observed for real structures in the literature, and will
be discussed in greater details in Chapters 3 and 4.
A more convenient representation of the bifurcation curve is given in Fig. 2.15(b), which
shows the projection of the fold curve in the forcing amplitude-response amplitude plane.
This figure highlights that the IRC is created at f = 158N. The IRC then expands both in
frequency and amplitude until f = 170N, for which its merging with the resonance peak
occurs. The resonance peak after the merging is characterized by a greater frequency and
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Figure 2.11: NFRC and stability analysis for f = 155N. (a) Comparison between the
NFRC (in black) and the swept-sine response calculated at NC1-Z using time integration
(in grey); (b) periodic solution at 28Hz: Floquet exponents λ˜ obtained with Hill’s method
(circle markers), and Floquet exponents λ˜TI obtained with the monodromy matrix from
time simulations (dot markers).
2.6 Uncovering Nonlinear Phenomena through Bifurcations Analysis 59










































Figure 2.12: Response to sine excitation at NC1-Z applied at f = 155N. (a) Forcing
frequency ω = 28.5Hz, before the NS bifurcation. (b) Forcing frequency ω = 29Hz, near
the NS bifurcation. (c) Forcing frequency ω = 29.5Hz, after the NS bifurcation.








Figure 2.13: Evolution of the Floquet exponents related to the first NS bifurcation.












Figure 2.14: Spectral content of the responses in Fig. 2.12. ω = 28.5Hz, before the NS
bifurcation (in blue), ω = 29Hz, near the NS bifurcation (in orange), and ω = 29.5Hz,
after the NS bifurcation (in black).











































Figure 2.15: Tracking of the fold bifurcations of the resonance peak. (a) Three-
dimensional space. Branch of fold bifurcations (in orange), NFRCs computed at NC1-Z
for f = 155N, 160N, 170N and 175N (in black). Circle markers depict fold bifurcations;
(b) two-dimensional projection of the branch of fold bifurcations.
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amplitude. This merging process clearly explains the sudden shift in resonance frequency
observed in Fig. 2.6(b).
Although the presence of IRCs is completely missed by the computation of NFRCs, track-
ing fold bifurcations allows its detection. Bifurcation tracking may therefore offer an effi-
cient alternative to global analysis techniques, such as homotopy method [118], Groebner
bases [73] coupled with the HB method, and cell mapping [86].
2.7 Nonlinear Design through Bifurcation Analysis
Bifurcation tracking is not only useful for a profound understanding of the system’s dy-
namics, but it can also be used for engineering design. Instead of considering the forcing
amplitude as the additional parameter for tracking, one can include a design variable and
analyze its influence on the evolution of significant bifurcations.
For the SmallSat structure, Fig. 2.11(a) shows that the amplitude of the QP oscillations
is slightly larger than those at resonance. As a consequence, one could try to eliminate the
QP oscillations by tuning the axial dashpot cax of the WEMS device. Fig. 2.16(a) depicts
the NS curve computed in the codimension-2 forcing frequency-axial damping space, to
which NFRCs obtained for damping values of cax = 63Ns/m (reference), 80Ns/m and
85Ns/m are superposed. This figure demonstrates that the two NS bifurcations, and hence
the QP oscillations, disappear for sufficiently high values of damping. The projection of
the NS curve in Fig. 2.16(b) shows that the elimination occurs when cax = 84Ns/m. The
new and original designs are compared using swept-sine responses in Fig. 2.17, which
confirms that an elastomer possessing higher damping leads to the elimination of QP
motion.
In Fig. 2.18, the influence of cax on the fold bifurcation curve discussed in Section 2.6
is investigated. A higher damping does not eliminate the IRC, but rather postpone its
creation and merging to higher values of the forcing amplitude.
Finally, the convergence of the HB algorithm for tracking bifurcations is assessed in Fig.
2.19, where the fold and NS curves presented in Figs. 2.15 and 2.16 are recomputed for a
number of harmonics NH varying from 1 to 9. In both cases, a convergence of the results
is obtained for NH = 5, with an error of less than 1%. Fig. 2.19(a) also indicates a
merged configuration of the NFRC computed with 1 and 2 harmonics at f = 155N. This
explains the longer curves observed in Fig. 2.9(a).




































Elimination of NS bifurcations
(b)
Figure 2.16: Tracking of the NS bifurcations. (a) Three-dimensional space. Branch of NS
bifurcations (in blue), NFRCs computed at NC1-Z for f = 155N and for cax = 63Ns/m,
80Ns/m and 85Ns/m (in black). Triangle markers depict NS bifurcations; (b) two-
dimensional projection of the branch of NS bifurcations.
2.7 Nonlinear Design through Bifurcation Analysis 64



















Figure 2.17: Influence of the damping value cax on the response at NC1-Z to swept-sine
excitation, computed for f = 155N and for cax = 63Ns/m (in grey) and cax = 85Ns/m
(in black).
















Figure 2.18: Influence of the damping value cax on the fold bifurcation curves, computed
for a value of cax = 63Ns/m (in solid line) and cax = 85Ns/m (in dashed line).
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Elimination of NS bifurcations
(b)
Figure 2.19: Convergence of the bifurcation tracking algorithm with respect to the number
of harmonics NH . (a) Fold bifurcations; (b) NS bifurcations. For both figures, the orange
lines give +1% and −1% variations with respect to NH = 5.
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2.8 Concluding Remarks
In this chapter, the harmonic balance method was applied to a real-world aerospace struc-
ture possessing coupled modes, significant nonproportional damping and several localized
nonlinearities. The results given by our method were carefully validated using direct
numerical simulations for the nonlinear frequency response curves, and using the mon-
odromy matrix for the Floquet exponents. The convergence of the algorithm was also
assessed, and it was found that a relatively small number of harmonics was required even
in strongly nonlinear regimes of motion.
The bifurcation and modal analysis capabilities of the harmonic balance method proved
very helpful for a better understanding of the experimental nonlinear resonance, for un-
covering quasiperiodic oscillations and isolated response curves that were not highlighted
during the test campaign, and for the elimination of the quasiperiodic oscillations through
damping modification. In this context, it is clear that the harmonic balance method can
play a key role in the design cycle of nonlinear engineering structures.
Isolated response curves were shown to give rise to a substantial shift in resonance fre-
quency, hence, they represent potentially dangerous dynamical attractors. Chapters 3 and
4 provide a more detailed characterization of isolated resonances, both numerically and
experimentally. Specifically, we uncover their relation with the nonlinear normal modes
in the next chapter.
Chapter 3
Relating Nonlinear Resonances
and Nonlinear Normal Modes
Abstract
The objective of the present chapter is to investigate fundamental and isolated
resonances of nonlinear structures using the nonlinear normal modes (NNMs).
In particular, this study explores the connections between NNMs and isolated
response curves (IRCs), that are separate from the main forced response but
merge with it for higher forcing levels. An energy balance methodology ex-
pressed in the harmonic balance formalism demonstrates that the creation of
IRCs is directly related to the presence of internal resonances. Fold bifurcation
tracking is then employed to characterize merging scenarios. These concepts




Chapters 1 and 2 employed the concept of nonlinear normal mode (NNM) to charac-
terize the energy dependence of the natural frequencies of a structure. The occurrence
of interactions between NNMs also gave rise to new, unexpected resonances in the fre-
quency response. Similarly to their linear counterpart, NNMs reflect the deformation
at resonance of the structure [195]. The main resonance peaks of nonlinear systems,
referred to as fundamental resonances, can therefore be predicted by NNMs, expressed
either as invariant manifolds [190], as a branch of periodic solutions [98], or through their
normal forms [25, 83, 84]. This property has been used for various applications, such
as nonlinear system identification [85], model updating [106, 148], or model reduction
[20, 116, 147, 191].
In the present chapter, we propose to use NNMs for the analysis of another type of
resonance, the so-called isolated resonance. Isolated resonances are related to the presence
of isolated response curves (IRCs), also termed isolas or detached resonance curves, which
represent an intriguing feature of nonlinear dynamics. They correspond to closed loops of
solutions which are, by definition, detached from the main nonlinear frequency response
curve (NFRC) [171]. IRCs can lie inside the main resonance peaks [58], or outside [4, 47].
They may thus go easily undetected, whether it be numerically employing continuation
techniques, or experimentally applying sine-sweep excitations. However, an increase in
forcing amplitude or the variation of another system’s parameter may cause the merging
of the IRC with the NFRC. This merging may result in dramatic frequency and amplitude
shifts of the resonance location, as for the spacecraft studied in Chapter 2. This renders
IRCs dangerous for systems likely to operate in nonlinear regimes of motion. IRCs may
for instance limit the practical applicability of nonlinear absorbers [64, 182], as shown in
Chapter 5. IRCs were also found in other applications, such as shimmying wheels [189]
and structures with cyclic symmetry [168], which demonstrates their generic character.
This chapter is organized as follows. In Section 3.2, the case study which serves for
illustrating the developments of this chapter is introduced. In Section 3.3, two methods,
namely the nonlinear phase lag quadrature criterion and the energy balance criterion,
are presented to relate NNMs to the fundamental resonances. Both methodologies are
applied in Section 3.4 to predict isolated resonances. Fold bifurcation tracking is then
employed for validating the predictions, and for characterizing the merging scenarios.
The conclusions of the chapter are finally given in Section 3.5.
3.2 Description of the Nonlinear Cantilever Beam
In this chapter, the numerical model of a cantilevered beam with a cubic nonlinear spring
attached at its free end is considered [142]. A schematic of the beam is shown in Fig.
3.1. It is 0.7m in length, with a width and thickness of 0.014m, and is constructed
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of structural steel with a Young’s modulus of 205GPa and a density of 7800 kg/m3. A
lumped mass of m = 0.5 kg is added at a distance a = 0.31m from the fixed end. The
addition of the mass lowers the second natural frequency most, while having a minimal
effect on the first mode. As will be seen in Fig. 3.7, this added mass shifts the location
of a 3:1 internal resonance (IR) with NNM2 on the first NNM branch. A linear finite
element model (FEM) of the planar beam was created using 20 Euler-Bernoulli beam
elements, giving it a total of 60 degrees of freedom (DOF). The cubic nonlinear spring







Figure 3.1: Schematic of a cantilever beam with a cubic nonlinear spring and a modifying
lumped mass.
A mass and stiffness proportional damping model is used, defining the damping matrix
as
C = κ (aK+ bM) (3.1)
with a = −0.0391 and b = 1.47 10−4, where κ is a parameter initially set to 1. Table 3.1
gives the natural frequencies and associated damping ratios for the first five modes. For
excited configurations, forcing is applied vertically at 0.21m from the clamping.






Table 3.1: Linear natural frequencies and damping ratios of the nonlinear beam.
As for the spacecraft structure in Chapter 2, condensation of the underlying linear model
can be effectively achieved using the Craig-Bampton reduction technique [14]. The
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reduced-order model keeps the nonlinear node at the tip of the beam, together with
the excited node. The FEM is thereby reduced to 2 physical DOFs (excluding horizontal
displacement and rotation), and 5 internal modes are sufficient to ensure an acceptable
correspondence with the full system. The harmonic balance (HB) continuation tools pre-
sented in Chapter 1 for NFRCs and NNMs can then be employed on the resulting model.
In this chapter, 9 harmonics are considered in the HB approximation.
3.3 Relating Fundamental Resonances and Nonlinear
Normal Modes
NNM motions are known to appear in the vicinity of nonlinear resonance peaks. This
feature is illustrated in Fig. 3.2, which compares the first resonance peak of the nonlinear
beam at different levels f of harmonic forcing, with the projection of the first NNM.
The NNM backbone traces the locus of the resonance peaks; it is therefore clear that
the resonant response of a structure can be characterized through the excitation of the
corresponding NNM.













Figure 3.2: Relation between the backbone of the first NNM of the beam and the funda-
mental resonance. The solid lines represent the NFRCs computed for f = 0.5N, f = 1N,
and f = 1.5N, and the dashed line depicts the projection of NNM1 in the frequency-
response amplitude plane.
Although the use of a single-point and monoharmonic forcing is often sufficient to isolate
NNM motions, as in Fig. 3.2, the procedure is approximate. Following the HB formalism,
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however, a rigorous procedure can be derived to determine the forcing profile required to
appropriate a NNM. In Chapter 1, the equations of motion for forced periodic solutions
of a damped system, and for free periodic responses of its underlying Hamiltonian, i.e.,
for its NNMs, were written as:
h (z, ω) =
(
∇
2 ⊗M) z+ (∇⊗C) z+ (I2NH+1 ⊗K) z+ bnl − bext = 0 (3.2)
hham (z, ω) =
(
∇
2 ⊗M) z+ (I2NH+1 ⊗K) z+ bnl = 0 (3.3)
where bnl and bext are the vectors of the Fourier coefficients of the nonlinear and external
forces, respectively, defined as
fnl(t) = (Q(t)⊗ In)bnl (3.4)
fext(t) = (Q(t)⊗ In)bext (3.5)
Subtracting Eq. (3.3) from Eq. (3.2) then yields
bext = (∇⊗C) z (3.6)
Eq. (3.6) reveals an important relationship between the forced responses and the NNMs
of the system. That is, if all harmonics of the external forces cancel out the harmonics of
the damping forces, then the periodic response satisfies exactly the equations of motion
(3.3) of the NNM.
In spite of these developments, two questions remain open:
1. How can resonance points be precisely located along a NFRC?
2. How can the NNM appropriation rule in Eq. (3.6) be simplified for single-point,
monoharmonic forcing?
The present section provides an answer to these two questions, through the construction
of the nonlinear phase lag quadrature and the energy energy balance criteria.
3.3.1 Nonlinear Phase Lag Quadrature Criterion
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where Xk, Fnl,k and Fext,k correspond to the n × 1 vectors containing the complex am-
plitude of the displacements, nonlinear and external forces, respectively, for the k-th
harmonic frequency.
By substituting Eqs. (3.7-3.9) and the time derivatives of the displacement vector into
the equations of motion (1.1), each harmonic can be balanced to give two relations:
− k2ω2MXk +KXk + Fnl,k = 0 (3.10)
ikωCXk = Fext,k (3.11)
Expressions (3.10) and (3.11) are equivalent to Eqs. (3.3) and (3.6), respectively. How-
ever, their geometric interpretation, illustrated in Fig. 3.3, provides useful information
about how the multi-point, multiharmonic forcing is adjusted when a NNM motion is
appropriated. It demonstrates that at resonance, each harmonic of the displacement is 90
degrees out of phase with respect to the force harmonics. This so-called nonlinear phase
lag quadrature criterion thus indicates when a NNM motion has been isolated from a


















Figure 3.3: Schematic representation of the nonlinear phase lag quadrature criterion for
the harmonic k, inspired by [61, 150]. (a) NNM motion; (b) NNM motion at the resonance
of a damped system.
In [143], Peeters et al. defined a multiharmonic mode indicator function (MIF) which
indicates when the 90-degree phase lag condition is obtained. As shown experimentally
3.3 Relating Fundamental Resonances and Nonlinear Normal Modes 73
and numerically in [49, 103, 142, 143, 204], the phase lag quadrature criterion also proves
accurate for single-point, monoharmonic forcing profile. In this case, the associated MIF






where the operator (·)∗ represents the complex conjugate transpose. Using the complex
amplitude of the fundamental harmonic, X1, of the computed NFRC, resonance occurs
when ∆1 is equal to one. Eq. (3.12) can also be written using the formalism of Eq. (1.2)
with the vectors sx1 and c
x
1 of the Fourier coefficients related to the sine and cosine of the










where the operator (·)T denotes the transpose.
Thanks to the MIF, the resonances of the beam at the different forcing levels can be
accurately located along the NFRC in Fig. 3.4.
3.3.2 Energy Balance Criterion
The motivation in this section is to determine the parameters of the forcing that ap-
propriates a given NNM. A first analytical attempt in this direction [82, 83] used the
second-order normal form theory to develop a nonlinear extension of the energy balance
criterion [61]. Because this method assumes weak nonlinearity, we employ herein a nu-
merical viewpoint to tackle strongly nonlinear regimes of motion.
We first consider a linear system that oscillates in a linear normal mode denoted as x(t).
The damping forces instantaneously exert a distributed force Cx˙(t) and the total energy








where Pdiss is the power dissipated at any instant. Similarly, an arbitrary forcing function








where Pin is the power input into the system at any instant. At resonance, the energy
dissipated by the damping forces must match the total energy input to the system over
the period T [61]. The balance is enforced by setting
Ediss = Ein (3.16)
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Figure 3.4: Location of resonances. (a) NFRCs computed at beam tip for f = 0.5N (in
black), f = 1N (in blue) and 1.5N (in red), and projection of NNM1 in the frequency-
response amplitude plane (dashed line); (b) MIF. Circle markers denote solutions with
∆1 = 1.
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(Q(t)∇⊗ In)TC (Q(t)∇⊗ In)
]
z (3.17)
Considering the expression of the transpose of the Kronecker tensor product and its the
mixed-product property
(A⊗B)T = AT ⊗BT (3.18)
(A⊗B) (C⊗D) = (AC)⊗ (BD) (3.19)





















The only term that depends on time in Eq. (3.20) is the vector Q(t) which, due to the





QT(t)Q(t)dt = I2NH+1 (3.21)





















Depending on the assumption on the forcing profile, different expressions of the input
energy can be derived. Considering a general multi-point and multiharmonic forcing
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bext = (∇⊗C) z (3.26)
We thus retrieve Eq. (3.6), which demonstrates that the energy balance also holds for
NNMs of nonlinear systems.
Considering now the more practical case of a monoharmonic force applied on a single
DOF l, fext(t) = fel sin (ωt), where el is a n× 1 vector of zeros with a value of one at the
component l:
Pin = z











)⊗ In] fel (3.27)
Given that ∫ T
0

























































This relation represents an important result because, given a forcing frequency w, a specific
NNM z and the damping matrix C, it estimates the forcing amplitude f that excites the
system at resonance with associated NNM motion x(t).
Considering the backbone of the first NNM of the beam depicted in the frequency-energy
plot (FEP) in Fig. 3.5(a), the forcing amplitude calculated through Eq. (3.31) is shown
in Fig. 3.5(b). Fig. 3.6 superposes the crosses in Fig. 3.5(b) corresponding to forcing
amplitudes of 0.5N, 1N and 1.5N to Fig. 3.4. The crosses and the circles correspond
very well in Fig. 3.6, indicating an excellent agreement between the predictions of energy
balance and the actual resonance peaks detected with the MIF.




























Figure 3.5: Energy balance applied to NNM1. (a) FEP of the portion studied; (b) forcing
amplitude predicted by energy balance. Cross markers indicate forcing amplitudes of
interest.













Figure 3.6: Comparison between the resonances detected with the MIF in Fig. 3.4 (circle
markers) and the NNM motions determined from the energy balance criterion in Fig 3.5
(cross markers). NFRCs computed at beam tip for f = 0.5N (in black), f = 1N (in blue)
and 1.5N (in red), and projection of NNM1 in the frequency-response amplitude plane
(dashed line).
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3.4 Relating Isolated Resonances and Nonlinear Nor-
mal Modes
The purpose of this section is to apply the nonlinear phase lag quadrature and energy
balance criteria in the presence of modal interactions.
3.4.1 Detection of Modal Interactions
The FEP shown in Fig. 3.7 is computed in a larger energy range. It presents two distinct
features, namely a backbone, and tongues that emanate from the backbone. The tongues
are related to IRs, as they occur when two or more NNMs interact (cf. Section 2.5).
For a better visualization of the IRs, Fig. 3.7 displays the frequency-energy behavior
of the higher-order NNMs after dividing the frequency by various integers. By shifting
these NNMs down the frequency axis, it is possible to observe the location where the
backbones of higher modes intersect with the NNM1 backbone and cause an IR to occur.
Considering the IR at approximately 37Hz, the 1/3rd frequency branch of the NNM2
branch intersects the backbone of NNM1. This causes NNM1 to bifurcate and create a
3:1 IR tongue that has solutions where NNM1 and NNM2 interact. The other two IRs
along NNM1 are 9:1 and 7:1 interactions with NNM3 near 44Hz and 57Hz, respectively.
The response at each of the points (a-d) along NNM1 is presented in Figs. 3.7(a-d) for the
vertical displacement at the tip of the beam. At low energy, the response in Fig. 3.7(a)
is dominated by the first linear mode. At higher energies, other harmonics contribute to
the overall response, especially as one enters IRs, where the time series shows a strong,
multiharmonic response at an integer frequency ratio of the interacting nonlinear mode.
For example, the time response of point (b) clearly shows the contribution of a third
harmonic due to the 3:1 resonance with NNM2. The same observations hold for the other
IRs, with oscillations at the 9th and 7th harmonics of the fundamental frequency in Figs.
3.7(c) and (d), respectively.
3.4.2 Detection of Isolated Resonances
The result of energy balance applied to both the backbone and the tongues of IR of the
FEP of the beam is depicted in Fig. 3.8. If only one resonance can be excited at low
forcing amplitudes, the folding for f = 22.3N reveals the existence of multiple resonance
scenarios beyond this forcing amplitude. For instance, for f = 25N, three resonances
depicted by crosses in Fig. 3.8 can be triggered.
For verification, the NFRCs for f = 5N, 25N, 32.5N and 40N are displayed in Figs. 3.9(a-
d), respectively. At 5N, a single resonance is detected by the MIF. At 25N, an isolated
response curve (IRC) appears in the NFRC. As predicted in Fig. 3.8, three resonances
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Figure 3.7: NNMs of the nonlinear beam. First NNM (in green), second NNM with a
frequency divided by 3 (in red), third NNM with a frequency divided by 9 (solid blue
line) and by 7 (dashed blue line). The time series of the vertical displacement at the tip
of the beam and related to the NNMs represented with the black dots are given in (a),
(b), (c) and (d).
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Figure 3.8: Forcing amplitude required to excite the NNMs of Fig. 3.7. Cross markers
indicate NNM motions for f = 25N.
exist, one on the main branch and two at the extremities of the IRC. At 32.5N, the IRC
expands along the backbone of the FEP until it merges with the main resonance peak at
40N. An interesting observation in Fig. 3.9(d) is that this merging occurs in the vicinity
of the 3:1 IR tongue, which shows the predominant role played by modal interactions in
the creation and elimination of IRCs.
In summary, coupling the NNM theory with the energy balance methodology offers a way
to unveil the presence of IRCs and to estimate the forcing amplitude at which these IRCs
are created.
3.4.3 Fold Bifurcation Tracking
As discussed in Sections 1.3.2 and 2.6, fold bifurcations can be found near fundamental
and isolated resonances. The tracking of fold bifurcations is thus applied to the nonlinear
beam, which is illustrated in Fig. 3.10. As for the satellite, the branch of fold bifurcations
turns back to reveal the IRC. The IRC is created when f = 20.7N and its merging with
the fundamental resonance occurs for f = 33N.
Fig. 3.11 shows the comparison between energy balance, which relies on the undamped,
unforced dynamics, and fold bifurcations, which are in direct relation with forced, damped
responses. On the main branch of Fig. 3.11, the predictions of energy balance are seen to
be in very good agreement with the fold bifurcation branch, which means that the former



















































































































Figure 3.9: Multiple resonance scenarios for (a) f = 5N, (b) f = 25N, (c) f = 32.5N and
(d) f = 40N. In the top plots, solid and dashed line represent NFRCs and the projection
of NNM1 in the frequency-response amplitude plane.






















Figure 3.10: Branch of fold bifurcations (in orange) and NFRCs computed at the tip of the
beam for f = 25N, 32.5N, and 40N (in black). Circle markers depict fold bifurcations.
technique can predict well the fundamental resonances and the creation of IRCs. However,
the energy balance curve cannot predict accurately when the IRC merges with the main
branch, which is due to the fact that the merging phenomenon is strongly affected by the
damping forces, and involves higher harmonics of the fundamental frequency that are not
considered in the energy balance. In addition, the energy balance curve exhibits foldings
related to 9:1 and 7:1 IRs that are not found in the fold bifurcation branch.
Interestingly, the additional resonance scenarios can be triggered by a decrease in damping.
For κ = 0.1 in Fig. 3.12(a), a new pair of fold bifurcations is created near f = 1.3N in
the vicinity of the 7:1 IR. For κ = 0.05 in Fig. 3.12(b), another pair of bifurcations
appears near f = 15N where the 9:1 IR occurs. To validate these findings, Figs. 3.13
and 3.14 present the complete NFRCs for κ = 0.05 and f = 1.28N, 1.4 , 15N, 16N and
25N. For f = 1.28N, there exist two small IRCs which merge together in the vicinity of
the 9:1 IR at f = 1.4N. As shown in Fig. 3.14(a) for f = 15N, this super-IRC expands
along the NNM backbone, and a new IRC is also created in the vicinity of the 7:1 IR.
For f = 16N, the super IRC merges with the main resonance near the 3:1 IR (see Fig.
3.14(b)). Finally, the remaining IRC also connects to the main resonance close to the 3:1
IR when the forcing amplitude reaches 25N in Fig. 3.14(c).
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Figure 3.11: Prediction of IRCs using NNM1. (a) Forcing amplitudes required to excite
the solutions along NNM1 and computed from the energy balance criterion (in green),
and fold bifurcation curve (in orange); (b) close-up. The diamond and square markers
indicate the creation of new solutions and their elimination, respectively.
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Figure 3.12: Influence of damping on the prediction of IRCs using NNM1. (a) κ = 0.1;
(b) κ = 0.05. Forcing amplitudes required to excite the solutions along NNM1 computed
from the energy balance criterion (in green), and fold bifurcation curve (in orange).
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Figure 3.13: NFRCs (in black and red) and NNM1 (in green) computed for κ = 0.05. (a)
f = 1.28N; (b) f = 1.4N.
3.4.4 IRC Merging Scenarios
For completeness, we mention that two different scenarios for the merging of IRCs exist,
as schematized in Fig. 3.15. For the generic scenario called mushroom formation [10], a
new pair of fold bifurcations is created during the merging process. The degenerate case
rather involves the elimination of two fold bifurcations.
For κ = 0.5 , the merging of the IRC near the 7:1 IR is degenerate, as confirmed in
the close-up in Fig. 3.16(a); it can therefore be detected through the tracking of the
fold bifurcations of the fundamental resonance, shown in Fig. 3.12(b). Conversely, the
merging of the IRC around the 3:1 IR in Fig. 3.16(b) is generic. Because the merging
process involves new bifurcations that do not belong to the bifurcation curve associated
with the fundamental resonance, this scenario cannot be inferred from Fig. 3.12(b).
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Figure 3.14: NFRCs (in black and red) and NNM1 (in green) computed for κ = 0.05. (a)
f = 15N; (b) f = 16N; (c) f = 25N.
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(a)
(b)
Figure 3.15: Schematic representation of IRCs and their (a) generic and (b) degenerate
merging scenarios. NFRCs and fold bifurcations are represented with black lines and
orange circle markers, respectively.
3.5 Concluding Remarks
The objective of this chapter was to reveal the intimate connection between nonlinear
resonances and nonlinear normal modes. To establish the link that exists between these
two concepts, the nonlinear phase quadrature and energy balance criteria were introduced.
Thanks to this theoretical framework, we could relate the creation of isolated response
curves to the presence of interactions between nonlinear normal modes. It was shown that,
for sufficiently low damping, very complex scenarios which involve the creation of several
isolated curves that can merge together or with the fundamental resonance can exist.
The tracking of fold bifurcations also proved useful for the study of isolated resonances,
in particular for accurately predicting the forcing amplitudes at which mergings can occur.
We note that there exist other mechanisms for the creation of isolated resonances, e.g.,
involving isolated branches of nonlinear normal modes [85].
To provide further evidence of the existence and practical importance of isolated reso-
nances, the next chapter studies the dynamics of an experimental two-degree-of-freedom
system.







































Figure 3.16: Merging of the IRC with the NFRC for the nonlinear cantilever beam. (a)
Degenerate scenario near the 7:1 IR; (b) generic scenario near the 3:1 IR. NFRCs are
represented with black and red lines, and orange circle markers denote fold bifurcations.
For clarity, not all responses are displayed in (b).
Chapter 4
Experimental Characterization
of Isolated Response Curves
Abstract
In this chapter, the observation and characterization of isolated response curves
(IRCs) are experimentally reported in the case of a nonlinear system consist-
ing of two masses sliding on a horizontal guide. Transverse springs connect
one of the masses to a support to provide a nonlinear restoring force, and the
displacements of the support are prescribed with harmonic motion. The exis-
tence of an IRC in this system is related to a 3:1 internal resonance between its
two fundamental modes. The observed IRC is studied in detached and merged





Chapter 3 established the link that exists between the internal resonances (IRs) in the
undamped, unforced system and the isolated response curves (IRCs) of the damped, forced
system. It was shown that the Hamiltonian dynamics highlights the possible scenarios
for the creation of IRCs and that the amount of damping in the system dictates which
scenario will be eventually realized. The objective of the present chapter is to provide an
experimental demonstration of the creation and merging of IRCs in the context of a 3:1
IR between two nonlinear normal modes.
In the mechanical engineering literature, very few studies have been devoted to the ex-
perimental investigation of IRCs. In [58], Gatti et al. analyzed the dynamics of a Duffing
oscillator attached to a shaker, and detected IRCs in the simulations performed on the
numerical model of the set-up. The authors assessed the influence of the system’s pa-
rameters on the domain of the IRC in [57]. In [60], remote attractors were detected in
the response of an impacting pendulum. Gourc et al. also found IRCs while performing
targeted energy transfer with a nonlinear energy sink [64]. To the best of our knowledge,
however, no experimental set-up dedicated to the analysis of IRCs has been proposed so
far.
The chapter is organized as follows. Section 4.2 presents the dedicated nonlinear set-
up comprising two masses sliding on an horizontal guide. The response of the set-up
to swept-sine excitations are investigated in Section 4.3 to reveal IRCs. In order to
gain deeper understanding of the dynamics in play and to validate the experimental
results, a numerical model is constructed in Section 4.4. The conclusions of the study are
summarized in Section 4.5. Experimental data exploited in this chapter were collected
during a stay at Duke University (NC, USA), in collaboration with Prof. L.N. Virgin.
4.2 Construction of an Experimental Set-Up Featur-
ing an Internal Resonance
The experimental set-up comprises two masses sliding on an horizontal guide, as shown
in Fig. 4.1. The masses are connected together and to the ground through steel extension
springs, whose lengths and stiffnesses determine the static equilibrium of the system. Two
transverse bungee chords are attached to the first mass to provide a nonlinear restoring
force in the direction of motion. Damping in the system is mainly due to the bearings of
the slide and to the rubber present in the chords. According to the discussions in Chapter
3, the set-up should ideally feature low damping; lubricant was used to attenuate friction
in the bearings.
The displacement of the transverse chord supports is prescribed to impart motion to the
two masses using a Scotch yoke flywheel [199]. The Scotch yoke converts rotational motion










Figure 4.1: Experimental set-up. (a) Side view; (b) top view.
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into a unidirectional harmonic displacement d sin (ωt), where d is the base displacement
amplitude, and ω the excitation frequency. The frequency ω is limited to 2.8Hz in the
present experimental test rig, and the base displacement d is set manually but can be
accurately estimated.
Because the bungee chords are excited in their transverse direction, a geometrical non-
linearity is activated for sufficiently large base displacements. At rest, the chords are
loosely connected to the support in order to create a connection with a nearly essentially
nonlinear characteristic. A numerical study in [132] on a similar system demonstrated
that this limited pre-stress facilitates the creation of IRCs. Fig. 4.2 shows an experimen-
tal qualitative estimate of the nonlinear restoring force using the restoring force surface
(RFS) method [134]. The force features a clear hardening for moderate displacements,
and a linear tangent for larger values.





















Figure 4.2: Experimental qualitative restoring force of the transverse connection, calcu-
lated for d = 5.9mm.
To realize an IRC, our target is a 3:1 IR between the first (in-phase) and second (out-
of-phase) modes of the system. Because a strong hardening of the in-phase mode is
expected, the masses, chords and springs are adapted to achieve a ratio between the two
linear natural frequencies of the system greater than 3 and smaller than 5. Doing so, a 3:1
ratio between the resonance frequencies of the two modes can be realized for sufficiently
large base displacements.
Due to the limitation of the excitation frequency, the second mode of the system can-
not be directly observed to verify its resonance frequency. Instead, the time series of
the free-decay analysis in Fig. 4.3(a) are utilized to extract the resonance frequencies of
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the modes using the wavelet transform in Fig. 4.3(b). The first mode exhibits a clear
hardening, whereas the dependence on energy of the second mode is negligible. The reso-
nance frequency of the second mode at low energy level is 6.45Hz; for the first mode, due
to the dependence on energy and the friction occurring at low amplitude, the resonance
frequency is estimated around 1.5-1.6Hz.
A weak second and a strong third harmonics of the excitation frequency are also present
in Fig. 4.3(b). As anticipated, the combination of the energy dependence and the third
harmonic involves a 3:1 IR between the in-phase and the out-of-phase modes, evidenced
around 6.45Hz for a fundamental frequency of 2.15Hz in Fig. 4.3(b). This IR is also
responsible for the distortion in the response of the second mass in Fig. 4.3(a).
4.3 Experimental Realization of IRCs
4.3.1 Evidence of IRCs
As discussed for the SmallSat spacecraft in Fig. 2.6(b), a method to reveal the presence of
IRCs is to record the responses to swept-sine excitations of increasing amplitudes. This is
carried out in Fig. 4.4 for values of d ranging from 3.3mm to 6mm. When d = 3.3mm, the
geometrical nonlineary is not activated, and the dynamics is predominantly linear. From
d = 4mm to 5.7mm, there is an increase in both amplitude and frequency at resonance,
which is followed by the classical jump to low-amplitude solution. As d becomes closer
to 5.7mm, the resonance frequency saturates near 2.15Hz. Increasing d from 5.7mm
to 5.8mm leads to a dramatic increase (18.6%) in the resonance frequency from 2.15Hz
to 2.55Hz. At that point, the merging of the main frequency response with an IRC is
suspected. Fig. 4.5 depicts the sweep-up and sweep-down responses of mass 1 for a
base amplitude of 5.9mm, i.e., after the merging of the IRC. Jumps down and up occur
around 2.55Hz and 1.8Hz, respectively, which means that the system possesses a very
large bistable region.
To bring additional experimental evidence of the IRC, time series corresponding to mo-
tions on the detached IRC are depicted in Fig. 4.6. To realize these time series, a base
excitation of 5mm and 2.38Hz is considered. The system initially vibrates at low am-
plitudes, and a series of perturbations are applied to excite the IRC. Around t = 10 s, a
high-amplitude motion stabilizes, which confirms the existence of the IRC. From there on,
a sweep up followed by a jump around t = 70 s locates the right extremity of the stable
portion of the IRC at 2.47Hz. Between t = 70 s and t = 110 s, the excitation is swept
back to 2.38Hz, when a new series of perturbations is applied. At t = 125 s, the system is
back on the IRC, and a sweep down permits to travel along the IRC until t = 240 s. This
new jump locates the left extremity of the stable portion of the IRC at 2.16Hz. Since the
basin of attraction of the IRC shrinks as the limits of its stable part are reached, it might
have happened that the system jumped before the actual change in stability. A solution
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Figure 4.3: Free-decay analysis. (a) Displacements measured on mass 1 (in black) and
mass 2 (in orange) in response to three impacts applied to mass 2 followed by three
impacts applied to mass 1; (b) wavelet transform of mass 1 acceleration.
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d = 6 mm
d = 5.9 mm
d = 5.8 mm
d = 5.7 mm
d = 5.5 mm
d = 5 mm
d = 4.7 mm
d = 4.6 mm
d = 4.4 mm
d = 4.3 mm
d = 4 mm
d = 3.3 mm
Figure 4.4: Responses of mass 1 to swept-sine excitations for different values of the base
displacement d.

















Figure 4.5: Response of mass 1 to swept-sine excitations with positive (in black) and
negative (in orange) sweep rates, for d = 5.9mm.
to this problem would be to perform stochastic interrogation in the frequency range of
interest [199] or experimental continuation [17, 177].
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Figure 4.6: Realization of periodic solutions on the detached IRC by perturbations. The
amplitude and initial frequency of the base excitation are d = 5mm and ω = 2.38Hz,
respectively. The black and orange lines depict the displacement of mass 1 and the
excitation frequency, respectively.
Further characterization of the IRC before merging is provided in Fig. 4.7. As the base
displacement is increased from 4.5mm to 4.9mm, the main resonance peak and the left
extremity of the IRC are seen to saturate in the vicinity of 2.15Hz. Conversely, the right
extremity of the IRC continues to expand toward greater frequencies, which confirms the
growth of the IRC before the merging.
4.3.2 Relation with the 3:1 Internal Resonance
As observed in Figs. 4.4 and 4.7, both the main resonant response and the IRC saturates
near 2.15Hz before merging occurs. Since 2.15Hz is precisely the third of the resonance
frequency of the second mode, it is clear that the merging process occurs in the vicinity
of the 3:1 IR between the in-phase and out-of-phase modes. This experimental result is
thus the confirmation of the theoretical finding of Chapter 3 that modal interactions are
one possible dynamical mechanism for the creation of IRCs. A closer investigation after
merging is carried out in Fig. 4.8, which shows both acceleration signals near 2.15Hz
for d = 5.9mm. A strong modulation of the time series is observed in Figs 4.8(a-b).
The wavelet transform in Fig. 4.8(c) reveals the presence of a significant third harmonic
component, the frequency of which coincides with the frequency of the out-of-phase mode.
We refer the interested reader to [136] and [137] for videos of the swept-sine responses
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Figure 4.7: Evolution of (a) the main frequency response and (b) the IRC at mass 1, for
d = 4.5mm (in blue), 4.7mm (in orange) and 4.9mm (in black). Sweep-up and sweep-
down responses are superposed. IRCs are stabilized through perturbations at 2.33Hz.
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recorded near the merging region for isolated (d = 5.7mm) and merged configuration
(d = 6mm), respectively. Both videos highlight the contributions of the third harmonic
of the excitation frequency.
The response of the two masses for a stepped-sine excitation at 2.17Hz is displayed in
Fig. 4.9. The 3:1 IR is clearly visible in Fig. 4.9(b), whereas the modulation observed in
Fig. 4.8 is repeated in Fig 4.9(a), which seems to relate to quasiperiodic oscillations with
an envelope frequency of 0.1Hz.
4.4 Model-Based Investigation of IRCs
4.4.1 Construction of a Numerical Model
A schematic representation of the set-up is provided in Fig. 4.10. Its equations of motion
can be derived as
m1x¨1 + c1x˙1 + k1x1 + k2 (x1 − x2) + fnl (x) = 0
m2x¨2 + c2x˙2 + k2 (x2 − x1) + k3x2 = 0 (4.1)
where x1 and x2 are the absolute displacements of m1 and m2, respectively, x = x1 −
d sin (ωt) is the displacement of m1 relative to the displacement of the base, k1, k2 and
k3 are linear stiffness coefficients, and c1 and c2 are linear viscous damping coefficients.
fnl represents the horizontal projection of the restoring force associated with the two
transverse chords. This force can be theoretically written as
fnl(x) = 2F cos (θ) = 2k
(√









where F is the restoring force in the direction of a chord, θ is the angle between this
direction and the horizontal, k, l and l0 denote the stiffness, length and natural length of
the transverse chords, respectively, and λ = l0/l is the prestress parameter. The Taylor
series expansion of Eq. (4.2) around 0 reads
fnl(x) = 2k(1− λ)x+ kλ
l2
x3 +R3(x). (4.3)
Eq. (4.3) indicates the presence of a linear term in the restoring force that is related to
the prestress of the chord, whereas the third-order term in the restoring force increases
with λ. This confirms that limited prestress should be used to increase the nonlinear
contribution in the transverse connection.
Several assumptions are associated to the model proposed in Eqs. (4.1):
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Figure 4.8: Close-up on the merging region. Accelerations of (a) mass 1 and (b) mass 2,
and (c) wavelet transform of mass 2 acceleration in response to swept-sine excitations for
d = 5.9mm.
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Figure 4.9: Evidence of the 3:1 IR. (a) Time series for the acceleration of mass 1 (in black)
and 2 (in orange), for d = 5.9mm and ω = 2.17Hz; (b) close-up.








Figure 4.10: Schematic representation of the set-up.
• Slides: A linear viscous damping model is used for the interaction between the
ground and the two slides. Friction is thereby neglected, whereas it was noted to
affect the motion of the masses at low amplitude.
• Horizontal springs: As large-amplitude oscillations of the masses are observed,
the linear stiffness model proposed for the extension springs is questionable. Damp-
ing effects are also neglected.
• Transverse chords: Given the structure of the bungee chords, the linear stiffness
model used in Eq. (4.2) represents a strong assumption. No damping is considered,
whereas one could expect a hysteretic behavior of the rubber composing the chords.
The two mass constants in Eqs. (4.1) can be easily estimated from the set-up, and the
other parameters of the model are manually adjusted in order to correlate some of the
fundamental experimental results. More specifically, a merging of the IRC occurring in
the simulations between d = 5.7mm and d = 5.8mm is sought, with realistic response
amplitudes. Table 4.1 lists the values considered in this section, and Table 4.2 provides
the corresponding modal parameters. Very low damping is attributed to the second mass
and the second mode, to increase their contributions in the IR region.
Fig. 4.11 shows the nonlinear restoring force of the model in Eq. (4.2) computed with
the values of Table 4.1. The numerical and experimental restoring forces share the same
features, except for low relative displacements where linear contributions are observed in
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m1 (kg) m2 (kg) k1 (N/m) k2 (N/m) k3 (N/m)
3.49 0.46 135.0 261.8 485.6
k (N/m) l (m) λ (-) c1 (Ns/m) c2 (Ns/m)
503.7 3.5 10−2 0.98 2.25 0.085
Table 4.1: Parameters of the numerical model.
Mode Natural frequency (Hz) Damping ratio (%)
1 1.52 3.33
2 6.46 0.24
Table 4.2: Linear resonance frequencies and damping ratios computed from the numerical
model.
the experiments in Fig. 4.2, whereas they are limited in Fig. 4.11, due to the large value
considered for λ.

















Figure 4.11: Numerical restoring force of the transverse connection.
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4.4.2 NNMs and NFRCs of the Numerical Model
The continuation tools developed in Chapter 1 are now applied to the model for 9 har-
monics retained in the Fourier approximation. Modal analysis is carried out in Fig. 4.12,
where the two branches of nonlinear normal modes (NNMs) are depicted. The energy
dependence is strong for the first NNM and negligible for the second, which is consistent
with the observations made in Fig. 4.3(b). Fig. 4.12 also confirms the presence of a
3:1 IR near 2.15Hz. Regarding the mode shapes, the in-phase NNM mostly involves a
motion of mass 1, except in the IR region where it interacts with the out-of-phase NNM.
Conversely, the shape of the out-of-phase NNM is barely affected by the energy level, and
exhibits larger oscillations of mass 2.
















Figure 4.12: In-phase (solid line) NNM, and out-of-phase (dashed line) NNM with a
frequency divided by 3. NNM time series of x1 (in black) and x2 (in orange) are inset.
In Figs. 4.13 and 4.14, the nonlinear frequency response curve (NFRC) of the model is
compared to the experimental swept-sine responses, for d = 5.7mm and d = 5.9mm,
respectively. For the sake of clarity, the IRC is not represented in the former case. The
superposition of the NFRCs and the experimental time series demonstrate the capabilities
of the model to capture the dynamics of the system, especially in the merging region. In
particular, the sudden increase in displacement of mass 2 in the vicinity of the 3:1 IR
is represented, which can be attributed to the energy exchange between the in-phase
and out-of-phase mode. On the other hand, the discrepancies for the amplitudes of the
two masses at the 3:1 IR, at resonance and at low amplitude can be attributed to the
inaccurate estimation of the damping forces.
Neimark-Sacker (NS) bifurcations are detected in the merging region in Fig. 4.14, which
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Figure 4.13: Comparison between the experimental swept-sine response (in grey) and the
NFRCs (in black), before the merging, for d = 5.7mm. (a) Mass 1; (b) mass 2. Solid and
dashed line represent stable and unstable solutions along the NFRC, respectively. Fold
bifurcations are depicted with circle markers.
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seems to explain the modulated oscillations observed in Fig. 4.9. In Fig. 4.15, time
integration is performed at 2.196Hz in the unstable region between the third and fourth
NS bifurcation. Stable QP oscillations are obtained, which present strong resemblance
with the experimental time series presented in Fig. 4.9.
Bifurcation tracking is finally employed in Fig. 4.16 for the fold bifurcations detected in
Figs. 4.13 and 4.14. The curve indicates the creation of the IRC for d = 4.1mm, and its
merging for d = 5.8mm. Moreover, from d = 4.1mm, the left fold bifurcation of the IRC
converges slowly toward the merging point, whereas the right bifurcation rapidly moves
to larger amplitudes. This is consistent with the saturation phenomenon reported in Fig.
4.7.
4.4.3 Influence of the Internal Resonance
Experiments and simulations confirmed that the presence of the IRC is closely related
to the 3:1 IR. We now investigate the effects of the modification of the IR location. To
this end, the NNMs computed for several values of the parameter m2 are displayed in
Fig. 4.17. Increasing the value of m2 is shown to have a limited influence on the first
mode, but a strong impact on the second mode, whose natural frequency decreases. This
involves, in turn, a shift of the 3:1 IR to lower frequencies.
The influence of the internal resonance on the responses of the system is studied both
experimentally and numerically in Fig. 4.18. For the reference configuration in Figs.
4.18(a-b), the merging of the IRC occurs around 2.15Hz. When m2 is augmented up to
0.526 kg, the IR is detected at 2.02Hz (see Figs. 4.18(c-d)). For this configuration, the
IRC still exists. Increasing m2 to 0.868 kg eventually leads to the disappearance of the
3:1 IR from the frequency response in Figs. 4.18(e-f).
In order to understand the influence of the IR on the IRC from another viewpoint, the
projections of the fold bifurcation curve for the three values of m2 studied are given in
Fig. 4.19. This figure shows that the merging of the IRC occurs at lower amplitude and
lower base displacement as m2 decreases, until it disappears for m2 = 0.868 kg.
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Figure 4.14: Comparison between the experimental swept-sine response (in grey) and the
NFRCs (in black), after the merging, for d = 5.9mm. (a) Mass 1; (b) mass 2. Solid and
dashed line represent stable and unstable solutions along the NFRC, respectively. Fold
and NS bifurcations are depicted with circle and triangle markers, respectively.
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Figure 4.15: Quasiperiodic oscillations obtained from time integration. (a) Time series for
the acceleration of mass 1 (in black) and 2 (in orange), for d = 5.9mm and ω = 2.196Hz;
(b) close-up.
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Figure 4.16: Projection of the branch of fold bifurcations in the base displacement-
response amplitude plane.
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Figure 4.17: Influence ofm2 on NNM1 (solid line), and on NNM2 with a frequency divided
by 3 (dashed line). (a) m2 = 0.464 kg (reference); (b) m2 = 0.526 kg; (c) m2 = 0.868 kg.


















































































Figure 4.18: Influence of m2 on the forced response of mass 1 (left column) and mass 2
(right column), for d = 5.9mm. (a-b) m2 = 0.464 kg (reference); (c-d) m2 = 0.526 kg;
(e-f) m2 = 0.868 kg. The experimental swept-sine responses and the numerical NFRCs
are represented with grey and black lines, respectively.
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Figure 4.19: Influence of m2 on the projection of the branch of fold bifurcations in the
base displacement-response amplitude plane. The orange, blue and black curves denote
the configurations with m2 = 0.464 kg (reference), m2 = 0.526 kg and m2 = 0.868 kg,
respectively.
4.5 Concluding Remarks
This chapter provided the experimental evidence for isolated resonance curves (IRCs).
Thanks to a dedicated set-up featuring a 3:1 internal resonance between the in-phase and
out-of-phase modes, the stable portion of an IRC and its merging with the fundamental
resonance branch were carefully characterized combining swept-sine, stepped and impul-
sive excitations. As a consequence of the merging, the IRC was responsible for a sudden
and substantial increase in the resonance frequency of the in-phase mode. Experiments
also validated the theoretical finding of Chapter 3 that internal resonances are one possible
mechanism for creating IRCs.
The experimental observations could be faithfully reproduced using a numerical model of
the experimental set-up. This model also shed light on the strong modulation of the time
series in the merging region, which corresponds to quasiperiodic oscillations triggered by
Neimark-Sacker bifurcations. Overall, this chapter thus offered a better understanding of
IRCs and their influence of the system’s dynamics.
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Chapter 5
Performance and Robustness of the
Nonlinear Tuned Vibration Absorber
Abstract
This chapter addresses the intentional use of nonlinearities for mitigating a non-
linear resonance of a mechanical system. A new nonlinear absorber, termed the
nonlinear tuned vibration absorber (NLTVA), is introduced. One unconven-
tional aspect of the NLTVA is that the mathematical form of its restoring force
is tailored according to the nonlinear restoring force of the primary system.
The NLTVA parameters are then determined using a nonlinear generalization
of Den Hartog’s equal-peak method. In order to assess the robustness of the
absorber, a methodology combining bifurcation tracking and global analysis
is proposed to identify boundaries in the NLTVA parameter space delimiting
regions of safe operation. The sensitivity of these boundaries to uncertainty
in the NLTVA parameters is also investigated. The mitigation of the resonant





A recent trend in the technical literature is to exploit nonlinear dynamical phenomena
instead of avoiding them, as is the common practice. For instance, reference [21] demon-
strates a new mechanism for tunable rectification that uses bifurcations and chaos. In [5],
a new strategy for engineering low-frequency noise oscillators is developed through the
coupling of modes in internal resonance conditions. A cascade of parametric resonances is
proposed by Strachan et al. as a basis for the development of passive frequency dividers
[184].
Nonlinearity is also more and more utilized for vibration absorption [4, 29, 55, 157] and
energy harvesting [16, 71, 91, 160]. For instance, a nonlinear energy sink (NES), i.e., an
absorber with essential nonlinearity [194], can extract energy from virtually any mode
of a host structure [95]. The NES can also carry out targeted energy transfer, which is
an irreversible channeling of vibrational energy from the host structure to the absorber
[96]. This absorber has been applied for various purposes including seismic mitigation
[135], aeroelastic instability suppression [87, 196], acoustic mitigation [18] and chatter
suppression [65]. This makes nonlinear vibration absorbers suitable candidates for vibra-
tion mitigation of nonlinear primary structures. However, the performance of existing
absorbers is known to exhibit marked sensitivity to motion amplitudes. For instance,
there exists a well-defined threshold of input energy below which no significant energy
dissipation can be induced in an NES [194]. Likewise, the saturation phenomenon – char-
acteristic of autoparametric vibration absorbers – occurs only when the forcing amplitude
exceeds a certain threshold [138].
This chapter builds upon previous developments [198, 197] to introduce a new nonlinear
vibration absorber for mitigating the vibrations around a nonlinear resonance. The ab-
sorber is termed the nonlinear tuned vibration absorber (NLTVA), because its nonlinear
restoring force is tuned according to the nonlinear restoring force of the host structure. In
other words, we propose to synthesize the absorber’s load-deflection characteristic so that
the NLTVA can mitigate the considered nonlinear resonance in wide ranges of motion
amplitudes. Interestingly, this objective is similar in essence to what was achieved with
centrifugal pendulum vibration absorbers in rotating machinery [37, 175], whose natural
frequency scales with the rate of engine rotation. In the same way, Lacarbonara et al.
[109] proposed a carefully-tuned secondary pendulating mass in order to reduce the vi-
brations of a planar pendulum in a relatively large interval of disturbance amplitudes. In
this work, the tuning procedure of the NLTVA relies on the nonlinear generalization of
Den Hartog’s equal-peak method, whose linear version is widely used for designing linear
vibration absorbers [23, 80]. The basic idea of the nonlinear tuning rule is to select the
nonlinear coefficient of the absorber that ensures equal peaks in the nonlinear receptance
function for an as large as possible range of forcing amplitudes.
The purposeful introduction of nonlinearity can enhance system performance. However,
it can also give rise to complicated dynamical phenomena, which linear systems cannot.
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If quasiperiodic (QP) regimes of motion can be favorable for vibration absorption with
essential nonlinearity [181], they were found to be detrimental for a nonlinear absorber
possessing both linear and nonlinear springs [173]. This highlights that no general con-
clusion can be drawn regarding the influence of quasiperiodic attractors. In [64, 182],
the applicability of nonlinear absorbers is affected by the presence of isolated response
curves (IRCs). In view of the potentially adverse effects of the aforementioned nonlin-
ear attractors, another objective of the present chapter is to identify boundaries in the
NLTVA parameter space delimiting safe, unsafe and unacceptable operations. The sensi-
tivity of these boundaries to uncertainty in the NLTVA parameters is also investigated.
To this end, a rigorous methodology combining the harmonic balance continuation tools
developed in Chapter 1 with global analysis is proposed.
The chapter is organized as follows. In Section 5.2, the tuning procedure for linear vi-
bration absorbers is briefly reviewed. Section 5.3 introduces the salient features of the
NLTVA, and discusses its performance. Specifically, this section demonstrates that equal
peaks in the frequency response of the coupled system can be maintained in nonlinear
regimes of motion. Section 5.4 reveals that systems featuring a NLTVA can exhibit IRCs
and QP regimes of motion. Based on the existence and location of these attractors, re-
gions of safe, unsafe and unacceptable NLTVA operations are defined. Section 5.5 studies
the sensitivity of attenuation performance and of the three regions of NLTVA operation
to variations of the different absorber parameters. The conclusions of the present study
are drawn in Section 5.6.
5.2 The Linear Tuned Vibration Absorber
The dynamics of a harmonically-forced, lightly-damped, Duffing oscillator with an at-
tached linear tuned vibration absorber (LTVA) is considered in this section:
m1x¨1 + c1x˙1 + k1x1 + knl1x
3
1 + c2(x˙1 − x˙2) + k2(x1 − x2) = f sin (ωt)
m2x¨2 + c2(x˙2 − x˙1) + k2(x2 − x1) = 0 (5.1)
where x1(t) and x2(t) are the displacements of the harmonically-forced primary system
and of the absorber, respectively. The parameters of the primary oscillator are listed in
Table 5.1.
m1 (kg) k1 (N/m) c1 (N/ms) knl1 (N/m
3)
1 1 0.002 1
Table 5.1: Parameters of the primary system.
The underlying linear version of the vibration absorption problem in Eqs. (5.1), i.e.,
with knl1 = 0, has been widely studied in the literature over the past century. For an
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undamped primary system (c1 = 0), Den Hartog realized that the receptance function of
the primary mass passes through two invariant points independent of absorber damping.
He proposed to adjust the absorber stiffness to have two fixed points of equal heights
in the receptance curve and to select the absorber damping so that the curve presents
a horizontal tangent through one of the fixed points. This laid down the foundations of
the so-called equal-peak method. Den Hartog [80] and Brock [23] derived approximate
analytic formulas for the absorber stiffness and damping, respectively. Interestingly, it is





























8 + 9ǫ− 4√4 + 3ǫ
1 + ǫ
(5.2)
where ωn1 and ωn2 are the natural frequencies of the primary system and of the absorber,
respectively, ǫ = m2/m1 is the mass ratio and µ2 is the damping ratio. Equivalently, Eqs.
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A LTVA tuned according to Eqs. (5.3) minimizes the maximum response amplitude of
an undamped linear primary system. These conditions can be generalized to damped
systems [7, 8], and are still widely used, as discussed in the review paper [186].
The performance of the LTVA applied to the nonlinear damped primary system in Eqs.
(5.1) is now investigated. An absorber with a mass ratio ǫ = 5% is selected for obvious
practical reasons. Table 5.2 gives the parameters of the LTVA calculated from Eqs. (5.3).
Even if the formulas are strictly valid only for an undamped primary system, they are still
used herein in view of the very light damping c1 considered. Fig. 5.1 shows the nonlinear
frequency response curves (NFRCs) of the primary mass for various forcing amplitudes
f ranging from 0.001N to 0.07N, computed with the continuation tools developed in
Chapter 1 for 5 harmonics. At 0.001N in Fig. 5.1(a), the system behaves linearly,
and two peaks of equal amplitude can be observed in accordance with linear theory.
When the forcing amplitude is increased, the cubic nonlinearity of the primary system
is activated. At 0.02N, Fig. 5.1(b) shows a slight detuning of the absorber, but this
detuning is not yet too detrimental to the absorber’s performance. At 0.06N in Fig.
5.1(c), the LTVA is no longer effective due to the important difference in the amplitude
of the two resonances. A hardening behavior characteristic of cubic springs with positive
coefficients is also present in the second resonance peak; it indicates that the regime of
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motion is no longer weakly nonlinear. When the forcing amplitude increases from 0.06N
to 0.07N, the LTVA becomes completely detuned by the nonlinear effects. The primary
mass displacement increases by a factor of 2 between Figs. 5.1(c) and (d), which is a
clear sign of the absence of superposition principle for this coupled system. Because of
the frequency-energy dependence of nonlinear oscillations and of the narrow bandwidth
of the LTVA, this absorber can only be effective in weakly nonlinear regimes of motion.
m2 (kg) k2 (N/m) c2 (N/ms)
0.05 0.0454 0.0128





















































Figure 5.1: NFRCs of the Duffing oscillator with an attached LTVA. (a) f = 0.001N; (b)
f = 0.02N; (c) f = 0.06N; (d) f = 0.07N. The solid and dashed lines represent stable
and unstable solutions, respectively. Fold bifurcations are depicted with circle markers.
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5.3 The Nonlinear Tuned Vibration Absorber
In view of the results presented in the previous section, it is meaningful to examine
the performance of nonlinear absorbers for vibration mitigation of nonlinear primary
structures. However, as pointed out in the introductory section, an increased bandwidth
may come at the price of a marked sensitivity to external forcing amplitude.
To mitigate a nonlinear resonance in an as large as possible range of forcing amplitudes, we
introduce the nonlinear tuned vibration absorber (NLTVA). One unconventional feature
of this absorber is that the mathematical form of its nonlinear restoring force is not
imposed a priori, as it is the case for most existing nonlinear absorbers.










Figure 5.2: Schematic representation of a NLTVA attached to a Duffing oscillator.
The dynamics of a Duffing oscillator with an attached NLTVA is considered, as depicted
in Fig. 5.2:
m1x¨1 + c1x˙1 + k1x1 + knl1x
3
1 + c2(x˙1 − x˙2) + g(x1 − x2) = f sin (ωt)
m2x¨2 + c2(x˙2 − x˙1)− g(x1 − x2) = 0 (5.4)
The NLTVA is assumed to have a generic smooth restoring force g (x1 − x2) with g(0) =
0. Defining the dimensionless time τ = ωn1t, where ωn1 =
√
k1/m1, and applying the
transformation r(t) = x1(t)− x2(t) yields
x′′1 + 2µ1x
′









g (r) = F sin (γτ)
r′′ + 2µ1x
′









g (r) = F sin (γτ) (5.5)
where prime denotes differentiation with respect to time τ , 2µ1 = c1/(m1ωn1), α˜3 =
3knl1/4k1, 2µ2 = c2/(m2ωn2), λ = ωn2/ωn1, ǫ = m2/m1, F = f/k1 and γ = ω/ωn1. ωn2 is
the linearized frequency of the NLTVA.
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Expanding g(r) in Taylor series around r = 0 and normalizing the system using q1 = x1/F
and q2 = r/F , we obtain
q′′1 + 2µ1q
′




















qk2 = sin (γτ)
q′′2 + 2µ1q
′




2q31 + 2µ2λ (ǫ+ 1) q
′
2 + λ


















In Eqs. (5.6), the linear terms are independent of the forcing amplitude F , which confirms
that a purely linear absorber attached to a linear oscillator is effective irrespective of the
considered forcing amplitude. Focusing now on the complete system, F appears in the
nonlinear coefficients of both the primary system and the absorber, which reminds that
it is equivalent to consider the system strongly nonlinear or strongly excited. Specifi-
cally, Eqs. (5.6) show that the forcing amplitude modifies linearly the quadratic terms,
quadratically the cubic terms and so on. This suggests that, if an optimal set of absorber
parameters is chosen for a specific value of F , variations of F will detune the nonlin-
ear absorber, unless the nonlinear coefficients of the primary system and of the absorber
undergo a similar variation with F . According to Eqs. (5.6), this can be achieved by
selecting the same mathematical function for the absorber as that of the primary system.
When coupled to a Duffing oscillator, the NLTVA should therefore possess a cubic spring:
q′′1 + 2µ1q
′













2 = sin (γτ)
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The NLTVA spring should also possess a linear component so that it is effective at low
forcing amplitudes where the cubic component of the Duffing oscillator is not activated.
In summary, the proposed nonlinear tuning rule is to choose the mathematical form of
the NLTVA’s restoring force so that it is a ‘mirror’ of the primary system.
5.3.2 Nonlinear Generalization of the Equal-Peak Method
The next step is to determine the NLTVA parameters, namely ǫ, λ, µ2 and β3. The mass
ratio ǫ is chosen according to practical constraints. In order to ensure the same perfor-
mance as the LTVA at low energy levels, the linear parameters λ and µ2 are determined
using Eqs. (5.2).
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The additional design parameter offered by the NLTVA, i.e., β3, is exploited herein to
realize equal peaks for various forcing amplitudes. For this purpose, however, an exact
analytic estimation of β3 is not within reach. Nonetheless, Habib et al. demonstrated that
β3 is almost linearly related to α3 for fixed values of the mass ratio. This relation implies
that the nonlinear coefficient of the NLTVA does not depend on forcing amplitude, and





In [77], the authors also showed that a linear relation between α3 and β3 is only observed
when the NLTVA is governed by equations analogous to those of the primary system.
This further justifies the proposed synthesis of the absorber’s load-deflection curve.
In summary, given m1, c1, k1 and knl1 for a Duffing oscillator and given a mass ratio ǫ, the
NLTVA parameters can be determined using the analytical formulas given in Fig. 5.3.
These formulas form the basis of a new tuning rule for nonlinear absorbers that may be
viewed as a nonlinear generalization of Den Hartog’s equal-peak method. Note, however,
that there are no invariant points in the nonlinear case. There is thus no complete
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Figure 5.3: Tuning procedure for the NLTVA.
For the parameters of the primary system in Table 5.1, the NLTVA parameters determined
from Fig. 5.3 are given in Table 5.3. Fig. 5.4 compares the respective performance of the
NLTVA and the LTVA. For f = 0.001N in Fig. 5.4(a), the LTVA and NLTVA exhibit
similar performance as they operate in a linear regime. For higher forcing levels, resonance
peaks of equal amplitude are maintained for the NLTVA, which substantially improves
the performance of the LTVA. For a more global comparison between the two absorbers,
Fig. 5.4(e) represents the amplitude of the resonance peaks of the Duffing oscillator as a
function of f . If the LTVA gets rapidly detuned, the amplitude of the two resonance peaks
for the NLTVA remains almost identical. In addition, the amplitude is almost linearly
related to forcing amplitude, as if the system would obey the superposition principle. This
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result is unexpected in view of the strongly nonlinear regimes investigated. It therefore
seems that adding a properly chosen nonlinearity to an already nonlinear system can
somehow linearize the dynamics of the coupled system. On the contrary, the amplitude of
the resonance peaks for the LTVA exhibits a marked nonlinear dependence with respect
to forcing amplitude.
m2 (kg) k2 (N/m) c2 (N/ms) knl2 (N/m
3)
0.05 0.0454 0.0128 0.0042
Table 5.3: Parameters of the NLTVA.
5.4 Robustness of the NLTVA
In Fig. 5.5, the dynamics of the NLTVA is investigated for larger forcing amplitudes. The
main observation is that the NLTVA performance (in terms of H∞ optimization) is always
superior to that of the LTVA. However, between f = 0.12N and f = 0.18N, the two main
resonance peaks co-exist with two additional solutions, which raises the question of the
NLTVA robustness.
Considering the multivaluedness of the system’s response in Fig. 5.5, this section aims at
uncovering the dynamical attractors that the system may exhibit. The proposed method-
ology combines bifurcation tracking using the algorithm proposed in Chapter 1, and global
analysis.
5.4.1 Adverse Dynamics
Fig. 5.6 presents the NFRCs of the primary mass with an attached NLTVA, computed for
several forcing amplitudes. For f = 0.005N in Fig. 5.6(a), neither of the nonlinearities are
activated, and the linear result is retrieved. For f = 0.09N in Fig. 5.6(b), the resonance
peaks bend forward as a result of the hardening nature of the cubic springs, and the
resonance frequencies increase. Notwithstanding this nonlinear behavior, resonance peaks
of equal amplitude are obtained thanks to the NLTVA.
Slightly increasing forcing amplitude triggers the appearance of two different bifurcations.
For f = 0.098N, a pair of fold bifurcations modifies the stability along the frequency
response in Fig. 5.6(c). For f = 0.11N in Fig. 5.6(d), a pair of Neimark-Sacker (NS)
bifurcations changes stability as well, but it also generates a stable branch of quasiperiodic
(QP) solutions that was computed using direct time integrations. Since approximately
equal peaks are maintained in Figs. 5.6(c-d) and since QP oscillations have amplitudes
comparable to those of the resonance peaks, the NLTVA can still be considered as effective.





































































Figure 5.4: Frequency response of the Duffing oscillator with an attached NLTVA (solid
line) and LTVA (dashed line). (a-d) NFRCs for f = 0.001N, f = 0.02N, f = 0.06N and
f = 0.07N; (e) evolution of the resonance peaks.
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Figure 5.5: Robustness of the NLVTA (solid line) and LTVA (dashed line).
For f = 0.15N, a new pair of fold bifurcations creates an isolated response curve (IRC)
between 1.57 and 2.32 rad/s in Fig. 5.6(e). This IRC is associated with large amplitudes
of motion, but it remains far enough from the desired operating frequency range of the
NLTVA. In addition, the left portion of the IRC between 1.57 and 1.73 rad/s is unstable,
and, hence, not physically realizable. The IRC also possesses a NS bifurcation, but no
stable branch of QP oscillations could be found in its vicinity.
For larger forcing amplitudes, the IRC expands and eventually merges with the second
resonance peak for f = 0.19N, as depicted in Fig. 5.6(f). This merging eliminates the
fold bifurcation characterizing the second resonance peak and the fold bifurcation on the
left of the IRC, and causes a very substantial increase in the amplitude of the second
resonance. Unlike the IRCs studied in Chapters 3 and 4 that were associated to internal
resonances, the presence of the IRC is herein related to a branch of detached nonlinear
normal modes.
5.4.2 Bifurcation Tracking
QP oscillations and IRCs represent adverse dynamics that deserve further investigation.
Since their creation occurs through NS and fold bifurcations, respectively, these bifurca-
tions are now tracked with respect to ω and f and projected onto the forcing amplitude-
response amplitude plane for interpretation. Fig. 5.7(a) represents the loci of the fold
bifurcations of Fig. 5.6. Branch A is related to the bifurcations in the neighbourhood of
the first resonance peak, whereas branch B corresponds to the bifurcations in the vicinity







































































Figure 5.6: NFRCs of the Duffing oscillator with an attached NLTVA. (a) f = 0.005N; (b)
f = 0.09N; (c) f = 0.098N; (d) f = 0.11N; (e) f = 0.15N; (f) f = 0.19N. Stable (solid
lines), unstable (dashed lines) and QP (dotted line) branches. Fold and NS bifurcations
are depicted with circle and triangle markers, respectively.
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of the second resonance peak. Because the IRC merges with this latter peak, branch B
indicates the creation and elimination of the IRC, represented with diamond and square
markers, respectively. The IRC appears around 0.12N and merges with the main branch
around 0.18N. It can also be observed that branches A and B overlap between 0.13 and
0.17 N, which is another manifestation of the proposed nonlinear equal-peak method.
Fig. 5.7(b) displays the branch of NS bifurcations and indicates that the stable QP branch
between the two resonance peaks is created when f = 0.095N (star marker). One also
notes that Bogdanov-Takens bifurcations, associated with a pair of Floquet exponents
at zero [107], are detected at the intersections of the fold and NS curves. At these
intersections, NS bifurcations turn into neutral saddle points (cf. Section 1.3.2).
5.4.3 Global Analysis
The previous two sections have highlighted the different dynamical attractors of the cou-
pled system (5.4) together with their locations in the f -ω parameter space. Since the
stable QP solutions between the two resonances are associated with acceptable ampli-
tudes, they are not considered as a great concern. However, one should stress that NS
bifurcations can trigger torus breakdown and phase locking with large-amplitude attrac-
tors [2]. Despite detailed numerical simulations and co-dimension 2 bifurcation analysis
in matcont [38], no evidence of such behaviors could be observed.
The large-amplitude IRC is more problematic. The likelihood of converging to the safe,
low-amplitude periodic solution in the region where the IRC exists should therefore be
determined. Given a forcing amplitude and frequency, direct time integrations for a large
set of random initial states can provide the basins of attraction, similarly to what was
achieved in [48] for a coupled linear oscillator and nonlinear absorber system. To limit
the scope of the discussion, the NLTVA is considered at rest, as it would be the case, e.g.,
during an earthquake, but other configurations were also tested.
For f = 0.15N, Fig. 5.8(a) illustrates that the bistable region lies after the NS bifurcation
on the IRC, i.e., in the frequency interval between 1.73 and 2.32 rad/s. The basins of
attraction of the IRC in this interval are found to be very small compared to those of the
main branch, as shown in Figs. 5.8(c-f). This finding is confirmed in Fig. 5.9 where the
ratio between the areas of the basins of attraction of the IRC and of the low-amplitude
periodic solution does not exceed 6% for the considered range of initial conditions. The
basins of attraction of the IRC are also located at a considerable distance from the origin,
meaning that high-energy initial conditions have to be imparted to the system to excite
the IRC. It can finally be shown that the basins of attraction of the IRC remain small for
other forcing amplitudes and that the low-amplitude solution is the only stable solution
between 1.57 and 1.73 rad/s, as confirmed in Fig. 5.8(a).































Creation of QP oscillations
(b)
Figure 5.7: Projection of the bifurcation branches onto the forcing amplitude-response
amplitude plane. (a) Fold bifurcations; (b) NS bifurcations. Circle and triangle markers
represent the fold and NS bifurcations in Figs. 5.6(d-f), respectively, and square markers
denote Bogdanov-Takens bifurcations.
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Figure 5.8: Basins of attraction of the periodic solutions for f = 0.15N. (a) Close-up
of the NFRC; (b-f) basins of attraction for ω = 1.67 rad/s; ω = 1.8 rad/s; ω = 2 rad/s;
ω = 2.2 rad/s, and ω = 2.3 rad/s, respectively. White and black regions denote the
coexisting periodic solutions on the main frequency response and on the IRC, respectively.
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Figure 5.9: Ratio between the areas of the basins of attraction of the IRC and of the main
resonance branch for f = 0.15N.
5.4.4 Safe, Unsafe and Unacceptable NLTVA Operations
Three distinct regions, schematized in Fig. 5.10 and characterized based on branch B of
fold bifurcations in Fig. 5.7(a), are defined for the operation of the NLTVA:
1. In the first region, the only branch of periodic solutions is the main branch. QP
solutions exist, but they barely degrade NLTVA performance. It is therefore safe
to operate the NLTVA in this region.
2. The second region presents a large-amplitude IRC. Even if this IRC appears outside
the operating frequency range of the NLTVA and if its basins of attraction are small,
it is unsafe to operate the NLTVA in this region.
3. In the third region, the IRC has merged with the main branch, resulting in a reso-
nance peak of very high amplitude. Even if part of the branch may be unstable due
to NS bifurcations, it is unacceptable to operate the NLTVA in this region.













Safe region Unsafe region Unacceptable region
Figure 5.10: Performance regions of the NLTVA. The solid line is the projection of branch
B of fold bifurcations onto the forcing amplitude-response amplitude plane, and the dia-
mond and square markers indicate the apparition and merging of the IRCs, respectively.
5.5 Sensitivity Analysis of the NLTVA
5.5.1 Attenuation Performance in the Safe Region
The effects of variations of the damping and nonlinear stiffness coefficients on performance
in the safe region are now studied. Variations of the linear stiffness are not considered
herein, because very accurate values of the optimal frequency ratio can easily be obtained
through small adjustments of the mass ratio (by, e.g., adding small masses on the NLTVA
once it is built).
Fig. 5.11 represents the effects of individual perturbations of ±15% of c2 and knl2 on
the amplitude of the resonance peaks in the safe region, i.e., until f = 0.12N. Note that
these variations are realistic in view of what was achieved with an experimental NLTVA
prototype [70]. The NLTVA performance is not significantly degraded and remains largely
superior to that of the unperturbed LTVA, clearly highlighting the robustness of NLTVA
performance in the safe region. For illustration, Fig. 5.12 depicts the corresponding
frequency responses at f = 0.11N.













Figure 5.11: Performance of the LVTA/NLTVA for increasing forcing amplitudes. The
dashed and solid lines depict the amplitude of the resonances peaks of the Duffing oscil-
lator with an attached LTVA and NLTVA, respectively. The regions in gray show the
individual effects of +15% and −15% perturbations of the reference values c2 and knl2 of
the NLTVA.
5.5.2 Boundaries in NLTVA Parameter Space
In order to assess the influence of the NLTVA parameters on the regions of performance,
the dimensionless system (5.7) is considered. More specifically, variations of the param-
eters with respect to their reference values ǫ, µopt2 and β
opt
3 computed from Table 5.3 are
examined. Fig. 5.13(a) demonstrates the beneficial influence of larger mass ratios. Not
only they correspond to resonance peaks of smaller amplitudes (assuming that fold bi-
furcations occur in the vicinity of the resonance peaks), but they also postpone both the
appearance and the merging of the IRC to greater values of α3. The corresponding bound-
aries in Fig. 5.13(b) illustrate the clear enlargement of the safe region for greater mass
ratios. An interesting observation is that, for ǫ < 4%, there are no longer QP solutions
in the safe region.
Fig. 5.13(c) shows that increasing the damping ratio can translate into a fold bifurcation
branch that possesses no folding, meaning that the IRC can be completely eliminated.
Specifically, Fig. 5.13(d) confirms that the unsafe and unacceptable regions disappear for
pµ = µ2/µ
opt
2 ≈ 144%. Such a detuning of the damping coefficient seems interesting, but
it is associated with an important decrease in performance in the safe region.
Fig. 5.13(e) illustrates that the nonlinear stiffness coefficient β3 has a strong influence on
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Figure 5.12: Sensitivity of the NLTVA performance with respect to (a) c2 and (b) knl2 for
f = 0.11N. The solid line represents the NFRC for the optimal values, the dashed and
dotted lines correspond to variations of -15% and 15% with respect to the optimal value,
respectively.
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the merging of the IRC. Indeed, as plotted in Fig. 5.12(b), greater values of β3 reduce the
amplitude of the second peak, hence, postponing its merging with the IRC. Increasing β3
is also beneficial for delaying the appearance of the IRC and enlarging the safe region,
as shown in Fig. 5.13(f). On the other hand, Fig. 5.12(b) evidences that a greater β3
increases the amplitude of the first resonant peak, which, in turn, decreases the NLTVA
performance.
5.6 Concluding Remarks
The purpose of this chapter was the development of a new nonlinear absorber, the non-
lineat tuned vibration absorber (NLTVA), for mitigating the vibrations of a nonlinear
resonance of a mechanical system. A specific objective was to ensure the effectiveness
of the absorber in weakly as well as strongly nonlinear regimes of motion for which the
primary system’s resonance frequency can undergo substantial variations.
To this end, the additional design parameter offered by nonlinear devices, i.e., the math-
ematical form of the absorber’s restoring force, was exploited thereby synthesizing non-
linearity for enhanced performance. We showed that, if the NLTVA is a ‘mirror’ of the
primary system, a nonlinear counterpart of Den Hartog’s equal-peak method can be es-
tablished. Simple, though accurate, analytic formulas were proposed for this nonlinear
equal-peak method. They lead to the design of an absorber with excellent performance in
a relatively large range of forcing amplitudes. Interestingly, the coupled system Duffing-
NLTVA is found to exhibit dynamics that bear resemblance to that of a linear system.
For very strongly nonlinear regimes, however, inherently nonlinear dynamical instabilities,
namely isolated response curves and quasiperiodic solutions, appeared. In view of the
potentially adverse effects of these attractors on the performance of the system, the second
objective of the chapter was to identify, and possibly enlarge, the safe region of operation
of the NLTVA. This was achieved thanks to the combination of several methods, namely
the numerical continuation of periodic solutions, bifurcation detection and tracking, and
global analysis. It turns out that the best strategy to enlarge the safe region while
maintaining excellent NLTVA performance is to increase the mass ratio. If it cannot be
further increased because of practical considerations, an alternative is to increase either
damping or the nonlinear coefficient of the absorber.
Despite these instabilities, a key result is that the NLTVA performance remained always
superior to that of the classical LTVA.
































































































































Figure 5.13: Influence of (a-b) ǫ, (c-d) pµ = µ2/µ
opt
2 and (e-f) pβ = β3/β
opt
3 on the
regions of NLTVA operation. Left column: fold bifurcation branches. Right column:
boundaries between safe and unsafe regions (diamond curves), unsafe and unacceptable
regions (square curves), and the onset of QP motion (star curves).
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Conclusions
The present doctoral thesis introduced a methodology for advanced nonlinear vibration
analysis, aimed toward promoting performance and ensuring robustness in the design
cycle of engineering structures. This methodology, illustrated in Fig. C.1, is supported
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Figure C.1: Harmonic balance-based framework for advanced nonlinear vibration analysis.
The harmonic balance (HB) formalism constitutes the key building block of the proposed
framework. In Chapter 1, the HB method was embedded in a continuation procedure
to calculate nonlinear frequency response curves (NFRCs) and nonlinear normal modes
(NNMs); it was also combined with Hill’s method to perform stability analysis. In view of
their importance in dynamical systems, bifurcations were systematically detected along
NFRCs using adequate test functions, and tracked in the system’s parameter space. In this
context, our first specific contribution was a new bifurcation tracking algorithm based on
bordering techniques and Floquet exponents derivatives. The satellite example in Chapter
2 demonstrated that this algorithm can effectively analyze the nonlinear dynamics exhib-
ited by real-world structures and uncover complex phenomena, including quasiperiodic
regimes of motion and isolated response curves. Through parameter modifications that
135
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eliminate the undesired dynamical attractors, the proposed bifurcation tracking method-
ology also paved the way for robust design of nonlinear structures.
The main thrust of Chapter 3 was the study of nonlinear resonances and their relation
with NNMs. We developed an energy balance criterion in the HB formalism, enabling
direct prediction of isolated response curves based on NNM topology. The merging of
these isolated solutions with the NFRC could also be linked to the interactions between
NNMs. These theoretical efforts were complemented in Chapter 4 by an experimental
test campaign that we carried out at Duke University, during which isolated resonance
curves were thoroughly characterized.
The final contribution of this thesis in Chapter 5 took advantage of the additional design
flexibility offered by nonlinearities. In collaboration with several researchers of the Space
Structures and Systems Laboratory, a new nonlinear vibration absorber, termed the non-
linear tuned vibration absorber, was developed. This absorber targets the mitigation
of nonlinear resonances and generalizes to nonlinear systems the well-known equal-peak
method proposed by Den Hartog. In this context, the performance and robustness of
the absorber, as well as its sensitivity against parameter uncertainties, were successfully
assessed using the developed HB-based tools. Even if this nonlinear device can exhibit
quasiperiodic oscillations and isolated resonances, a remarkable feature is that it always
outperforms the classical linear tuned vibration absorber.
Perspectives for Future Research
Building on the developments achieved in this doctoral thesis, several directions can be fol-
lowed for future research. This section reviews three promising directions, and illustrates
them with preliminary results.
Extension of the HB Methodology to Multi-Parameter Bifurca-
tion Tracking
In this manuscript, the HB algorithm was adapted for tracking codimension-1 bifurcations
with respect to two parameters (e.g., the forcing frequency and amplitude). Often, the
resulting bifurcation curves presented peculiar points associated with important changes
in the system’s dynamics. For instance, both the creation and merging of IRCs were
found to appear at a folding point of the fold bifurcation curve. Because it is interesting
to see how these points evolve with respect to a design parameter, one could directly track
their evolution by including the selected parameter in the continuation procedure, hence
performing three-parameter bifurcation tracking.
As a first step in this direction, the HB bifurcation tracking algorithm was extended to
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study the evolution of the codimension-2 Bogdanov-Takens (BT) bifurcations highlighted
in Fig. 5.7, with respect to ω, f and knl2. As these bifurcations occur at the intersection
of fold and Neimark-Sacker bifurcation curves, an augmented system for BT bifurcation
tracking can be written as
hBT (z, ω, f, knl2) =


h (z, ω, f, knl2)
gF (z, ω, f, knl2)
gNS (z, ω, f, knl2)

 = 0 (C.1)
where gF and gNS are computed through the resolution of the bordered system in Eq.
(1.64) with G = hz and G = B˜⊙, respectively. The main computational burden associ-
ated with bifurcation tracking was shown to be related to the evaluation of derivatives of
hz with respect to the components of z and the parameters. With the formulation pro-
posed in Eq. (C.1), however, these derivatives can be employed for both gF and gNS, which
limits the increase in computational time with respect to the tracking of codimension-1
bifurcations. The calculated branch depicted in Fig. C.2 shows that the BT bifurcations
























Figure C.2: Projection of the BT bifurcation curve (in black) onto the f -knl2-response
amplitude space. Fold bifurcation curves and Neimark-Sacker/neutral saddle curves com-
puted for knl2 = 0.0042N/m
3 (reference), 0.005N/m3 and 0.0034N/m3 are represented in
orange and blue, respectively.
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Computation of Nonlinear Frequency Responses Curves from
Broadband Testing
There is a recent interest in exploring the nonlinear features of a set-up without relying on
a physical model. Methods based on online continuation, for instance, construct NFRCs
or backbone curves experimentally, by means of a control apparatus [17, 177].
An alternative approach, which we term oﬄine continuation, combines an identification
method with the HB formalism. For this purpose, the frequency-domain nonlinear sub-
space identification (FNSI) technique is employed to obtain a state-space model from
measured broadband data [133]. As presented in [63] and illustrated in Fig. C.3, the HB
method can then be directly applied to the state-space model for the calculation of the







Figure C.3: FNSI-HB continuation procedure.
For illustration, Fig. C.4 displays the NFRC of the two-degree-of-freedom system studied
in Chapter 1, constructed only from its response to random-phase multisine excitation.



























Figure C.4: NFRC of the (a) theoretical model and (b) identified state-space model.
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Automatic Nonlinearity Synthesis
In Chapter 5, we demonstrated analytically that the mathematical form of the nonlinear-
ity of the nonlinear tuned vibration absorber should be identical to that of the primary
system. Thanks to this so-called mirror rule, equal peaks could be enforced in the NRFC
of the system for a large range of forcing amplitudes. Another approach to derive this
result is to gradually construct the nonlinearity of the absorber, which is modeled using
a collection of splines for greater flexibility. Starting from very small displacements, the
knots of the first two splines (corresponding to negative and positive displacements, re-
spectively) are moved until the amplitude of two peaks of the NFRC are equal. Freezing
the obtained splines, two new splines modeling the nonlinearity for larger negative and
positive displacements are again optimized according to the equal-peak criterion. This
‘point by point’ procedure is repeated until the complete nonlinearity in the forcing range
of interest is calculated. Fig. C.5 depicts the result for the nonlinear tuned vibration
absorber attached to the Duffing oscillator considered in Chapter 5. For small and mod-
erate displacements, an almost perfect agreement between the nonlinearities constructed
analytically and numerically is observed. The deviation at large relative displacements is
due to the inherent limitation of analytical developments for strongly nonlinear regimes
of motion.
Beside the design of nonlinear absorbers, this automatic synthesis of nonlinearity opens
up new horizons for the development of devices that exploit nonlinearity and for the
optimization of nonlinear engineering structures to enforce, for instance, linear dynamics
[78]. Potentially, intricate shapes can be obtained for the resulting nonlinearity, but this
should not be seen as a limitation in view of the advent of topology optimization and
additive manufacturing [42, 70].





















Figure C.5: Comparison between the analytical nonlinearity (in black) and the point-by-
point construction (in orange).
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