One of the challenging research problems in the domain of time series analysis and forecasting is making efficient and robust prediction of stock market prices. With rapid development and evolution of sophisticated algorithms and with the availability of extremely fast computing platforms, it has now become possible to effectively extract, store, process and analyze high volume stock market time series data. Complex algorithms for forecasting are now available for speedy execution over parallel architecture leading to fairly accurate results. In this paper, we have used time series data of the two sectors of the Indian economyConsumer Durables sector and the Small Cap sector for the period January 2010 -December 2015 and proposed a decomposition approach for better understanding of the behavior of each of the time series. Our contention is that various sectors reveal different time series patterns and understanding them is essential for portfolio formation. Further, based on this structural analysis, we have also proposed several robust forecasting techniques and analyzed their accuracy in prediction using suitably chosen training and test data sets. Extensive results are presented to demonstrate the effectiveness of our propositions.
Introduction
Prediction of stock prices has been one of the biggest challenges to researchers, particularly to those belonging to the Artificial Intelligence (AI) community. Various technical, fundamental, and statistical indicators have been proposed and used with varying results. In our recent research work, we have proposed a new way of looking at portfolio diversification and prediction of stock returns (Sen & Datta Chaudhuri, 2016a; Sen & Datta Chaudhuri, 2016b) . It has been postulated that different sectors in an economy do not behave uniformly, and sectors differ from each other in terms of their trend pattern, their seasonal characteristics and also their randomness. While the randomness aspect has been the cornerstone of Efficient Market Hypothesis, the literature trying to prove or disprove it, has delved into the various fundamental characteristics of each company and have come up with different results. For example, Datta Chaudhuri, Ghosh and Eram applied Random Forest and Dynamic Evolving Neural-Fuzzy Inference System (DENFIS) to predict stock returns of mid cap Indian firms . Our contention has been that, besides their fundamental characteristics, performances of companies depend on the performance of the sector to which they belong, and each sector has its own reason for growth or stagnation. The reasons behind the fortunes of the IT sector in India is different from those of the Steel sector or the Pharmaceutical sector, and these differences have to be factored in for portfolio choice and also churning of the portfolio.
In this work, we focus on the time series pattern of two sectors in India, namely the Consumer Durables sector and the Small Cap sector. We first demonstrate that the time series decomposition approach proposed provides us with deeper understanding of the behavior of a time series by observing the relative magnitudes of its three components namely trend, seasonal and random and also enables us to validate some hypotheses. For example, the Consumer Durables sector in India is known to display seasonal characteristics and the Small Cap sector in India is speculative in nature, and hence should have strong random components. The decomposition approach enables us to study the seasonal components and the random components of these two sectors separately and validate these hypotheses. With regard to the seasonal components, the decomposition approach also helps us to understand during which months which sectors are strong/weak so that buy/sell decisions about the stocks of companies in those sectors can be made effectively. The sectors with dominant random components in their time series, however, can be used for pure speculative gains.
Second, we propose an extensive framework for time series forecasting and a quantitative approach to analyze the change in behavior of the constituents (i.e., the trend, the seasonal, and the random component) of a time series over a long period of time. We have applied five techniques of forecasting using R environment and also provided a detailed guideline about which technique to use under what situations and for what type of time series behavior.
Third, we have presented a robust quantitative approach for analyzing any change in behavior of the constituents (i.e., the trend and the seasonal component) of a time series over a long period of time. If the behavior of the components of a time series does not change significantly over time, it is possible to design very robust forecasting framework for the time series.
The rest of the paper is organized as follows. Section 2 briefly discusses the methodology in constructing various time series and decomposing the time series into its components. It also presents a brief outline on the forecasting frameworks designed in this work using the R programming language. Section 3 provides a detailed discussion on the methods of decomposition, the decomposition results of both sectors under study, and an analysis of the results. In addition, it presents two hypotheses and their validations using our experimental results. In Section 4, five robust forecasting techniques are proposed and a framework for analyzing the behavior of the structural constituents (i.e., the trend, the seasonal, and the random component) of a time series using the R programming environment. Section 5 presents detailed results of forecasting using all the methods that we proposed in Section 4. The forecasting methods are compared based on some suitably chosen metrics and a critical comparative analysis is presented for the proposed methods of forecasting. We have also analyzed the reason why certain methods perform better compared to the others for certain time series under certain situations. In Section 6, we discuss some related work in the current literature. Finally, Section 7 concludes the paper.
Methodology
In this section, we provide a brief outline of the methodology that we have followed in our work. However, each of the following sections contain detailed discussion on the methodology followed in the work related to that Section. We have used the R programming language (Ihaka & Gentleman, 1996) for data management, data analysis and presentation of results. R is an open source language with very rich libraries that is ideally suited for data analysis work. In this work, we use daily data from the Bombay Stock Exchange (BSE) on BSE Consumer Durables Index and BSE Small Cap index for the period January 2010 to December 2015. The daily index values are first stored in two plain text files -each sector data in one file. The daily data are then aggregated into monthly averages resulting in 70 values in the time series data. These 70 monthly average values for each sector are stored into two different plain text files -each sector monthly average in one file. The records in the text file for each sector are read into an R variable using the scan( ) function in R. The resultant R variable is converted into a monthly time series variable using the ts( ) function defined in the TTR library in the R programming language. The monthly time series variable in R is now an aggregate of its three constituent components: (i) trend, (ii) seasonal, and (iii) random. We then decompose the time series into its three components. For this purpose, we use the decompose( ) function defined in the TTR library in R. The decomposition results enable us to make a comparative analysis of the behavior of the two different time series belonging to two different sectors. We validate two hypotheses by our deeper analysis of the decomposition results.
After a detailed analysis of the decomposition results, we enter into our second endeavor in this work. We have designed and analyzed five robust forecasting methods using the HoltWinters( ) function, Auto Regressive Integrated Moving Average (ARIMA) framework, and an approach based on computation of the aggregate of the trend and seasonal components -all in the R computing framework. A detailed comparative analysis, highlighting which method performs best under what situation and for what type of time series, is also presented.
In our previous work, we have highlighted the effectiveness of time series decomposition approach for robust analysis and forecasting of the Indian Auto sector (Sen & Datta Chaudhuri, 2016a; Sen & Datta Chaudhuri, 2016b) . In this work, we have compared two different sectorsIndian Consumer Durables sector and the Indian Small Cap sector and proposed guidelines and frameworks for comparing different sectors based on time series decomposition studies. Based on our analysis, we have also validated two hypotheses on the behavior of the two sectors under study. We have also analyzed and determined what forecasting technique to use based on the behavior of the time series and also have highlighted the reasons why some forecasting approaches perform better in comparison with other approaches under certain situations.
Time Series Decomposition Results
We now present the methods that we have followed to decompose time series for both BSE Consumer Durables Index and BSE Small Cap Index and then present the results that we have obtained from the decomposition work.
For both the sectors, we have first taken the daily index values from January 2010 to December 2015 and saved the values in plain text (.txt) files. From these daily index values, we have computed the month averages and saved the monthly average values in two different text files. Each of these text files contained 72 values (6 years, each year containing 12 month average values). We used R language function scan( ) to read these text files and store them into appropriate R variables. Then, we converted these R variables into time series variables using the R function ts( ) defined in the package TTR. Once these time series variables are constructed, we have used the plot( ) function in R to derive the displays of the time series. The time series for the Consumer Durables sector and the Small Cap sector are presented in Figure 1 and Figure 3 respectively.
The plots of the time series for the two sectors provide us an overall idea about how the two sectors have performed over the period under consideration (i.e., January 2010 -December 2015). Figure 2 and Figure 4 present the results of decomposition for the times series of the Consumer Durables sector and the Small Cap sector respectively. Each of these two figures have four boxes arranged in a stack. The boxes depict the overall time series, the trend, the seasonal and the random component respectively, arranged from top to bottom. 
Analysis of the Time Series Decomposition Results
Based on the decomposition work on the time series of the two sectors, we make the following important observations:
1. From Table 1 , we observe that the seasonal components for the Consumer Durables sector index are positive during the period April-May and September-November, with the highest value occurring in the month of November. The seasonal component is the minimum in the month of February every year. The trend values consistently increased over the period 2010 -2015 albeit with a sluggish rate. The random component has shown considerable fluctuations in its values. However, the trend is the predominant component in the overall time series.
2. It is natural for the Consumer Durables sector in India to have a dominant seasonal component, as purchase of consumer durable items like air conditioners, refrigerators etc. tend to happen more during the summer period (April-May) and the consumer electronic items like television, micro wave ovens, home theatre systems etc. are sold more during the festive seasons in India which is predominantly during the months of October -November. The companies in the consumer durables sector in India usually run a number of promotion and price discounts schemes during the festive seasons that lead to increased sales of these items, thus leading to a positive seasonal effect during the festive months.
3. From Table 2 , the time series for the Small Cap sector also is predominantly guided by its trend component. However, when we look at the strength of the random component values with respect to the overall time series value, we observe that in many months, the presence of the random component is quite strong. This also validates our intuition that the Small Cap sector would have a strong random component in its time series. In order to investigate further into the behavior of the two time series, we carry out two more experiments. This is driven by our two hypotheses: (i) The Consumer Durables sector displays stronger seasonal characteristics than the Small Cap sector and (ii) The Small Cap sector is dominated by the random component of its time series than the Consumer Durables sector.
Since the absolute values of the time series indices for the two sectors have different scales, it would not make much sense to compare the absolute values of the random and seasonal components of the two time series. Hence, we prepared four text files containing the percentage values of the random and the seasonal components with respect to the overall time series values for both the sectors over the period January 2010 -December 2015. From these four text files, we created four time series variables in R using the ts( ) function in the TTR package. Using the two seasonal components of the time series (one each for the two sectors), we have created a multiple line plot so that the seasonal components for the two sectors can be visually compared. The same exercise is repeated for the random component time series. 
Proposed Frameworks of Time Series Forecasting and Analysis
In this Section, we discuss some methods that we have applied on the Consumer Durables time series data and the Small Cap time series data for making robust forecasting and for a better understanding of the relative contributions of the constituents (i.e., the trend, seasonal and random components) of a time series. We present five different approaches in forecasting and one method for determining the relative strengths of the trend and seasonality components in a time series. 
Method III:
The fundamental objective of this approach of forecasting is to investigate how effectively we can forecast the aggregate of the trend and the seasonal components of a times series. Since, the random components in a time series are impossible to predict, we devise an approach of forecasting using the trend and seasonal components of a time series. In this method, we first use the time series data for both the Consumer Durables and the Small Cap sectors for the period January 2010 to December 2014 and decompose both the time series into their respective trend and seasonal and random components. As we have seen in Section 2, the decomposition yields the trend component from July 2010 to June 2014 for each time series, since values for the first six months and last six months are truncated for computations of 12 months' moving averages. Using the computed trends values for both the sectors for the period July 2010 to June 2014, we forecast the trends values for both the sectors for the period January 2015 to June 2015, using HoltWinters( ) function in R with changing slope in the trend component and a seasonal component (Coghlan, 2015) . These forecasted trend values are added to the corresponding monthly seasonal components which were obtained from the decomposition of the time series data for the period January 2010 to December 2014 for both the sectors. These aggregate values of the trend and the seasonal components now constitute our forecasted aggregate trend and seasonal values for both the sectors for the period January 2015 to June 2015. In order to compute the actual aggregates of the trend and seasonal components, we use the time series for both the sectors for the period January 2010 to December 2015 and decompose both the time series into their trend, seasonal and random components. After decomposition, we compute the aggregate of the actual trend and the actual seasonal values for both the time series for the period January 2015 to June 2015. The errors of forecasts for each month for both the sectors are also computed.
Method IV:
In this approach, we have used Auto Regressive Integrated Moving Average (ARIMA) technique (Coghlan, 2015) for forecasting. Two ARIMA forecast models (one model each for the two sectors -Consumer Durables and Small Cap) are built using the two time series for the Consumer Durables and the Small Cap sectors for the period January 2010 -December 2014. Based on each of these two time series data, we first derive the three parameters of the Auto Regressive Moving Average (ARMA) mode, i.e. the Auto Regression parameter (p), the Difference parameter (d), and the Moving Average parameter (q) for both the time series. The values of the three parameters are used to develop the ARIMA models for the two sectors. Finally, the two ARIMA models are used to predict the time series values of the respective sectors for each month of 2015. Since the forecasting for all the months of 2015 is being made in December 2014, the forecast horizon in this ARIMA approach is 12 months.
Method V:
In this approach, forecasting is done for both the sectors using two ARIMA models (one each for the two sectors) as in Method IV. However, in contrast to Method IV, where we used a forecast horizon of 12 months, in this approach, we have used a forecast horizon of 1 month. Therefore, for forecasting the time series value for each month in 2015, the training data set for building the ARIMA model included time series data from January 2010 till the last month for which the forecast was made. For example, if we need to forecast the time series value for the Consumer Durables sector for the month of June 2015, the training data set for building the ARIMA model would include time series data from January 2010 till May 2015. It is important to note here that since the training data set for the ARIMA model in this approach is constantly changing (due to inclusion of newer data), it is mandatory to evaluate the ARIMA parameters every time before the forecasting is made for each month of 2015.
Method VI: Ideally, in a time series, both the trend and the seasonal components would vary over time. The variation of the random component is also there, However, the variations of the random component is difficult to model and hence the focus of our forecasting approaches is on the variations of the trend and seasonal components. In this approach, we investigate how the seasonal components in the time series vary with time for both the sectors under considerations, e.g., the Consumer Durables sector and the Small Cap sector. For this purpose, we first consider the time series of both the sectors for the period January 2010 to December 2014. Each of these two time series is decomposed into its trend, seasonal and random components and the aggregate values of the trend and the seasonal components for the period 
Forecasting Results and Analysis
As discussed in Section 4, we have applied five forecasting methods and time series analysis technique on both the Consumer Durables and the Small Cap sectors' time series. In this Section, we present the detailed results and a critical analysis of the relative merits and demerits of each of the forecasting and analysis framework.
Method I:
As discussed in Section 5, for both the sectors, we make forecast for each month of 2015 based on time series data from January 2010 to December 2014. HoltWinters( ) function in R library forecast has been used with changing slope in trend (i.e., varying trend) and a seasonal component. The forecast horizon in the HoltWinters model has been chosen to be 12 months for both the sectors so that the forecasted values for all months of 2015 can be obtained. The results of forecasting using Method I for the Consumer Durables sector and the Small Cap sector are presented in Table 3 and Table 4 respectively. Method II: For both the sectors, we have used HoltWinters( ) function in R with additive seasonal component and a trend with a changing slope. However, in contrast with Method I, the forecast horizon in this method has been chosen to be 1 month. In other words, forecasting is made for each month of 2015 for both the sectors by taking into account time series data from January 2010 till the previous month for which forecasting is being made. Since this approach uses a very small horizon of forecast, it is likely that this method will be able to capture any possible change in trend and seasonal components more effectively than Method I. However, if there is a continuous rise and fall in the time series values, this method may yield worse results compared to those obtained in Method I. The results of forecasting using Method II for the Consumer Durables sector and the Small Cap sector are presented in Table 5 and Table 6 respectively. Observations: We observe from Table 5 that the forecasted values very closely match with the actual values for the Consumer Durable sector. Except for the month of September 2015, the forecast error values have never exceeded the threshold of 10%. The higher error value for the month of September may be attributed to the sudden and unexpected fall in the time series value for that month. The time series was consistently on the rise over the previous few months, and since the forecast horizon is 1 month, HoltWinters method expected an increase in the time series value following the increasing trend of the time series. However, the time series value actually decreased and that resulted into a higher value in foresting error. The error values in Table 6 indicate that the forecasted values for the Small Cap sector also very closely match its actual values except for the month of September 2015. The sudden rise in the error value in September 2015 for the Small Caps sector can again be attributed to the sudden decrease in the time series value during that month which was inconsistent with the increasing trend of the time series in the previous few months. Method III: In Section 5, we have already discussed the approach followed in this method. Table 7 . Now, using the time series data for the period January 2010 to December 2014, the trend and the seasonal components are recomputed. Since the trend values during July 2014 to December 2014 will not be available after this computation, we make a forecast for the trend values for the period January 2015 to June 2015 using HoltWinters forecasting model with a changing trend and an additive seasonal component. The forecasted trend values and the past seasonal component values and their corresponding aggregate values are noted in columns E, F and G respectively in Table 7 . The error values are also computed and recorded in the rightmost column of the Table 7 . For the Small Cap sector time series, the same method has been followed and the results are recorded in Table 8 .
Observation:
The results obtained using Method III for the Consumer Durables and the Small Caps sectors are presented in Table 7 and Table 8 respectively. From Table 7 , we observe that the error values have consistently increased from 2.29% in October 2014 to 19.42% in June 2015. Considering the fact that the trend is forecasted over a long period of 12 months (forecasting for July 2014 -June 2015 being done at the end of June 2014) and since the trend component of the Consumer Durables sector had been sluggish over the period of forecast, the forecasting accuracies obtained in Method III can be considered quite satisfactory for the Consumer Durables sector. The fact that the actual trend was not able to keep its pace intact with its forecasted values is evident from the values in the column B and the corresponding values in the column E of the Table 7 .
Since the trend component of the Small Cap sector grew even more sluggishly as compared to the Consumer Durables sector over the period July 2014 -June 2015, the forecast errors for Small Caps sector using Method III have been higher. It is evident from Table 8 Method IV: As pointed out in Section 4, we have applied Auto Regressive Integrated Moving Average (ARIMA) technique for the purpose of forecasting on the Consumer Durables and the Small Cap time series data. We have exploited the power of the auto.arima( ) function defined in the forecast package in R for determining the values of the ARIMA parameters for the time series of the two sectors (Coghlan, 2015) . The same approach is also followed for the Small Cap sector. However, the ARMA parameters for the Small Caps time series were found to be (1, 1, 0). The ARIMA model for the Small Caps sector was built according to these values. The results of forecasting using Method IV for the Consumer Durables sector and the Small Cap sector are presented in Table 9 and  Table 10 respectively.
Observation: From Table 9 , it may be observed that the forecast error values are very low for the Consumer Durable sector with the ARIMA method even using a large forecast horizon of 12 months. The three months (May, June and September 2015) for which the error values exceeded the threshold of 10% mark, the time series exhibited unexpected fall as compared to its previous values and hence it was difficult for the ARIMA model with a long forecast horizon of 12 months to predict this behavior. The error values in Table 10 indicate that the Small Cap sector time series for 2015 had a very close fit with the ARIMA model even with a long forecast horizon of 12 months. The maximum error in forecast being less than 5%, the model has provided an excellent framework of forecast for the Small Cap sector. The Small Cap time series for the year 2015 has remained consistent with no abrupt and sudden increase/decrease in its values. This has allowed ARIMA, even with a long forecast horizon of 12 months, to provide a very accurate framework for forecasting.
Method V:
In this method, we have utilized ARIMA model for forecasting with a forecast horizon of 1 month for both the sectors. The methodology used for constructing the ARIMA models has been the same as it was in Method IV. However, since the model deploys a training data set that is constantly increasing in size due to inclusion of new data, it is mandatory to reevaluate the ARIMA parameters every time before the forecast.Arima( ) function is used for the purpose of forecasting. In other words, before forecasting is made for each month of 2015, we compute the values of the ARIMA parameters, and build a new ARIMA model for forecasting. The results of forecasting using Method V for the Consumer Durables sector and the Small Cap sector are presented in Table 11 and Table 12 respectively. Table 11 , it may be observed that the forecast errors are very low for the Consumer Durables sector with the ARIMA model using a low forecast horizon of 1 month. This is expected as the small forecast horizon allows the ARIMA model to capture the behavior of the time series more effectively. However, if there is a sharp change in the time series values (i.e. abrupt increase/decrease in the time series values), the ARIMA model with small forecast horizon of 1 month may perform poorly since it assigns highest weight to the last observation. The higher value of forecast error of 12.47% for the month of October 2015 for the Consumer Durables sector may be attributed to this reason. The Consumer Durables sector time series had a fall in its value from August to September which was against the increasing trend of the time series over the last few months. This resulted in a moderate value of 6.77% of the forecast error for the month of September 2015. If this fall continued in the month of October 2015, ARIMA would have provided a very low value of the forecast error. However, in the month of October 2015, the time series exhibited an increase in its value resulting in a high value of the error rate.
Observations: From
Since the time series of the Small Cap sector did not exhibit any abrupt increase or fall in its values in the year 2015, ARIMA model with a forecast horizon of 1 month has produced consistently low error rates in forecasting as evident from Table 12 . Summary of Performance: In Table 13 and Table 14 , we have summarized the performance of the five forecasting approaches that we have discussed so far for the Consumer Durables sector and the Small Cap sector respectively. For the purpose of comparison, we have chosen four metrics: (i) minimum (min) error rate, (ii) maximum (max) error rate, (iii) mean error rate, and (iv) standard deviation (sd) of error rates.
As observed from In contrast to the work mentioned above, our approach in this paper is based on structural decomposition of a time series to study the behavior of two different sectors of the Indian economy -the Consumer Durables sector and the Small Cap sector. By decomposition of the time series of these two sectors for the period January 2010 -December 2015, we have demonstrated the fundamental differences between them. We found that while the seasonal component is much stronger in the Consumer Durables sector time series, the time series of the Small Cap sector had a dominant random component. Besides illustrating the fundamental differences between these time series, we have proposed five robust forecasting techniques and a quantitative framework for analyzing any change in behavior of the constituents of a time series over a long period of time so as to have an idea how effectively the time series future values may be predicted. We have computed the relative accuracies of each of the forecasting techniques, and also have critically analyzed under what situations a particular technique performs better than the other techniques. Our proposed framework of analysis can be used as a broad approach for forecasting the behavior of other stock market indices in India.
Conclusion
In this paper, we proposed a time series decomposition-based approach for deeper understanding and analysis of two sectors of the Indian economy -the Consumer Durables sector and the Small Cap sector. We have demonstrated that decomposition results provide us insights about the fundamental characteristics of the sectors which in turn can enable the investors in making wise and efficient investment decisions about their portfolios. Using our proposed decomposition approach, we have also validated two hypotheses -(i) the Consumer durables sector has a strong seasonal component and (ii) the Small Cap sector is characterized by the presence of a strong random component. After analyzing the time series decomposition results and validating the hypotheses, we have proposed five robust forecasting techniques and a quantitative framework for analyzing the behavior of the structural constituents of a time series. We have presented detailed results on the performance of each of the forecasting methods and also critically analyzed why certain method has performed best compared to the others, for what type of time series and under what situations. The proposed structural decomposition and analysis approach provided enough insights about the way the constituents of the time series for the two sectors had behaved over the period under investigation, i.e., January 2010 -December 2015. It has been demonstrated clearly that the time series of both the sectors are quite amenable for robust and accurate forecasting even in presence of a dominant random component.
The results obtained from the above analysis is extremely useful for portfolio construction. When we perform this analysis for other sectors as well, it will help portfolio managers and individual investors to identify which sector, and in turn which stock, to buy/sell in which period. It will also help in identifying which sector, and hence which stock, is dominated by the random component and thus is speculative in nature.
