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1. Introduction
Let p 2 be an integer. If A is a matrix with no negative real eigenvalues and all zero eigenvalues of
A are semisimple, the principal pth root of A, denoted by A1/p, can be computed by Newton’s method
or Halley’s method, usually with a preprocessing procedure [1–4]. Newton’s method for ﬁnding A1/p
is given by
Xk+1 = 1
p
(
(p − 1)Xk + AX1−pk
)
, X0 = I
and Halley’s method for ﬁnding A1/p is given by
Xk+1 = Xk
(
(p + 1)Xpk + (p − 1)A
)−1 (
(p − 1)Xpk + (p + 1)A
)
, X0 = I.
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For Newton’s method or Halley’s method, we deﬁne the residual by
R(Xk) = I − AX−pk .
Residual relations have played an important role in [1] for studying Newton’s method and Halley’s
method. The following result is given in [1].
Theorem 1. If ‖R(X0)‖ = ‖I − A‖ 1 for a sub-multiplicative matrix norm ‖ · ‖, then the Newton
sequence {Xk} is well deﬁned and for each k 0
‖R(Xk)‖ ‖(R(X0))2k‖ ‖R(X0)‖2k .
The purpose of this note is to prove the following analogue of Theorem 1.
Theorem 2. If ‖R(X0)‖ = ‖I − A‖ 1 for a sub-multiplicative matrix norm ‖ · ‖, then the Halley
sequence {Xk} is well deﬁned and for each k 0
‖R(Xk)‖ ‖(R(X0))3k‖ ‖R(X0)‖3k . (1)
A weaker version of Theorem 2was already proved in [1, Lemma 2]. There, the residual relation (1)
was proved under the assumption that ‖R(X0)‖ q, where q 1 is a positive number that is equal to 1
if the coefﬁcients in the Taylor expansion of a special rational function are all nonnegative. Therefore,
we will prove Theorem 2 by proving the nonnegativity of those coefﬁcients. Without proving this, the
number q could be very close to 0 and the residual relation proved in [1] would be a local result.
Using the residual relation in Theorem 1, Guo [1, Theorems 5 and 6] presented a short proof for the
convergence of Newton’s method when the eigenvalues of A are in the set E = {z : |z − 1| 1}. Now
with Theorem 2, we can similarly give a simple proof for the convergence of Halley’s methodwhen the
eigenvalues of A are in the set E. We note that Iannazzo [4] proved the convergence of Halley’s method
when the eigenvalues of A are in the open right half plane. However, his proof is more complicated.
Also, it is advisable to do a preprocessing as in [1,2] so that the eigenvalues of the new matrix are in
E = {z : |z − 1| 1}, and to apply Halley’s method to the new matrix.
2. Proof of Theorem 2
As in [1], we consider the rational function
f (t) = 1 −
⎛
⎝1 − p−12p t
1 − p+1
2p
t
⎞
⎠
p
(1 − t).
It is noted in [1] that the Taylor expansion of f (t) has the form
f (t) =
∞∑
i=3
cit
i, |t| < 2p
p + 1 ,
where
∑∞
i=3 ci = 1 and c3 = p
2−1
12p2
. We know from [1, Lemma 2] and the discussions preceding it that
Theorem 2 follows if the conjecture that ci > 0 for all i ≥ 3 is proved. We now prove this conjecture.
Let u(t) = 1−
p−1
2p
t
1− p+1
2p
t
. So f (t) = 1 − up(1 − t) and ci = 1i! f (i)(0). We need to prove that f (i)(0) > 0
for all i 3. By the Leibnitz formula we have
f (i)(t) = (1 − up(1 − t))(i) = −((up)(i)(1 − t) + i(up)(i−1)(−1))
and hence f (i)(0) = i(up)(i−1)(0) − (up)(i)(0). We need to show that
i(up)(i−1)(0) > (up)(i)(0), i 3. (2)
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A calculation shows that
(up)′ = u
p−1(
1 − p+1
2p
t
)2
and hence
(up)′
(
1 − t + p
2 − 1
4p2
t2
)
= up. (3)
Differentiating (3) i − 1 times and using the Leibnitz formula again, we obtain
((up)′)(i−1)
(
1 − t + p
2 − 1
4p2
t2
)
+ (i − 1)((up)′)(i−2)
(
−1 + p
2 − 1
2p2
t
)
+ (i − 1)(i − 2)
2
((up)′)(i−3) p
2 − 1
2p2
= (up)(i−1).
Setting t = 0 in the above equation, we get
(up)(i)(0) + (i − 1)(i − 2)p
2 − 1
4p2
(up)(i−2)(0) = i(up)(i−1)(0).
Thus for proving (2), we need to show that (up)(i)(0) > 0 for all i 1. Note that
up =
(
p − 1
p + 1
)p ⎛⎝1 + 2p
p − 1
1
p − p+1
2
t
⎞
⎠p .
It sufﬁces to show that⎛
⎝
⎛
⎝1 + 2p
p − 1
1
p − p+1
2
t
⎞
⎠p
⎞
⎠
(i)
(0) > 0.
Using the binomial formula we get⎛
⎝1 + 2p
p − 1
1
p − p+1
2
t
⎞
⎠p = p∑
k=0
(
p
k
)(
2p
p − 1
)k
1(
p − p+1
2
t
)k
and hence⎛
⎝
⎛
⎝1 + 2p
p − 1
1
p − p+1
2
t
⎞
⎠p
⎞
⎠
(i)
(0) =
p∑
k=0
(
p
k
)(
2p
p − 1
)k
k(k + 1) · · · (k + i − 1)
pk+i
(
p + 1
2
)i
,
which is deﬁnitely positive. This completes the proof.
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