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ABSTRACT
Neurosurgery is a demanding medical discipline that requires a complex interplay of several
neuroimaging techniques. This allows structural as well as functional information to be re-
covered and then visualized to the surgeon. In the case of tumor resections this approach
allows more fine-grained differentiation of healthy and pathological tissue which positively
influences the postoperative outcome as well as the patient’s quality of life.
In this work, we will discuss several approaches to establish thermal imaging as a novel
neuroimaging technique to primarily visualize neural activity and perfusion state in case of
ischaemic stroke. Both applications require novel methods for data-preprocessing, visualiza-
tion, pattern recognition as well as regression analysis of intraoperative thermal imaging.
Online multimodal integration of preoperative and intraoperative data is accomplished by a
2D-3D image registration and image fusion framework with an average accuracy of 2.46
mm. In navigated surgeries, the proposed framework generally provides all necessary tools
to project intraoperative 2D imaging data onto preoperative 3D volumetric datasets like 3D
MR or CT imaging. Additionally, a fast machine learning framework for the recognition of cor-
tical NaCl rinsings will be discussed throughout this thesis. Hereby, the standardized quan-
tification of tissue perfusion by means of an approximated heating model can be achieved.
Classifying the parameters of these models yields a map of connected areas, for which we
have shown that these areas correlate with the demarcation caused by an ischaemic stroke
segmented in postoperative CT datasets.
Finally, a semiparametric regression model has been developed for intraoperative neural ac-
tivity monitoring of the somatosensory cortex by somatosensory evoked potentials. These
results were correlated with neural activity of optical imaging. We found that thermal imag-
ing yields comparable results, yet doesn’t share the limitations of optical imaging. In this
thesis we would like to emphasize that thermal imaging depicts a novel and valid tool for
both intraoperative functional and structural neuroimaging.
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ZUSAMMENFASSUNG
Die Neurorchirurgie stellt einen hochtechnologisierte Fachbereich innerhalb der Medizin dar.
Durch den Einsatz von Neuroimaging-Methoden können in dieser Disziplin strukturelle sowie
funktionelle Informationen aufbereitet und dem Chirurgen bereitgestellt werden. Im Rahmen
von Tumorresektionen lässt sich hiermit eine feinere Abgrenzung von regelrechtem zu pa-
thologischen Geweben etablieren. Dies beeinflusst das postoperative Outcome sowie die
Lebensqualität des Patienten positiv.
In der vorliegenden Arbeit werden neuartige Methoden vorgestellt, um die Wärmebildgebung
für die intraoperative Visualisierung von neuronaler Aktivität sowie Infarktdemarkierungen ein-
zusetzen. Hierzu wurden Methoden zur Daten-Vorverarbeitung, Visualisierung, Mustererken-
nung sowie zur semiparametrischen Regressionsanalyse von intraoperativen Wärmebildauf-
nahmen erforscht.
Zur Visualisierung wurde ein online 2D-3D Framework zur Bildregistration und -fusion entwi-
ckelt, was eine mittleren Genauigkeit von 2.46 mm erreicht. Mit diesem Framework können
in navigationsgestützen Eingriffen beliebige intraoperative kalibrierte 2D Imagingdaten auf
preoperative volumetrische Datensätze abgebildet (z.B. MRT, CT) werden. Zusätzlich wurde
ein Verfahren des maschinellen Lernens zur Erkennung von NaCl-Spülungen des Kortex er-
forscht. Dieses ermöglicht die Untersuchung der Gewebeperfusion an Hand eines Modells
des Erwärmungsverhalten von Gewebe nach Applikation eines Temperaturgradienten. Die
Segmentierung der Modellparameter liefert schließlich eine Karte mit zusammenhängenden
Gebieten ähnlicher Perfusion. Es konnte gezeigt werden, dass diese Gebiete mit der Infarkt-
demarkierung aus postoperativen CT-Datensätzen korreliert.
Mit einem neuartigen semiparametrischen Regressionsmodell konnte neuronale Aktivität auf
dem sensorischen Kortex bei somatosensorisch-evozierten Potentialen nachgewiesen wer-
den. Optical Imaging Aufnahmen wurden gleichzeitig zu den Wärmebildaufnahmen erfasst,
um die Ergebnissen entsprechend abzugleichen. Wir konnten eine Korrelation zwischen den
Ergebnissen beide Modalitäten zeigen, wobei die Wärmebildgebung nicht den Beschränkun-
gen von Optical Imaging unterliegt. Zusammenfassend wurden in dieser Arbeit neuartige und
validierte Werkzeuge zum Einsatz der Wärmebildgebung sowie zur funktionellen- als auch
strukturellen Neurobildgebung erforscht sowie an Hand von intraoperativen Studien validiert.
ii

Valar dohaeris!
The traditional response to valar morghulis.
Significant advances in intraoperative neuroimaging require a complex interplay of various
professions. Hence the achievements of this work would not have been possible without
the support of many individuals! Hereby I would like to say thank you to all companions with
whom I have collaborated over the past years. First and foremost I’m very grateful for the per-
sistent support, advice and all valuable discussions with my doctoral supervisor Sen.-Prof. Dr.
Uwe Petersohn! Our stimulating discussions always broadened my perspective of machine
learning and scientific research in general. By means of his support I was able to pursue and
improve my scientific ideas! Additionally, Prof. Dr. Nabavi helped me to improve this thesis
as well as my scientific career by his valuable advices, remarks and hints. Thank you! Fur-
thermore, I appreciate the many interesting, challenging and helpful discussions with Prof.
Dr. Matthias Kirsch, Prof. Dr. Edmund Koch, Dr. Gerald Steiner, Julia Hollmach and Dr. Yor-
dan Radev regarding the problems encountered as well as novel ideas to approach medical
or intraoperative challenges. It was very inspiring to discuss advances in neuroscience and
intraoperative optical imaging (IOI) with Dr. Tobias Meyer. His longstanding research regard-
ing IOI as well as the research of Prof. Dr. Kirsch and Dr. Steiner were the most important
prerequisites for the realization of intraoperative thermal imaging in Dresden. Without the
profound engineering knowledge of Dr. Christian Schnabel and Mirko Mehner, some of the
advanced technical building blocks of this thesis would not have been feasible. The surgical
personnel of the University Hospital Dresden were and are another very important factor to
the research of this thesis, as they enabled and backed intraoperative recordings. Further-
more my thanks goes to Dana Müller-Niegsch, who always gave me the correct antidote to
cure broken English. I want to thank all of the former and current colleagues, students and
interns of the working group Clinical Sensoring and Monitoring for providing such a familiar
environment and many inspiring talks as well as discussions. The memories of our Christ-
mas singing always cheer me up! I’m very thankful to all of my friends for their appreciation,
acceptance, and trust. A very special thank goes to Kathleen and Beate, who guided me
through a very difficult time of my life.
Schließlich möchte ich meiner Mutter und meinem leider kürzlich verstorbenen Vater für ihr
ausdauerndes und unumstößliches Vertrauen, ihre Förderung sowie Unterstützung danken!
iii

CONTENTS
1. Neurosurgical Background 1
1.1. Brain Tumor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Ischaemic Stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2. Review of Neuroimaging Techniques 9
2.1. Computed Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2. Magnetic Resonance Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Positron Emission Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4. Single Photon Emission Computed Tomography . . . . . . . . . . . . . . . . . 18
2.5. Near-infrared Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6. Electroencephalography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.7. Magnetoencephalography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8. Intraoperative Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8.1. Ultrasonography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8.2. Intraoperative MRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8.3. Electrocorticography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8.4. Direct cortical electrical stimulation . . . . . . . . . . . . . . . . . . . . . 25
2.8.5. Fluorescence Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.8.6. Optical Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.9. Neuronavigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.10.Towards Thermal Neuroimaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3. Thermal Imaging 31
3.1. Physical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2. Heat transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3. Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.1. Instantaneous Field of View . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2. Noise Equivalent Temperature Difference . . . . . . . . . . . . . . . . . 33
3.3.3. Non-uniformity correction . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
v
Contents
4. Improving Predictive Accuracy and Performance of Thermal Neuroimaging 37
4.1. Learning thermal process representations for classification of cerebral cortex
(OW A.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.1. Structured Prediction for Latent Feature Representations . . . . . . . . 38
4.1.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2. Filtering of Camera Movement Artifacts (OW A.2) . . . . . . . . . . . . . . . . 41
4.2.1. Wavelet-based Motion Correction Scheme . . . . . . . . . . . . . . . . 41
4.2.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3. Object-based Motion Correction by Hardware Optical Flow Estimation (OW A.3) 43
4.3.1. Realtime Optical Flow Estimation . . . . . . . . . . . . . . . . . . . . . . 43
4.3.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4. Image Fusion of Intraoperative Thermal Imaging with Preoperative MRI (OW A.4) 45
4.4.1. Calibration-based Multimodal Image Fusion Framework . . . . . . . . . 45
4.4.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5. Classification of Perfused Blood Vessels by Gaussian Mixture Models (OW A.5) 47
4.5.1. Detection of Quasi-Periodic Patterns for Vessel Segmentation . . . . . . 47
4.5.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5. Intraoperative Applications of Thermal Neuroimaging 51
5.1. Perfusion Classification of Acute Ischaemic Strokes (OW A.6) . . . . . . . . . . 51
5.1.1. Streaming Irrigation Detector . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1.2. Tissue State Classification . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2. Somatosensory Activity Monitoring by Semiparametric Regression (OW A.7) . 55
5.2.1. Semiparametric Modeling of Deterministic Neural Activity . . . . . . . . 55
5.2.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6. Summary 61
A. Original Works 65
A.1. Cerebral cortex classification by conditional random fields applied to intraoper-
ative thermal imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
A.2. Wavelet Subspace Analysis of Intraoperative Thermal Imaging for Motion Fil-
tering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
A.3. Motion Correction of Thermographic Images in Neurosurgery: Performance
Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
A.4. Framework for 2D-3D image fusion of infrared thermography with preoperative
MRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
A.5. Gaussian Mixture Models for Classification of Perfused Blood Vessels in Intra-
operative Thermography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.6. Quantification and Classification of Cortical Perfusion during Ischemic Strokes
by Intraoperative Thermal Imaging . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.7. Intraoperative functional thermal imaging of the primary sensory cortex . . . . 111
List of Publications 119
Bibliography 121
vi
LIST OF FIGURES
1.1. First experiments were done with the thermal imaging system being directly
connected to the OP table to enable low distance measurements. . . . . . . . 2
1.2. Recent developments have enabled parallel thermal and optical imaging by
adapting the thermal camera to an OP microscope. . . . . . . . . . . . . . . . . 3
1.3. (a) The white cluster in this image resembles the contrast enhancement of a
grade III Oligoastrocytoma on precentral gyrus. (b) The tumor is clearly differ-
entiable as the hypotherm (blue) area in thermal neuroimaging. . . . . . . . . . 4
1.4. (a) shows the 3d cortex reconstruction of a patient undergoing MCA occlusion.
The demarcation is segmented as green area. (b) This hypoperfusion also
correlates with colder (blue) areas in thermal neuroimaging. . . . . . . . . . . . 5
1.5. (a) The postcentral gyrus (as marked in this figure) is responsible for sensory
perception. Through the novel intraoperative thermal neuroimaging the detec-
tion of neuronal activity gets tractable as seen in (b). The signal strength is
coded by color brightness and fusioned with intraoperative optical imaging.
In the case of tumor resections, the information regarding neural activity can
guide intraoperative decisions regarding the extent of tumor mass removal. . . 6
2.1. Neuroimaging techniques can be grouped into methods for analyzing cerebral
structure and neural activity (function). Most techniques provide information
to one of this group, whereas MRI and thermal imaging provide all means for
analyzing structure and function. . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2. Only a small subset of intraoperative neuroimaging techniques provide spatial
resolutions lower than 1cm. Since these techniques are employed for differen-
tiation of tissue state, sub-centimeter resolutions are required to guide tumor
resections and minimize the removal of healthy tissue. . . . . . . . . . . . . . . 11
2.3. Computed tomography works by detecting X-ray radiation with an X-ray detec-
tor at the opposing sites of the source. By combining the measurement of
several such detections, it is possible to reconstruct a 3D image of any X-ray
transparent object. (image source: [24]) . . . . . . . . . . . . . . . . . . . . . . 12
2.4. The working principle of Positron Emission Tomography resembles Computed
Tomography by the fact that particles of a linear path through an object are de-
tected. Yet, the detected photons originate from the decay of injected atomic
tracers limiting the repeatbility of PET studies. (image source: [24]) . . . . . . . 13
vii
List of Figures
2.5. Novel framework to optimize experimental design in order to maximize the
neural activation in a pre-defined target cortical region (image source: [55]). . . 14
2.6. Diffusion Tensor Imaging is a sort of MRI study providing information to localize
nerve fibers. (image source: [105]) . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7. Electroencephalography (EEG) is a non-invasive method to measure electrical
activity of the brain by placing electrodes on the patient’s head. In the upper
part, the online EEG during auditory stimulation is seen. After multiple rep-
etitions and signal processing, the response of the auditory system can be
recognized as seen in the lower part. (image source: [24]) . . . . . . . . . . . . 20
2.8. A transducer emits acoustic waves and records their reflections. The time-of-flight
of these reflections correlates with tissue properties which allows the struc-
ture of the examined tissue to be acquired as an image. (image source: [38]) . 22
2.9. Electrocorticography requires the placement of a sterile electrode grid directly
onto the cortex during neurosurgical interventions. Hereby it is possible, to
measure electrical activity of neurons at very high temporal resolutions to infer
the position of e.g. eloquent areas. Despite its high temporal resolution, the
electrodes of the grid limit the spatial resolution of this technique to cm range.
(image source: [9]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.10.The left subimage shows an intraoperative recording of the microscopic im-
age of a glioma. Using flourescence imaging and the application of a tracer.
The right image shows flouscenting tumor tissue caused by ALA-PpIX. (image
source: [71]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.11.Plot of the characteristic absorption spectra of Oxyhemoglobin (HbO2) and
Oxyhemoglobin (Hbr ). (image source: [6]) . . . . . . . . . . . . . . . . . . . . . 27
2.12.Example image of the intraoperative screen of a neuronavigation system. . . . 28
3.1. A schematic overview of a bolometer based thermal imaging camera design.
τth represents the delay until absorbed IR radiation causes a change in electri-
cal signal of the bolometer. (image source: [103]) . . . . . . . . . . . . . . . . . 34
3.2. This figure shows the spectral range and highlights the relevant part for IR
imaging. (image source: [103]) . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.1. Overview of the novel thermal neuroimaging data processing pipeline. . . . . . 38
4.2. Overview of the classification framework. (image source: OW A.1) . . . . . . . 39
4.3. Thermal neuroimaging is typically done just after exposure of the cerebral cor-
tex as shown in (a). This recording was then subject to the AE-CRF classifier
and the results are shown in (b). Expert classification of the cerebral cortex
is indicated by the yellow solid line and the classification result is shown in
turquoise. (image source: OW A.1) . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4. The subspace contribution ratio R shows significantly outlying values in the
case of an eigenvector resembling the characteristic pattern of motion arti-
facts. (image source: OW A.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.5. The proposed FPGA-based workflow for online correction of motion artifacts
is shown in this figure (image source: OW A.3). . . . . . . . . . . . . . . . . . 43
4.6. By using an orthogonal projection as seen in (a), it is possible to map 2D planes
onto 3D surfaces (b). (image source: OW A.4) . . . . . . . . . . . . . . . . . . . 46
4.7. Extracted cortical vessels registered to an optical imaging recording of the
same scene. (image source: OW A.5 . . . . . . . . . . . . . . . . . . . . . . . . 48
viii
List of Figures
5.1. This figure shows the results of dataset 5. In A, the infarct demarcation is seg-
mented as green-blue in a post-operative CT recording. Subimage B shows
the orientation of the thermal image to the CT dataset. C depicts the temper-
ature distribution at equilibrium temperature after the irrigation. D displays the
spatial distribution of λ2 and E shows the histogram of all λ2 values. F rep-
resents the segmentation as result of fitting the 3-Gaussian mixture model.
Blue represents the ischaemic / low perfusion state, green the healthy state
and red representing uncertainty. The estimated hypoperfused tissue state
strongly correlates with post-operative infarct demarcation. Some tissue is lo-
cated near well perfused arteries (green) and might indicate areas that may be
affected by further ischaemic progression. Compared to the raw temperature
image of B the results allow more detailed information regarding the tissue
perfusion to be inferred. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2. The left image shows the 3D cortex reconstruction from a preoperative MRI
dataset. The tumor is demarcated in purple color. Analyzing thermal imaging
data with our novel semiparametric regression framework now allows us to
unveil somatosensory activity at fine-grain resolution compared to prevalent
phase reversal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
ix

LIST OF TABLES
4.1. Using a single Random Forest classifier, there is a clear gain in accuracy by the
application of learned high-level dynamic thermal features. . . . . . . . . . . . . 40
4.2. The RF-CRF model compensates false negatives of the plain RF classifier and
improves its performance considerably. . . . . . . . . . . . . . . . . . . . . . . 40
4.3. Evaluation of average spectral density of the algorithms with respect to two
intraoperative cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4. Comparison of average spectral density between Wavelet and CNN/Hardware-based
motion artifact filtering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.1. Overview of results from classifying the decay constant of tissue heating after
application of an intraoperative cooling to the cortex. . . . . . . . . . . . . . . . 55
5.2. Results of intraoperative SSEP analysis. . . . . . . . . . . . . . . . . . . . . . . 58
xi

1. NEUROSURGICAL BACKGROUND
The human central nervous system (CNS) consists of the brain and the spinal cord and is
therefore a vital part of body. It coordinates conscious and unconscious behavior and enables
the forwarding as well as processing of external and internal stimuli. The latter ability relies
on neurons (nerve cells) and glial cells. Glial cells represent a larger group of cells that support
neurons by electrically isolating them. Neurons are specialized cells which are responsible
for processing and forwarding stimuli, which yields a mechanism to store information. They
are connected to each other by nerve fibers of varying strength (axons), allowing stimuli to
be forwarded. This stimuli can be thought of as an electrochemical impulse (action potential),
which is forwarded only if it surpasses a certain threshold [12].
Disorders of this system require medical intervention in the field of neurosurgery. The
latter is a highly specialized and technological medical discipline covering the diagnostics
and treatment of disorders of the CNS. These range from diseases of the spinal cord, trau-
matic events, and vascular disorders in the brain to malign uncontrolled growth of abnormal
cells. Neurosurgical methods include, among others, open surgery, microsurgery, stereo-
taxy, stereotactic radiosurgery and endovascular neurosurgery. For diagnostics and OP plan-
ning, a close collaboration with neuroradiology is necessary since this discipline provides nec-
essary imaging tools and experience to explain neurological disorders. Hereby, neuroimaging
denotes various approaches to measure and visualize neural activity, structure and cerebral
perfusion at different micro- as well as microscopic scales. Because of the small electrical
gradients that action potentials cause, it is difficult to image them directly. Alternatively, neu-
roimaging methods analyzing neural activity rely on indirect approaches to monitor neural
activity by exploiting several aspects of neurovascular coupling.
1.1. BRAIN TUMOR
The steady growth of abnormal cells in the brain is denoted by brain tumor. These cells can
be categorized by their origin, for example Glioblastoma multiforme originate from a massive
proliferation of Glial cells. This growth causes an increased cerebral pressure (ICP) leading to
pathophysiological symptoms like edema [70]. Increased intracerebral pressure of tumors of
the cerebral cortex causes severe tissue mass movements and lastly a compression of the
brainstem, as well as a displacement of parts of the temporal lobe into the posterior cranial
fossa [70] significantly endangering the patient’s life.
In general, brain tumors can be described by several aspects that we will introduce shortly.
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1.1. Brain Tumor
Figure 1.1.: First experiments were done with the thermal imaging system being directly
connected to the OP table to enable low distance measurements.
Neoplasia denotes the uncontrollable growth of tumor cells. This ultimately compresses
healthy tissue, increases the intracerebral pressure and destroys brain parenchyma. Anapla-
sia means the dedifferentiation or loss of differentiation of tumor tissue to healthy tissue and
blood vessels. The degree of abnormality is called atypia. Another important factor of brain
tumors is called necrosis. Necrosis denotes the abnormal way of cells dying, since it doesn’t
follow the common apoptosis cell-death pathway. With this, phargocytes are prevented from
transporting the cell components away, leading to an accumulation of dead former cell com-
ponents.
Brain tumors can be further categorized by their progression rate and shape. Malign tumors
can be characterized by fast and infiltrative growth, whereas benign tumors shower slower
growth rates and stronger differentiation to healthy tissue. Primary tumors originate from the
brain, while secondary tumors originate from another part of the body and infiltrate the brain
by a weakened blood-brain barrier. These abnormal cells are called brain metastasis tumor
[48].
The following WHO classification [56] provides a rough classification of the malignancy grade
of brain tumors (mean survival times are taken from [70])
I) benign, highly differentiated, very slow growth rate, 5 or more years
II) semi-benign, highly differentiated, slow growth rate, 3 to 5 years
III) semi-malign, hardly differentiated, fast growth rate, 2 to 3 years
IV) malign, undifferentiated, very fast growth rate, 6 to 15 months
There is no known single cause for brain tumors, yet one factor has been shown to increase
the risk of getting a brain tumor: exposure to ionizing radiation. Common symptoms are
headaches, vomiting, seizures and mental changes [59]. It is estimated that approximately
6,920 inhabitants of Germany develop a primary brain tumor every year [46]. Therefore, the
primary brain tumor accounts for a total of 2 % of all cancer-related diseases. In the same
year, 5,646 cases of death were reported ([46]).
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1.1. Brain Tumor
Figure 1.2.: Recent developments have enabled parallel thermal and optical imaging by adapt-
ing the thermal camera to an OP microscope.
Analysis of brain activity using electroencephalography reveals abnormal patterns in the case
of intracerebral tumors. Another indication for neoplastic tissue is midline shift caused by
accumulation of tissue, leading to anatomic as well as structural changes within brain tissue.
Using CT imaging, this pattern can be visualized with an accuracy of 96 - 98 %. Depending
on the grade of anaplasia, variations in tissue density can also be a sign of brain tumors. By
the application of tracers, it is possible to evaluate hypo- or hyperperfusion caused by tumor
tissue. MRI achieves a comparable performance for classifying brain tissue, yet it is more
difficult to differentiate edema from tumor tissue. As suggested by [70], MRI yields a better
performance in the case of tumors in the cerebellum and brainstem.
The main treatment of brain tumors is the surgical removal of its mass (resection). In the
case of anaplastic tumor cells, intraoperative reasoning about healthy and tumor tissue is
difficult. In the last years, fluorescence imaging with ICG or 5-ALA as a tumor tracer (see
section 2.8.5 for details) has proven to be a valuable tool for a more exhaustive removal of
tumor tissue. Typically, the resection is combined with (neo-/adjuvant) radiation therapy and
chemotherapy. The former tries to damage the DNA of tumor cells by ionizing radiation, while
the latter requires the application of cytotoxic medicaments which primarily target cells with
an high cell division rate [59].
There are several other specific curative and palliative methods to treat tumors, for example
Cyberknife [1] and Gamma-Knife [82] are such approaches from radiotherapy. By employing
a linear particle accelerator or high-intensity gamma radiation, these methods aim to com-
pletely remove or reduce the tumor mass. Proton therapy employs a cyclotron or synchrotron
to generate proton beams, which are then accelerated, focused and shot to pathological tis-
sue. This seems to be a helpful method in cases when the tumors are difficult to access,
however its overall advantage has not yet been proven in literature [96].
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(a) Cortex reconstruction from preoperative
MRI.
(b) Intraoperative Thermal Neuroimaging fu-
sioned with MRI.
Figure 1.3.: (a) The white cluster in this image resembles the contrast enhancement of a
grade III Oligoastrocytoma on precentral gyrus. (b) The tumor is clearly differen-
tiable as the hypotherm (blue) area in thermal neuroimaging.
1.2. ISCHAEMIC STROKE
A shortage of substrates such as glucose in delimited parts of the brain is denoted by a
stroke. This shortage can be caused either by embolic or thrombotic blockage (ischaemic
stroke) of a vessel or by a bleeding (hemorrhagic stroke). Both lead to a (temporary) loss
of brain function of the affected areas, depending on the duration of the shortage. Conse-
quently, this hypoperfusion induces a chain of biochemical reactions which leads to the loss
of function, cell death and a cerebral edema. A shortage of oxygen and glucose for 60 to
90 seconds causes neurons to stop functioning. Irreversible damages are caused after ap-
proximately 3 hours. Necrosis is initiated about 4 to 5 minutes after the nutrition supply has
stopped [70]. Transient ischaemic attacks denote an ischaemic stroke of less than 24 hours
[87].
The shortage of nutritions first affects the metabolic function, leading to a restriction or stop-
ping of neural activity of relevant neurons. This doesn’t necessarily cause pathologies since
the structure metabolism may still be intact. When the shortage is below a certain threshold,
the structure metabolism can’t be maintained properly, which causes pathological changes
in the tissue [70]. In 2008, 196,000 Germans suffered from a stroke for the first time with
63,000 cases of death [42]. The latter makes a stroke the third most common cause of death
in Germany right after heart diseases and cancer. Worldwide, a stroke is the second most
common cause of death and the most frequent cause of longer-term disabilities [42].
An acute stroke causes common signs supporting first diagnosis. A reliable stroke diagnostic
allowing to differentiate between hemorrhagic and ischaemic strokes and for localizing their
origin requires a CT or MRI study of the patient. Yet, an early (12 hours or less) ischaemic
stroke is unremarkable in CT measurements, since the edema hasn’t formed yet. In general,
MRI is the best tool to diagnose an ischaemic stroke with sensitivity of 83 % and specificity
of 98 % compared to 16 % and 96 % of CT imaging [15]. Hemorrhagic strokes can be im-
aged best by CT imaging with a sensitivity of 89 % and a specificity of 100 % [15].
The treatment of an acute stroke depends on pathogenesis. In general, conservative therapy
consists of medication in order to optimize vascular parameters. In the case of ischaemic
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(a) Cortex reconstruction from preoperative
CT scan.
(b) Intraoperative Thermal Neuroimaging fu-
sioned with CT.
Figure 1.4.: (a) shows the 3d cortex reconstruction of a patient undergoing MCA occlusion.
The demarcation is segmented as green area. (b) This hypoperfusion also corre-
lates with colder (blue) areas in thermal neuroimaging.
strokes, a treatment by anticoagulants and antithrombotics might improve the outcome. An
early thrombolysis of patients with acute ischaemic strokes further reduces mortality rates
[78]. For this purpose, several protocols were developed for paramedical personnel, for ex-
ample FAST [40]. Bleedings must be localized and treated appropriately. A swelling of large
areas of the brain might require a decompressive craniectomy to reduce the intracranial pres-
sure.
1.3. THESIS CONTRIBUTION
Intraoperative imaging yields the possibility to gain knowledge about the patient which is ei-
ther not available prior to surgery or at lowered resolution and accuracy. Improved differentia-
tion of pathological tissue from healthy tissue is a vital component of intraoperative imaging.
In the case of tumor resections, the latter allows the patient’s postoperative outcome and
quality of life to be maximized. In this work we extend the available set of intraoperative
tools by thermal neuroimaging so that the neurosurgeons profit from the thermal imaging’s
abilities to analyze cortical perfusion and vascularization.
Thermal imaging in neurosurgery allows cortical perfusion and cell metabolism to be better
understood. By means of neurovascular coupling, it is possible to correlate local changes
in cortical perfusion to neural activity and therefore to infer neural activity. Furthermore, the
quantification of cortical perfusion provides insights into tissue composition.
In this work we present and discuss approaches to establish thermal imaging as a new
and robust technique for intraoperative neuroimaging. In contrary to existing methods, ther-
mal imaging is a whitelight-independent, marker-free and passive approach for recovering
structural and functional information. This robustness is especially useful for intraoperative
applications since lengthy and error-prone measurements and -protocols are to be prevented
in order to minimize intraoperative delay.
We first present a novel camera motion correction scheme tailored to thermal imaging based
5
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(a) Cortex reconstruction with marked post-
central gyrus.
(b) intraoperative functional thermal neuroimag-
ing
Figure 1.5.: (a) The postcentral gyrus (as marked in this figure) is responsible for sensory per-
ception. Through the novel intraoperative thermal neuroimaging the detection of
neuronal activity gets tractable as seen in (b). The signal strength is coded by
color brightness and fusioned with intraoperative optical imaging. In the case of
tumor resections, the information regarding neural activity can guide intraopera-
tive decisions regarding the extent of tumor mass removal.
on pattern recognition in wavelet domain. This initial approach is further improved by an
FPGA-based optical flow estimation scheme with real-time performance. In order to exploit
all available multimodal information in intraoperative settings and fusion structural with func-
tional information, we further propose a 3D-2D multimodal image registration and image
fusion framework to correlate intraoperative 2D thermal and optical imaging with preoper-
ative MRI, CT and PET measurements. The novelty of this approach comes from the fact
that the method is generic meaning that it is independent of the actual imaging device. The
framework just requires a one-time offline calibration protocol and uses all available informa-
tion provided by intraoperative neuronavigation systems.
We further provide a sound mathematical semiparametric regression framework to monitor
somatosensory activity. This generic framework enables the analysis of various intraopera-
tive experimental designs to unveil evoked neural activity. The model provides all necessary
components to recognize statistically significant low SNR patterns of neural activity by in-
corporating thermal imaging specific artifacts that would otherwise prevent valid statistical
inference. The model is used to recognize neural activity by analyzing temperature changes
correlating with neurovascular coupling. In the case of tumor resections it is possible to local-
ize the primary somatosensory cortex which improves the differentiation of functional tissue
to neoplasms.
We provide a novel approach to the analysis of imaging data of patients suffering acute is-
chaemic strokes. During decompressive craniectomy, it is common to apply sodium chloride
solutions to the cortex to prevent dehydration. We propose an analysis framework to lo-
cate these events in thermal recordings of the cortex and provide mathematical models and
estimation schemes to quantify the cortical heating behavior after the application of such a
solution at high spatial resolutions. We are the first to demonstrate correlations of the cor-
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tex’ heating behavior with preoperative infarct demarcations. Prospectively, this might be a
method for automatic estimation of demarcation progression by combining information from
preoperative infarct demarcation and intraoperatively estimated demarcation. This might be
a building block to the research of novel local therapies at the boundary of the demarcation
area in order to preserve as much tissue as possible.
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2. REVIEW OF NEUROIMAGING
TECHNIQUES
Neuroimaging denotes a class of medical imaging technologies which aim to image and vi-
sualize the structure and function of the central nervous system. Structural imaging denotes
the visualization of structures and respective disorders, such as ventricles, vessels and tumor
tissue. Prominent examples of this category are CT and MRI. Functional imaging allows the
visualization of neural activity. Yet, since action potentials are weak electrical signals, cur-
rent technologies can’t record these directly and have to employ indirect measures such as
metabolic activity, regional cerebral blood flow or postsynaptic potentials. In this chapter, we
give a brief introduction to the technical foundations of common neuroimaging techniques
and show recent advances in the application of machine learning methods to the analysis of
this data. These advances are then summarized and discussed with respect to their capabili-
ties and potential shortcomings when analyzing thermal imaging data.
2.1. COMPUTED TOMOGRAPHY
X-rays are electromagnetic radiation at 0.25 nm to 1 pm wavelength. Computed tomography
(CT) now employs this radiation to create a visual representation of the interior of objects,
such as human organs. For this, a CT consists of a circular array of X-ray sources and detec-
tors. The sources emit radiation towards an object. X-rays now travel on a linear path and
pass through the object. Parts of the radiation get absorbed by the material of the object. The
actual strength of the absorption process depends on the concrete biochemical composition
of the object and is difficult to predict a priori. At the opposite side of the object, the detector
measures the transmitted X-ray radiation. This lastly enables the creation of a transverse
plane. Each element of this plane represents the attenuation coefficient (Houndsfield units)
of the respective object. The scanner, as well as the detector, move axial and lateral dimen-
sion in order to capture multiple projections of an object. A volume stack of the recorded
object is now created by combining the recorded transverse planes [23].
Mathematically, different projections of an object are recorded. These originate from the
X-rays traveling along a linear path through the object. The recovery of an human interpretable
representation of the object requires the application of image restoration techniques. It was
shown that this task resembles the inverse radon transform. The radon transform denotes
9
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Figure 2.1.: Neuroimaging techniques can be grouped into methods for analyzing cerebral
structure and neural activity (function). Most techniques provide information to
one of this group, whereas MRI and thermal imaging provide all means for ana-
lyzing structure and function.
the integral of certain functions along a linear path. By inverting this function, the goal is to
recover each single function value that formed the integral. Historically, this was done using a
simple analytical approach called filtered back projection. Nowadays more advanced iterative
reconstruction techniques were developed to reduce the noise and other influencing factors.
Multi-layer CT employs multiple adjacent detectors and a fan-shaped X-ray source to evaluate
multiple parts of an object by a single shot. This can be used to speed-up the measurement or
to decrease the slice thickness. A 16-layer CT could reduce the common thickness of 10mm
to sub-millimetre scale. Current Dual-Source-CTs use a second 90◦ shifted X-ray source to
further decrease the measurement time. A state-of-the-art CT device of Siemens achieves
isotropic resolutions of 0.33 mm and cross-plane resolutions of 0.3 mm [85].
CT imaging allows the prediction of neurological deficits caused by pathologies inducing struc-
tural changes such as traumatic brain injuries at an early stage [44]. In the case of an intrac-
erebral tumor, CT imaging isn’t capable to differentiate the tumor itself, but rather just of
its swelling and the anatomical changes it causes. A radiocontrast agent further enhances
the X-ray absorption of perfused vessels and structures. [41] proposed a graphical model
for the estimation of lung motion by deformable registration. For this purpose, the authors
developed a hierarchical graphical model based on multiple layers of supervoxels1, whereas
motion is assumed between neighboring supervoxels. MAP-inference of this model now
yields a posterior distribution over the parameters of the image transformation. Through
application of the mean-shift mode seeking [18], the authors discuss how to approach sub-
voxel accuracy for motion estimation. By restricting the framework to discrete optimization,
a time-efficient approach is introduced, which is also resilient against local optima under cer-
tain circumstances.
In contrast to thermal imaging, CT depicts a three-dimensional modality. The patient has to
be positioned in the CT device and there is no mobile version available yet. Depending on the
dose, X-ray radiation also introduces harm to the human body due to the negative effects of
ionizing radiation. The maximum achievable spatial and temporal resolution of CT scanners
are one order of magnitude lower compared to thermal imaging. Specific tracers are further
necessary in order to visualize perfusion and perfusion related disorders, depicting a clear
difference to TI.
1Supervoxels combine a set of similar adjacent voxels, they can be thought of image patches.
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Figure 2.2.: Only a small subset of intraoperative neuroimaging techniques provide spatial
resolutions lower than 1cm. Since these techniques are employed for differen-
tiation of tissue state, sub-centimeter resolutions are required to guide tumor
resections and minimize the removal of healthy tissue.
2.2. MAGNETIC RESONANCE IMAGING
The following discussion is based on [24]. Atomic nuclei have an intrinsic angular moment
(nuclear spin) and furthermore have, in case of electrically charged particles, a magnetic
dipole moment. By applying an external magnetic field with strength B0 the spins align
themselves parallel or antiparallel along the field lines (so-called net polarization). The ratio
of parallel to antiparallel orientations follows a Boltzmann distribution. The polarization also
has differing energy levels, whereas the distance between both levels linearly grows with
the strength of the external magnetic field. The nuclear spin now lets the atomic nuclei
undergo a precession movement, meaning they pivot around the field lines of the external
field. This is called Larmor precession, yet it doesn’t cause any measurable change of an
arbitrary electrical unit. Therefore, an external high-frequent pulse at Larmor frequency is
applied to change the orientation of the nuclear spins by 90◦. This pulse also causes the
nuclear spins to synchronize the phase of their Larmor precession. Larmor frequency w0 is
given by
w0 = γB0 (2.1)
with the gyromagnetic constant γ and the strength of the external field B0. This changes the
prior longitudinal magnetization into a transverse magnetization and now induces an electri-
cal current into an external receiver coil.
Commonly, two different relaxation times are measured in order to form images of tissue.
The spin-lattice relaxation T1 denotes the time, until the longitudinal magnetization is re-
covered. Hereby, heat is delivered to tissue, making the tissue’s thermal conductivity the
strongest contributor to this relaxation time. Spin-spin or T2 relaxation represents the time
in which the nuclear spins lose their coherency. It therefore denotes the time span until the
transverse magnetization has lost 63 % of its strength. MRI contrast agents increase T1
relaxation times by accumulating at pathological tissue, for example by leaky blood vessels.
The described effect now works for a whole magnetic field, yet it doesn’t yield spatial informa-
tion. Therefore, three orthogonal linear gradient fields are applied to the external magnetic
field, making the nuclei respond to varying Larmor frequencies. This causes the Larmor
frequency to encode the spatial position and therefore allows the recording of spatially-de-
pendent information about the nuclear spin in frequency domain (k-space). By application of
an inverse Fourier transform, it is possible to recover a human interpretable representation
of the imaged tissue. Recent developments regarding compressed sensing MRI decrease
11
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Figure 2.3.: Computed tomography works by detecting X-ray radiation with an X-ray detector
at the opposing sites of the source. By combining the measurement of several
such detections, it is possible to reconstruct a 3D image of any X-ray transparent
object. (image source: [24])
recording time significantly and improve signal-to-noise ratio. Hereby it is assumed a sparse
representation of the original MRI signal in the frequency domain exists so that it is no longer
necessary to sample this space equidistantly. This comes, however, at the cost of increased
computational complexity of the reconstruction algorithms. Several wavelet-based methods
with sparsity enforcing constraints were discussed in [51] given 20 % subsampled raw MRI
recordings. The authors found that patch-based methods minimize aliasing effects and pre-
serve edges best compared to other state-of-the-art methods.
A statistical segmentation scheme was applied by [36] to T1-weighted MRI recordings in
order to locate ischaemic stroke lesions. The authors employed a supervised naive Bayes
classifier, wherein they model tissue state as independent Gaussian random variables of
the combination of SPM’s tissue and prior probability maps. In [30], the authors analyzed
T1-weighted MRI data with respect to Alzheimer’s disease. For this purpose, the authors ap-
plied a support-vector-machine (SVM) to the data and proposed a novel statistical inference
scheme based on permutation testing given the estimated weight vector and margin of the
SVM. A two-stage approach based on graphical models for segmentation of enhancing Multi-
ple Sclerosis lesions in T1-weighted MRI data was proposed by [47]. The first stage consists
of a voxel-level conditional random field with third-order neighborhood structure modeling a
Gibbs distribution on MRI intensity values and assigned class labels. This stage yields a rough
segmentation of lesions, which are then plugged into the next stage. Now, false-positives
are reduced by using a second CRF with higher-order cliques on textural features. Depending
on the lesion’s size, the proposed method yielded sensitivity ranging from 79 % for small to
99 % for large lesions at a false discovery rate from 63 % to 7 %.
Similar to Computed Tomography, MRI is a three-dimensional modality that also requires a
12
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Figure 2.4.: The working principle of Positron Emission Tomography resembles Computed
Tomography by the fact that particles of a linear path through an object are de-
tected. Yet, the detected photons originate from the decay of injected atomic
tracers limiting the repeatbility of PET studies. (image source: [24])
specific positioning of the patients. Due to the steadily changing magnetic field gradients,
an intense acoustic burden at Larmor frequency is caused to the patient, clearly differenti-
ating MRI measurements from passive thermal imaging. Due to current limitations of mag-
netic field strength, the spatial resolution of 1 mm is about 5 times higher than maximum
achievable resolution of thermal imaging. This fact also limits the temporal resolution of MRI
measurements.
BOLD FMRI
Blood oxygen level-dependent (BOLD) functional MRI enables the quantification of the blood
oxygenation and by this yields indirect information about neural activity. Neural activity is
strongly related to neurovascular coupling, which leads, amongst others, to an increase in
deoxygenated hemoglobin. Two to six seconds after a neural activation, the regional cerebral
blood flow leads to a further increase of oxygenated hemoglobin and decrease of deoxy-
genated hemoglobin [24]. Because of the differing magnetic properties of (de)oxygenated
hemoglobin, it is possible to measure this behavior by a specific MRI protocol (weighted
T2*).
Studies have proved this correlation by comparing the fMRI results with intraoperative direct
cortical stimulation [98]. Yet, Krings et al. [50] showed that the projection of subsurface
signals onto the cortical surface doesn’t necessarily correlate with direct cortical stimulation.
Another study [111] unveiled that postoperative neurological deficits correlate with the dis-
tance between neural activity of the sensory cortex to tumor tissue. They conclude that this
effect might be due to the fact that fMRI analysis yields too large an activation area since an
increase of regional cerebral blood flow is broader than the actual active neurons.
Statistical parametric mapping (SPM) is a common Matlab toolbox consisting of various ap-
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Figure 2.5.: Novel framework to optimize experimental design in order to maximize the neural
activation in a pre-defined target cortical region (image source: [55]).
proaches to morphological normalization, registration, preprocessing and statistical analysis
of brain imaging data (see [29] for an in-depth review). The statistical framework grounds on
general and generalized linear regression models consisting of sets of deterministic compo-
nents that describe the measured time series. Rest-state fMRI (rs-fMRI) is a recent develop-
ment not requiring any patient interaction or deterministic components to identify eloquent
areas. For this purpose, Mitchell et al. [62] applied a pretrained Multi-Layer-Perceptron neu-
ral network to low-frequency (< 0.1Hz) resting-state fMRI data and yielded a good (AUC
0.89 for motor activity, AUC 0.76 for speech) performance in localizing specific functional ar-
eas. Further advances were made by [90], who used spatially regularized SVMs for analysis
of rs-fMRI data. Similarity encoding techniques such as Representational Similarity Analy-
sis (RSA, see [49], [65]) are another novel approach for classification of brain imaging data
combining multivariate statistics and machine learning. RSA-based inference depends on
analyzing the similarity of the spatial activity pattern of experimental conditions in a specific
region of interest [65], in contrast to testing the occurrence of an actual activation pattern
in a time-series as done by regression-based methods. Another novel application for identi-
fication of functional network in fMRI data was demonstrated by [57] using sparse coding.
The general idea is to represent the fMRI dataset in terms of linear combination of the ele-
ments of an over-complete dictionary which is to be learned dictionary by imposing sparsity
(L1) constraints to each element’s coefficient. The latter minimizes the number of chosen
elements to represent the fMRI signal. Experimental task-related elements of the dictionary
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are then unveiled by analysis in time- and frequency domain. Stacked auto-encoders are an-
other modern approach to unveil functional networks by recovering non-linear dependencies
among input data. This approach was demonstrated by [95], who used multiple Restricted
Boltzman Machines (RBM) to model non-linear behavior of input data. Linear RBMs can be
thought of unsupervised feed-forward neural networks without inter-layer connections that
approximate an input signal by a hidden layer of arbitrary dimension. A lower dimensional
hidden layer leads to a projection into a subspace (in case of linear RBMs and a single hid-
den layer: onto the first principal components [16]). RBMs first encode the input given the
model’s weights, and afterwards decode it by using learned output weights. These weights
are used as a compressed representation of the initial signal for a subsequent classification
by a Hidden Markov Model. The authors demonstrated the applicability of their approach to
classify Mild Cognitive Impairment at a diagnostic accuracy of 72.58 % on ADNI22 cohort.
This performance is also superior to the accuracy of other state-of-the-art methods. The au-
thors also evaluated the impact of the proposed Deep Autoencoder and found the necessity
of learning non-linear relationships, since linear methods such as PCA yielded below-average
results. The usage of a Gaussian mixture distribution for MCI classification also yielded a
worse performance than the proposed HMM.
Automatic neuroscience was first demonstrated by [55]. The proposed method automatically
optimizes the experimental conditions of real-time fMRI recordings in order to maximize neu-
ral activity at target cerebral sites (see figure 2.5). This was achieved by parametrizing the
experimental space and traversing it by local optimization methods. It was found that non-
parametric Bayesian optimization allows the whole parameter space to be sampled by using
reasonable model assumptions such as flat priors. This work may further improve under-
standings regarding functional connectivity and accuracy of brain mapping.
BOLD fMRI is a technique to monitor neural activity by recognizing the BOLD contrast in-
duced by neurovascular coupling. This allows to visualize the neural activity more directly
than by using intraoperative thermal imaging. BOLD fMRI also provides depth maps of neu-
ral activity at spatial resolutions as low as 1mm. Yet, the same disadvantages of MRI also
apply to BOLD fMRI, making it a less favorable solution for intraoperative imaging.
DIFFUSION TENSOR IMAGING
Diffusion tensor imaging (DTI) is based on MRI. After the transverse magnetization, a so-
called diffusion weighting is applied. This means another gradient field of a specific orienta-
tion is applied to the external magnetic field. Atomic nuclei now precess at a varying Larmor
frequency and become incoherent. Then, a 180* HF-pulse followed by the same gradient
field is applied to the magnetic field. The nuclei’s magnetic dipoles become phase-syn-
chronous and induce characteristic electrical current into the receiver coil. This current is
lower than the current of a plain MRI measurements, since some nuclei might have moved
during the application of the second HF-pulse and the two gradient fields. This movement
correlates with the diffusion movement of the nuclei. Thus, the weaker electrical current
also correlates with the diffusion movement. By varying the gradient field, it is now possible
to estimate a voxelwise 3 × 3 tensor and therefore visualize the flow direction of hydrogen
molecules [24].
The evaluation of characteristic tissue perfusion properties now delivers valuable information
2The dataset is available at http://adni.loni.usc.edu/data-samples/.
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Figure 2.6.: Diffusion Tensor Imaging is a sort of MRI study providing information to localize
nerve fibers. (image source: [105])
in neurosurgery, especially since it is now possible to recover nerve fascicles (so-called fiber
tracking) and, in particular, to visualize diffuse axonal injuries [83] as well as white matter
pathologies in general. DT-MRI provides the possibility to reconstruct the nerve pathway
within the brain as well as the the analysis of white matter [22]. [13] discussed a non-para-
metric statistical approach to further improve the quality of fiber mixtures. The authors used
a regularized Nadaraya-Watson estimator with Gaussian kernel and matching-based distance
measure. By integrating the fiber information into neuronavigation systems, it is possible to
lower the risk of harming the pyramidal tract during tumor resection (see for example [68]).
Another recent development of DTI is white matter abnormality mapping [10] based on Voxel
Based Analysis [3]. For this purpose, Booth et al. aligned and computed the Mahalanobis dis-
tance of template cortical perfusion- and subject data. Since this distance measure follows
an χ2 distribution, significance testing is straight forward. With this method, the authors
were able to correlate spatial extent of estimated abnormality with white matter lesions as
well as neurodevelopment outcome.
2.3. POSITRON EMISSION TOMOGRAPHY
Positron emission tomography (PET) scanners detect photons which originate from the atomic
decay during the annihilation of positrons and electrons. The annihilation of these two ele-
ments yields two photons at 511 keV [2] that fly in opposite directions. To provoke this event,
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biomolecules containing such a tracer are injected into the venous system of the patient and
accumulate at characteristic sites, for example in liver tissue as well as in pathological tissue
with increased metabolism. It then interacts with electrons and initiates the process just dis-
cussed. A PET scanner consists of an axial detector design to catch both opposed photons
and correlate them in order to infer their distribution in the scanned body. [24]
The mathematical background is similar to CT since the detectors also measure the integral
of photons over a linear path. Prevalent systems have a resolution of 5 to 8mm and are prone
to noise. One typical recording takes approx. 90 minutes. Current devices combine CT/PET
in order to combine structural information with hemodynamics and nutrition consumption.
These devices have a resolution of 4 mm and take 15 minutes per recording.
PET scanners mainly allow the visualization of variation in the body’s glucose distribution
(FDG-PET, F-flurodeoxyglucose) and changes in regional cerebral blood flow ((15)O-water
PET). In 1930, Otto Warburg found that tumor cells consume lots of glucose, making FDG-PET
a promising tool for tumor diagnostics. (15)O-water PET enables monitoring the regional
cerebral blood flow to be possible and therefore it is also possible to quantify cortical hemo-
dynamics and - analogously to fMRI - neural activity. Studies have shown that PET scanners
are rather inaccurate at detecting neural activity, since the focal center of the activity appears
to be shifted by 1 cm and false-positives are measured that don’t correlate with results of
intraoperative direct cortical stimulation [43]. [53] reported a diagnostic sensitivity of 44.3 %
in a cohort of 89 patients with refractory partial epilepsy for the localization of the epileptic
lobe by FDG-PET. This may correlate with the findings of Wetjen et al. [107], who found that
hyper-perfused areas at the sites of previously failed epileptic resection sites do not necessar-
ily correlate with epileptic lobes. In order to classify Alzheimer’s disease, [69] used bagged
linear SVMs with recursive feature elimination [25]. Applying their method to FDG-PET data
yielded an AUC 0.709, whereas multimodal fMRI-PET analysis increased AUC to 0.748. Their
analysis also showed that unimodal FDG-PET and fMRI performance is comparable in terms
of analyzing gray matter. Subsequent PET recordings can also be used for tumor growth
analysis in order to evaluate the therapeutic treatment plan as suggested by [61]. For this
purpose, the authors first developed a tumor growth model for consecutive FDG-PET scans
of a single patient during radiotherapy. The model is initialized by providing a manual tumor
delineation as boundary condition for the first two recordings. Tumor segmentation and mass
computation of subsequent PET scans is then achieved by iteratively evaluating a Dirichlet dis-
tribution on PET intensity values and the growth model’s predictions of the likely delineation
for the to-be-evaluated recording. Hereby, the authors were able to achieve average volume
concordance of 73.17 % between automatic and expert tumor segmentation. PET requires
the application of radiopharmaceuticals (RN) that emit positrons. An extensive discussion of
current tracers can be found in [2]. The measurement of this effect is delayed since the tracer
has to distribute in the patient’s cardiovascular system and accumulate at specific positions.
The RN’s half-life time and potentially harmful ionizing radiation also prevent rapid repetitions
of a study. By a spatial resolution of about 3 to 5mm [24], PET scanners are furthermore
less sensitive than thermal imaging by a factor of ten. A clear advantage of PET scanners
is their ability to measure perfusion as well as the glucose distribution of a body, enabling
good visualization of tumorous tissue - yet at worse spatial resolutions. It is further possible
to quantify the neurotransmitter function of the brain (like Dopamin), which is useful for neu-
ropsychological experiments. Since PET scanners allow regional cerebral blood flow to be
quantified, it is also possible to establish functional imaging. Due to the half-life time of the
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RNs3, long study durations for this kind of experiments are required. In contrary to thermal
imaging, there is no intraoperative application of PET.
2.4. SINGLE PHOTON EMISSION COMPUTED TOMOGRAPHY
SPECT is operationally similar to PET and also requires the application of a nuclear tracer.
Due to physiological and optical reasons, the tracer’s energy must lie between 100 keV and
200 keV. One common tracer is Technetium-99m ( (99m)Tc). The tracers accumulate in hu-
man tissue and emit gamma radiation. Gamma radiation also introduces ionization radiation,
which may cause "harmful biological effects" [26]. A scintillation detector now measures the
emitted gamma radiation. One or more detectors rotate around the body and measure the
gamma radiation. But unlike PET, scattering effects may influence the pathway of the photons
(gamma rays) and their energy might also change due to absorption effects. Since a collima-
tor is necessary to get directional information from incident photons, additional uncertainty
is introduced about the origin of the measured photons. After recording the information, the
same mathematical methods as with CT and PET are employed - filtered back-projection and
iterative reconstruction.
The actual use-case of SPECT strongly depends on the applied tracer. By using the highly
inert (133)Xe gas or (99m)Tc it is possible to quantify the regional cerebral blood flow, allow-
ing - just like fMRI and PET - the evaluation of neural activity. (201)TI can be used for tumor
diagnostics [26].
A recent study that compared PET and SPECT argued that PET’s sensitivity is "two to three
orders of magnitude" higher than SPECT’s mainly because of its need to use a collimator
[72]. Analogously to PET imaging, a radionuclide is required for SPECT measurements yield-
ing comparable disadvantages. Compared to PET, SPECT is limited to blood flow analysis
and measurements of neurotransmitter function. Theoretically, functional imaging is possi-
ble by SPECT imaging, yet (99)m Technetium has a half-life time of 6 hours allowing only
studies with one image per day [24]. [27] compared the localization abilities of MRI and
SPECT for patients with focal dysplastic lesions (FDL) by analyzing thresholded normalized
(Z-score) co-registered differential interictal-ictal SPECT recordings. They found that multi-
modal subtraction SPECT with MRI imaging (SISCOM) achieved a discovery rate of 47 % for
FDL localization. They also discovered that FDL overlapped with 16.5 % the size of the found
cluster as suggested by SISCOM imaging. Similar findings were reported by [53], who report
41.1 % sensitivity of subtraction SPECT imaging for the localization of epileptic lobes.
Several studies analyzed SISCOM data by using newly developed frameworks (for example
[27], [107]), yet the reference framework of fMRI, Statistical Parametric Mapping, was also
extended for analysis of SPECT imaging data. Table 1 of [100] lists several common tech-
niques for analyzing SPECT data.
2.5. NEAR-INFRARED SPECTROSCOPY
Near-infrared spectroscopy (NIRS) is a non-invasive transcranial method to detect photons
of the near-infrared spectral range (650 - 960 nm). These wavelengths contain (amongst
3The tracer (15)O has a half-life time of 2 minutes, which allows a certain extent of functional imaging, yet for
each session it is a requirement that the tracer must be absorbed.
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others) characteristic spectroscopic bands of hemoglobin, allowing information about its oxy-
genation state to be inferred. This yields the same potential as fMRI for acquiring information
about the regional cerebral blood flow. Technically (functional)NIRS is comparable to infrared
spectroscopy, meaning that it causes molecular vibrations by near-infrared radiation. These
vibrations allow a detailed characterization of molecules and their bonds [67]. [19] compared
BOLD fMRI and fNIRS measurements of (de)oxygenated hemoglobin and found a significant
correlation between the time behavior of these tracers in both modalities.
A meta-study regarding functional NIRS imaging demonstrated the applicability to recover
neural activity. Yet, there is room for improvement in terms of spatial and temporal resolution
compared to fMRI and general image quality [67]. This also segregates fNIRS from thermal
imaging, since former images are blurry and this technique only achieves comparatively bad
spatial resolutions. Yet, (f)NIRS depicts a non-invasive method, allowing images of anatomic
structures and functional information of the cerebral cortex to be acquired. The latter was
demonstrated by [86], who used preprocessed NIRS data of (de)oxygenated hemoglobin of
the left and right motor cortex as a foundation for a brain-computer interface. They classified
the concentration value of hemoglobin by a SVM and a pre-trained 5-state Hidden Markov
Model (HMM). The SVM achieved 73.1% accuracy in a motor imagery task, while the HMM
yielded a striking performance of 89.1%. Guillermo et al. [37] established a brain-computer
interface based on fNIRS using support vector machines at an overall accuracy of 76.30 %, al-
lowing communication with a patient suffering from complete locked-in syndrome. In a com-
parative study regarding the classification of a binary decision (yes, no), [64] demonstrated
a good performance of support vector machines (accuracy 82.14 %) compared to linear dis-
criminant analysis (accuracy 74.28 %). Prior to these results, [109] published the possibility
to analyze fNIRS data using an extension to statistical parametric mapping for task-related
study designs.
2.6. ELECTROENCEPHALOGRAPHY
In neurology, electroencephalography (EEG) is the gold standard method for non-invasive
measurement of the brain’s electrical activity. EEG requires the placement of electrodes
on the patient’s head. These electrodes are connected to an electrical amplifier allowing the
derivation of current variations over time. Typical amplitudes are approximately ±100 mV [24].
These variations are caused by the extracellular current flow, which correlates with excited
and inhibited postsynaptic potentials (IPSP, EPSP). It is important to note that IPSP and EPSP
differ from the action potentials of neurons, since action potentials wander around axons and
lead to a release of neurotransmitters. The neurotransmitter now activates a receptor of the
adjacent (postsynaptic) neuron. The described process is also known as neurotransmission.
This activation induces an electrical current that is measured by EEG [24].
Electrodes are a coarse-grain way of measuring electrical current, since they are several
orders of magnitude larger than a single neuron. Therefore, the electrode measures the in-
tegrated electrical current at its contact area to the head. Common EEG bands are defined
by the frequency range they cover. In detail, there are Delta (< 4 Hz), Theta (4 to 8 Hz), Al-
pha (8 to 13 Hz) and Beta (>13 Hz) bands. Each allows specific inference about pathological
changes.
A common application of EEG is the detection of epilepsy related seizures, which typically
induce distinct spikes into the recorded data. Other pathologies (such as lesions) also intro-
duce characteristic patterns into the EEG signal, yet its use for this kind of pathology has
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Figure 2.7.: Electroencephalography (EEG) is a non-invasive method to measure electrical
activity of the brain by placing electrodes on the patient’s head. In the upper part,
the online EEG during auditory stimulation is seen. After multiple repetitions and
signal processing, the response of the auditory system can be recognized as
seen in the lower part. (image source: [24])
declined since the advent of imaging techniques with better spatial resolution like MRI or CT.
Another application of EEG is the visualization of brain connectivity, meaning the disclosure
of interaction between (groups) of neurons. For this purpose, [8] demonstrated an online
method for single-trail connectivity analysis. The authors fitted a L2 regularized vector autore-
gression (VAR) model jointly with an Independent Component Analysis on EEG data as of
[7]. Afterwards, streaming EEG data is decomposed continuously into independent compo-
nents by the gained unmixing matrix. By fitting a VAR model to this decomposed data, a
causal relationship and therefore a representation of connectivity can be visualized (see [79]
for details). Non-linear time-series analysis was applied to EEG measurements by [92]. From
the measured EEG electrode’s time-series, the parameters of a Lorenz attractor are recon-
structed. This attractor describes the time-series behaviour in state space and is quantified
by its embedding dimension (size of state vector) - and in the case of time-delay embedding -
the lag used for constructing the state vector. Each state vector can be though of as a single
point of the attractor’s trajectory in state space. A characterization of this attractor (for ex-
ample by Lyapunov exponents or Poincaré section) now allows the quantification of dynamic
time behaviour of the data. The authors review several applications and argue that it might
be useful for predicting and detecting epileptic seizures because of their highly non-linear
nature.
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2.7. MAGNETOENCEPHALOGRAPHY
As a consequence of the extracellular current flow (see EEG), the human’s head is surrounded
by a magnetic field. Measuring this field might allow the analysis of neural activity as is done
by EEG [24]. Yet, sensitive superconducting quantum interference devices (SQUID [17]) are
necessary to actually measure it, since the magnetic field’s strength is at picotesla scale
[104]. Note that the earth’s magnetic field is at 0.5 mT and urban magnetic noise is just
below 1 nT [104]. Therefore, very accurate noise correction and signal estimation schemes
are required in order to differentiate neural activity from environmental noise.
The SQUID detectors are installed into the helmet array (dewar) just discussed. The pa-
tient now places his head into this fixed helmet but he can still move his head a little bit.
This makes it necessary to employ registration techniques for motion compensation for effi-
cient image fusion with other modalities such as EEG or structural imaging methods [104].
State-of-the-art is the integration of 275 SQUID detectors into the just discussed helmet
array. This number of detectors allows finer scales and provide the ability to evaluate the
communication patterns between adjacent groups of neurons.
MEG is currently employed for localizing epilepsy and non-invasive monitoring of sensomo-
tory activity [24]. On synthetic MEG data, [97] simulated event-related potentials (ERP) in
order to demonstrate the abilities of LDA beamformer to unveil the potentially correlated
electrical source signals of neural activity given their assumed spatial distribution (map). The
authors propose to employ a regularized scheme to estimate covariance matrix as solution to
the LDA optimization problem. Hereby, they were able to recover the source signal at highest
SNR compared to PCA and linear-constrained minimum-variance beamforming [101]. Yet, it
has to be emphasized that the abilities of the method directly depends on the accuracy of
the spatial map estimation scheme.
2.8. INTRAOPERATIVE IMAGING
Until now, we discussed methods to extract structural and functional information using pre-
or postoperative methods. This information is then employed for surgical planning and as
medical decision support, for example in the case of localizing aneurysms, tumor or brain
mapping. In this section, we discuss intraoperative structural and functional imaging tech-
niques that yield direct feedback to the surgeon regarding the desired information.
2.8.1. ULTRASONOGRAPHY
Ultrasonography (US) is a method to examine tissue structures and blood flow by ultrasound
waves. US is regarded as safe method, since it just generates heat in the evaluated tis-
sue and might lead to cavitation. Ultrasound waves with frequencies in the MHz range are
emitted and their echo is received by a flexible probe (transducer). A transducer converts
ultrasound waves via the piezoelectric effect. Incident ultrasound waves transmit through a
crystal and are converted into an electrical current (Piezo effect). Contrary, in order to gener-
ate ultrasound waves, high-frequent alternating voltage stimulates this crystal to oscillation,
raising ultrasound waves [45].
Impedance denotes a certain amount of acoustic resistance, which slows down the prop-
agation of ultrasound waves. Tissue properties directly influence its impedance introducing
characteristic properties to the acoustic signal. Pulses of US signals are sent to an object
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Figure 2.8.: A transducer emits acoustic waves and records their reflections. The
time-of-flight of these reflections correlates with tissue properties which allows
the structure of the examined tissue to be acquired as an image. (image source:
[38])
and permeates it to some degree - depending on the tissue’s structure and composition. The
signal now echoes off the tissue and returns to the probe. The runtime of the US signal’s
echo correlates with the penetration depth and its amplitude with the tissue’s composition
[45]. Because of impedance, it is not possible to measure the surface of objects, since the
transition between different materials (air, tissue) causes a high impedance, resulting in weak
to no echos.
B-Mode-imaging is an extension to conventional US by the application of a linear array of
transducers to scan multiple positions in parallel. The resulting data is a two dimensional rep-
resentation of the object. Doppler-US computes the phase shift between sent and received
US and therefore allows the visualization of flows, for example blood flow [45]. In [21], the
authors discussed the influence of anisotropic 4D (three spatial and one temporal dimension)
ultrafast Doppler imaging for cerebrovascular imaging. For this purpose, a linear scanner ar-
ray was translated and rotated at consecutive positions at respective angles. Since the pixel
dimension increases in an out-of-plane direction of the propagating plane wave of the em-
ployed 1D linear scanner array, anisotropy is introduced into the data. By simulating the 3D
point-spread-function and plugging it into a Wiener filter, the authors significantly improved
the in-plane resolution as demonstrated on synthetic and animal experimental data leading to
spatial isotropy. Further studies have shown that intraoperative US can be employed to find
tumor lesions [99]. The integration of 3D ultrasound systems with neuronavigation systems
provides additional use to the surgeon for guided resection procedures [81].
Ultrasound introduces several challenges to image analysis tasks. This is due to the fact
that the images are prone to speckle noise, intensity fluctuations and physically connected
components can appear disconnected in US data because of some parts not reflecting the
US signal, leading to so-called shadows. One approach to these challenges was discussed
in [76], wherein the authors recovered structural information of fetal US imaging data. They
proposed to combine a rough fuzzy-connectedness based image segmentation scheme with
subsequent refinement step by exploiting structural information. The latter was achieved by
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comprising shape information to the previously segmented objects to improve object delin-
eation in the case of shadows. For this purpose, they extracted local curvature information
of the objects convex hull and for each point of its boundary an inwardly pointing normal. By
measuring the intersection of the normal with the object’s inner boundary, they computed its
width and were able to locate gaps. These gaps are filled by connecting the normals at both
sides leading to closed objects. It has to be emphasized that this approach assumes that a
single object which may be prone to gaps is segmented. However, their approach reached
an average sensitivity of 87.3 % and specificity of 97.05 % wrt. expert segmentation.
Intraoperative US enables 3D imaging of anatomic structures and blood flow. Yet, as dis-
cussed and contrary to thermal imaging, it is not possible to analyze cortical structures.
Intraoperative US recordings further require the surgeon to pay attention that no air is en-
closed between the US probe and tissue for acquisition of high-quality three-dimensional
data sets. It is furthermore not possible to visualize functional activity by this method. In-
herent speckle noise, heterogeneous image intensity distributions and object discontinuities
require advanced image analysis methods in order to reach a reasonable performance.
2.8.2. INTRAOPERATIVE MRI
The mechanical forces that occur during trepanation and resection cause structural changes
in the elastic brain tissue during OP. This effect is denoted by brain shift. In navigated surgery
(see section 2.9) this unwanted effect increases the deviation between preoperative MRI
recordings and the actual intraoperative tissue structure. Brain shift increasingly invalidates
the advantages of navigated surgeries overtime and has to be corrected. One approach to
solve this issue is by employing intraoperative MRI (iMRI). IMRI allows the intraoperative
acquisition of MRI datasets. However, the surgery has to be interrupted in order to update
the preoperative MRI dataset with a new intraoperative recording. Currently there are two
main approaches to intraoperative MRI:
1. Acquire the MRI dataset in an adjacent and specially prepared room [108]
2. Acquire the MRI dataset in the operating room [63]
The first approach requires the patient to be brought into another room and then for the MRI
dataset to be transferred into the neuronavigation system. This approach also requires the pa-
tient registration procedure of neuronavigation systems to be repeated, and therefore further
delays the OP. Automatic image fusion approaches (see for example [77]) were proposed, yet
are not robust enough for general intraoperative usage. The second approach requires spe-
cial attention to the used surgical tools, since they are not allowed to be magnetic. Recording
an MRI dataset without being forced to move the patient minimizes intraoperative delay and
enables a seamless integration of new data into intraoperative neuronavigation system. The
latter approaches lower the delay between acquisition and integration of the MRI dataset
into the neuronavigation system [45]. Independent of the actual approach to intraoperative
MRI, the surgical intervention has to be interrupted, the patient must be positioned in an MRI
scanner, and any magnetic instruments have to be removed from the patient. After acquisi-
tion, the patient must be re-registered (potentially semiautomatic) to the MRI dataset. This
requirement delays surgical procedures and limits the number of repetitions of intraoperative
measurements.
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Figure 2.9.: Electrocorticography requires the placement of a sterile electrode grid directly
onto the cortex during neurosurgical interventions. Hereby it is possible, to mea-
sure electrical activity of neurons at very high temporal resolutions to infer the
position of e.g. eloquent areas. Despite its high temporal resolution, the elec-
trodes of the grid limit the spatial resolution of this technique to cm range. (image
source: [9])
2.8.3. ELECTROCORTICOGRAPHY
Electrocorticography (ECoG) denotes a technique similar to EEG. A sterile electrode grid is
placed on the exposed cortex and the electrical current is measured. The underlying origin of
the current is the same as in the case of EEG, yet the signal is much stronger, since it is not
getting attenuated by the patient’s skull. ECoG devices typically have a temporal resolution
of 5 ms and a spatial resolution of about 1 cm [80].
The main usage of ECoG is the localization of eloquent cortical areas as well as the center of
a focal epilepsy. ECoG depicts the gold-standard for intraoperative measurements of cortical
and subcortical neural activity. However, this method requires the placement of electrodes
onto the cortex, resulting in spatial resolutions in cm range, which is a factor of 1000 worse
than the achievable resolution of thermal imaging. Therefore, ECoG is generally employed for
measuring neural activity, especially in the case of locating epileptic foci, yet since it doesn’t
provide anatomic information, lengthy repetitions are required for precise differentiation of
focal lobes of neural activity to other tissue. [31] used ECoG signals for the detection of
epileptic foci. The ECoG signal was projected into time-frequency domain by Wavelet Packet
Transform. Since this yields an over-complete representation of the signal, they applied a
best-basis transform to get a compact representation. By application of the identity penalty
function GE (x) = GW (x) = x a correspondence matrix is computed, which is plugged into
PCA. The scores of the three principal components are then visualized. The geometric prop-
erties of the resulting three dimensional structures (dimensionality, symmetry) now allow the
exploration of corresponding signals.
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Figure 2.10.: The left subimage shows an intraoperative recording of the microscopic image
of a glioma. Using flourescence imaging and the application of a tracer. The right
image shows flouscenting tumor tissue caused by ALA-PpIX. (image source:
[71])
2.8.4. DIRECT CORTICAL ELECTRICAL STIMULATION
Direct cortical electrical stimulation (DCES) is done in parallel with ECoG. The surgeon uses
a bipolar electrode to apply an electrical pulse to a specific part of the cortex. As a result,
inhibited and excited neurons are activated. In fact, there is also a chance that this procedure
also activates remote sites. The pulse strength is 0.5 to 10 mA at a pulse width of 0.3 ms
for approximately 2 to 5 seconds [80].
This technique is used for brain mapping (for example language processing tasks, sensormo-
tory cortex), since the activation can be evaluated directly. For example stimulating a specific
part of the motor cortex leads to movements of the patient’s hand. Another important appli-
cation is a coarse-grain differentiation of tumor to healthy tissue by stimulating the cortex. It
is expected that tumor tissue shows abnormal or no behaviour following an electrical stimu-
lation [80].
2.8.5. FLUORESCENCE IMAGING
Fluorescence denotes the effect that a material emits photons after it is excited by photons
of different wavelengths. Autofluorescent materials react to photons without the application
of external agents. In the medical domain, florescence is provoked by the application of an
external tracer that accumulates in specific types of tissue, for example in tumor tissue. By
external excitation with photons, electrons of the tracer are promoted from their ground state
S0 to a state of higher energy S1. Since matter wants to reach a state of minimal energy, a
relaxation process is initiated, wherein photons are emitted. These photons can now be de-
tected. The Stokes-Shift states that the wavelength of the excitation source is lower (higher
energy) than the wavelength of the emitted photons (lower energy). In neurosurgery, typical
agents are Indocyangreen (ICG) for videoangiography and perfusion analysis and 5-ALA. The
latter accumulates in tumor tissue [4].
There are various approaches to intraoperative fluorescence imaging, such as epifloures-
cence, spectral flourescence imaging, confocal microscopy, two-photon microscopy. Epi-
flourescence is commonly employed in OP microscopes, for example in Zeiss microscopes.
The target gets illuminated through the objective. Lamps with high luminosity are required
for this technique, for example Xenon gas discharge lamps. These lamps typically emit pho-
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tons of a wide spectrum, whereby it is possible to narrow down the spectrum by the usage
of specific bandpass filters appropriate for the excitation spectra of the used agent. By the
application of dichromatic mirrors, the excitation light gets coupled into the beam path of the
microscope. This doesn’t affect the imaging of the fluorescence emission, since the dichro-
matic mirror works like a spectrally selective beam splitter. Reflected excitation light of the
surface gets forwarded to the light source and the surgeon just sees the tissue’s fluores-
cence pattern. The usage of an emission filter of appropriate bandwidth may further improve
the visual quality of this fluorescence pattern. Importantly, fluorescence imaging allows a
submicrometre resolution [4].
Current research shows promising results for handheld confocal endomicroscopy with NIR
light sources in combination with ICG. Hereby, it is possible to visualise the tumor demar-
cation and histological details. NIR further allows better penetration depths (350 μm). This
technique provides microhistological information about tumor cells in vivo. This provides valu-
able information about healthy, tumorous and transitional tissue [58].
There is further ongoing research regarding targeted tracers aiming to improve target specific
kinds of tissue for fluorescence imaging. Nano particles (for example quantum dots) provide
features allowing a more specific binding to tissue to occur. They might be coupled to pro-
teins, fatty acids or other compounds that mostly accumulate in tumor tissue and therefore
improve the sensitivity in the detection of the tumor’s demarcation.[54]
In contrast to thermal imaging, fluorescence imaging requires a tracer to highlight specific
effects and structures. At high doses - above FDA limits - the used tracers also introduce
toxicity [4]. Due to the half-life time of the employed tracers, a delay of several minutes to
hours is required for repeated measurements. Depending on the employed microscopes, FI
yields good temporal- as well as spatial resolutions in the μm range. This technique allows
differentiation of specific tissues as well as perfusion monitoring to be established, for ex-
ample by the application of 5-ALA or ICG. Compared to thermal imaging, functional imaging
is not possible and tumor differentiation requires tracers that mostly accumulate at sites of
tumor cells.
2.8.6. OPTICAL IMAGING
Optical imaging can be used for the measurement of light absorption and light scattering. The
former provides the necessary tools to inspect the occurrence of specific chemicals whilst
the latter can be used to analyze physiological characteristics.
Functional activity of neurons leads to variations in a cell’s water balance. [39] state that the
blood flow and blood oxygenation changes during neural activity. Action potentials lead to
local changes in both blood flow and oxygenation, which may allow us to draw conclusions
regarding neural activity[75]. Neurovascular coupling denotes the correlation of neural acti-
vation with an increase of regional cerebral blood flow. This bases on the assumption that
cellular processes of neurons require glucose and oxygen to function properly. In the case of
neural activity, the neurons have an increased demand for glucose and oxygen which must
be satisfied by an increased regional cerebral blood flow. This demand is over-fulfilled, leav-
ing additional glucose in the blood and in tissue [98].
Optical imaging quantifies the oversupply of oxygen, since this changes the ratio of Oxy-
hemoglobin (HbO2) and Deoxyhemoglobin (Hb). Both molecules absorb light differently,
making it possible to monitor their ratio over time. In the case of neural activity, this ratio
gets changed significantly (see figure 2.11) allowing the localization of active areas or epilep-
tic seizures of the cortex [98]. In 2013, the detection and visualization of somatosensory
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Figure 2.11.: Plot of the characteristic absorption spectra of Oxyhemoglobin (HbO2) and Oxy-
hemoglobin (Hbr ). (image source: [6])
evoked potentials [88] and visual function [89] was demonstrated by thresholding the normal-
ized power spectrum at stimulation frequency 160 Hz. In the very common case of spatially
correlated noise, [91] discussed the suboptimality of the former approach and applied gen-
eralized indicator function analysis to IOI data to detect periodic signal components among
correlated noise.
[52] modeled the time course of a pixel by state-space equation accounting for smoothly
varying functional responses and periodic components (heartbeat, respiration). By using a
state-space model, the authors allow for dynamic parameter evolution over time, yet at the
cost of an expensive Markov Chain Monte Carlo estimation of the model’s posterior probabil-
ity distribution. Another suggested maximum likelihood estimation scheme was too sensitive
to the starting condition and didn’t converge to a global optima. Since Optical Imaging inte-
grates seamlessly into OP microscopes, it achieves good spatial and temporal resolutions.
By visualizing BOLD effects, it is further possible to recognize neural activity by neurovascular
coupling. Intraoperative OI therefore yields anatomic/structural as well as functional informa-
tion of the cerebral cortex. Like thermal imaging, this method doesn’t require contrast agents
and instead invasive measures the light reflectance and absorbance of the analyzed surface
in a non-invasive way. The usage of OI needs experience since it requires a optimal illumi-
nation of the scene and is affected by light scattering and light reflections. Both are to be
controlled since they would otherwise prevent measurements at the respective sites.
2.9. NEURONAVIGATION
The discussed preoperative modalities support medical diagnosis and OP planning. Patholog-
ical objects and functional areas can be localized by means of different imaging technologies.
Neuronavigation systems enable the use of these preoperative datasets in guided or navi-
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Figure 2.12.: Example image of the intraoperative screen of a neuronavigation system.
gated surgeries and provide valuable information to the surgeon. A global coordinate system
is formed by a landmark-based registration technique. This enables the surgeon to correlate
anatomical information, structures and other features of a preoperative dataset with the pa-
tient’s exposed brain.
Fiducial markers are placed on the patient’s head prior to any neuroimaging run. They are
then segmented in the preoperative datasets and must be further intraoperatively selected
on the patient’s head by a pointing device. It is now possible to compute a homogeneous
transformation to map the coordinates of a preoperative dataset to the tip of a pointing device
and therefore register both datasets. After completed registration, the surgeon can correlate
any point of the exposed brain with the respective position in any (registered) preoperative
neuroimaging dataset. In the case of tumor resection, the surgeon can now infer the tumor
demarcation from the neuroimaging dataset and ground his resection decision on these in-
formation. An intraoperative example of the application of neuronavigation systems is shown
in figure 2.12.
2.10. TOWARDS THERMAL NEUROIMAGING
As reviewed in this section, there is a wide variety of neuroimaging techniques available.
These can be classified as techniques for structural or functional imaging. Structural imaging
allows the analysis of morphological structures of the analyzed object, for example to localize
pathological neoplasms such as tumors. For guided and navigated neurosurgical interven-
tions, this information enables the surgeon to differentiate tissue with respect to features
that are characteristic for the respective modality during the OP, allowing, for example more
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complete resections of tumors. In contrary, functional imaging is based on the analysis of
cerebral metabolism or blood flow to unveil neural activity. It can be used to isolate focal
epilepsies or to differentiate functional cortex from pathological tissue. Both applications
improve the patient’s quality of life after neurosurgical interventions by preserving as much
function as possible.
In the case of intraoperative imaging, only a few modalities meet the respective require-
ments, such as keeping the delay of the OP short. The latter affects the usability of intra-
operative MRI, since the neurosurgical intervention has to be interrupted and the patient
has to be brought to the device for the measurement. Specific imaging techniques such as
optical imaging and fluorescence imaging simplify this process, since they are based on mi-
croscopic measurements of the cortex during the OP. Hereby they either provide information
regarding function (optical imaging) or structure (fluorescence imaging). Thermal imaging
provides all means to close this gap through the analysis of the cortical heat distribution.
The latter is driven by tissue composition as well as cortical perfusion. Hereby, combined
functional-structural analysis of the cortex becomes possible with the same modality. In the
next chapters, we discuss all necessary preprocessing as well as analysis tools to establish
novel analysis of thermal images of the cerebral cortex for functional- as well as structural
imaging at spatial resolutions as low as 170 μm and temporal resolution of up to 50 frames
per second.
From a methodological point of view, we will now discuss required extensions of current
state-of-the-art methods for intraoperative functional and structural imaging by thermography.
An important aspect of intraoperative imaging is a seamless integration into existing systems
and tools. For this reason a novel multi-modal 2D-3D intraoperative image registration and
fusion framework grounding on developments in neuronavigation systems are required to
co-register pre-operative 3D volumetric data with intraoperative 2D images. By proposing an
efficient unsupervised vessel segmentation scheme based on detecting quasi-periodic pat-
terns, we further set the foundations for the application of beamformers to thermal imaging
data. In combination with the just discussed approach to multimodal image fusion, the inte-
gration of anatomic structures into the LDA beamformer[97], further analysis of a broad class
of pathologies may become possible.
In the case of functional imaging, prevalent methods commonly employ statistical paramet-
ric mapping[29]. However, the underlying framework of general linear models has to be
extended by means of effects specific to thermal imaging in order to achieve accurate re-
sults. Those will be introduced in the next chapter and all required extensions to the GLM
framework are discussed in section 5.2. Alternatively, in the case of intraoperative optical
imaging, [88] proposed a method based on a massively-univariate empirical thresholding of
each pixels power signal densities without further statistical reasoning. This computationally
efficient method lacks respective findings in statistical signal recognition like those provided
by SPM.
Deep autoencoders (DAE, based on Restricted Boltzmann Machines as discussed in [95])
are quite general and flexible approaches for unsupervised representation of signals in a
lower-dimensional space that is to be learned. The idea of learning a characteristic signal
representation to unveil or correct certain behaviour seems very attractive in the case of
heavily superimposed signals. In terms of intraoperative imaging, finding characteristic pat-
terns of the cerebral cortex or camera motion are favorable applications of this approach.
Therefore, we first applied this idea using PCA (which is shown to be similar to single layer
linear RBMs[16]) to thermal imaging data and developed a generic unsupervised framework
based on detecting encoded time-frequency domain features at determined spatial sites. In
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this thesis, this framework was applied to estimate and correct camera motion. We further
proposed to classify cortical pixels by encoding their time-domain signal using DAE and a
combined Random Forest - Markov Random Field graphical model.
Finally, we newly developed a supervised irrigation detection framework to locate charac-
teristic temperature behaviour in thermal imaging data. Through mathematical modeling of
this behaviour, we demonstrated a novel method for intraoperative quantification of tissue
perfusion.
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3. THERMAL IMAGING
Thermal imaging (TI) is an imaging technique that detects the emitted heat radiation of a
target object and converts it into temperature values. The thermal properties of an object’s
surface also correlate with its subsurface structure. Heat propagates through various layers of
an object, making inner heat sources visible at outer layers or even at the surface, depending
on the object’s inner structure. At first sight, the working principle TI cameras are technically
similar to CCD cameras, however the data is recorded in a different electromagnetic spectra.
TI devices use a focal plane array of detector cells, enabling the spatially-resolved detection
of incident heat radiation. Each cell is represented by a thermic sensor (microbolometer)
that detects incident electromagnetic radiation in the mid- to long infrared range. This radi-
ation heats the sensor and causes changes in the sensor’s electrical resistance. Since this
resistance change correlates with the amount of incident radiation, it can be computed into
temperature values.
By just passively recording the emitted temperature of a body, thermal imaging is a con-
tactless, non-invasive, whitelight-independent and marker-free approach to analyzing tem-
perature distributions. Modern achievement in microtechnology improved state-of-the-art TI
systems significantly. The number of detector elements has grown by a factor of 275 from
10880 pixels in 1993 ([84]) up to 3 megapixel nowadays, which leads to improved pixel resolu-
tions. This causes growing interest in thermal imaging and therefore an even larger pervasion
of various heterogeneous application domains in medicine, science and industry.
Thermal radiation itself and especially passive thermal imaging is vastly influenced by environ-
mental noise and other heat sources which hamper data analysis in any application domain.
Incident heat radiation of nearby humans, objects or even air also contribute to the detected
temperature radiation. From a technical point of view, the detector hardware is another noise
source since detector noise, hysteresis effects as well as challenges in medical and espe-
cially intraoperative applications (for example due to the camera being covered by a sterile
case) further degrade signal quality.
In this section we give an overview to the technical prerequisites for the usage of thermal
imaging in medical domains. For this purpose it is necessary to discuss the physical back-
ground to visualize the challenges of the employed technique. Using this knowledge we are
able to qualify technical correction methods for certain prevalent issues and discuss com-
mon techniques to measure the quality of acquired thermal images. In the case of medical
decision support systems, this knowledge allows us to assess the accuracy and validity of
thermal imaging data as well as respective data analysis. This knowledge also presents fur-
31
3.2. Heat transfer
ther directions to develop even more accurate methods. The latter are discussed in chapter
4 and enable the recognition of characteristic patterns at low signal-to-noise ratios which is
a quite common setting in analyzing biological data. The combination of patient-specific in-
formation with technical issues of thermal imaging allows us to establish a reasonable data
analysis framework for intraoperative thermal data.
3.1. PHYSICAL BACKGROUND
Each body with a temperature above 0K emits thermal radiation. The intensity of this radi-
ation is maximized in the case of a black body which isotropically emits as much or more
energy than any another body at the same core temperature. Besides convection and ther-
mal conduction, the radiation and absorption of heat are the only means for a body to change
its temperature. Thermal radiation is emitted as electromagnetic waves in mid- to long in-
frared range (7.5 − 14 μm wavelength). Yet, at higher object temperatures the spectral range
of the heat radiation is shifted towards the visible light, causing for example very hot objects
to glow yellow to red.
The Stefan-Boltzmann law for the emitted thermal radiation reads
P = εσAT 4 (3.1)
It states that the emitted heat P depends on the bodies emissivity ε, the Stefan-Boltzmann
constant σ, the object’s surface A and temperature T . Emissivity denotes the amount of
radiation that is emitted by a body. Black bodies are theoretically described by ε = 1 since
they emit a maximum of the possible radiation, while human tissue is characterized by an
emissivity of approximately 0.98 [94]. The temperature contributes by the power of 4 to the
emitted temperature radiation making it the main cause for temperature changes.
3.2. HEAT TRANSFER
Heat transfer denotes the propagation of heat energy from one system to another. Accord-
ing to the first law of thermodynamics, both systems change their energy household but the
total energy is constant. Suppose all objects exchange their heat energy then they would
converge to the same temperature. This property is called thermal equilibrium. In the follow-
ing we will discuss dominant mechanisms for heat transfer (as of [103]):
Conduction denotes heat transfers in solids or liquids by microscopic effects. It occurs
within one object or between two thermally coupled objects. Hot objects are composed
of particles with an increased amount of kinetic and potential energy - both influence the
velocity of molecules. This leads to an increased chance of collisions between molecules,
yielding an energy transfer between them. The overall energy household of the respective
matter doesn’t change by this effect, yet deviations of each individual molecule’s energy gets
smaller over time, leading to a homogeneous distribution.
Convection requires an intrinsic flow, which is why this effect is limited to liquids and gases.
The flow moves particles and therefore causes a certain form of mass transfer. The latter
transports heat from one place to another until certain convergence criteria is fulfilled, mean-
ing until the flow stops. Free convection denotes the induction of an intrinsic flow by means
of temperature differences in a liquid, while forced convection requires outer forces (such as
32
3.3. Detectors
a fan or pump) to cause fluid motion.
Thermal radiation is emitted by each object in terms of electromagnetic radiation. The
amount of radiation is given by the Stefan-Boltzmann law (see preceding section 3.1).
3.3. DETECTORS
The detectors of thermal imaging devices are regarded as transducers that transform one
form of energy into another. In terms of thermal imaging, incident electromagnetic radiation
of the IR band is converted into electrical energy. Nowadays there are two dominant groups
of detectors with orthogonal advantages and disadvantages. Photon (quantum) detectors
absorb incident radiation by a photoelectric effect and convert it directly into an electrical
quantity (for example current, resistance, conductivity)[103]. Microbolometer consists of
IR absorbing materials (common materials are amorphous silicon and vanadium oxide) an
electrode and a readout circuit. Incident IR radiation causes a resistance change in the IR ab-
sorbing material (bolometer effect) which is propagated to a readout circuit by an electrode.
The lower the mass of the absorbing material, the less the energy is required to change
its temperature, increasing the system’s sensitivity[103]. Quantum detectors achieve high
sensitivity and high framerates yet at the cost of requiring expensive cryogenic cooling so-
lutions. Uncooled bolometers are inexpensive to produce and don’t require any cooling, but
they achieve considerably low frame rates and provide worse sensitivity than quantum detec-
tors. Both detectors can be arranged in a focal plane array (FPA) consisting of a grid array of
single detectors to achieve spatially resolved IR measurements.
3.3.1. INSTANTANEOUS FIELD OF VIEW
A single IR detector converts incident IR radiation into temperature values. In order to maxi-
mize the detector’s accuracy, incident radiation has to impinge orthogonally onto the detector.
This requires the detector to be aligned orthogonally with respect to the recorded object’s
surface. The instantaneous field of view (IFOV) now defines the allowed angular deviation
from this constraint. Suppose a camera has an IFOV of 30 ◦ then its detector is able to inte-
grate infrared radiation arriving in pyramidal-shape (its top being the detector) with a dihedral
angle of 15 ◦.
3.3.2. NOISE EQUIVALENT TEMPERATURE DIFFERENCE
There are several factors to describe the sensitivity of IR detectors. Noise-equivalent power
(NEP) defines the necessary radiant power to produce a signal-to-noise ratio of 1 for a given
bandwidth in terms of W/Hz1/ 2. An SNR of 1 implies that the (output) signal level and the
noise level are equal. NEP therefore gives a lower bound on the measurable signal power
of IR detectors. The bandwidth term allows for more comparable results since changing the
bandwidth of the signal also influences the noise component. In terms of NEP for example
doubling the bandwidth leads to an increase of the error by
√
2.
NETD now defines the amount of necessary incident radiation power to produce a signal
with SNR 1:
NETD =
(
δΦBB
δTBB
)−1
NEP (3.2)
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Figure 3.1.: A schematic overview of a bolometer based thermal imaging camera design.
τth represents the delay until absorbed IR radiation causes a change in electrical
signal of the bolometer. (image source: [103])
Equation 3.2 (see [103]) establishes the connection between radiant power difference δΦBB,
object temperature difference δTBB and NEP. Hereby it yields the minimum difference in
object temperature, which can be measured by the employed detector. [103]
3.3.3. NON-UNIFORMITY CORRECTION
Thermal imaging devices impose several challenges caused by the idiosyncrasies of IR de-
tectors and focal plane arrays. These characteristics require special attention when analyzing
long-term recordings. Microbolometer detectors are very sensitive to environmental condi-
tions since they work by absorbing heat1 which is then converted into electrical units. Sup-
pose the camera’s body heats up over time then this will inevitably influence the computed
electrical current of the microbolometer. This hysteresis effect is known as (temperature)
drift. Additionally in neuroimaging the desired signals typically inhibit low signal-to-noise ratio
requiring more sophisticated data preprocessing methods.
The following discussion of the non-uniformity correction (NUC) is based on [103]. A fo-
cal plane array IR imaging system consists of a microbolometer IR FPA detector. Each mi-
crobolometer responds differently to the same amount of incident infrared radiation due to
variances in the manufacturing process. If this effect is not corrected it leads to unrecogniz-
able data. The latter error introduces both a bias and gain component.
Offset implies that a constant is added to the computed temperature values. A common cor-
rection method is a 1-point NUC. This approach requires the placement of a reference object
(gray body with ε > 0.9 [103]) with homogeneous temperature distribution in the camera’s
field of view. Now the deviation of each bolometer’s temperature response to the target
temperature is computed and its difference is used for correction.
Gain refers to the fact that the microbolometer’s response to infrared radiation is non-linear
in the amount of radiation (see section 3.1). For FPA detectors the error terms are location
dependent, making a local gain correction necessary to achieve isotropic signals. This be-
haviour is corrected by a 2-point NUC in the affected temperature range. As we will discuss
1Note that the detector itself also emits temperature radiation.
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later this behaviour also introduces mean shifts and discontinuities into the time course of
thermal data requiring the special attention for subsequent data analysis workflows.
3.4. APPLICATIONS
Thermal imaging can be divided into two main groups: passive and active thermography. In
passive thermography the imaging device just records the emitted heat of the surrounding
objects. Reasoning is done solely by evaluating temperature deviations.
Active dynamic thermography (ADT) requires the usage of an external heat source to apply
a temperature gradient to the surface of the recorded objects. This can either be done by
a single temperature impulse or by periodically applying a temperature gradient. Another
technique is the application of temperature gradients at varying strength to establish thermal
tomography. The latter enables the evaluation of the temperature distribution of objects at
varying penetration depths.
Thermal imaging is a prevalent technique in many non-medical domains. These include the
detection of persons by their heat signature for border patrol or person rescue or non-de-
structive testing. The usage of ADT leads to specific heat distributions in materials and
is especially useful to image transitions between components in order to detect heteroge-
neous surface structures or cracks.
In medicine, thermography was used centuries ago for blood pressure monitoring[14] and
in dentistry[35]. In 2003, passive thermal imaging was employed in Taiwan as a method for
SARS fever screening[74]. A very exhaustive discussion of more use-cases can be found
in [73]. Shevelev published a study in 1993 wherein he successfully measured neural ac-
tivity in rat brains by thermal imaging[84]. These findings were intraoperatively verified by
Gorbach in 2003[33]. Gorbach demonstrated the visualization of neural activity in thermal
imaging with a rather simple statistical approach ranging from speech mapping to sensory
activations. A year later Gorbach published a paper about the possibilities of thermal imaging
for tumor segmentation[34]. Steiner et al.[93] have shown that there’s a direct link between
temperature gradients and an injected cold bolus (ice-cold saline solution), which was used
to quantify the cerebral blood flow. This method enables the analysis of the cortical perfusion
under cerebral ischaemia.
In the following chapters we propose novel methods to (pre-)process thermal imaging data.
These algorithms are then further used to analyze various neurosurgical use cases. Existing
approaches like these of Gorbach are further extended by sound mathematical and statistical
framework to improve validity, sensitivity and flexibility of the approaches. Finally we also
propose a new intraoperative application of active dynamic thermography.
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Figure 3.2.: This figure shows the spectral range and highlights the relevant part for IR imag-
ing. (image source: [103])
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4. IMPROVING PREDICTIVE ACCURACY
AND PERFORMANCE OF THERMAL
NEUROIMAGING
This chapter discusses published original work regarding various aspects to improve the data
quality, signal to noise ratio and visualization of intraoperative thermal imaging data. These
extensions are required, since thermographic images contain weakly differentiated anatomic
information and are influenced by artifacts originating from physiological and environmental
sources. In section 4.2, approaches to the estimation and correction of motion artifacts are
discussed. We also propose an FPGA-based hardware motion correction scheme in section
4.3, that allows online correction of motion artifacts.
Thermal neuroimaging systems measure the emitted heat of the exposed cerebral cortex,
which in turn is mainly influenced by tissue perfusion. This makes it difficult to correlate
specific areas of thermal images with other modalities like intraoperative optical imaging or
preoperative MRI/CT imaging. To solve this issue, we will discuss a novel generic image reg-
istration and image fusion algorithm in sections 4.4 and 4.5. Multimodal image fusion further
allows the surgeon to better assess the quality of the gained results and depicts an impor-
tant foundation for future combined multimodal reasoning and inference at very low SNR.
The latter could allow the integration of information from preoperative fMRI measurements
with intraoperative thermal and optical imaging to analyze functional connectivity or detect
focal epileptic sites by state-of-the-art analysis methods for neuroimaging data as discussed
in chapter 2.
4.1. LEARNING THERMAL PROCESS REPRESENTATIONS FOR
CLASSIFICATION OF CEREBRAL CORTEX (OW A.1)
Intraoperative imaging imposes several changes to the employed algorithms such as minimiz-
ing the intraoperative delay. One approach to this constraint is limiting the analysis to only
foreground objects. In the following we discuss a generic framework to classify pixels of
cortical tissue.
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Figure 4.1.: Overview of the novel thermal neuroimaging data processing pipeline.
4.1.1. STRUCTURED PREDICTION FOR LATENT FEATURE REPRESENTATIONS
The time-resolved thermal behaviour of the exposed cerebral cortex is on one hand influ-
enced by artificial noise sources like baseline drift of the thermographic signal. On the other
hand cortical perfusion also contributes to the overall signal, although the actual influence to
the measured thermographic signal is not fully understood yet. For this reason we propose
to train an unsupervised autoencoder that independently extracts a latent representation of
dynamic thermal behaviour. The probability distribution of these high-level features is then
learned by a random forest. The regular structure of the imaging data is further exploited by
extending local probability distributions in terms of knowledge of adjacent pixels.
1. Feature representation learning denotes the process of learning high-level features of
low-level data. In the present case, prior to recovering a representation we have to
estimate and remove the smooth background signal T bg = B2d α̂ first by regressing
vec(T ) = B2dα using least squares:
α̂ = (BT2dB2d )
−1BT2dvec(T ) (4.1)
with column stacked version vec(T ) ∈ Rnm of the thermal data T and the tensor prod-
uct B2d = Bxy ⊗ Bt of two 1D B-Spline bases (see [28] for details).
2. High-level features f (ci ) are learned from the background corrected and wavelet trans-
formed signal ci (j, k) of pixel i at scale j and point k given some wavelet function φ
ci (j, k) =
∑
j
∑
k
(Ti (k) − T
bg
i (k))2
−j / 2φ(2−jn − k) (4.2)
with an linear autoencoder[102] (AE). This AE consists of an encoding f (ci ) and decoding
function g(f (ci )) so that (g◦f )(ci ) = AE(ci ) ≈ ci . The functions g,f are commonly modeled
as sigmoid function with weight matrix W ∈ Rd ′×m, bias vector x ∈ Rd ′ . The decoding
function g(x) is commonly constructed by a tied weight W ′ = W T :
f (ci ) = sigm(W ci + b) (4.3)
g(ci ) = sigm(W ′ci + b′) (4.4)
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Figure 4.2.: Overview of the classification framework. (image source: OW A.1)
It has to be noted that the output of f (ci ) is a lower-dimensional d ′  m compact rep-
resentation of ci meaning that the decoder g(f (ci )) has to reconstruct the higher-dimen-
sional ci from a lower-dimensional projection f (ci ). This approach preserves information
while dropping noise terms. Recent developments aim to stack multiple AEs and train
each layer independently[5]. The learning task is to minimize the reconstruction error
of the input data whilst sparsity constraints are imposed to prevent overfitting[102].
Commonly, this learning is realized by minimizing a penalized squared loss function.
3. The probability distribution pi (yi |f (ci )) of the unveiled high-level features for pixel i is then
learned by a bagged random forest given a bootstrap sampled training set (f (ci ), yi ) of
1 ≤ i ≤ nt elements and labels yi ∈ Y with Y = {fg, bg}. In our case pi (yi |f (ci ))
represents the (un-)certainty that the encoded signal f (ci ) belongs to state foreground
p(yi = fg|f (ci )) or background p(yi = bg|f (ci )).
4. By exploiting the intrinsic regular structure of imaging data by a conditional random
field we further improve the overall accuracy. A discriminative CRF model allows us
to infer a global consistent state zi depending only on the local probability pi (yi ) and
of a probability distribution p(zf |yf ) factored given the neighbor’s f ∈ Ni of pixel i. In
general, the posterior distribution p(Y |FC ) of latent variables yi ∈ Y and observations
f (ci ) ∈ FC can be formulated in terms of unary Ψ and pairwise terms Φ on a undirected
graph G = (V, E) as of
log p(Y |FC ) =
∑
i∈V
Ψi (yi , f (ci )) +
∑
(i ,i ′)∈E
Φ(yi , yi ′ , f (ci ), f (ci ′ )) (4.5)
Note that since only adjacent pixels i , i ′ are connected by an edge in E efficient factoring
of equation 4.5 and therefore fast inference is achieved. The unary potential encodes
the prior probability learned by the RF classifier whilst the pairwise potential encodes
structural information. To simplify computations and exploit the structure of the imaged
data we employ a Potts model:
Φ(yi , yi ′ , f (ci ), f (ci ′ ) = C · 1yt=yt′ (4.6)
with indicator function 1 and C being a smoothness penalty. Since we are dealing with
binary labels and Potts model equation 4.5 is submodular allowing the application of
very efficient inference method based on graph cuts. Minimizing equation 4.5 now
corresponds to finding a maximum a-posteriori estimate for the labeling y .
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(a) (b)
Figure 4.3.: Thermal neuroimaging is typically done just after exposure of the cerebral cortex
as shown in (a). This recording was then subject to the AE-CRF classifier and the
results are shown in (b). Expert classification of the cerebral cortex is indicated
by the yellow solid line and the classification result is shown in turquoise. (image
source: OW A.1)
4.1.2. RESULTS
In this work, we proposed a novel framework to learn characteristic thermal features. These
are then used to analyze five intraoperative thermal recordings of the exposed cerebral cor-
tex. We found that introducing latent feature representations yielded significant performance
improvements compared to a temperature-based model for segmentation of foreground to
background pixels. The results indicate that integrating thermodynamic behaviour of recorded
objects allow more fine-grain differentiation. This approach might be a first step towards a
RF accuracy [%] μT BoW PCA AE SAE
test 81.1 92.8 96.5 95.5 92.1
validation 81.1 87.4 88 87.3 85.1
Table 4.1.: Using a single Random Forest classifier, there is a clear gain in accuracy by the
application of learned high-level dynamic thermal features.
more detailed tissue characterization by means of its dynamic temperature behaviour. In con-
trary to classical machine learning approaches, no explicit feature crafting is required since
discriminative features are learned independently. Therefore, the framework is not limited to
the discussed segmentation task but introduces enough flexibility to unveil various patholog-
ical patterns if these can be characterized by thermal behaviour.
CRF accuracy [%] μT BoW PCA AE SAE
test 86.1 94.4 98.5 98 94.8
validation 87.7 89.1 88.8 89.2 88
Table 4.2.: The RF-CRF model compensates false negatives of the plain RF classifier and
improves its performance considerably.
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Figure 4.4.: The subspace contribution ratio R shows significantly outlying values in the case
of an eigenvector resembling the characteristic pattern of motion artifacts. (im-
age source: OW A.2)
4.2. FILTERING OF CAMERA MOVEMENT ARTIFACTS (OW A.2)
Intraoperative recordings of thermal imaging systems require object distances below 30cm
to minimize the influence of external noise sources. This is achieved by mounting the camera
at the operating table with a system consisting of several freely movable hinges. Yet this
setup is prone to vibrations caused, for example, by the initial alignment of the camera or
during electrical nerve stimulations for brain mapping. These vibrations induce a periodic
shift of the whole camera which introduces artifacts into the time course of each pixel and
affects subsequent time series analysis. In the case of weak signal to noise ratios the error
might superimpose existing signals in the same frequency range.
4.2.1. WAVELET-BASED MOTION CORRECTION SCHEME
We compensate this error by exploiting the global characteristics of the introduced mo-
tion pattern using principal component analysis in time-frequency domain. The approach
is sketched as follows:
1. The camera movement leads to a linear shift of all pixels in the same direction at small
time scales. Therefore, all pixels follow the same trajectory and show similar behaviour.
The amplitude of the error strongly depends on the pixels Jacobian matrix. High values
and therefore distinct gradients induce strong artifacts.
2. Let the time course of n pixels be modeled by Xraw ∈ Rn×m with m = 2jmax+1 and jmax ∈
N
+. Let us further denote X j ∈ Rn×m the wavelet transformed Xraw (see the previous
section) at wavelet scale j. Various components superimpose the data in this domain,
for example periodic heart rate patterns, neural activity and global motion artifacts.
One approach to differentiate the latter artifacts from actual data is principal component
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analysis. PCA requires an eigenvalue decomposition of the empiric covariance matrices
of the wavelet coefficients X j ∈ Rn×2j at wavelet scales 1 ≤ j ≤ jmax . Each of the
1 ≤ k ≤ 2j eigenvectors vjk describes a characteristic frequency pattern. By a change
of basis of X j given Φ = [vj1 · · · v
j
2j ] into
W j = X jΦ =
⎡⎢⎣w1(1) . . . w2j (1)... ... ...
w2j (n) . . . w2j (n)
⎤⎥⎦
we represent all pixel’s wavelet coefficients at scale j in terms of the eigenvectors vjk
and score wk . Eigenvector k describes a global time-frequency pattern that contributes
to the overall time-frequency content of pixel i by wk (i) ∈ R.
3. Now we can form two sets of pixels. One containing pixels in distinct X + and another
containing pixels in the rather smooth X − neighborhoods. Distinct neighborhoods lead
to larger amplitudes of the error pattern compared to the expected strength of the
artifacts in smooth neighborhoods. We quantify this assumption by the subspace con-
tribution ratio rk (see figure 4.5):
rk = wk (X +) / wk (X −) (4.7)
4. Eigenvectors that resemble global motion artifacts lead to a skewed ratio of wk (X +)
to wk (X −) hence cause significantly deviating values of rk . In order to isolate these
eigenvectors, we form a global motion impact factor Rj = (r1, r2, ..., r
j
2) for each scale j.
This factor is modeled as a Gaussian random variable: R ∼ N(ax +b,σ). The parameters
are fitted using iteratively-reweighted least squares and outlying rj ’s are found by a t-Test
with Bonferroni corrected significance level α = 0.05/ m and m being the number of
tests (pixels). Eigenvectors with outlying rj ’s are then wiped and the motion corrected
estimate is achieved by inverse PCA and inverse discrete wavelet transform.
4.2.2. RESULTS
This procedure was applied to two intraoperative datasets. Since no ground-truth data is
available, the average spectral density is used as a measure for motion correction. Dataset
1 was recorded during an ECoG measurement with high-frequent vibrations of the camera
system at a spatial extent of 5 pixels (∼ 1 cm). After application of the proposed method, any
motion artifact visually disappeared. The average spectral density was further significantly
lowered by the proposed method. The second dataset consists of weak motion artifacts but
strong spatially independent thermal background noise. Even in this case, the average spec-
tral density was highly reduced and any motion visually disappeared. In order to validate the
method, we further employed a feature matching approach based on estimating and pairing
SURF feature descriptors of adjacent frames. This approach yields good results in dataset 1,
yet failed to recognize correct motion trajectories in dataset 2, causing deformations of the
whole image. The results of both methods are shown in table 4.3. Using the discussed mo-
tion correction scheme, we are able to estimate the actual error pattern and integrate it into
subsequent data analysis workflows. It furthermore allows us to differentiate global artifacts
from local periodic effects with similar spectral bandwidth. The latter is especially useful
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Figure 4.5.: The proposed FPGA-based workflow for online correction of motion artifacts is
shown in this figure (image source: OW A.3).
since we are now able to differentiate motion terms from pulse rate frequency components.
spectral density uncorrected SURF WSA-GT
Case 1 7541.724 1952.466 1285.724
Case 2 1951.909 116347.54 927.683
Table 4.3.: Evaluation of average spectral density of the algorithms with respect to two intra-
operative cases.
4.3. OBJECT-BASED MOTION CORRECTION BY HARDWARE OPTICAL
FLOW ESTIMATION (OW A.3)
In the last section we discussed an offline method for motion correction. The approach
yields a reasonable performance and allows the estimation and correction of motion related
artifacts by a novel multivariate statistical analysis framework in time-frequency domain. In
the following, we extend these results by an online image analysis approach. Online methods
are a favorable extension to offline methods such as those mentioned in the previous section,
since they allow (near) real-time application and therefore do not introduce any further delay
to intraoperative workflows. In OW A.3 we therefore extend the discussed approach of
section 4.2 by a novel online method designed and aimed to develop an integrated device. It
is implemented on an FPGA-based platform[11] optimized for cellular non-linear networks.
4.3.1. REALTIME OPTICAL FLOW ESTIMATION
The following approach is based on estimating optical flow in hardware to recover the global
motion trajectory to compensate the previously discussed movement artifacts. Fortunately,
this approach is easy to implement on CNN systems yet it imposes a constraint to the data:
only marginal temperature gradients are allowed between adjacent frames. The whole algo-
rithm is sketched as follows:
43
4.3. Object-based Motion Correction by Hardware Optical Flow Estimation (OW A.3)
1. The translation (Δx,Δy ) of a pixel within one timestep is modeled as of
I(x, y, t + 1) − I(x, y, t) ≈ δI
δx
Δx +
δI
δy
Δy (4.8)
2. Object-based optical flow estimation requires a slight modification to the former equa-
tion yet yields an algorithm being more robust to noise. Suppose global motion has
occurred and we are given pixels ki ∈ W with 1 ≤ i ≤ N of an arbitrary partition
W ∈ W of the set W of pixels. By solving the basic equation of object-based optical
flow estimation (equation 4.9) using least squares we can now recover an estimate for
global motion in Δx and Δy direction within time points t and t + 1 by⎡⎢⎣K (t; w1)...
K (t; w4)
⎤⎥⎦ =
⎡⎢⎣KX1(t) KY 1(t)... ...
KX4(t) KY 4(t)
⎤⎥⎦ [Δx
Δy
]
(4.9)
given 4 windows, K (t; w ) =
∑
p∈w Ip(t + 1) − Ip(t) and KXj , KYj being the summed partial
derivatives of window j.
3. The choice of the window for motion estimation influences the sensitivity and speci-
ficity of the approach. In order to maximize the overall accuracy, we propose the follow-
ing window selection strategy: apply a binarization procedure at decreasing threshold
levels to a thermal image followed by an edge detection step. This leads to an increas-
ing number of black pixels pb in the image. We propose to use the cortex shape at the
local minimum min(pb) for optical flow computation.
4.3.2. RESULTS
The approach was implemented on a novel CNN hardware platform for high-speed signal
processing[11] and applied to intraoperative data. Run times of 4.7 ms (8Bit) and 13.3 ms
(12 Bit) per frame validate the demanded online performance since the employed thermal
imaging system records data at up to 50 Hz. The evaluation yielded results with accuracy
being comparable to the previously discussed offline PCA-based method. We found that
for larger cortex images, an improved window selection scheme must be employed in order
to improve the overall performance. In summary, the approach is an efficient and generic
scheme for hardware optical flow estimation and motion correction which is applicable to
thermal imaging data recorded during arbitrary neurosurgical interventions.
Spectral Density Uncorrected WSA-GT CNN
Case 1 7541.724 1285.724 1516.237
Case 2 1951.909 927.683 1355.013
Table 4.4.: Comparison of average spectral density between Wavelet and
CNN/Hardware-based motion artifact filtering.
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4.4. IMAGE FUSION OF INTRAOPERATIVE THERMAL IMAGING WITH
PREOPERATIVE MRI (OW A.4)
Thermal images originate from the emitted heat of a body and are primarily influenced by cor-
tical perfusion. Both factors lead to smooth images without distinct gradients which hamper
the precise correlation of thermal imaging data with structural (anatomic) features of other
neuroimaging technologies (for instance preoperative MRI or optical imaging) to some ex-
tent. In order to combine information recovered from analyzing the heat distribution with
structural features, we propose to use image registration and fusion frameworks. In detail
we approach this idea by a generic 2D-3D calibration based image registration and image
fusion framework. A generic approach is desirable since medical neuroimaging typically com-
bines various techniques, ranging from thermal imaging, ultrasound, optical- to fluorescence
imaging. The combination of all information might yield further hints regarding the treatment
of specific pathologies.
4.4.1. CALIBRATION-BASED MULTIMODAL IMAGE FUSION FRAMEWORK
Guided tumor resections are typically supported by intraoperative neuronavigation systems
(INN). These systems require the registration of the patient with preoperative imaging modal-
ities by matching the position of so called fiducial markers in preoperative datasets with their
actual position on the patient’s head during the op. Another feature of neuronavigation de-
vices is tracking the spatial position of so called instrument adapters (IA), which in turn can
be attached to arbitrary devices. The main task of the developed framework is to establish a
projection of the spatial position of the instrument adapter to the position of the sensor array
of the imaging device. This allows the projection of any coordinate in the device’s coordinate
system to the coordinate system of the neuronavigation system. Image fusion can now be
carried out by projecting the coordinate from one coordinate system to the nearest coordi-
nate in the other coordinate system and interpolating the data where required. The general
approach is:
1. Mount the instrument adapter onto the imaging device to continuously track its posi-
tion.
2. The projection of the spatial position of the instrument adapter to the position of the
sensor array of the imaging device in INN coordinate space is established by an com-
pound affine transformation T . The latter maps the spatial position of the instrument
adapter onto the position of the imaging system’s sensor array and corrects the dimen-
sions of the virtual image plane:
T = Mscale * Mc * Ma * MBrainlab (4.10)
The transformation requires estimates of the camera calibration matrix Mc, additional
transformations Ma, the spatial position and orientation of the instrument adapter MBrainlab
and Mscale for correcting the size of the virtual image plane. The parameters are to be
estimated once by an offline calibration scheme which is discussed in original work A.4.
3. The 2D coordinates of the thermal images are projected onto the isosurface of the
other 3D modality by a texture mapping approach. The underlying 2D-3D point corre-
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(a) Orthogonal Projection
(b) Image Fusion MRI - Ther-
mography
Figure 4.6.: By using an orthogonal projection as seen in (a), it is possible to map 2D planes
onto 3D surfaces (b). (image source: OW A.4)
spondence problem is solved through an orthogonal projection, meaning that the 2D
coordinate is projected along the image normal onto the surface of the 3D object as
shown in figure 4.6.
4.4.2. RESULTS
The experiments were carried out by a novel imaging phantom[106] whose MRI dataset was
acquired by a 3D MRI Siemens Magnetom Verio scanner. Accuracy analysis for a BrainLab
VectorVision neuronavigation system was realized by an exhaustive evaluation suite to quan-
tify influence factors to the system accuracy, such as calibration of the instrument adapter,
tracking beam accuracy, MRI accuracy, orientation of the camera with respect to the surface.
We identified that repeated mounting of the instrument adapter depicts the most influential
factor to the system’s overall accuracy. In order to estimate the worst-case accuracy, we
placed the IA at extreme positions. This experiment yielded a worst-case inaccuracy of 1 cm.
The average accuracy of the system was 2.46 mm. Further accuracy improvements can be
achieved by using the so called microscope adapter of BrainLab’s neuronavigation system.
This (costly) IA doesn’t require any re-calibration and also has an extra mounting bracket so
that it can be easily attached to various imaging devices.
The discussed image registration and fusion framework enables the intraoperative multi-
modal image fusion so that extracted information from 2D intraoperative imaging devices
such as thermal- or optical imaging can be combined with and integrated into intraoperative
neuronavigation systems. This allows the surgeon to validate the gained analysis results of
2D intraoperative imaging by means of their anatomic plausibility as well as to combine rather
abstract thermal information with morphological structures. Another future approach depicts
the extraction of anatomic and tissue information from preoperative 3D imaging modalities
such as CTI or MRI and use this knowledge as prior to intraoperative data analytics frame-
works. The influence of vascular diseases on the arrival time of perfusion tracers could now
be modeled in terms of extracted structures from preoperative magnetic resonance angiog-
raphy recordings. Another future aspect might be the utilization of specific information from
human brain atlases such as the localization of Broadman areas relative to the exposed cere-
bral cortex for improved intraoperative brain mapping.
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4.5. CLASSIFICATION OF PERFUSED BLOOD VESSELS BY GAUSSIAN
MIXTURE MODELS (OW A.5)
The discussed calibration based method for multimodal registration is applicable in the case
of guided neurosurgical interventions. Another approach to image registration and image
fusion is feature matching. Features of the same scene but recorded from different orien-
tations are extracted and correlated by optimizing a certain energy functional. In the case
of unguided neurosurgical interventions, the previous approach is not applicable since a neu-
ronavigation system is not available. Image fusion of thermal- with optical imaging is highly
desirable since this combines perfusion and structural imaging. In the case of intraoperative
optical imaging of the exposed cerebral cortex, vessel structures can be recognized as a foun-
dation for feature based image fusion. In thermal imaging, small vessels are more difficult to
reveal and large arteries are not likely to be visible as well. Vessels located in subarachnoid
space are subject to motion caused by blood flow, which induces a characteristic signal into
their time course.
4.5.1. DETECTION OF QUASI-PERIODIC PATTERNS FOR VESSEL SEGMENTATION
We now propose a method for the extraction of cortical vessels in thermal imaging recordings
as a foundation for subsequent unsupervised feature-based image registration and fusion
approaches. The required steps of the vessel detection framework are:
1. Recordings of the exposed cortex are mainly affected by two periodic components
originating from respiratory and heartbeat activity. Respiratory cycles fRM are fixed
to 9 to 12 beats per minute whilst heartbeat cycles fHM range from 40 to 120 beats
per minute. Data analysis is carried into wavelet domain in order to recognize these
time-frequency features. Suppose jHM and jRM denote the wavelet scale of heartbeat
motion and respiratory motion. The wavelet coefficients wjHM and wjRM are computed
by decimating the measured thermal signal (in case of fast discrete wavelet transform)
meaning that the periodic signal in x has to be adjusted to the respective scale j and
sampling frequency fs for subsequent classification
f jRM = fRM · fs/ (jmax − jRM ) (4.11)
f jHM = fHM · fs/ (jmax − jHM ) (4.12)
2. The decimated quasi-periodic pattern can now be used for an efficient recognition
scheme. These patterns contribute with significant power to the projection into time-fre-
quency domain dominating other components of the same scale. Therefore we pro-
pose the following 2-Gaussian Mixture Model on the squared wavelet coefficients
p(w2jHM |θ) =
2∑
i=1
πipi (wjHM |θ) (4.13)
with θ = {θ1, θ2} and θi = {μi ,Σi ,πi }. The first component describes wavelet coeffi-
cients being affected by heartbeat motion which is approximated by initializing μ1 =
sin2(2πf −jHM ) and Σ1 = σ1Ik . The background component is modeled by μ2 = 0 and
Σ2 = σ2Ik . Parameter estimation and classification is achieved by the Expectation Max-
imization algorithm.
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Figure 4.7.: Extracted cortical vessels registered to an optical imaging recording of the same
scene. (image source: OW A.5
3. Heartbeat and respiratory motion is a priori unknown which requires an empiric esti-
mation scheme. Let F (f )+ = max{|F (f )p1 |, . . . , |F (f )pm |} be the maximum Fourier coef-
ficient of frequency f evaluated at pixels pk with 1 ≤ k ≤ m then we estimate f̃HM by
f̃HM = argmax
f∈[0.5;2] Hz
{F (f )+} (4.14)
4.5.2. RESULTS
The approach was applied to several intraoperative recordings with promising results. Nonethe-
less it has to be emphasized that vessels in subarachnoid space inherit the recognized cyclic
motion pattern meaning that only a subset of all optically visible vessel structures were de-
tected in thermal imaging. Motion is also assumed to dominate the thermal signal of cortical
arteries because these are more affected by cortical blood flow than veins. Both points pre-
vent the recovery of all cortical vessels by the discussed method, as can be seen in figure
4.7. Further advances now require a robust matching procedure to correlate the vessel struc-
tures from optical imaging with the segmented structures in thermal imaging. Since we have
identified the spatial position of cortical arteries, we can now use this information for analysis
of cortical blood flow, for example to recognize the first arrival time of applied temperature
tracers (“cold bolus approach”[93]) by LDA beamformers[97] (see section 2.7 for details). In
the case of perfusion disorders, this knowledge could be used to infer information about the
pre- and post treatment perfusion state of cortical vessels.
4.6. SUMMARY
Medical imaging imposes several challenges and constraints to data scientists. Typical intra-
operative workflows, especially in the case of emergency situations, don’t allow for intense
care to the imaging setup. One consequence is the introduction of motion artifacts to the
whole camera setup which can be traced back to the mounting of the camera and rapid in-
stallations. These artifacts affect subsequent data analysis frameworks by superimposing
medical signals, making a motion correction scheme necessary. In section 4.2 and 4.3 we
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propose novel approaches to this issue that are optimized for intraoperative thermal imaging
and minimized time complexity of the chosen approaches. We developed a realtime motion
correction system using FPGA hardware in section 4.3. This now allows online motion cor-
rection and therefore doesn’t delay subsequent data analysis. We further minimize the com-
putational time of the overall medical decision support system by proposing a new efficient
foreground - background segmentation scheme in 4.1. By integrating latent time-frequency
features into a conditional random field we are able to differentiate cortical from non-cortical
tissue. As a consequence, subsequent massively-univariate statistical analysis pipelines on
the reduced data achieve significant performance improvements since larger quantities of
the data do not need to be analyzed.
In order to correlate inferred knowledge of thermal images with other intraoperative and pre-
operative data, we also discussed a novel image registration and fusion framework in section
4.4. By a generic formulation of the calibration-based 2D-3D multimodal image registration
and image fusion algorithm, it is possible to combine arbitrary imaging devices. Without
loss of generality the method was evaluated on intraoperative 2D thermal imaging in con-
junction with preoperative 3D MRI data. In section 4.5 a method for vessel segmentation
is presented which yields the necessary tools for subsequent unsupervised and automatic
featured-based image fusion of thermal images with concurrent optical imaging. Both image
fusion approaches empower surgical personnel to better interpret yielded results from data
analysis and therefore might lead to improved medical reasoning and patient’s safety.
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5. INTRAOPERATIVE APPLICATIONS OF
THERMAL NEUROIMAGING
Thermal Imaging is a novel neurosurgical approach to analyze the emitted heat of the exposed
cerebral cortex. This heat analysis enables inference regarding (sub-)cortical perfusion and
tissue composition. The following applications are based on heat transfers caused by intrac-
erebral perfusion. The steady cerebral perfusion depicts an important requirement for the
preservation of tissue metabolism. The temperature gradient of blood disseminates through
surrounding tissue whereas the actual dissemination characteristics correlate with the ves-
sel’s size and the tissue’s composition. Since the whole cortex is composed of vessels at
various scales, it is therefore possible to quantify its perfusion and use this information to
infer knowledge regarding functional activity and structural abnormalities. All intraoperative
procedures were approved by the Human Ethics Committee of the Technische Universität
Dresden (no. EK 323122008). To the best of our knowledge, we are first to establish a
method for the analysis of the cortical heat distribution of patients who suffered from an
ischaemic stroke. As we will show, this approach allows a standardized characterization of
the extent of hypoperfused cortical tissue.
Through neurovascular coupling (NVC) temporary changes in cortical perfusion are introduced
in the case of focal neural activity. This altered perfusion also leads to a weak change in sur-
face temperature. In our second application domain of intraoperative thermal neuroimaging,
we develop a mathematically sound framework for the detection of statistically significant
changes in mean temperature as those being caused by NVC. The model is tuned for thermal
imaging by incorporating specific effects such as low- and high frequent non-linear baseline
drifts with step discontinuities due to the non-uniformity correction.
5.1. PERFUSION CLASSIFICATION OF ACUTE ISCHAEMIC STROKES
(OW A.6)
Active dynamic thermography denotes the method of applying temperature gradients to the
surface of a evaluated subject for analysis of its time-dependent thermal behaviour. In med-
ical thermal imaging, this method was employed to analyze burned skin[66] and to evaluate
tumor tissue[34]. We extend these findings by a generic mathematical framework for de-
tection and classification of arbitrary cooled NaCl irrigations of the cortex during continuous
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recordings and following analysis of its heating behaviour. This framework is applied to the
analysis of tissue perfusion of patients suffering acute ischaemic strokes with indicated de-
compressive hemicraniectomy. The measured temperature variations in intraoperative ther-
mal imaging mainly originate from cortical perfusion. This fact can be used as marker for cell
state and neural activity. In previous works, Steiner et al.[93] evaluated the cortical blood flow
by a central venously applied ice-cold sodium chloride solution and subsequent multivariate
analysis. We extend these findings by the evaluation of the heat distribution of the exposed
cortex after application of a cold NaCl solution to infer standardized perfusion parameters and
classification of tissue state. NaCl irrigation are a standard procedure in neurosurgery as they
are harmless and prevent dehydration of exposed tissue and therefore do not require special
effort or training of the surgeons.
In the following, we extend prior findings of Gorbach[34] by an approximate model of dynamic
thermal behaviour of tissue and propose a machine learning method for tissue perfusion state
classification. Another extension is a machine learning based streaming detector for online
recognition of a wide variety of cooling events during continuous intraoperative recordings.
This approach is new to Neurosurgery and depicts a novel method for intraoperative classifi-
cation of tissue state of patients suffering acute ischaemic strokes.
5.1.1. STREAMING IRRIGATION DETECTOR
Cortical irrigations can be applied in very heterogeneous ways, making the streaming detec-
tion of irrigation events a challenging task. In the following we will give a schematic overview
to the irrigation event detector for continuous thermal measurements. A detailed discussion
can be found in the original work A.6.
1. An irrigation event denotes the point of time after which a cold NaCl solution was
applied to the cortex. This event causes a characteristic pattern into sorted thermal
data si (p) of pixel p and index i ∈ [1, .., n]. The quality of an irrigation event of pixel p is
denoted by m(p):
m(p) = fnorm ×
istep∑
i=i1
|T (p, si (p)) − corr (i)| < tdiv (5.1)
given normalization factor fnorm, measured temperature T (p, si (p)) of pixel p at time
index i. corr (·) denotes a correlation function (following the shapelet idea of Ye and
Keogh[110]) that is used to compute the similarity of the measured thermal signal with
a single exponential function relative to the threshold tdiv. This exponential function can
be seen as an approximation to tissue heating[66].
2. We integrate information about detected irrigation events of adjacent pixels into the
framework by
σ(ps, pt ) = f × max(ΔTps,ΔTpt ) (5.2)
with ΔTps and ΔTpt being the maximum temperature differences in the analyzed tempo-
ral windows of pixels ps and pt while f represents the similarity of both cooling events.
The weighted distance metric σ(ps)sum integrates the local score of pixel ps over its
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neighbors pt ∈ N (ps) given a distance metric Δ(ps, pt ) = 1/ (ln||ps − pt ||2 + 1):
σ(ps)sum =
∑
pt∈N (ps)
Δ(ps, pt ) × σ(ps, pt ) (5.3)
An irrigation event is flagged as detected if σ(ps)sum is greater than a learned threshold.
3. Since several irrigations can occur during continuous thermal imaging, a selection scheme
is required for comparable data analysis. The basic idea is to match the irrigation event’s
time stamp with an estimated reference time stamp tref
tref = argmax
tj∈C
{
i=2∑
i=−2
h(tj+i )
}
(5.4)
which resembles the time stamp of a cooling event that affected the highest number
of pixels.
4. Parameter learning is achieved by a Metropolis-Hasting Markov Chain Monte Carlo
sampler[32]. Details can be found in the original work A.6.
5.1.2. TISSUE STATE CLASSIFICATION
In the following we will discuss necessary steps in order to achieve a standardized quantita-
tive representation of cortical perfusion. Following, a segmentation by a 3-Gaussian Mixture
Model is employed to unveil latent tissue states.
1. Tissue perfusion is approximated by Antoni Nowakowski’s double exponential model
[66]:
T (t) = Tequ + ΔT1exp(−tλ1) + ΔT2exp(−tλ2) (5.5)
wherein Tequ depicts the tissue’s equilibrium temperature while ΔT1 and ΔT2 are scal-
ing coefficients. The temperature decay constants λ1 and λ2 characterize the tissue’s
temperature change rate. At least two sources influence the tissue’s heating behaviour:
temperature change caused by the applied liquid and the temperature change induced
by subcortical tissue and perfusion. We assume that λ1 of the liquid is larger than λ2
since liquid drains quite fast compared to tissue heating.
2. Suppose λ2 describes the heating behaviour of underlying tissue, then very characteris-
tic values in the case of ischaemic strokes can be expected, such as low values of λ2 for
hypo- and unperfused tissue. An increased or even hyperperfusion yields significantly
highly values at these sites.
Now, λ2 is sampled from latent tissue state S = {ischaemic, uncertain, healthy} de-
pending normal distribution, whereas its actual value varies at different scales depend-
ing on the perfusion state. The expected behaviour of λ2 is approximated by
λischaemic2 ∼ N(μi ,σi )
λuncertain2 ∼ N(μu,σu)
λ
healthy
2 ∼ N(μh,σh)
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Figure 5.1.: This figure shows the results of dataset 5. In A, the infarct demarcation is seg-
mented as green-blue in a post-operative CT recording. Subimage B shows the
orientation of the thermal image to the CT dataset. C depicts the temperature
distribution at equilibrium temperature after the irrigation. D displays the spatial
distribution of λ2 and E shows the histogram of all λ2 values. F represents the
segmentation as result of fitting the 3-Gaussian mixture model. Blue represents
the ischaemic / low perfusion state, green the healthy state and red representing
uncertainty. The estimated hypoperfused tissue state strongly correlates with
post-operative infarct demarcation. Some tissue is located near well perfused ar-
teries (green) and might indicate areas that may be affected by further ischaemic
progression. Compared to the raw temperature image of B the results allow
more detailed information regarding the tissue perfusion to be inferred.
The a priori unknown Θ = (μi ,μu,μh,σi ,σu,σh) are estimated by the Expectation-Max-
imization algorithm. Lastly, the 3-GMM yields p(λS2 = λ2;Θ) which denotes the proba-
bility of λ2 belonging to any of the expected classes. This allows the following greedy
classification strategy:
s̃(p) = argmax
s∈S
p(λs2 = λ2(p);Θ) (5.6)
Each state’s probability might be a reasonable indicator to infer further knowledge re-
garding the progression of the ischaemic demarcation.
5.1.3. RESULTS
We applied the proposed method to several cases suffering from severe ischaemic strokes
that required decompressive craniectomy. The infarct demarcations were further segmented
in pre- and postoperative CT measurements by a neurosurgeon. A qualitative evaluation of
the resulting segmentations is based on the categories positive, questionable and negative.
Two cases yielded rejected classifications caused by erroneous cortical irrigations, which
enforces the requirement for more robust cooling protocol to prevent this issue from occur-
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Case Sex/Age Pathology Result Comment
1 f/61 MCA infarct right negative too low contrast
2 f/61 MCA+ACA infarct right negative liquid hotter than surface
3 m/59 MCA infarct left positive
4 f/50 MCA infarct right questionable classification failed
5 f/63 vasoplastic infarct left positive
6 f/75 MCA infarct right positive
Table 5.1.: Overview of results from classifying the decay constant of tissue heating after
application of an intraoperative cooling to the cortex.
ring. Analysis of one dataset yielded a questionable result, meaning that more tissue was
classified as healthy than the CT infarct demarcations indicate. We suspect the necessity
for more fine-grained classification of uncertain tissue states being related to this issue. In
three cases we found a correlation of the segmented perfusion parameters with infarct de-
marcations as observed in pre- and postoperative CT measurements. The developed novel
irrigation detection framework is based on optimized machine learning based detector to clas-
sify thermal characteristics of cortical irrigations with minimum delay. This detector allows
us to quantify and analyze cortical perfusion (state) during cerebral infarction by a commonly
used intraoperative approach, even in unperfused tissue. In conjunction with preoperative CT
recordings, the framework provides the surgeon with information regarding the progression
of infarct demarcations. The latter may be used a building block for research into future local
intraoperative therapies.
5.2. SOMATOSENSORY ACTIVITY MONITORING BY SEMIPARAMETRIC
REGRESSION (OW A.7)
Functional imaging is a common and important task in neuroscience (see section 2.2). In
the case of brain tumor resections, high-grade anaplastic and infiltrative tumors are difficult
to distinguish from healthy tissue. This task is especially difficult in case of a tumor near
functional areas such as the primary somatosensory cortex. An exhaustive resection might
lead to postoperative functional deficits and therefore decreased quality of life. This decrease
might further affect the patient’s mean survival time.
Established mathematical frameworks such as SPM allow the integration of specific exper-
imental conditions into a linear model and apply statistical inference methods to recognize
significant patterns correlating with neural activity. Our model is based on this idea, yet
allows further integration of characteristic non-linear (noisy) patterns and time-behaviour of
thermal imaging to occur, which would otherwise prevent reliable statistical inference.
5.2.1. SEMIPARAMETRIC MODELING OF DETERMINISTIC NEURAL ACTIVITY
Neural activity induces a neurovascular coupling chain (NVC) that leads to an increase of
regional cerebral blood flow (rCBF) at functionally active sites. This change in rCBF also leads
to small temperature changes that can be measured by thermal imaging. In the following, we
extend prior findings of Gorbach et al.[34] by a sound mathematical model for thermographic
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data and demonstrate the monitoring of somatosensory evoked activity. Generally speaking
the semiparametric model consists of deterministic and random components. The random
effects model high-frequent behaviour such as periodic motion and other artifacts, as well as
the low frequent temporal drift behaviour. The method is described by the following steps:
1. NVC induces deviating thermal behaviour into thermal time courses caused by altered
regional perfusion. This behaviour is typically propagated through several tissue layers.
For this reason, we expect the thermal signal to resemble a smooth bell-like curve. We
propose to approximate this curve with a Gaussian function with μ being the time-to-
peak and σ the bell’s width:
1
σ
√
2π
exp((−(ti − μ)/ 2σ)2) (5.7)
2. The model contains two random effects with each resting upon B-Spline basis func-
tions. The first random component consists of a very small number of knot points
to approximate the low-frequent temporal drift. The second random component ap-
proximates unwanted high-frequent behaviour. The nonparametric random effects are
modeled as degree k B-Spline by Zj = B• ,k (j ∈ {1, 2}, see [20] for details). The ex-
perimental conditions are modeled as of repeated versions of equation 5.7 (depending
on the actual experimental protocol) and plugged into X . All of them are stacked into
G = [X, Z1, Z2]. In order to prevent the second component to account for low-frequent
patterns and, in doing so, hiding the experimental conditions, we add an additional
frequency penalty to the respective model formulation:
min
b
||Gb − y ||22 + λ||PW GSb||
2
2 (5.8)
given the wavelet transformation matrix W and the signal estimate Gb containing fixed
and random effects.
S = blkdiag(0noFixedEffects, 1noRandomEffects) (5.9)
P = blkdiag(I128, 0m−128) (5.10)
Finally, P and S restrict the penalty to lower wavelet scales (dyad 1 through 6) of the
random effects to decrease the low-energy content of the respective estimate. The
parameters can be estimated analytically by the penalized normal equations
b̂(λ) = (GT G + λST GT W T PT PW GS)−1GT y (5.11)
3. The non-uniformity correction of the thermal imaging system introduces regular discon-
tinuity points into the data. To account for this issue, we estimate the temporal position
tjs of each non-uniformity correction event and add an additional B-Spline knot at each
tj to the high-frequent B-Spline model. This approach introduces additional flexibility
into the model since it is possible to account for steep changes at respective points in
time.
4. Finally, hypothesis testing at Bonferroni corrected level αbonf is employed to unveil
statistically significant parameter estimates of the experimental conditions (see figure
5.2) that correlate with evoked neural activity.
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5.2.2. RESULTS
The cohort consists of data recorded during tumor resection near the somatosensory cor-
tex. The patients were under general anesthesia and focal activations were provoked by
contralateral median nerve stimulations. The stimulation protocol consisted of 10 repeated
30 s stimulation and 30 s rest phases. Besides statistical analysis of thermal imaging data,
further validation was accomplished by concurrent optical imaging measurements[60] allow-
ing a qualitative comparison of the achieved results, by electrophysiological measurements
(phase reversal) and anatomic localization of the estimated eloquent areas. We expect the
accuracy of optical imaging to be better than thermal imaging since the method provides in-
creased penetration depth compared to thermal imaging, yet at the cost of being sensitive to
light scattering and reflection. In all cases we validated the occurrence of sensory activity on
the exposed cortex by intraoperative phase reversal. The results of the proposed semipara-
metric regression framework are shown in table 5.2. By positive activation, we denoted a
distinct statistically significant activation in thermal imaging (as shown in figure 5.2) and intra-
operative optical imaging, whereas the focal activation centers correlated in both modalities.
By weak activation, we denoted results with sparse clusters of active pixels whose spatial
position correlates with optical imaging. Weak and positive classified results were further
validated by their anatomic localization, meaning that this label is only preserved if the found
eloquent site corresponds to the expected site being responsible for contralateral stimula-
tions of median nerve. Negative means inconsistent results with thermal imaging, rejecting
activity while optical imaging found activity. The only two negative results were caused by
a suboptimal (skewed) orientation of thermal camera while the cortex showed strong con-
vexity and Gyrus postcentralis being located at the boundary of the trepanation. All these
suboptimal measurement conditions degrade the overall accuracy and therefore prevent the
detection of weak signals.
We were able to successfully unveil statistically significant somatosensory activity with a
new semiparametric regression framework that incorporates experimental conditions as well
as artifacts of thermal imaging systems. The model further enables the scientists to adopt
the experimental conditions to arbitrary stimulation protocols so that the application domain
is not limited to the analysis of the primary somatosensory cortex. The surgeons get a tool
to unveil and visualize cortical activity intraoperatively which, in the case of tumor resections
near eloquent areas, supports the neurosurgical decision in terms of potential postoperative
functional loss or limitations.
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Figure 5.2.: The left image shows the 3D cortex reconstruction from a preoperative MRI
dataset. The tumor is demarcated in purple color. Analyzing thermal imaging
data with our novel semiparametric regression framework now allows us to un-
veil somatosensory activity at fine-grain resolution compared to prevalent phase
reversal.
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6. SUMMARY
Intraoperative thermal imaging is a neuroimaging technique that is based on measuring the
body’s emitted long-wave infrared radiation. This infrared radiation correlates with the ob-
ject’s temperature (Stefan-Boltzmann law). Modern, uncooled IR detectors are able to mea-
sure temperature gradients as low as 30 mK at spatial resolutions of 170 μm. In neuro-
surgery, the thermal radiation of the exposed brain depends on various metabolic as well as
vascular factors. Analysis of each factor allows us to gain knowledge about their spatial distri-
bution, spatial homogeneity and deviating behaviour. In contrary to existing methods, thermal
imaging is a passive whitelight-independent, marker-free and passive technique which short-
ens lengthy and error-prone measurements and -protocols.
In this thesis we discussed the necessary extensions to establish thermal imaging as a flex-
ible and robust neurosurgical decision support system. In order to improve predictive ac-
curacy in respective application domains, thermal imaging specific challenges have to be
characterized, modeled and corrected. The latter arise from various technical issues such
as hysteresis effects caused by the microbolometer focal plane array of common thermal
imaging devices. Periodic recalibration of the imaging system to prevent image distortions is
another aspect that has to be modeled or corrected since the introduced points of disconti-
nuity and non-uniform sampling of the thermal images would otherwise prevent meaningful
statistical analysis.
Distinct artifacts are introduced to intraoperative thermal imaging by the initial orientation of
the imaging device during the OP. With this orientation, the camera is set into a slight vibra-
tional motion which introduces lateral shifts of the image plane. We approach these camera
movement artifacts twofold. First, the actual error pattern is estimated and filtered by decom-
posing the signal in time-frequency domain using principal component analysis. This allows
the detection of characteristic motion patterns that can then be integrated into subsequent
analysis frameworks or just removed from the data. We extended this approach by a realtime
motion correction scheme running on FPGA hardware. The lateral shift of the whole image is
estimated by solving the object-based optical flow problem by least squares. The solution to
this problem yields the shift in X and Y direction at small time steps which can then be used
to interpolate motion free temperature values.
In order to correlate characteristic objects and functional information of preoperative volu-
metric scans (such as 3D MRI data) with results of intraoperative 2D imaging, we developed
a multimodal image registration and image fusion framework. One application was demon-
strated by joining intraoperative thermal imaging with preoperative 3D MRI recordings at a
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mean accuracy of 2.46mm. This accuracy allows us to combine information of intraoperative
measurements by thermal- or optical imaging with preoperative volumetric MRI data and in-
tegrate both into intraoperative neuronavigation systems. The latter means that multimodal
and visually orthogonal information are integrated into a single view and then presented to
the surgeon. This kind of visualization is crucial for intraoperative medical decision support
systems since it decreases the required mental effort to correlate the results of all data and
allows the medical personnel to focus on the gained actual medical information. Furthermore,
we discussed a segmentation algorithm to isolate vessel structures in thermal imaging data
by their characteristic thermal behaviour. In combination with recovering such structures in
optical imaging data, feature-based co-registration of both modalities may be achievable so
that the discussed 2D-3D framework is not limited to a single intraoperative 2D imaging de-
vice.
The proposed advances in analysis of intraoperative thermal neuroimaging data enhance and
enable new application domains. In this work we focus on the characterization of dynamic
thermal data of patients suffering from brain tumors and ischaemic strokes. Intraoperative
differentiation of malign anaplastic tumor tissue imposes a challenging task, since the infil-
trative growth hampers the decision about resection boundaries. The more tumor tissue is
removed, the longer the patient’s quality of life can be preserved, yet at the cost of potentially
increased post-operative functional deficits. To decrease this risk, advanced methods for in-
traoperative differentiation of tissues and functional areas are required. Hence functional
imaging techniques can be viewed as medical decision support systems that allow the sur-
geon to trade-off resection of potential tumor tissue with post-operative functional defects
or respective limitations.
Contralateral somatosensory evoked potentials (SSEP) are a common method to provoke
neural activity on the primary somatosensory cortex. Neural activity also causes weak
changes in cortical perfusion that correlate with temperature changes in the emitted corti-
cal heat. We analyze these temperature changes by an advanced semiparametric regression
framework that incorporates deterministic experimental conditions and random components
of low- and high-frequent background signals. The promising results were validated by con-
currently acquired intraoperative optical imaging data. The latter approach was further im-
proved by developing an advanced hardware setup for concurrent thermal and optical imag-
ing with a single intraoperative microscope. To the best of our knowledge, we are the first to
realize and use this kind of setup.
Ischaemic strokes, or shortages of neurons with blood, can cause severe long-term functional
deficits if not treated appropriately. Various causes, such as blocked arteries or bleeding, can
lead to a stroke. Each cause requires a specific treatment strategy. Severe strokes can cause
a significant increase in intracerebral pressure that requires neurosurgical treatment by de-
compressive craniectomy. By providing new tools to quantify tissue perfusion, it is possible
to monitor the progression of infarct demarcations. Another future aspect might be the lo-
calization of areas that may be subject to future specific local intraoperative therapies that
preserve or even recover functionality. This long-term goal might decrease potential post-op-
erative functional defects.
To approach these challenges, we developed a machine learning framework for online detec-
tion of intraoperative cortical NaCl rinsings. Cortical rinsings induce a temperature gradient
to cortical tissue which is propagated into deeper tissue layers. After rinsing event classifica-
tion, tissue heating is modeled and quantitatively analyzed to recover standardized perfusion
parameters. In the case of patients suffering ischaemic strokes, the results indicate that the
temperature decay time of heating processes allow conclusions about the tissue’s perfusion
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state to be drawn. We showed that these temperature decay constants correlate with the
infarct demarcation, as seen in post-operative CT measurements of the same patient.
The methodical achievements of this thesis improve the predictive accuracy of thermal imag-
ing and, in doing so, enhance and even allow novel demanding applications to be developed.
Motion correction and multimodal image fusion depict important building blocks for medi-
cal decision support systems. The proposed semiparametric regression framework was em-
ployed to monitor somatosensory activity. The generic framework also enables the scientists
to adopt the experimental conditions to arbitrary stimulation protocols so that the application
domain is not limited to the analysis of the primary somatosensory cortex. Cortical activity is
visualized intraoperatively to the surgeon, which in turn allows him to reason about potential
postoperative functional deficits or limitations in the case of tissue resection.
The discussed approach to quantify cortical perfusion leads to a standardized representa-
tion of vascular processes. We expect that optimized rinsing protocols might allow more
fine-grain differentiation of brain tissue in the future. Some experiments regarding tumor
detection were already carried out and underline this potential future direction. The applica-
tion of distributed parameter optimization schemes for the methods used in both application
domains might be favorable extensions to decrease intraoperative delay. Distributed optimiza-
tion might also allow the usage of the more complex Bioheat equations to model cortical and
even subcortical tissue layers to establish intraoperative thermal tomography.
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A. ORIGINAL WORKS
This work is based on several publications that were created by the author to solve sev-
eral challenges ranging from motion correction to enabling novel intraoperative applications
of thermal neuroimaging. The following publications describe the most significant achieve-
ments of this thesis in more detail. For this reason, we will provide a full-quote of these
works.
A.1. CEREBRAL CORTEX CLASSIFICATION BY CONDITIONAL
RANDOM FIELDS APPLIED TO INTRAOPERATIVE THERMAL
IMAGING
N. Hoffmann, E. Koch, U. Petersohn, M. Kirsch, and G. Steiner. Cerebral cortex classification
by conditional random fields applied to intraoperative thermal imaging. Current Directions in
Biomedical Engineering. 2(1): 475-478, 2016.
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of our framework consists of learning this representation
of characteristic thermal time-frequency behaviour. This
representation models latent interconnections in the time-
frequency domain that cover specific, yet a priori un-
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1 Introduction
Intraoperative thermal neuroimaging denotes an non-
invasive and contactless imaging technique that meas-
ures the emitted temperature radiation of tissue during
neurosurgical interventions. In neurosurgery, temperature
gradients derive from heat transfers being caused by (sub-
)cortical perfusion and neuronal activity. Gorbach et al.
[4] and Shevelev et al. [6] showed the application of intra-
operative thermography for tumour diagnostics. Steiner
et. al. [7] demonstrated the detection of a ice-cold saline
solution applied through a central line as a tool for per-
fusion diagnostics.
High-level feature representations are extracted from
data in time-frequency domain so that they unveil time-
dependent thermal behaviour of the human cortex. We
further evaluate two common approaches to this feature
representation learning task and finally analyse their in-
fluence to the overall performance. Latter is also com-
pared to a simple baseline method.
2 Methods
Dynamic thermal signals can be described by a com-
bination of several non-stationary characteristic signal
components. These components originate from physiolo-
gical sources as well as from noise. To approach this
challenge subsequent signal analysis and classification is
done in time-frequency domain to decompose the signal
into its characteristic time-dependent components. As the
physiological influences of cortical and subcortical perfu-
sion as well as tissue composition are unknown and diffi-
cult to estimate there is no parametric model about cor-
tical heat emission. For what reason we propose a ma-
chine learning framework that extracts empirical know-
ledge from learning data using linear feature represent-
ation schemes for pixelwise latent state prediction. The
research related to human use has been complied with
all the relevant national regulations, institutional policies
and in accordance the tenets of the Helsinki Declaration,
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all intraoperative procedures in this work were approved
by the Human Ethics Committee of the Technische Uni-
versität Dresden (no. EK 323122008). Informed consent
has been obtained from all individuals included in this
study.
2.1 Preliminaries
The global thermographic signal T ∈ Rn×m respect-
ively Ti ∈ Rm of any recorded pixel 1 ≤ i ≤ n and m
time points is superimposed by several components such
as physiological signals and thermic background noise
T bg ∈ Rn×m. In order to prevent learning background
signals the latter component has to be separated from T
prior to further analysis.
The approximation of background noise is done by ex-
ploiting its rather smooth nature by a two dimensional
B-Spline model1 to estimate and remove the background
signal. Suppose we are given two one-dimensional B-
Spline bases Bxy ∈ Rm1×n and Bt ∈ Rm2×m consist-
ing of local B-Spline functions given m1 and m2 knots
to interpolate the data in spatial Bxy and temporal Bt
domain. Adjacent local B-spline functions are joined at
m1 resp. m1 knots with m1  n and m2  m. Let fur-
ther vec(T ) ∈ Rnm be the column stacked version of our
measured temperature data T and B2d = Bxy ⊗ Bt the
tensor product ⊗ of both 1D B-Spline bases. The smooth
background signal T bg = B2dα̂ can now be estimated by
regressing vec(T ) = B2dα using least squares given the
normal equations:
α̂ = (BT2dB2d)−1BT2dvec(T )
In order to catch dynamic thermographic effects that cor-
relate with the actual imaged object subsequent analysis
is done in time-frequency domain by applying the Dis-
crete Wavelet transform to the data. Given a frequency
band (scale) j, index k and wavelet ψ, the background
corrected wavelet coefficients ci(j, k) of pixel i read
ci(j, k) =
∑
j
∑
k
(Ti(k) − T bgi (k))2−j/2ψ(2−jn − k)
The transformation is done in linear time using the fast
wavelet transform based on pyramid algorithm. In the
following we will drop (j, k) to simplify the notation if
both are clear from context.
1 Further details regarding B-Spline regression can be found in
[3], [2].
2.2 Representation Learning
Now we can proceed to finding a high-level representation
of the thermal characteristics of our physiological signals.
The representation should be robust to noise while pre-
serving as much information as possible. In the following
we will discuss two common approaches to learn a repres-
entation f(ci) of the wavelet transformed thermal data
ci.
2.2.1 Bag of Frequency Words
A common approach to unveil representative features is
the bag of words model. In terms of wavelet coefficients
ci ∈ Rm for n pixels, we solve
μ = argmin
{μ1,...,μp}
n∑
i=1
∑
μj∈Sj
||ci − μj ||22
and get representative frequency words μj ∈ Rm that
describe our training dataset. The k-Means algorithm
provides one solution to this task, so that our dictionary
μ is defined by μ = [μ1..μp]T . This allows us to repres-
ent the L2 distance of any new vector ci to each of the p
words μj ∈ Rm (1 ≤ j ≤ p) in terms of our dictionary
μ = [μ1, ..., μp]T by
f(ci) = ||ci ⊗ 1p − μ||22
with length p column vector of ones 1p and ⊗ denoting
the Kronecker product.
2.2.2 PCA
In the past, PCA was applied to learn a representation of
neuroimaging data [5]. Suppose we measure n correlated
m-dimensional wavelet transformed time-series stored as
n rows in matrix C ∈ Rn×m. PCA now gives a set of
m orthogonal vectors vj ∈ Rm and weights wj ∈ Rn
with 1 ≤ j ≤ m so that ci =
∑
j wjvj . It can be shown
that these orthogonal vectors vj correspond to the ei-
genvectors Φ = [v1, v2, ..., vm] of the empirical covariance
matrix ΣC = CT C ∈ Rm×m so that ΣCΦ = ΦΛ. Each
eigenvector vj now describes a characteristic high-level
thermal behaviour of the data. The feature vector ci of
pixel i is represented by
f(ci) = Φpci (1)
with Φp = [v1 . . . vp]T given dictionary size p.
Hoffmann et al., Cerebral cortex classification by conditional random fields applied to intraoperative thermal imaging 3
(a) Thermal image of the cerebral cortex (b) Cortex classification
Figure 1: This validation dataset was subject to the PCA-CRF classifier and the results are shown in (b). Yellow colour indicate pixels
with label cerebral cortex. Expert classification of the cerebral cortex is indicated by the blue solid line in both images.
2.3 Learning Unary Potentials
Suppose each pixel i has latent state yi ∈ Y given f(ci). In
case of BoW, f(ci) denotes the distance of ci to the learnt
p representative frequency words μk (or analogously for
the PCA approach vk) with 1 ≤ k ≤ p. The set of states
Y = {fg, bg} now denotes the two classes of the pixels.
Those pixels belonging to the cerebral cortex are classified
as foreground (fg) the others as background (bg). The
probability pi(yi|f(ci)) of each pixel belonging to state yi
given the feature representation can now be learnt by a
Random Forests (RF)[1] consisting of t decision trees. The
trained RF yields a measure of certainty (probability)
that an observed encoded representation f(ci) belongs to
state yi as of p(yi = fg|f(ci)) or p(yi = bg|f(ci)). An
ensemble decision regarding the actual state yi of the RF
is obtained by averaging the output pki (yi|f(ci)) of each
single decision tree k:
p(yi|f(ci)) = 1/t
t∑
k=1
pki (yi|f(ci))
The probability distribution is estimated by training each
of the t decision trees on a bootstrap sample of our train-
ing data. This strategy effectively prevents overfitting as
discussed by [1].
2.4 Structured Classification of Thermal
Neuroimaging Data
In order to incorporate structural information into the
classification process we propose a conditional random
field (CRF) model. In this framework, the posterior dis-
tribution p(Y |FC) of our latent variables yi ∈ Y and ob-
servations f(ci) ∈ FC can be formulated in terms of unary
factors Ψ and pairwise factors φ on a undirected graph
G = (V, E) as of
log p(Y |FC) =
∑
i∈V
Ψi(yi, f(ci)) +
∑
(i,i′)∈E
φ(yi, yi′) (2)
with V being the set of pixels and E the set of edges
between adjacent pixels i and i′. By fulfilling the local
Markov property, this function can be factored so that
p(Y |FC) only depends on its direct neighbours. The un-
ary potential Ψi(yi, f(ci)) encodes the prior probability
learnt by the RF classifier whilst the pairwise potential
φ(yi, yi′ enforces spatial homogeneity of the inferred la-
belling. Computations were further simplified by integ-
rating the regular structure of the imaged data through
a Potts model function
φ(yi, yi′) = C · 1yt=yt′
with indicator function 1yt=yt′ yielding one if yt = yt′
and zero otherwise. C is a smoothness penalty so that low
values of C lead to rough solutions whilst the estimated
labelling is getting smoother by increasing C. Since we are
dealing with binary labels and Potts pairwise terms equa-
tion 2 is submodular what allows the application of very
efficient inference method based on graph cuts. Minim-
izing equation 2 now corresponds to finding a maximum
a-posteriori estimate of the labelling y.
3 Results and Discussion
The results were achieved by evaluating five intraoperat-
ive thermal measurements of five different cases of length
1024 frames (20 s). For this purpose thermal neuroima-
ging data was acquired just after exposure of the cereb-
ral cortex during neurosurgical tumour resections. Three
out of these datasets were used for training plus testing
and two for validation. The training sample consists of
30% equally sampled data points of all three test data-
sets equally representing cortical and background pixels.
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All computations were done on a workstation with dual
Intel Xeon E5-2630, 128 GB Ram and Nvidia Geforce
GTX Titan Black graphics card.
We evaluated both PCA and the Bag of Words model for
feature representation learning. Baseline performance was
quantified by training a RF on the average temperature
distribution μT. The accuracy was computed by
acc = TC + TB
C + B
given multiple labeled datasets. TC denotes the number
of true cortical-, TB the number of true background- and
C as well as B represent the number of cortex and back-
ground pixels. These labellings were acquired by a med-
ical expert. The results of both approaches are shown in
tables 1 and 2. By introducing high-level features into
the classification process a significant improvement in ac-
curacy between the baseline classifier and the extended
version can be observed. The introduction of learnt high-
level thermal features provides additional discriminative
information resulting from characteristic thermal signa-
tures. Structural information shrink the difference in ac-
curacy between our baseline classifier and the extended
ones. This is caused by temperature inhomogeneities cor-
relating with tissue composition and perfusion which are
compensated by the Potts model. In the present cortex
classification task this behaviour seems favourable. Yet,
in case of smaller objects like tumours or vessels further
attention has to be paid to this behaviour in order to
achieve reasonable true-positive rates.
4 Conclusion
Intraoperative thermal neuroimaging is a novel technique
to image time-dependent cortical temperature variations
during neurosurgical interventions. The main cause of
temperature changes is cortical perfusion which is influ-
enced by cell metabolism and tissue composition. The
thermal processes of the exposed brain are not well un-
derstood, yet they provide valuable information to char-
acterize tissue. In this work thermal process signatures
are employed to improve the differentiation of pixels of the
cerebral cortex to background pixels. For this purpose we
propose a novel machine learning framework for analysis
of intraoperative thermal neuroimaging data. The learn-
ing goal is to recognize dynamic temperature behaviour
of the imaged human cortex. These high-level features are
then incorporated into a subsequent tissue classification
stage based on conditional random fields improving over-
all classification accuracy. In the future, this framework
RF accuracy [%] μT BoW PCA
test 86.4 93.1 96.5
validation 81.3 86.6 88.1
Table 1: The Random Forest classifier with PCA and BoW fea-
ture learning significantly outperform the baseline classifier on
three training/testing as well as two validation datasets.
CRF accuracy [%] μT BoW PCA
test 88.7 96 98.5
validation 87.7 89.1 89.2
Table 2: Extending the classifier by structural constraints further
improves the overall accuracy of the baseline- and both feature
learning approaches. For reasons of comparison the approaches
were applied to the same data as described in table 1.
might enable a more fine-grain characterization of tissue
composition based on its dynamic thermal behaviour.
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Abstract. Intraoperative thermography allows fast capturing of small
temperature variations during neurosurgical operations. External influ-
ences induce periodic vibrational motion to the whole camera system
superimposing signals of high-frequent neuronal activity, heart rate ac-
tivity and injected perfusion tracers by motion artifacts. In this work,
we propose a robust method to eliminate the effects induced by the vi-
brational motion allowing further inference of clinical information. For
this purpose, an efficient wavelet shrinkage scheme is developed based
on subspace analysis in 1D wavelet domain to recognize and remove mo-
tion related patterns. The approach does not require any specific motion
modeling or image warping, making it fast and preventing image defor-
mations. Promising results of a simulation study and by intraoperative
measurements make this method a reliable and efficient method improv-
ing subsequent perfusion and neuronal activity analysis.
1 Introduction
Thermal imaging is a contact-less, marker-free, white light independent and non-
invasive method for online measurement of temperature variations up to 30 mK.
Since thermography records the emitted heat of bodies, local dynamic behavior
due to heat flow and convection effects are likely, leading to highly variate images
even of static scenes. In neurosurgery, small temperature gradients are caused by
perfusion or neuronal activity related heat transfers and respiratory and pulse
motion of the exposed cortex. The neurosurgical application of thermography
covers, among others, the detection of functional areas and brain tumors [1]. In
a previous work, we have shown the direct link between temperature gradients
and an injected ice-cold saline solution to investigate the cerebral blood flow [2].
Because of its temporal resolution, thermography might also allow inference
about triggers of focal epilepsies.
The thermal imaging system is mounted at the operating table by an ad-
justable mount and a supporting arm. This supporting arm has three freely
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Fig. 1. During Neurosurgery, the exposed human cortex can be easily identified by
its warm and smooth temperature profile (≥ 30◦C) in thermographic recordings. Yet,
near cortical electrodes (arrow) or perfused blood vessels strong gradients are visible.
Especially at these sites, vibrations of the camera system lead to a superposition of
the time course of the affected pixels with time and neighborhood-dependent patterns,
hampering subsequent data analysis.
orientable spheroidal joints enabling the surgeon to align the camera just be-
fore the recording. This setup makes intraoperative recordings at low object
distances – typically 20 to 30 cm – feasible consequently minimizing the in-
fluence of background heat sources and allows spatial resolutions between 170
to 250 μm. This setup is prone to vibrations originating, among others, from
the patient’s respiratory motion and the surgeon’s initial alignment of the cam-
era. Such short-time periodic displacement of the whole thermographic camera
leads to changing point-to-point mappings of consecutive thermographic images
what introduces characteristic patterns into the data. This not only hampers the
analysis of high-frequent neuronal activity or heart rate patterns in the same fre-
quency band. Also thermographic signals of injected ice-cold saline solutions are
overlain by these motion artifacts, especially in parenchyma near well perfused
cortical arteries with strong temperature gradients, hampering their detection
and hereby the analysis of cortical blood flow for medical decision support.
2 Related work
Digital video stabilization algorithms aim to eliminate unwanted motion arti-
facts from video streams, for example caused by hand-held cameras. Common
approaches can be divided into intensity-based (direct) and feature matching
algorithms. Latter match robust features of adjacent images to align the im-
ages [3] [4]. Intensity-based approaches in general minimize a cost function on
the pixel’s intensity to align the images or rather smooth the between-frame mo-
tion trajectory [5] [6]. Further subsequent analysis then allows the differentiation
between local and global motion. A comprehensive review of image alignment
methods can be found in [7].
Most of these approaches originate from whitelight imaging, which is an or-
thogonal modality to thermal imaging. Thermographic sequences inherit a non-
stationary spatially varying heteroscedastic behavior, leading to local non-linear
temperature shifts between adjacent frames, which is not necessarily related to
any motion. Pixels with strong temperature gradients can be superimposed by
air flow or heat transfers, which is easily misinterpreted as motion of the affected
areas. For robust and time-efficient correction of camera vibration artifacts, we
therefore propose a signal based method. This multivariate post-processing ap-
proach is not affected by local motion artifacts, between-frame temperature dy-
namics or long term drifts and prevents unwanted image deformations. The
analysis is carried into a sparse frequency domain and exploits the spatial char-
acteristics of motion artifacts to identify respective frequency components.
3 Motion filtering in wavelet subspace
Temperature series contain non-linear trends and time varying frequency com-
ponents at differing amplitude and frequency, for example at pulse or respiration
frequency. Therefore, the time-resolved multi-resolution analysis is a desirable
approach for the detection of dynamic frequency components. One such compo-
nent originates from vibrations of the camera system, hereby inducing charac-
teristic artifacts into the data. In what follows, the spatial distribution of the
motion induced frequency pattern is exploited by pixel-wise change of basis into
frequency domain by means of the 1D real-valued discrete wavelet transform
(DWT) [8]4 and following subspace analysis using the Karhunen-Loève trans-
form (KLT).
3.1 Feature description
Vibrations of the camera system lead to periodic translations of the whole im-
age. The trajectory of these shifts is the same for all pixels of a single frame,
whereas the amplitude of the artifact depends on the neighborhood of a pixel. To
quantify this effect, the gradient image is examined. Let ∇Ic denote the gradient
magnitude of the recordings first frame I at discrete pixel coordinate c. The set
X+ contains the coordinates of a pre-specified amount of k pixels of maximum
gradient, for example those indicated by the arrow in figure 1,
X+ = argmax
{c1,...,ck}
∑
i
|∇I(ci)|
while the counterpart X− contains pixels of minimal gradient while being in a
smooth neighborhood5
X− = argmin
{c1,...,ck}
∑
i
|∇I(ci)| subject to ci ∈ Bp(X+)
4 There are complex valued extensions to the wavelet transform, for example CWT
and dual-tree WT, yet these double the space requirements and are therefore not
further considered here.
5 Bp(y) denote the n-dimensional p-ball of a space M: Bp(y) := {x ∈ M | ||x−y|| < p}.
Bp(Y) extends this definition to a set of p-Balls: Bp(Y) := ∪y∈YBp(y).
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Fig. 2. The normalized motion impact Rn contains some strongly deviating values.
These outliers indicate that the affected subspace inherits significant activity at loca-
tions with strong gradients caused by camera motion.
Smooth regions are described by low spatial gradients, thus if the spatial
position of a single pixel is periodical changing in this neighborhood, only weak
motion artifacts are induced into the time course.
3.2 Motion analysis
The time course of n pixelsX ∈ Rn×m withm = 2jmax+1 frames contains various
components with some being related to camera movement. In order to isolate
time-varying motion artifacts, the data is pixel-wise projected into the sparse
frequency domain by the DWT. Following, the KLT is used to identify global
frequency patterns and quantify their local weight. The wavelet coefficientsXjF ∈
R
n×2j at scales 1 ≤ j ≤ jmax are projected into 2j n-dimensional subspaces
W j = [wj1 · · ·wj2j ]. The number of subspaces is determined by j and the KLT,
since latter decomposes XjF into a linear combination of all 2
j eigenvectors, that
are stored as columns of Φ ∈ R2j×2j , of its empirical covariance matrix ΣXjF .
This change of basis into W j ∈ Rn×2j is done by W j = XjFΦ. Subspace wji
along with eigenvector vji ∈ R2
j
describe the distribution of a frequency pattern,
that contributes to the global variance of the respective wavelet coefficients at
scale j weighted by its eigenvalue λi ∈ Λ. Hereby we are able to identify global
patterns, that contribute to all pixels at varying extent. The local weight of pixel
c in subspace i is denoted by wi(c). The mean contribution wi(Y) of specific
pixels y ∈ Y to subspace i is given by
wi(Y) = 1|Y|
∑
y∈Y
|wi(y)|
For the identification of motion related subspaces, it is necessary to take the
spatial characteristics of motion artifacts into account. For this purpose, the
subspace contribution ratio ri
ri = wi(X+) / wi(X−)
is used to quantify the effect of motion artifacts at areas with strong gradi-
ents, like electrodes, cortical arteries or the boundary of the trepanation. Sub-
spaces i related to camera motion artifacts show significant contributions wi(c)
at pixels c in distinct neighborhoods, compared to pixels in smooth neighbor-
hoods. This behavior leads to deviating ri in the across subspace motion impact
R = (r1, r2, ..., r2j ) (see figure 2), which are subject to the subsequent detection
scheme.
3.3 Outlier detection for subspace filtering
As discussed, frequency patterns related to motion artifacts have a characteristic
spatial footprint, inducing outliers into R. For their identification, the motion
impact R = (r1, r2, ..., rm) is modeled as a linear Gaussian random variable
R ∼ N(aX + b, σ). Robust estimation schemes (e.g. iteratively reweighted least
squares (IRLS)) are further needed, since R is expected to contain outliers mak-
ing its variance heteroscedasticity. These outliers are found by applying a t-Test
on the model residuals with respect to Bonferroni corrected significance level
α = 0.05/m.
This outlier detection scheme yields a set K of motion related subspace in-
dices, that are now filtered by zeroing the weights of the respective subspaces
wk = 0 for all k ∈ K. Lastly, the corrected data is recovered by back-projection
from KLT space and inverse wavelet transformation. In order to halve the re-
quired maximum amount of memory, the algorithm is separately applied to each
wavelet scale. The proposed motion correction scheme is sketched in algorithm 1.
It assumes a periodized and orthogonal wavelet transform with symmlet4 basis,
which is denoted by (I)DWT PO SYMM4.
4 Results
We will simulate deterministic motion conditions without heat flow and convec-
tion for performance comparison under optimal conditions. Afterwards, the pro-
posed method is evaluated on two representative intraoperative cases, whereas
case 1 inherits fast motion of large spatial extent and case 2 contains weak
gradients leading to low amplitude motion artifacts while also having strong
thermic dynamics. In order to compare the wavelet subspace analysis (WSA)
with a common approach of whitelight imaging, matching of SURF features6 is
employed. Hereby, SURF features of a frame with respect to a reference frame
or its motion corrected predecessor are matched7 and an affine transformation
matrix is computed to correct the motion artifacts. In order to further quantify
the effect of the proposed outlier detection scheme, a one-class Support Vector
Machine [10] (RBF kernel) is employed to infer unlikely values of R. Latter is
6 SURF feature matching was done using the matchFeatures routine of Matlab im-
plementing the nearest neighbor distance ratio method described by Mikolajczyk et
al. [9].
7 Best results are chosen.
Algorithm 1: Wavelet domain subspace motion correction algorithm.
input: data set, X ∈ Rn×m
input: number of gradient points, k ∈ N+
output: motion stabilized data set, X∗ ∈ Rn×m
estimate pixel coordinate sets X+,X− with |X+| = |X−| = k;
XF = [X
1
F · · ·XjMaxF ] = DWT PO SYMM4(X);
for j ← 1 to jmax do
solve ΣXjF
Φ = ΛΦT ;
W j = [wj1 ... w
j
2j ] = X
j
FΦ;
∀i ∈ [1, 2j ] : rji = wji (X+) / wji (X−);
Rj = [rj1 · · · rj2j ];
K = outlierDetection(Rj);
∀k ∈ K : wjk = 0;
Xj
∗
F = W
jΦ−1;
X∗F = [X
1∗
F · · ·Xj
∗
max
F ] ;
X∗ = IDWT PO SYMM4(X∗F );
denoted as WSA-1SVM, whereas the outlier detection approach of section 3.3 is
denoted as WSA-GT and employs IRLS with a bisquare weighting function as
robust estimation scheme.
For performance evaluation, an intensity-based as well as an frequency-based
metric is employed. The root mean squared error (RMSE) quantifies to deviation
of the estimated video Ĩ to the ground truth image sequence I. The average
spectral density (SD) of all pixels c ∈ Ĩ describes the global energy content
SD =
1
|I| × |fc|
∫ ∫ 10Hz
2Hz
∣∣∣∣∫ ∞−∞ |Ĩc(t)|exp(−iωt)dt
∣∣∣∣2 dωdc
of pixel intensities Ic(t) at coordinate c, frame t and number of frequency coeffi-
cients |fc| between 2 and 10Hz. For reasons of comparison, the image sequences
are cropped after the application of the motion correction schemes, since several
rows and columns are lost after the application of SURF feature matching.
4.1 Simulation study
The expected camera motion is modeled as a sinusoidal coordinate displacement
over time. Let A(t) = I3 = [a1(t)
Ta2(t)
Ta3(t)
T ] ∈ R3×3 be an affine transforma-
tion operator to simulate periodic displacement of 3D homogeneous coordinates
as a function of time t. Let further be a3(t) = (a3(t)
1, a3(t)
2, a3(t)
3) the last
column vector of A. Now define the periodic sinusoidal coordinate displacement
at time t and displacement period pd as
a13(t) = a
2
3(t) = γsin(2πt/pd)
This model is applied to a static thermographic image to simulate the ex-
pected behavior. The parameter γ allows for modeling the spatial extent8 of the
camera motion and is chosen from [1; 10], whereas the frequency pd is fixed to
20 since its influence is negligible.
γ = 1 γ = 2 γ = 3 γ = 4 γ = 10
RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
SURF 0.03 26.71 0.06 10.74 0.08 143.31 0.1 56.6 0.21 36.17
WSA-GT 0.03 0.28 0.04 4.35 0.06 4.1 0.07 19.43 0.16 13.48
WSA-1SVM 0.03 0.33 0.04 4.23 0.06 12.94 0.07 19.53 0.16 13.48
Table 1. Evaluation of mean-squared error and integrated frequency band of the pro-
posed simulation study. For this a static thermographic frame of case 1 was continously
shifted by the discussed periodic motion model.
The results indicate the applicability of motion correction approaches from
whitelight imaging to thermographic image sequences of the simulation model
when no heat transfers or convection are prevalent. Real data typically show
non-stationary and highly dynamic development, for what reason the feature-
based approach will lose performance. Since the subspace analysis exploits more
information about the motion pattern, its better performance is not surprising.
4.2 Intraoperative data
The algorithms are applied to raw recordings of two intraoperative cases and the
average spectral density is compared. The evaluation of the RMSE is discarded,
since the ground truth is a dynamic time-varying unknown. The first case was
recorded during an intraoperative ECoG measurement of a patient with sus-
picion of frontal lobe epilepsy, wherein high-frequent vibrations of the camera
system at a spatial extent of 5 pixels (∼ 1cm) are recognizable. After applica-
tion of the methods the motion visually disappeared, yet the SURF corrected
dataset contains some deformed frames caused by mismatched features. Case 2
denotes a tumor case whereas less motion but strong spatial varying thermic
background activity is dominating the data. This leads to a mean temperature
drift of 0.45K in 41s at an average activity of σ = 0.2435K. An increase of the
SURF point detection threshold several times was necessary, since no feature
matching between adjacent frames was possible. Hereby, enough corresponding
8 Intraoperative, γ = 10 depicts a maximum displacement of 5cm.
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Fig. 3. Example of a single pixel time course of case 1 before (lower curve) and after
motion correction (upper curve, increased by 1 K for visual reasons).
features were found, yet the estimated transformation matrix was prone to errors
yielding skewed frames. In contrary, in both datasets, the wavelet subspace anal-
ysis was not affected by respiratory, heart rate and other local motion artifacts or
thermic background activity. This results in a higher reduction of energy content
in the relevant frequency band as shown in table 2 and a visual disappearance
of global motion.
The average spectral density in the high-frequency band of case 1 and case 2
was significantly lowered after the application of the wavelet subspace analysis
approach, yet some activity was preserved suggesting local activity independent
of camera motion artifacts. Further contrast analysis of the video sequences of
case 1 shows, that wavelet subspace analysis lowers the mean contrast9 of the
raw video c̄ = 0.0741 (σ = 0.0012) to c̄wsa = 0.0732 (σwsa = 0.0012) while the
SURF approach resulted in c̄SURF = 0.0694 (σSURF = 0.004). This indicates,
that some smoothing was introduced, yet since thermographic images do not
show sharp edges, the visual effect is considerably small and the gain in data
quality dominates. In case of SURF feature matching, the high variance and
low mean contrast is expected to be caused by mismatched features resulting
in non-perfect geometric transforms and therefore wrongly interpolated pixel
values. A retrospective global optimization over the matched SURF features
might improve the quality of the estimated transform and yield better results.
Furthermore, the accuracy of wsa strongly depends on features that introduce
gradients into the thermal images, thus if no such features are detectable, the
algorithm will not work efficiently. Yet, since the boundary of the trepanation
of the cortex is always visible, this situation is negligible.
The mean per-frame computation time was 0.08s (SURF), 0.04s (WSA-
1SVM) and 0.06s (WSA-GT), whereas it is important to notice that the wavelet
9 The mean contrast is computed by c̄ = 1|T |·|C|
∑
t∈T
∑
c∈C
∇Ic(t) over all pixels c ∈ C and
frames t ∈ T .
spectral density uncorrected SURF WSA-GT WSA-1SVM
Case 1 7541.724 1952.466 1285.724 1279.722
Case 2 1951.909 116347.54 927.683 937.244
Table 2. Evaluation of average spectral density of the algorithms with respect to two
intraoperative cases.
subspace analysis requires a dyadic length sequence of frames as input, while
SURF feature matching allows registration of subsequent frames. Yet, a global
optimization to improve SURF feature matching will affect this advantage. Since
the fast wavelet transform has linear complexity, the KLT primary contributes to
the time-complexity of WSA by the eigenvalue decomposition of the covariance
matrix at each wavelet scale:
Θ(n
jmax∑
j=1
22j) ≈ Θ(2n22jmax)
with n pixels and highest wavelet scale jmax. The performance of WSA-GT and
WSA-1SVM is comparable, whereas the time-complexity of IRLS significantly af-
fects the runtime making the one-class SVM the better outlier detection scheme.
The mounting of the camera at the operating table decreases the degrees of
freedom of the camera movement trajectory. This constrains the motion artifacts
to short-term quasi-periodic behavior (see figure 3), which affects all pixels and
can be identified and removed by exploiting its multi-resolution- and spatial
characteristics. In general, the results on intraoperative as well as on synthetic
data demonstrate the advantages of the wavelet subspace analysis. The proposed
posterior removal of global camera movement artifacts in frequency domain is
therefore a reliable and fast method for compensation of this kind of artifacts.
This makes the proposed approach a valuable tool for intraoperative decision
support systems.
5 Conclusion
Vibrational motion of the whole camera system leads to a degradation of sig-
nal to noise ratio. Common image stabilization algorithms cannot be employed
directly to thermal imaging since the data originates from the emitted mid to
long-wavelength infrared radiation of the captured objects making it highly dy-
namic. Heat flow, convection, perfusion as well as neuronal activity are typical
causes of temperature variations causing image gradient changes that do not
relate to any change of the observed scene. We therefore propose a robust and
fast framework for the identification of global frequency patterns by analyzing
their spatial distribution. One application of this approach is the estimation and
removal of camera motion artifacts. This roots on the assumption, that mo-
tion artifacts can be described in sparse time-frequency domain of all pixels at
varying power depending on their local neighborhood. A simulation study was
done in order to compare the approach with a well known method from white-
light imaging for video stabilization under deterministic conditions. The results
of this study as well as intraoperative data clearly suggest the application of
the wavelet-subspace analysis framework for posterior global motion correction.
Since the general framework is expendable by adapting the feature selection step
to domain specific needs, its applications for the compensation or extraction of
other kinds of spatially characteristic patterns are possible.
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Abstract—In this paper, the correction of motion-induced
high frequency artifacts on sequences of thermographic images
by a real-time capable approach based on Cellular Nonlinear
Networks (CNN) is evaluated. For comparison, an offline analysis
of frequency subspaces is presented and results will be compared.
Both simulated data sets as well as data sets recorded during
neurosurgery are considered as inputs and two measures are
evaluated.
I. INTRODUCTION
A. Medical Applications of Thermography
Thermography is an imaging technique for contactless,
marker-free and non-invasive measurement of temperature
variations. Current devices employ infrared microbolometers
that detect long-wave infrared radiation. Emission of such radi-
ation depends on the object temperature and – in case of non-
black body objects – on its emissivity. The microbolometers
are arranged as a focal plane array, providing a spatially-
resolved temperature image. Convection and other heat trans-
fers primarily cause temperature gradients, making thermog-
raphy a highly stochastic and nonlinear imaging process.
In medical applications, characteristic changes in tissue
perfusion support the diagnosis of anomalies such as fever,
breast cancer and vascular disorders [1]. Neuronal activity and
cerebral perfusion can be detected based on thermographic
imagery obtained during neurosurgery. This allows the detec-
tion of functional areas and brain tumors [2]. Additionally,
we investigated the spatio-temporal distribution of an injected
ice-cold saline solution and were able to extract information
on cerebral blood flow [3].
For intraoperative recordings, the thermographic camera
is mounted at the operating table using a supporting arm
and an adjustable mount. This setup enables the surgeon
to align the camera just before the measurement. Since the
supporting arm is connected to the operating table, it is prone
to vibrations. Thermographic signals of neural activity and
perfusion changes have low signal-to-noise ratios. Because
of this, the motion-induced artifacts hide valuable diagnostic
information and hamper further applications of thermography
as a medical decision support system. Therefore, the detection
and removal of those artifacts is the first step in any analysis
of data obtained during neurosurgery. As our aim is to realize
an integrated device capable of recording and analyzing ther-
mographic data in real time during neurosurgery, a real time
capable motion artifact filtering is necessary.
B. Cellular Nonlinear Networks
The concept of CNN was introduced by Chua and Yang
in 1988 [4]. CNN are constructed from comparatively simple
dynamical systems – cells – which are locally coupled. Even
though there are no restrictions regarding coupling laws and
dynamics, translation invariant state equation known as the
standard CNN equation is used. It is given by
ẋij(t) = −xij(t) +
∑
|k|,|l|≤r
akl · yi+k,j+l(t) + wij , (1)
with the offset
wij =
∑
|k|,|l|≤r
bkl · ui+k,j+l + z . (2)
The term xij denotes the state, yij the output, z a constant bias
and uij the input of the cell Cij . Considering a neighborhood
radius of r = 1, a standard CNN can be described by
input and output weights and a bias z which form a set of
19 parameters. Despite their simple structure, CNN are well
suited to modeling complex behavior far beyond that of a
single cell.
Due to its massively parallel processing, CNN hardware
implementations and FPGA emulations combine high compu-
tational performance with low electrical power consumption.
Therefore, an implementation of a movement correction al-
gorithm on CNN hardware is a promising first step towards
a platform capable of providing intraoperative feedback to a
surgeon.
II. METHODS
Video image stabilization in white light imaging is a well-
researched field with a broad range of approaches to re-
aligning adjacent images or smoothing motion trajectories
[5]. Yet, the preconditions of algorithms tailored to white
light imaging do not necessarily apply to thermal imaging
because of its highly stochastic nature. In this work we
therefore present an offline method to efficiently circumvent
this problem in real time.
A. Offline Motion Artifact Filtering
At pixel level, unaligned frames induce artifacts with vary-
ing intensity into the time course of the data, whereas the error
depends on the smoothness of the local neighborhood. Suppose
we have two sets, X+ and X−, containing coordinates of
pixels with distinct (+) and smooth (−) neighborhoods and
we have a measure w(X ) of motion artifacts, then the ratio
r = w(X+)/w(X−)
is maximized in case of present camera motion artifacts.
Let X ∈ Rn×m denote the measurement matrix consisting
of n pixels at m = 2jmax+1 equally-spaced sampling points.
The pixel wise 1-D discrete wavelet transform1 of this matrix
at wavelet scale 1 ≤ j ≤ jmax is denoted by XF (j) ∈ Rn×2j .
At each scale, XF (j) is superimposed by several signals with
camera motion artifacts among them. In order to filter motion
artifacts, the wavelet transform of scale j is decomposed into
2j subspaces wi by means of the Karhunen-Loève-Transform
(KLT). The decomposed wavelet transform is denoted by
W (j) = [w1 · · ·w2j ] with
W (j) = ΦXF (j)
and the matrix Φ with the eigenvectors of the empirical
covariance matrix ΣXF (j) as its columns. In order to quan-
tify the assumed motion artifacts to subspace i, the average
energy contribution wi(Y) of subspace i at pixel coordinates
y ∈ Y is formed. The subspace motion impact R(j) =
{r1, r2, · · · , r2j} with
ri = wi(X+)/wi(X−)
now models the intensity of motion artifacts in i.
Despite their amplitude, motion artifacts show location in-
dependent frequency characteristics, resulting in a small subset
of all subspaces (their indices are elements of a set K with
|K| 
 2j) of frequency patterns related to camera motion [6].
This allows the application of 1-D outlier detection schemes
on R to find deviating rk ∈ R (compare [7]). The respective
wk are then filtered by wk = 0 and the motion corrected
data is back-projected from KLT-space and by inverse wavelet
transform.
1In this work, we employ a periodized and orthogonal DWT with Symmlet4
basis. Since each wavelet scale spans a unique time-frequency space, the scales
are analyzed independently to save computational time.
B. Optical Flow Estimation & Motion Compensation
1) Algorithm: A real-time motion correction algorithm
should be suitable to be implemented on an FPGA-based
CNN hardware. Our approach is based on the estimation of
the optical flow in the images. With the assumption that the
intensity change of the frames is slow compared to the motion,
a translation (Δx,Δy) of a pixel can be calculated using the
equation of the optical flow given by
(I(x, y, t+ 1)− I(x, y, t)) ≈ ∂I
∂x
Δx+
∂I
∂y
Δy (3)
and defined for each pixel of the image. Obviously, the
resulting equation system is under-determined and can only
be solved by taking into account conditions like smoothness
or discontinuity. [8]
A direct estimation of the optical flow is sensitive to noise
and low image contrast. Therefore a different, object based
approach is used. Assume a simple object moving in front of
a uniform background. If the shift of fi to a reference frame
fr is constant over all pixels p ∈ w within a given window
w ∈ fi, the equation system⎡⎢⎣ I1(t+ 1)− I1(t)...
IN (t+ 1)− IN (t)
⎤⎥⎦ =
⎡⎢⎣
∂I1
∂x
∂I1
∂y
...
...
∂IN
∂x
∂IN
∂y
⎤⎥⎦ · [ ΔxΔy
]
(4)
for all N pixels p ∈ w can be formulated by using a bi-linear
estimation for subpixel shifts. Here, Ip denotes the intensity
of the image at pixel p.
Let Ky and Kz denote the sum of all partial derivatives of
all pixels in the window. By formulating the equation system
(EQS) (4) for two suitable windows w1 and w2 and adding
up the equations, a modified EQS[
KXR
KY R
]
=
[
KX1 KY 1
KX2 KY 2
]
·
[
Δx
Δy
]
(5)
can be derived and solved directly, where KXR =∑
p∈w1 Ip(t+1)−Ip(t) and KY R =
∑
p∈w2 Ip(t+1)−Ip(t),
respectively. In order to obtain higher robustness of the algo-
rithm, four direction-sensitive windows are selected instead of
just two, and the resulting EQS is then solved using a least-
squares approach. The derived shifting vector (Δx,Δy) can
then be applied to correct the motion.
2) Window Selection: The algorithm proposed here relies
on the sensitivity and specificity of the selected windows with
respect to movement in x and y directions, respectively. In
order to automatically obtain such windows, a calibration
procedure is carried out in suitable intervals – later to be
synchronized with shuttering of the thermographic camera
– throughout the motion correction. Executing a threshold
operation using decreasing bias values followed by an edge
detection will lead to an increasing number of remaining black
pixels pb in the image. Once the sharp edge between cortex and
surrounding background is reached, pb decreases as remaining
holes are filled. After all holes have been filled, a local
minimum min(pb) is reached. The number of black pixels
will increase again once the shape obtained after thresholding
surpasses the cortex.
The shape after thresholding at the local minimum min(pb)
is selected, remaining holes are filled, after which suitable
windows are extracted by applying a sobel filter in the desired
direction and enhancing the resulting lines by several pixels.
3) CNN-based Implementation: A flow diagram of the
algorithm is depicted in Fig. 1. After initialization and calcu-
lation of the pixel sums KXR,KY R over the reference frame
fref , a frame fi is shifted by shifting vector Vt−1 obtained for
the previous frame. Afterwards, window sums KX ,KY for fi
are calculated, the resulting EQS (5) is solved for the current
shift vector Vt. It is then applied and used for updating Vt−1.
Fig. 1. Flow chart of the execution of the algorithm. After a pre-shift, window
sums Kx,Ky are calculated and the EQS is solved for shift Vt.
The algorithm has been implemented on a recently-proposed
CNN hardware platform that is suitable for high-speed and
real-time signal processing using the massively parallel NERO
architecture [9]. The architecture is considered a very efficient
and performant digital emulation of CNN dynamics. Based on
this architecture, an FPGA prototyping system has been built
using a Xilinx Zynq-7000 AP System-on-Chip (SoC).
For performance analysis, we implemented two differ-
ent hardware configurations, each emulating a network of
640 × 480 cells using 640 processing elements (PE). In
configuration 1, a common 8 bit data width is used, allowing a
clock frequency of 150 MHz on the Xilinx XC7Z045 FPGA.
The data precision is increased to 12 bit in configuration 2,
accompanied by a very high utilization of on-chip memory.
The achievable clock for this configuration is 100 MHz.
Although the algorithm is running correctly in principle
when implemented on the 8 bit hardware platform, the nu-
merically induced quantization error outweighs the advantage
of the stabilized image data. In accordance with offline fixed-
point simulations, a data precision of at least 12 bit has turned
out to be necessary for a robust hardware implementation of
the proposed algorithm. Even further increasing the internal
data precision does not necessarily result in a better perfor-
mance, as the underlying thermographic data is containing
a considerable amount of noise and is affected by a time-
dependent global temperature drift.
TABLE I
COMPUTING TIMES OF THE CNN ALGORITHM IMPLEMENTED ON AN
FPGA HARDWARE PLATFORM.
Task Conf. 1: 8 bit Conf. 2: 12 bit
Pre-shift Vt−1 * 0.7 ms 1.8 ms
Get KX ,KY * 3.3 ms 9.6 ms
Shift Vt * 0.7 ms 1.8 ms
Solve EQS + 2 μs 2 μs
Others + 4 μs 4 μs
Correction total 4.7 ms 13.3 ms
Tasks performed by the CNN kernel are marked *
Tasks performed by the ARM coprocessor are marked +
Some high-level computing tasks, like solving the EQS
and the calculation of the actual shift vectors from (5), are
performed on an ARM processor embedded in the FPGA.
However, most of the computation is assigned to the CNN
processor. A performance estimation of the algorithm imple-
mented on the respective hardware configurations is given in
Table I.
III. RESULTS
In the following, results for both the wavelet based offline
motion artifact filtering (WSA) and the proposed CNN ap-
proach (as matlab implementation) are presented. Firstly, the
performance is analyzed based on synthetic data with varying
shift of fixed frequency and increasing amplitude. Secondly,
both movement correction procedures are applied to two real
data sets recorded during neurosurgery.
In order to compare results, two measures are considered.
For synthesized data, the summed-up frame-wise root mean
squared error (RMSE) is calculated. Additionally, the average
spectral density (SD)
SD =
1
N
∫ ∫ 10Hz
2Hz
∣∣∣∣∫ ∞−∞ |Ic(t)| exp(−iωt)dt
∣∣∣∣2 dωdc (6)
with
N = |I| × |fc| (7)
of pixel intensities Ic(t) at coordinate c, frame t and number
of frequency coefficients |fc| between 2Hz and 10Hz is
considered.
In intraoperative recordings, the undesired high frequency
movements overlay with breathing, pulse and other physio-
logical effects that interfere with movement correction. The
RMSE is particularly sensitive to slow changes of image series
caused by such effects, and will therefore only considered as
a performance measure for synthesized data sets.
A. Synthetic data
In order to simulate the camera motion, we define a time-
dependent affine transformation matrix
A(t) = I3 = [a1(t)
Ta2(t)
Ta3(t)
T ] ∈ R3×3 (8)
of homogeneous coordinates with ai(t) = [a1i (t) a
2
i (t) a
3
i (t)].
The periodic displacement of adjacent frames in x and y
direction is modeled by
a13(t) = a
2
3(t) = γsin(2πt/pd)
at time t and displacement period pd. Using γ we parametrize
the spatial extent of the camera motion. In the following,
we assume a fixed frequency and compare the approaches at
varying γ.
TABLE II
RMSE AND SD FOR SYNTHESIZED DATA WITH A MAXIMUM
DISPLACEMENT OF 0.2 cm(γ = 1), 0.4 cm(γ = 2), 0.6 cm(γ = 3).
γ = 1 γ = 2 γ = 3
RMSE SD RMSE SD RMSE SD
WSA 0.03 0.28 0.04 4.35 0.06 4.1
CNN 0.09 141 0.33 780 0.44 2615
The CNN based approach is highly sensitive to the maxi-
mum amplitude of the synthetically induced movement. There-
fore, results for both RMSE and SD in Tab. II diverge
by several magnitudes. However, artifacts caused by camera
movements observed in real data sets are usually quite small.
Therefore, two typical examples of real data sets will be used
to further evaluate the data.
B. Intraoperative Data
Two exemplary cases are used to further evaluate the
methods. Fig. 2 shows the frame-wise RMSE of a sequence
of 240 frames from case 1, corresponding to 5.8 s in time.
For uncorrected data, high-frequency oscillations caused by
camera movements can be seen in addition to slower changes
of the frame-wise RMSE; therefore an average RMSE value
will be omitted in Tab. III. In this typical example, the motion-
induced artifacts are effectively removed after the application
of both methods.
Fig. 2. Framewise RMSE of raw data (blue, −−), WSA-corrected data
(green, −  −), CNN-shift-corrected data (red, −−).
The average SD values can be found in Tab. III. For case
1, the value of the SD for uncorrected data is around 3.8
times higher than for case 2. Here, it is important to compare
results after movement corrections to the SD value obtained
for raw data – in real data sets, the undesired high frequency
TABLE III
SD FOR TWO REAL DATASETS, DIFFERENT INTRAOPERATIVE SETUP,
DIFFERENT MOVEMENT
SD uncorr. WSA CNN
dataset 1 7541.724 1285.724 1516.237
dataset 2 1951.909 927.683 1355.013
movements overlay with other effects and predictably, WSA
SD values are much higher than for simulated data. This is
not the case for the CNN based approach: Even though SD
values of our CNN shift approach are still higher than for
the WSA-approach, a quite similar ratio of SD values can be
achieved for data set 1. Results for data set 2 indicate that for
larger cortex silhouettes, the initialization described in Sec.
II-B2 should be improved.
IV. CONCLUSION
Motion artifacts degrade signal-to-noise ratios and hide
valuable diagnostic information about perfusion and neural
activity. In order to decrease time delay required for analyzing
the data, we propose a CNN-based motion correction algo-
rithm. It is compared to a much more complex posterior anal-
ysis of frequency subspaces. First results indicate that while
results obtained for artificial data sets show the superiority of
the complex analysis, a similar performance of both methods is
obtained for real data sets. Further investigations will address
movements caused by breathing and pulse as well as a real-
time analysis of patterns caused by different pathologies.
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Abstract: Multimodal medical image fusion combines 
information of one or more images in order to improve 
the diagnostic value. While previous applications mainly 
focus on merging images from computed tomography, 
magnetic resonance imaging (MRI), ultrasonic and single-
photon emission computed tomography, we propose a 
novel approach for the registration and fusion of preopera-
tive 3D MRI with intraoperative 2D infrared thermography. 
Image-guided neurosurgeries are based on neuronaviga-
tion systems, which further allow us track the position 
and orientation of arbitrary cameras. Hereby, we are able 
to relate the 2D coordinate system of the infrared camera 
with the 3D MRI coordinate system. The registered image 
data are now combined by calibration-based image fusion 
in order to map our intraoperative 2D thermographic 
images onto the respective brain surface recovered from 
preoperative MRI. In extensive accuracy measurements, 
we found that the proposed framework achieves a mean 
accuracy of 2.46 mm.
Keywords: image fusion; image-guided neurosurgery; 
infrared thermography; magnetic resonance imaging; 
neurosurgery.
Introduction
Infrared thermography measures the emitted infrared 
radiation of the exposed cerebral cortex during neurosur-
gical interventions. According to the Stefan-Boltzmann 
law, this radiation correlates with the temperature of 
the object. In neurosurgery, the temperature distribution 
of the brain’s surface may help to differentiate between 
healthy and tumor tissue [6]. One such application was 
demonstrated by Steiner et al. [22] who unveiled the cor-
tical perfusion by intraoperative infrared thermography. 
However, thermographic images are difficult to analyze 
as the infrared camera operates on a different spectrum 
than human visual perception. This introduces additional 
challenges when transferring information from infrared 
thermography to surgical staff. As intraoperative infra-
red thermography is used as a medical decision support 
system, it is important for non-technical personnel to 
interpret thermographic images as well as results origi-
nating from data analysis workflows. One approach to 
this challenge is to fusion the novel infrared thermogra-
phy with prevailing imaging modalities.
Image fusion denotes the process of joining multiple 
image sources to one image. The images show the same 
scene, yet they may have been recorded by different 
modalities or contain overlapping parts or both. Image 
fusion requires the images to be aligned such that struc-
tures being visible in each appear at the same spatial 
position. This transformation is called image registration 
and requires establishing a coordinate transform [16] by 
feature matching [2, 3], optimizing a similarity measure 
[12, 15] or by calibration-based approaches [13]. The latter 
relies on external tracking systems, pre-calibrated instru-
ments or manual measurements. An exhaustive taxonomy 
of image registration methods can be found in [11].
Feature-based image registration is done by extract-
ing features in all images and solving the correspondence 
problem. Intensity-based features [7] rely on the detected 
intensities of pixels or groups of them. In contrast, shape-
based features often rely on spatial relationships. Extract-
ing features and solving the correspondence problem is a 
process that might introduce considerable computational 
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complexity. If the application requires real-time or near-
real-time performance, it is necessary to use features that 
can be calculated and correlated very fast. Furthermore, 
feature extraction will only work if all images represent 
similar structures or processes. As thermographic images 
are mainly influenced by cerebral perfusion while MRI 
images represent anatomical structures, the identification 
of corresponding features is cumbersome [4, 20].
Calibration-based image registration approaches 
are based on offline estimation of camera parameters. 
These parameters can be enriched by camera tracking 
information to establish an efficient coordinate transfor-
mation [13]. Contrary to feature-based approaches, there 
is no need for solving potentially expensive correspond-
ence problems or minimization of similarity measures. 
Sergeeva et  al. [21] demonstrate guided intraoperative 
resection during neurosurgery by calibration-based image 
registration. The probe of an ultrasound device is tracked 
by a neuronavigation system. Given the calibration 
parameters and the tracking data, the tip of the probe and 
the acquired ultrasound data can then be correlated with 
the 3D imaging data of the neuronavigation system. The 
absence of feature extraction and matching makes cali-
bration-based image registration more robust when reg-
istering multimodal images. For this reason, we employ 
calibration-based image registration to join intraoperative 
2D thermographic images with preoperative volumetric 
MRI data.
After successful image registration, the images are 
aligned and overlayed. In the affine transformation case 
covered in this study, the required parameters for project-
ing the 2D thermographic image onto the MRI dataset’s 
surface require a translation, rotation and a scaling opera-
tion. The position of the virtual 2D thermographic image 
relative to the 3D model resembles the position of the 
infrared camera’s sensor relative to the subject. In order 
to fusion both datasets, a projection step is necessary. 
Projection finds, for each pixel of the 2D thermographic 
image, the corresponding voxel of the 3D MRI dataset, and 
fuses the thermographic information with the anatomical 
information seen in the 3D MRI. By assuming a pin-hole 
camera model, a projective mapping of every pixel to its 
corresponding voxel depends on depth information of the 
imaged 2D scene [23]. If the scene is sufficiently planar, 
depth information can be recovered from the camera’s 
focal distance. Other approaches require use of stereo 
camera systems [20] or light field cameras [24]. Another 
efficient [17] approach is called texture mapping [4], which 
was used in [1] for the image fusion of thermographic 
images with 3D models. Yet, contrary to ray casting [9] or 
projective mappings, occluded pixels are assigned a color. 
Therefore, the 3D model is enriched by interpolated infor-
mation which have not been measured by the infrared 
camera. In this work, we use texture mapping as it is a fast 
approach and promises good results.
Kaczmarek et al. [10] perform image fusion in order to 
analyze burnt skin during cardio surgery and for thermal 
mammography. For this purpose, they combine informa-
tion of a 3D object model acquired via 3D scanning and 
triangulation with 2D thermographic images from an 
infrared camera. Contrary to the proposed calibration-
based method, their approach relies on manual selection 
of corresponding points in the 3D mesh and the thermo-
graphic image. Additionally, their approach relies on a 
fixed camera position and requires recalibration once the 
camera’s orientation is changed. In Sanches et al. [19] also 
propose to improve the diagnostic usefulness of thermal 
imaging data by CTI and MRI.
The contribution of this study is an efficient frame-
work for 2D-3D image registration and image fusion frame-
work to enhance 2D thermographic images by anatomical 
structures of preoperative MRI recordings and vice versa. 
The presented method relies on performing calibration-
based 2D-3D image registration of infrared thermography 
and MRI. By this, the calibration parameters have to be 
estimated only once and image registration and image 
fusion is primarily reduced to robust and computationally 
efficient coordinate transformations.
Materials and methods
Image-guided neurosurgery requires referencing the patient undergo-
ing brain surgery with respect to his or her preoperative MRI dataset. 
This procedure is specific to the employed neuronavigation system. 
It is achieved by placing fiducial markers on the patient’s head prior 
to acquiring the MRI dataset. Afterwards, the surgeon has to manu-
ally define or segment the position of these fiducial markers in the 
recorded MRI dataset. During surgery, the surgeon touches each fidu-
cial marker by the neuronavigation system’s pointing device. Hereby, 
a coordinate transform between the intraoperative scene and the 
preoperative MRI dataset is established. By attaching an instrument 
adapter (IA) to the infrared camera, the neuronavigation system now 
continuously provides us the position and orientation of the IA rela-
tive to the referenced patient.
In the discussed application domain, image registration denotes 
the process of estimating and using a transformation function to map 
2D points from the infrared camera’s coordinate system to the MRI’s 
3D coordinate system. This means that the spatial position and ori-
entation of the virtual 2D thermographic image plane with respect 
to the surface of the MRI dataset resembles the relative position and 
orientation of the infrared camera to the exposed brain during neu-
rosurgery. Subsequently, the image is projected onto the surface by 
texture mapping. The whole workflow is sketched in Figure 1. As aff-
ine functions are linear in homogeneous coordinates, we represent 
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all 3D Euclidean coordinates p = (x, y, z) by 4D homogeneous coor-
dinates p′ = (x′ = λx, y′ = λy, z′ = λz, λ) (see [8] for details) to simplify 
notation and computations. Note that p can be recovered from p′ by 
, , .x y zp
λ λ λ
⎛ ⎞
= ⎜⎝
′ ′
⎟⎠
′
Infrared camera tracking
Neuronavigation systems provide several IAs for tracking arbitrary 
devices of unknown dimension. One such adapter is attached to the 
infrared camera and is recognized by the neuronavigation system. In 
order to prevent the usage of inaccurate calibration parameters, the 
chosen IA has to be re-calibrated at first sight in each image-guided 
session. This calibration is done by Brainlab’s ICM4 calibration tool 
and an additional calibration device. The latter had to be developed 
to enforce a specific orientation of the IA when attached to the cali-
bration device.
Image registration
Tracking the IA allows us to estimate the spatial position and orien-
tation of the infrared camera’s sensor array. In order to project the 
acquired 2D thermographic image onto the position and orientation 
of the camera’s sensor array in the MRI coordinate system 4v′ ∈

R  we 
have to estimate the parameters of the compound affine transforma-
tion T: R4 → R4:
 scale( ) · · ·c av T v M M M v= =′
    (1)
Mc ∈ R4 × 4 describes the calibration matrix while Ma ∈ R4 × 4 handles 
additional transformations. Vector 4v ∈ R  resembles the position 
and direction of the IA. By ignoring Mc and Mâ, the thermographic 
image would be centered at the position of the IA. Mscale corrects 
the virtual pixel size to the real pixel size depending on the object 
distance. The whole image registration process consists of three 
 elements:
1. Tracking position adjustment
2. Thermographic image plane adjustment
3. Pixel size correction
Tracking position adjustment: The calibration matrix Mc con-
sists of translational and rotational components MTCalib ∈ R4 × 4 and 
MRCalib ∈ R4 × 4, respectively:
 RCalib TCalib·cM M M=  (2)
and describes the orientation adjustment of the image plane with 
respect to the orientation of the infrared camera (see Figure 2A). The 
rotational parameters compensate the directional difference between 
the axis of the IA and the surface normal of the infrared camera’s 
sensor:
 RCalib ( )· ( )· ( )    x y zM R R Rα β γ=  (3)
Rotation matrices Rx ∈ R4 × 4, Ry ∈ R4 × 4 and Rz ∈ R4 × 4 realize rotations 
in the X, Y and Z planes given 4D homogenous coordinates. Para-
meter estimation is achieved by the following two steps: first, the 
infrared camera is oriented, such that it points vertically downwards 
(as sketched in Figure 2B). The orientation is validated by comparing 
the respective dimension of all three non-coplanar point pairs P1, P2 
and P3 (see Figure 2B). Physically, these points are represented by 
fiducial markers attached to the infrared camera. Once the camera is 
oriented correctly, the two points of pairs P1, P2 and P3 yield the same 
y, z or x coordinate, respectively. Second, a configuration of rota-
tional parameters (α ∈ R, β ∈ R and γ ∈ R) is estimated manually, 
such that the normal vector of the infrared camera’s image plane 
points in the same direction as the physical device (downwards). We 
chose to realize this process by a graphical user interface that pro-
vides feedback about the actual orientation of P1, P2 and P3 as well 
as the orientation of the normal vector and allows altering rotational 
parameters.
The required translation parameters are estimated using spa-
tially referenced MRI data of an imaging phantom which is imaged 
by the infrared camera (see Figures 3 and 4). The parameters (t1, 
t2 and t3)(are determined manually such that the distance between 
Figure 1: The parameters for image registration have to be estimated once in a calibration step. 
Intraoperatively, each 2D image is then annotated by the 3D position of the 2D imaging device in the referenced 3D MRI coordinate system. 
This allows us to fusion the results of intraoperative data analysis workflows (purple) with preoperative MRI data. Lastly, the results are 
visualized using Amira.
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Figure 3: Setup for 3D-2D image fusion. 
(A) Neuronavigation system. (B) Imaging phantom with fiducial markers. (C) Instrument adapter. (D) Infrared camera. (E) Laptop running 
Amira to process tracking and image data.
A B
Figure 4: Thermographic images are joined with volumetric MRI data by parallel projection.
Texture mapping allows us to directly fusion the thermographic image onto the spatial referenced imaging phantom (A). Gray voxels of (B) 
originate from an MRI dataset of the imaging phantom, while yellow-to-red colored pixels encode its surface temperature  distribution that 
had been detected by the infrared camera.
MTCalib
A B
MRCalib
P1 P2 P3
x
z
y
V
V′
Figure 2: The tracked position of the attached instrument adapter is projected onto the position of the camera’s sensor.
The required operations (translation MTCalib, rotation MRCalib) to project the instrument adapter’s position 
v  onto the infrared  camera’s sensor 
position ′

v  is shown (A). Image (B) visualizes the required point pairs P1, P2 and P3, and for estimating rotational parameters for tracking 
position adjustment (refer to “Tracking position adjustment”).
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the spatial positions of the imaging phantom in the MRI coordinate 
 system with its imaged surface in the 2D thermographic image is 
minimized.
 
1
2
TCalib
3
1 0 0
0 1 0
   
0 0 1
0 0 0 1
t
t
M
t
⎛ ⎞
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎝ ⎠ 
(4)
Thermographic image plane adjustment: The framework uses two 
additional transformations to ease handling of the 2D thermographic 
image, which are collapsed into Ma ∈ R4 × 4. MTranslateCenter ∈ R4 × 4 trans-
lates the virtual origin of the image from the corner to its center. After 
this translation, the center of scaling and rotation is at the center of 
the image. Second, the image is rotated by 180° around the global 
x- and y-axes by rotation matrix RXY180 ∈ R4 × 4 as the infrared camera 
provides us a mirrored image.
 
180 TranslateCenter  ·a XYM R M=  (5)
Pixel size correction: Image fusion using orthogonal projection 
requires us to rescale the virtual 2D image such that the pixel  resolution 
of the MRI dataset and thermographic images match. This process 
depends on estimating the object distance between the  infrared cam-
era and the imaged cortical surface. The correlation between the focal 
point pF ∈ R and object distance f(pF):R → R is modeled by
 ( ) HH (FAC / –INF)F ff p p= +  (6)
INF ∈ R represents the maximum observable distance, HH ∈ R 
approximates the lens’ front principal point and FAC ∈ R denotes a 
scaling factor. By creating a training set of focus-point-to-object dis-
tance pairs, the parameters {HH, FAC, INF} can be estimated by least-
squares.
As we know the horizontal and vertical fields of view of the 
infrared camera’s lens FOVh ∈ R, FOVv ∈ R, we are able to calculate 
the actual vertical dv ∈ R and horizontal image size dh ∈ R at an arbi-
trary focus value F ∈ R
 h h2 sin(FOV ) ( )d f F= ∗ ∗  (7)
 v v2 sin(FOV ) ( )d f F= ∗ ∗  (8)
Both estimates contribute to the image scaling matrix 
Mscale ∈ R4 × 4:
 
h
v
Scale
0 0 0
640
0 0 0
480
0 0 1 0
0 0 0 1
d
d
M
⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎝ ⎠  
(9)
This matrix allows us to scale the image’s width and height to appro-
priate size. The constants 640 and 480 originate from the infrared 
camera’s focal plane array detector size of 640 × 480 elements 
 (pixels). This transformation, therefore, restores true image dimen-
sions and enables subsequent image fusion.
Image fusion
At this point, the image is transformed such that it is located on the 
infrared camera’s sensor array, with its size corresponding to the 
Figure 5: The proposed framework allows the combination of intra-
operative thermographic images with the extracted isosurface of the 
human brain. 
The thermographic image was acquired during the resection of a 
hypotherm renal cell carcinoma metastasis (blue color).
extent of the infrared camera frustum at the focal plane. The final 
task depicts the projection of the 2D thermographic image onto the 
surface of the 3D MRI dataset. Hereby, spatial information of the 3D 
MRI dataset is merged with temperature information extracted from 
the thermographic image. In the discussed neurosurgical applica-
tion, an isosurface of the cerebral cortex has to be computed from 
preoperative MRI data. Brain segmentation algorithms (see [3]) ful-
fill this task by removing voxels not representing brain tissue. After 
successful brain segmentation, an isosurface of the cerebral cortex 
can be computed. As the registered 2D thermographic image is at 
the correct spatial position, orientation and scale, we are now able 
to map it onto this isosurface. As discussed, we realize this projec-
tion by texture mapping. Hereby, a 2D image patch is projected onto 
the 3D surface by mapping the image to surface coordinates. In our 
case, an orthogonal projection can be used to project the registered 
2D thermographic image coordinates along the image normal vector 
onto the isosurface [1] (see Figure 5).
Results
The validation MRI dataset was acquired by a Siemens 
Magnetom Verio MRI scanner imaging a novel phantom 
[26] (see Figure 4). The phantom consists of three parts 
of plastics, an inner balloon, a tube set-up and two 
syringes as well as necessary connectors. The casing of 
the phantom simulates the head of a patient. The lid with 
a circular hole simulates a trepanation. Fiducial markers 
are attached to three sides of the imaging phantom. 
Thermographic images were recorded with an InfraTec 
VarioCAM HD head 680  S infrared camera. We further 
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employed the neuronavigation system BrainLab Vector-
Vision 2.1.1 cranial, BrainLab iPlanNet 3.0 and respective 
IAs. Image registration and image fusion was done in 
Amira 5.5 [5].
MRI
The 3D MRI dataset of the imaging phantom has a reso-
lution of 160 × 512 × 512 voxels. The used Siemens Mag-
netom Verio 3T MRI scanner (Siemens Healthcare GmbH, 
Erlangen, Germany) achieves a voxel resolution of 
1  mm × 0.48828  mm × 0.48828  mm. Therefore, quantiza-
tion errors during image acquisition lead to a maximum 
error of twice the resolution. This error also defines a 
lower bound on the maximum achievable accuracy of the 
whole image registration and fusion framework as fine-
grained structures are smoothed due to the loss of spatial 
information during MRI data acquisition. State-of-the-art 
11.7 T MRI scanners [25] achieve spatial resolutions up to 
0.1 mm and could, therefore, significantly minimize this 
error term.
Tracking beam accuracy
In this test, the imaging phantom was registered three 
times by Brainlab’s data registration procedure. This pro-
cedure consists of two steps. First, the location of the fidu-
cial markers had to be defined in VectorVision iPlanNet 
3.0. Second, these markers were touched by BrainLab’s 
pre-calibrated pointing device. Now, the distance between 
the position of the pointer tip at the fiducial markers and 
the respective positions in the 3D MRI dataset were com-
puted (see Figure 2A). For this purpose, the center of each 
fiducial marker was touched by the pointing device three 
times in order to quantify the axial error of the coordinates 
of the pointer tip to the real position in the MRI dataset 
(see Table 1). We identified two main factors contributing 
to the tracking beam accuracy. First, the definition of the 
fiducial marker’s virtual position in VectorVision iPlan-
Net: this step is typically done manually by the medical 
personnel and requires great care, in order to ensure that 
Table 1: Factors independent of the imaged object also contribute 
to the overall accuracy of the presented data.
X (mm) Y (mm) Z (mm)
MRI maximum error 2 0.97656 0.97656
Tracking beam accuracy 0.37 ± 0.31 0.43 ± 0.31 0.99 ± 0.79
Table 2: Calibrating the instrument adapter and mounting it to the 
infrared camera introduces inaccuracies to the image registration 
process due to manufacturing inaccuracies.
Angle (°) Tip (mm)
Calibration 0.2 ± 0.1 0.1 ± 0.1
IA mounting 96 ± 0.5 479.4 ± 0.4
the defined center of the fiducial marker is exactly at its 
MRI counterpart.
Secondly, we found a maximum axial error of 0.99 mm 
in the z-direction which is triple the error in the x- and 
y-directions. As the z-direction of the coordinate system 
was nearly parallel to the viewing direction of BrainLab 
VectorVision2’s tracking camera, we conclude that recov-
ering depth information is less accurate. Therefore, the 
tracking camera should be oriented so that its viewing 
direction is not parallel to any dimension of the fiducial 
markers.
IA
To track the spatial position and orientation of the infra-
red camera, it is necessary to attach an IA to the camera. 
The employed IA has to be calibrated in every image-
guided session in order to prevent the usage of incorrectly 
calibrated devices. Brainlab VectorVision Cranial 2.1.1 pro-
vides information about the angular and axial error result-
ing from calibrating the IA. This procedure was performed 
10 times and the respective results are shown in Table 2. 
An average angular error of 0.2° influences the image 
fusion process. The orientation of the IA affects the deter-
mination of the calibration parameters and, therefore, 
decreases the accuracy of the image registration process.
Following this calibration step, the IA was attached 
to a pre-existing mounting of the infrared camera (see 
Figure 6). The camera was kept at a fixed position while 
the orientation of the IA was evaluated for 10 mountings. 
While repeatedly mounting the IA, we found a standard 
deviation of 0.5° of the IA’s orientation. This translates to 
a variable axial offset depending on the distance between 
the IA and the subject.
Object distance estimation
The focus value of the IR camera has to be set manually 
by medical personnel and is used for object distance esti-
mation. Due to periodically occurring non-uniformity 
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correction of the infrared camera, the focus value devi-
ates even for a fixed object distance. In order to quantify 
this effect, the camera was placed at a typical intraopera-
tive object distance of 30 cm and was manually focused 
for 10 times. The digital focus value was 6573 ± 112. This 
results in an estimated object distance between 27.84 
and 29.16 cm causing image size variations ranging from 
14.36  mm × 10.91  mm to 15.05  mm × 11.43  mm. This gives 
a horizontal inaccuracy of 0.69  mm and a vertical inac-
curacy of 0.52 mm.
Discussion
Calibration-based image registration requires a fixed 
alignment of our 2D camera and the IA. Furthermore, 
tracking information have to be provided by a neuronavi-
gation system. Both requirements are commonly fulfilled 
in image-guided surgery. The whole framework was imple-
mented as a C + + plugin for the visualization software 
Amira 5.5 [5]. Limitations of Amira forced us to approxi-
mate the physically accurate pinhole camera model by an 
orthogonal projection for image fusion. The missing per-
spective distortion is compensated by the previously dis-
cussed scaling operation Mscale. The proposed procedure 
works well under the assumption that the mapped surface 
is close to the focal plane. The actual projection is realized 
by texture mapping, meaning that the 2D thermographic 
image could be efficiently projected on any surface. The 
main drawback of texture mapping is that covert objects 
also get texturized by interpolated information. Yet, as 
we are imaging the approximately convex surface of the 
human brain, this drawback can be neglected.
A
B
Figure 6: Manufacturing tolerances affect the overall accuracy.
Image (A) shows the mounted instrument adapter, while the actual mounting can be seen in (B). Due to manufacturing tolerances, the 
instrument adapter can be tilted slightly to the left and the right, decreasing the overall accuracy. This issue can be circumvented by using 
specialized instrument adapters and mountings that weren’t available for this study.
Table 3: Manufacturing inaccuracies of the instrument adapter’s 
mounting significantly contribute to the overall error.
− ϕ error (mm) + ϕ error (mm)
Overall maximum error 7.94 ± 0.52 10.06 ± 0.68
These inaccuracies allow slight variations of the instrument 
adapter’s position to the right − ϕ and left + ϕ.
We found that the calibration and the attachment of 
the IA to the imaging device is the most critical factor for 
the overall accuracy. To quantify this observation, the IA 
was placed at two extreme positions, denoted by – ϕ and 
+ ϕ. + ϕ refers to the extreme position, where the adapter is 
tilted to the right, whilst – ϕ represents the opposite direc-
tion. This kind of attachment is possible as the mechanism 
to attach the IA to the mounting has a minimal manufac-
turing tolerance. In the worst case, this effect degrades the 
overall accuracy to 10.06 mm (see Table 3).
Further, the calibration strongly depends on the 
quality of the tracking data. Inaccurate spatial referenc-
ing of the patient or target as well as inaccurately defined 
fiducial marker positions degrade the overall accuracy. 
For best accuracy, it is necessary to refine calibration 
parameters of the image registration transform each time 
the IA is recalibrated to the neuronavigation system and 
re-mounted to the camera. Otherwise, the average error 
increases to 9 mm. By using pre-calibrated IAs and special 
mountings, an accuracy of 2.46 mm is achievable without 
refinement of calibration parameters.
Finally, we determined the overall error at varying ori-
entations of the IR camera with optimal mounting of the 
IA. The camera was rotated such that it points orthogonal, 
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30° and 60° to the imaged object. The distance of the fidu-
cial markers visible in the fusioned thermographic image 
plane to the respective position in the 3D MRI dataset was 
computed. The results at various orientations of the IR 
camera indicate a cumulative error of 2.46 mm (approxi-
mately 2.5–5 voxels) including all preceding influential 
factors (see Tables 4 and 5), while the accuracy is maxi-
mized if the camera points orthogonally to the imaged 
scene. An orthogonal orientation of the infrared camera 
also depicts a common intraoperative configuration as the 
signal-to-noise ratio of infrared cameras strongly depends 
on the angle of incidence of the measured infrared radia-
tion. In this case, no perspective distortions are prevalent 
as well.
The whole framework is optimized for computa-
tional efficiency in order to enable the application in 
time-critical settings. It further allows subsequent data 
analysis methods to incorporate anatomical and func-
tional information from preoperative MRI measurements 
(for example, tumor position or localization of eloquent 
areas of the cerebral cortex). Furthermore, medical per-
sonnel get a tool to validate intraoperative thermographic 
imaging data by their expectations from prevailing volu-
metric imaging.
Clinically, most of the required steps for registra-
tion and fusion can be done preoperatively. The infrared 
camera with attached IA has to be calibrated once in 
order to establish the mapping between the IA’s position 
and orientation and the camera’s sensor position and 
Table 4: The incidence angle of the infrared camera with respect to 
the imaged surface as well as the object distance influence overall 
performance.
Orientation 
 
Object distance
48.48 cm error 
(mm)
  29.30 cm 
error (mm)
  15.02 cm error 
(mm)
0°   0.62 ± 0.16   0.52 ± 0.26   0.64 ± 0.08
30°   2.70 ± 0.82   2.90 ± 1.27   3.07 ± 0.76
60°   3.58 ± 0.90   3.80 ± 0.50   4.30 ± 1.54
Increased incidence angles also degrade the amount of detected 
thermal radiation; thus, orthogonal orientation of the infrared 
camera (0°) with respect to the imaged object is to be preferred.
Table 5: The mean error of 0.59 mm increases with increasing inci-
dence angle caused by inaccurate calibration parameters (optimized 
for orthogonal orientations) as well as by texture mapping.
Camera orientation 0° 30° 60° Average
Overall mean error (mm) 0.59 2.89 3.89 2.46
orientation. Prior to the actual surgery, the MRI dataset 
has to be imported into Amira followed by brain segmen-
tation. Intraoperatively, the patient has to be referenced 
to the neuronavigation system. Attaching a sterile IA to 
the covered 2D infrared camera now enables the actual 
image registration and image fusion. All the required 
software is executed on a laptop. The communica-
tion between Amira and the neuronavigation system is 
handled by the developed Amira plugin via the standard-
ized OpenIGTLink interface. This means that the software 
is not limited to neuronavigation systems of BrainLab 
and can be used with any neuronavigation system that 
implements OpenIGTLink. It might be favorable to either 
display the fusioned data on a laptop screen or to output 
the Amira window to the neuronavigation system by its 
video connector.
Summary
The proposed calibration-based image registration and 
image fusion framework allows the combination of intra-
operative 2D imaging and preoperative 3D MRI data. In 
neurosurgery, joining intraoperative perfusion informa-
tion with neuroanatomy provides valuable information 
to the surgeon. For this purpose, we propose a framework 
for image registration and image fusion of 3D MRI with 2D 
thermographic imaging data. The employed calibration-
based image registration algorithm transforms the intra-
operatively tracked position and orientation information 
of our 2D infrared camera into the 3D coordinate system 
originating from preoperative volumetric imaging. By 
application of an orthogonal projection, the 2D image is 
projected onto the respective surface of the 3D dataset. 
In order to quantify the projection accuracy and unveil 
further potential improvements of the framework, we 
applied an extensive evaluation scheme. The results indi-
cate a mean accuracy of 2.46  mm given an appropriate 
setup. We further estimated an upper bound of the accu-
racy at 10.06 mm. Further work will focus on minimizing 
this upper bound in order to achieve reasonable accuracy 
especially when using surgical microscopes with sub-mil-
limeter resolutions.
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Abstract 
Thermography allows real-time and high-frequency capturing of small temperature variations of the exposed cortex dur-
ing neurosurgical operations. One cause of temperature gradients depicts the cerebral blood flow, which leads to cyclic 
temperature variations. We now propose a unsupervised method to identify perfused blood vessels from thermographic 
image sequences by their characteristic pattern. For this purpose we employ the discrete wavelet transform on thermo-
graphic sequences and analyze its wavelet coefficients by a Gaussian mixture model. This allows the classification of 
cortical vessels for the analysis of cortical blood flow and correlation with white light imaging. The proposed approach 
is further on independent of haemodynamic parameters, resulting in a fast and robust scheme for intra-operative use.  
 
 
1 Introduction 
Thermal imaging is a contactless, marker-free, white light 
independent and non-invasive method for online meas-
urement of temperature variations up to . Current 
generation devices use infrared microbolometer focal 
plane arrays (FPA) sensing temperature variations at spa-
tial resolutions of  at 50 frames per second. These 
FPAs detect the electromagnetic radiation in the long-
wavelength infrared range (  wavelength). A 
black body with a temperature above  emits electro-
magnetic radiation in the long  infrared spectral range. The 
power of this radiation depends on the temperature (Stef-
an-Boltzmann law) and in case of non-black body objects 
on its emissivity. The infrared radiation is then computed 
into temperature values and stored into a three-dimensional 
data cube. This data cube contains the spatial and time-
resolved temperature distribution of the recorded scene. 
 
The registered temperature variations are caused not only 
physiologically but also by extrinsic and environmental 
effects. In medical application, physiological causes are 
assumed to support the diagnosis of pathologies, like fever, 
breast cancer and vascular disorders [1]. In brainsurgery 
the causes of temperature variations can be divided into 
perfusion- and neuronal activity related heat transfers. 
Thus, thermography has been employed for the detection 
of functional areas and brain tumors [2],[3]. Because of its 
time resolution, thermography allows inference of diagnos-
tic information like triggers of focal epilepsies or to distin-
guish functional from pathological tissue. In a previous 
work, we have shown that there’s a direct link between 
temperature gradients and an injected cold bolus (ice-cold 
saline solution), which was used to quantify the cerebral 
blood flow [4]. This method enables the analysis of the 
cortical perfusion under cerebral ischemia. 
However, thermal images are usually characterized by low 
gradients and exhibit weak constrasts of morphological 
features (see Image 1). Also boundaries do not necessarily 
correspond to morphological edges as seen in visible light 
and show dynamic behaviour due to heat transfers in sev-
eral frequency bands. During OP the surgeon usually has 
an augmented microscopic view to the cerebral cortex en-
abling the matching of white light images with for example 
fluorescence microscopy. In this work, we demonstrate a 
method to extract vessels from thermographic recordings, 
by exploiting blood flow specific artifacts. This approach 
depicts the first step towards the unsupervised multimodal 
image fusion of white light or microscopic to thermal im-
ages. It is further possible to monitor the perfusion state of 
vessels without any contrast agent. 
 
2 Vessel classification 
This section at first focuses on the temperature variations 
of a single pixel and how to exploit its characteristics. Af-
terwards we develop a mechanism to automatically identi-
fy vessels in thermographic image sequences. Each pix-
el’s timeseries of temperature values typically inhibit a 
non-stationarity nature while it is influenced by time vary-
ing frequencies with differing amplitude and period. 
Therefore we employ the wavelet transform making the 
multiscale analysis of signals with non-constant frequency 
components tractable. Hereby we are able to detect dy-
namic frequency components at specific points in time. 
2.1 Discrete wavelet transform 
The one-dimensional wavelet transform decomposes a 
given signal  into a space spanned by the signal con-
volved with some chosen base vectors (wavelet) . The 
wavelet’s shape and scale mainly determine its time-
frequency resolution. Small scales result in coarse fre-
quency localization capabilities but good time localization. 
[5] 
 
The discrete wavelet transform (DWT) of a discrete-time 
signal  depicts a computationally efficient meth-
od for expanding  as wavelet series composed of 
weighted time localized wavelet functions. [6] describes 
this transform as decomposition of a  with  
onto  scales  and  sampling points, 
as of 
  
          
         (1)  
  
 
      (2) 
 
with  being detail wavelet coefficients and  being 
approximation wavelet coefficients with corresponding 
“synthesis wavelet”  and “scaling sequences” . 
The fast discrete wavelet transform algorithm is a fast im-
plementation of the DWT that applies the transformation 
by successive  decimation and convolution operations. The 
frequency filter characteristics are mainly determined by 
the chosen discrete wavelet. The transform results in a 
multi-scale analysis of , wherein each scale  spans a 
subspace  with [5] 
 
      (3) 
 
Each subspace contains information about frequency com-
ponents at half nyquist frequency of the superordinate sub-
space. This allows the time localized characterization of 
dynamic events. [6] 
2.2 Modeling wavelet coefficients 
The wavelet transform depicts a multi-resolution analysis 
of a signal. At scale (frequency band)  there are 
 time localized wavelet coefficients to be 
evaluated. In comparison the fourier transform characteriz-
es each frequency by one single coefficient, hereby ham-
pering inference about dynamic signals.  
Since wavelet coefficients at scale  originate 
from decimating , we have to adjust the heart rate with 
respect to scale   
 
      (4) 
 
with sampling rate  and heart rate . Using equation 
(4) we can describe the squared wavelet coefficient of 
scale  at time  as 
 
      (5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.3  Cluster analysis of wavelet coefficients 
Using the described model we now propose a Gaussian 
mixture model for classification of pixels with cyclic pat-
terns. Gaussian mixture models (GMM) depict a well un-
derstood approach and provide a good compromise be-
tween fast computations and model capabilities. The gen-
eral definition of a GMM is given as follows: 
 
      (6) 
 
with  describing all wavelet coefficients at scale 
,  with  consisting of 
Image 2 Sum of squared wavelet coefficients at . 
Pixels with high values exhibit high activity in the heart 
rate frequency band. The strongest activity reveals a 
structure that resembles the vessels of Image 1. 
high 
low 
35°C 
 
 
 
 
 
32°C 
 
 
 
 
30°C 
Image 1 Intraoperative recording of the exposed cortex. 
A shows a white-light image taken during surgery and B 
depicts the thermographic image of the same scene. 
A 
B 
mean vectors , covariances  and 
component weights . As we expect only heart rate arti-
facts and background activity at scale  we model  two 
components. Component 1 depicts the heart rate pattern 
with mean       of equation (5) and 
covariance matrix . The background compo-
nent has mean  and covariance matrix . 
By omitting the squares, equation (5) also allows the intro-
duction of specific phase parameters, allowing further dif-
ferentiation between cortical arteries and veins. 
The model is fitted to the data using the expectation max-
imization (EM) algorithm [7]. The EM algorithm is a well 
developed method for parameter estimation of models with 
unobservable variables . It estimates the parameter vector  
 and hereby the segmentation  by iteratively maximiz-
ing the data likelihood with respect to  and . Deriva-
tions in the case of gaussian mixture models are described 
elsewhere [8]. 
 
3 Results 
The method has been tested on a set of intra-operative re-
cordings, which originated from patients with brain tu-
mors. The thermal camera was mounted on the operation 
table, what only allows the application of uncooled thermal 
cameras that unlikely induce a temperature drift into the 
data. The temporal drift is compensated by modeling this 
low-frequent time behavior by a smooth penalized spline 
with polynomial basis functions.  
Since equation (5) depends on the heart rate , we have 
to estimate it. Let  denote the maximum fourier co-
efficient of frequency  computed at  pixels as of  
 
      (7) 
 
then the heart rate can be recovered by solving 
 
   (8) 
 
The origin and progression of cerebral heat transfers are 
not well understood as there is no deterministic model 
about future temperature gradients. The heat transfers typi-
cally induce spatially and temporally varying components 
below 0.1 Hz. Another component of thermographic 
timeseries depict heart rate and respiratory activity related 
artifacts. During OP, the heart rate can vary by up to 10 
beats per minute depending on the pathology whereas the 
respiration rate is quasi-constant.  
Perfused cortical vessels located in the subarachnoid space 
move on a pixel to subpixel level at pulse rate inducing 
specific temperature variations in the respective time series 
which allow the determination of the affected pixels. In 
image 3, the segmentation result of detected heart rate pat-
tern is shown is shown in red. The structured elements turn 
out to match vessels as seen in the white light image. The 
detected vessels are a subset of the visible vessels. This is 
caused by the fact, that smaller vessels are located ontop of 
the cortex and thus motion below the spatial resolution or 
temperature gradients below camera sensitivity might oc-
cur. We further expect the periodic pattern to occur domi-
nantly at pixels of cortical arteries, whereas veins are less 
affected. 
Yet the method reveals vessel structures making following 
multimodal image fusion possible. Comparing to white-
light imaging, further quantification and evaluation of the 
cerebral blood flow gets possible without injecting any flu-
id just by passively recording the cortical temperature var-
iations. In case of aneurysm or cerebral ischemias this 
knowledge could be used to infer information about the 
pre- and post treatment perfusion state of vessels. 
 
4 Conclusion 
The temperature of blood vessels exhibits a characteristic 
pattern of cyclic temperature variations caused by cerebral 
blood flow. For analysis, the wavelet transform is applied 
to account for non-stationary frequencies. The subsequent 
classification of the cyclic pattern is done by a computa-
tionally efficient 2-Gaussian mixture model. This model is 
fitted to the data by the expectation maximization algo-
rithm. The classification result depicts a map of blood ves-
sels located in the subarachnoid space. The approach pro-
vides a fast and scalable solution to the identification of 
vessels in temperature time series without the need to pre-
specify any haemodynamic parameters.  
In further studies, this map will be employed to infer the 
arrival time and characteristic pattern of thermal tracers 
(cold bolus approach as demonstrated in [4]) in order to 
quantify its spatio-temporal distribution. Another applica-
tion depicts the image fusion of thermal images with white 
light and microscopic views using the determined vessel 
structure. In white light imaging thresholding wrt. to the 
vessel’s color characterics yields a binary representation 
consisting of vessels and background. By non-linear regis-
tration methods the extracted vessels of the thermographic- 
and whitelight image can then be joined providing a trans-
formation matrix allowing the unsupervised fusion of both 
modalities. This enables monitoring the perfusion state of 
blood vessels by a combination of blood flow driven ther-
Image 3 Montage of the segmented vessels overlain to a
a white light recording of the exposed cortex 
 
mographic sequences with morphological information 
from white light images. 
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Abstract—Thermal imaging is a non-invasive and marker-free
approach for intraoperative measurements of small temperature
variations. In this work, we demonstrate the abilities of active
dynamic thermal imaging for analysis of tissue perfusion state
in case of cerebral ischemia. For this purpose, a NaCl irriga-
tion is applied to the exposed cortex during hemicraniectomy.
The cortical temperature changes are measured by a thermal
imaging system and the thermal signal is recognized by a
novel machine learning framework. Subsequent tissue heating is
then approximated by a double exponential function to estimate
tissue temperature decay constants. These constants allow us to
characterize tissue with respect to its dynamic thermal properties.
Using a Gaussian mixture model we show the correlation of these
estimated parameters with infarct demarcations of post-operative
CT. This novel scheme yields a standardized representation
of cortical thermodynamic properties and might guide further
research regarding specific intraoperative diagnostics.
I. INTRODUCTION
Ischemic strokes denote the shortage of substrates of delim-
ited areas of the brain by a blockage of vessels (embolism or
thrombosis). Severe strokes lead to a swelling of brain tissue,
which raises the intracranial pressure (ICP) yielding a bad or
fatal prognosis if not treated appropriately. Hemicraniectomy
can be considered as last resort to decrease the ICP.
In brain tissue, temperature variations are primarily caused
by heat transfers originating from cerebral perfusion. In fact,
the local cerebral blood flow correlates with cell metabolism
and can be used as marker for tissue state and neural activity.
Intraoperative thermal imaging now allows the inference of
diagnostic information about perfusion- and neural activity
related disorders. In general, thermal imaging is a contactless,
marker-free, white-light independent and non-invasive method
for online measurement of temperature variations up to 30 μK.
Current uncooled devices use infrared microbolometer focal
plane array detectors measuring a field of view of 16 x 12 cm
with an underlying spatial resolution of 250 μm per pixel at
a framerate of 50 Hz. The detected infrared radiation arriving
at the microbolometer array is processed and stored as two-
dimensional image.
In the past, Gorbach et al. provided a method to distinguished
tumor tissue from normal tissue based on thermal imaging[1].
Additionally, Steiner et al. visualized the cortical blood flow
by analyzing the spatial distribution of a cold bolus applied
through a central line with multivariate analysis tools[2].
In this work, we propose an alternative approach to the cold
bolus method of Steiner et al. in order to characterize the
perfusion state of cortical tissue. In general, we describe a
machine learning framework to recognize cortical irrigations.
Furthermore, a mathematical model is designed such that it
allows us to quantify the time-dependent thermal behavior
during the treatment of ischemic strokes. The proposed method
allows the selective analysis of cortical tissue and integrates
seamlessly into current intraoperative workflows. In contrast to
the cold bolus approach, our method is not limited to perfused
areas and provides us to control the signal-to-noise ratio of our
target pattern. Finally, we extend prior findings of Gorbach
et al.[3] by a straightforward intraoperative approach with
a sound mathematical approximation of the time-dependent
behavior of cortical tissue.
II. RELATED WORK
In the last years, sensor technology for uncooled thermal
imaging has developed in terms of accuracy. This enables
a wide range of applications for thermal imaging. Brane-
mark et al. found that diabetes correlates with reduced body
temperatures[4]. These findings were supplemented by Sun et
al. who investigated the thermal behavior of human extremities
under diabetes. They found a significantly elevated average
temperature of the human feet which might be a marker for
early diabetic neuropathy[5].
Blood pressure monitoring as discussed by Cesaris et al.
is another possible application field of thermal imaging[6].
Thermography was even employed in the field of dentistry[7].
Since fever typically leads to an increased face temperature,
it was shown that thermal imaging can be used to recognize
SARS [8].
Active dynamic thermography depicts an approach that re-
quires the utilization of a temperature gradient to a surface in
Fig. 1. Overview of the proposed irrigation detection framework.
order to inspect its structures. Since heat transfers propagate
into the depth of an object, varying the amplitude of the
temperature gradient allows inspecting different object layers
and thereby enables some sort of thermal tomography[9]. This
idea was also brought into medical domain. Deng and Liu[10]
evaporated a 75% ethanol solution on tissue and found that it
might be an indicator for subsurface breast cancer. Gorbach et
al.[3] irrigated the exposed cerebral cortex with ice cold saline
solution for two seconds. He then recorded the temperature
increase and found that tumor tissue took more time to reach
the equilibrium temperature compared to healthy tissue. He
concluded dynamic thermal imaging might be suitable for the
analysis of tissue displacement during surgery.
In this wor, we contribute an approach that integrates seam-
lessly into intraoperative workflows and a sound mathematical
framework to get a standardized representation of tissue heat-
ing behavior. The approach doesn’t require any external input
of surgical personal for the detection of irrigation events and
subsequent visualization of the results.
III. MATERIALS AND METHODS
Gorbach et al. proposed irrigating the surface of cortical
tissue for some time to propagate heat through several tissue
layers[3]. In contrast, we employ available intraoperative tools
to prevent the need for additional sterile tools. The surgeon
typically has a tool (e.g. syringe) to purge sterile sodium
chloride (NaCl) onto tissue. Hereby, it is possible to selectively
apply NaCl to a delimited area of the exposed cortex for a
specific duration.
This irrigation induces a steep drop in temperature followed
by a temperature increase caused by heat transfers. In human
tissue, this heating correlates with thermodynamic properties
of the underlying tissue, thermal conductivity and tissue perfu-
sion state. By modeling this behavior and estimating respective
parameters, it is possible to characterize the imaged tissue.
A. Approximation of Dynamic Thermal behavior
In 1948, Pennes[11] proposed the biologically inspired
”Bioheat equation”. He proposed the following model to
describe internal as well as external influences to the heat
distribution in living tissue:
cpρ
δT (x, y, z)
δt
= κ∇2T (x, y, z, t) + qb + qm + qex (1)
with the specific heat cp, material density ρ, the temperature
distribution T (x, y, z) at time t T (x, y, z, t) and thermal in-
ductivity κ. He further added biological parameters describing
the heat power density of qb blood flow, qm metabolism and
external power density qex.
Several authors have shown the discretization of Penne’s
equation (see for example Gutierrez et al.[12]). In our case,
we are facing several a priori unknown parameters, whose
estimation schemes would introduce significant computational
complexity and potentially inaccurate estimates. To counter
these challenges, we employ Nowakowski’s approach to ap-
proximate tissue’s thermal behavior by a double exponential
function[13]:
T (t) = Tequ +ΔT1exp(−tλ1) + ΔT2exp(−tλ2) (2)
In this equation, Tequ represents the tissue’s equilibrium
temperature, ΔT1 and ΔT2 are the scaling coefficients of both
exponential functions. The decay constants λ1 and λ2 with unit
s−1 represent the amplitude of the tissue’s temperature change
rate. This model approximates the tissue heating following the
application of a cold cortical irrigation with NaCl. Hereby, we
are able to quantify the cortical perfusion as it correlates with
the rate of temperature change.
By application of a liquid to the exposed cortex, we expect
to observe at least two different components that are well
described by this double exponential function. One compo-
nent represents the temperature changes of the applied cool
fluid. The other component describes the temperature change
of the affected underlying tissue. The latter dominates the
temperature change after the fluid drained from the surface.
The elevated ICP in case of cerebral ischemia results in the
cortex having a convex shape with high curvature. Therefore,
we expect the applied fluid to drain continuously. This means
that λ1 of the fluid is larger than the temperature rise, λ2, of the
underlying tissue yielding a reliable estimate of λ2. However,
it is essential to apply a significant temperature gradient to
the cortex for accurate parameter estimation, otherwise the
dynamic temperature behavior caused by the draining NaCl
solution can’t be differentiated from tissue heating. This would
prevent any subsequent analysis based on λ2.
Two factors affect the accuracy of the proposed method: the
temperature difference between liquid and cortex and the
application time of the fluid before its drainage.
A high curvature of the cortex leads to a fast fluid drain
and low irrigation impact requiring longer application times.
Also, an accumulation of fluid is to be prevented since this
would hamper any reliable estimate of λ2. Note that the model
applies to single time series, what allows for heterogeneous
application pattern of the liquid - as long as ΔT2 is maximized.
B. Irrigation Detector
The potential heterogeneous selective irrigation of specific
parts of the exposed cortical surface requires to unveil all
timepoints of irrigation events for each pixel in order to
analyse its dynamic thermal behavior.
This recognition task is difficult because of the variety of
irrigation patterns, the caused temperature decrease can also
be very low and hard to distinguish from background noise. In
order to solve these issues, we propose a framework consisting
of three steps (see Fig. 1):
1) Irrigation Window Determination
2) Spatial Scoring
3) Warming Period Detection
The first step depicts a fast approximate search for possible
irrigation events. Afterwards, the events are correlated with
events of adjacent pixels to improve detection accuracy. In a
last step, a main irrigation event is estimated for subsequent
heating analysis given our double exponential model.
1) Irrigation Window Determination: An irrigation event
denotes the whole time frame when a cold liquid is being
applied to the exposed cortex. This irrigation event causes a
rapid change in temperature followed by a slow temperature
rise. Since we aim to analyze the heating behavior following an
irrigation, we have to estimate a precise irrigation timestamp.
In order to improve the speed of this process, we employ a
hierarchical estimation scheme. First, the stream of thermal
images is partitioned into overlapping windows that can be
analyzed independently. In the following, we omit additional
notations for the respective window as it can be achieved
by partitioning timestamps ti respectively. In order to detect
the irrigations efficiently, we exploit that an irrigation event
causes a steep temperature decrease and a slow increase to the
tissue’s equilibrium temperature. This behavior introduces a
characteristic pattern into the sorted temperature series s(p, ti)
(see fig. 2). Since the irrigation pattern can be recognized
in the lower temperature part of the sorted time series, no
additional template matching is necessary. This means that
we can analyze all pixel’s timeseries at once.
Let s(p, i) denote the time points of the sorted temperature
series of pixel p ∈ N2 with index i ∈ [1, .., n] given n mea-
surements. For each s(p, i) there is an tj(p) with j ∈ [1, .., n]
such that T (p, si(p)) = T (p, tj(p)). By T (p, ti(p)) we denote
the i-th measured temperature of pixel p at time ti(p). For
reasons of comprehensibility, we omit the pixel index p when
not necessary. In general, an irrigation event is recognized by
evaluating the following equation:
m(p) = fnorm ×
istep∑
i=i1
|T (p, si(p))− corr(i)| < tdiv (3)
given normalization constant fnorm, threshold tdiv and a cor-
relation function corr(·). The index variables i1 and istep
represent the heating window. Those constants are explained
in the following paragraphs. The latter computes the similarity
of the measured temperature to our model function by a
single exponential function. This idea is similar to the shapelet
approach of Ye and Keogh[14]). The correlation function is
defined by
corr(t) = limup − (limup − limbottom)exp(−λ(t− tstart))
(4)
with tstart being short for sistart . The parameters are approx-
imated from the sorted timeseries by
limup = T (s(istep)) + 0.1 (5)
limbottom = T (sistart)) (6)
λ = n−1
n∑
i=1
{
−n−1ln
(
limup − T (szi))
limup − limbottom
)}
(7)
at a certain number of supporting points n. By istep, we denote
the position of the step or last frame of the regarded irrigation
window while istart denotes the index of the first frame. The
upper limit (limup) of the exponential decay function is set to
the temperature T (tstep) representing the highest temperature
after the irrigation event. A margin of .1K is added to avoid
divisions by zero. The lower limit (limbottom) corresponds to
the lowest temperature in our window. A rough estimate of
the decay constant λ is computed at three supporting points
zi. For each zi, we estimate λ and solve the consensus problem
by simply averaging all three estimates. This scheme yields a
fast approximation of the characteristic warming behavior. We
have to emphasize that this method is employed as first step to
the recognition of our heating pattern, in subsequent steps we
estimate the parameters of our proposed model (see section
III-A) by a robust method.
2) Spatial Scoring: Irrigations typically affect multiple
adjacent pixels with similar temperature gradients. In the
following, we discuss an approach to account for this effect
and thereby improve overall accuracy of our irrigation detector
framework. Spatial scoring denotes that we use the informa-
tion of adjacent irrigation events when reasoning about local
irrigation events. This means that the score correlates with
spatial homogeneity and similarity of irrigation events. A clear
similarity leads to a high score value for all affected pixels.
In general, the score σ of pixels ps and pt is defined by
σ(ps, pt) = f ×max(ΔTps ,ΔTpt) (8)
with ΔT = max
i∈I
T (i)−min
j∈I
T (j) and I being the set of all
indexes of the analyzed window. ΔT is therefore defined as
(a) (b)
Fig. 2. (a) Temperature time series after application of multiple NaCl irrigations (b) The sorted time series shows a characteristic pattern invariant to the
number of irrigations.
maximal temperature deviation. Let further be
f(ps, pt) =
⎧⎨⎩
0, no irrigation
fm(ps, pt), irrigation at ps or pt
2fm(ps, pt), irrigation at both sites
(9)
and
fm(ps, pt) =
⎧⎪⎪⎨⎪⎪⎩
ν1, Δtm(ps, pt) < tm1
ν2, tm1 ≤ Δtm(ps, pt) < tm2
ν3, tm2 ≤ Δtm(ps, pt) < tm3
0, tm3 < Δtm(ps, pt)
(10)
tmi and νi with i ∈ [0; 3] are penalty parameters. By
Δtm(ps, pt) = min(|tsps(i) − tspt(j)|) we denote the min-
imal temporal distance of the minimum temperature of two
pixels ps and pt, whereas ts are lists of timestamps of the k
lowest temperatures in the evaluated interval. The score (equa-
tion 8) represents the assumption that neighboring pixels are
affected by an irrigation event at little temporal difference. In
order to compute a weighted score by including the neighbors
N (p) of pixel p, we have
σ(ps)
sum =
∑
pt∈N (ps)
Δ(ps, pt)× σ(ps, pt) (11)
wherein Δ(ps, pt) = 1/(ln||ps − pt||2 + 1) is a distance
metric depending on the spatial position of pixels ps and pt.
Therefore, σ(x)sum is a weighted sum of neighboring scores.
An irrigation event is flagged as detected, if the following
holds
fdetect =
{
1, σsum ≥ H × tf
0, otherwise
(12)
with H being the highest score reached during analysis capped
to minimum level σref : H = min( max
ps,pt∈I
(σ(ps, pt)), σref ).
3) Warming Period Detection: The preceding steps yield
a list of irrigation events. For reasons of comparison, we
propose to evaluate only warming phases caused by the same
irrigation event. Ideally, the liquid is applied instantaneously
to the whole surface leading to very similar irrigation events.
However, the propagation of temperature gradient into deeper
tissue layers requires a slow, circular application of the liquid.
This leads to many irrigation events originating from a global
liquid application with spatially-dependent timestamps.
The time point of the global liquid application is denoted by
irrigation reference and has to be recovered. Let h(tj) be the
number of pixels with an irrigation event at timestamp tj . The
set C denotes the set of all possible irrigation timestamps. The
reference timestamp tref is estimated as of
tref = argmax
tj∈C
{
i=2∑
i=−2
h(tj+i)
}
(13)
The latter equation recovers the timestamp of a reference
irrigation event by evaluating the number of pixels being
affected by an irrigation within 5 consecutive frames.
By fixing tref , we recover all pixels belonging to this reference
irrigation. Therefore, an irrigation event at pixel i to tref
is accepted if it occurred ±5 seconds with respect to the
reference timestamp. The recovered timestamp of pixel ps is
denoted by t∗(ps). Reliable model parameter estimates are
achieved by evaluating the pixel’s score at t∗ while omitting
irrigation events with weak score.
4) Parameter Learning: The proposed framework consists
of several parameters for a fast and reliable detection of irriga-
tion events. In order to improve the accuracy of our irrigation
detector and adopt it to characteristics of the discussed use
case, we learn relevant parameters from training data. The
parameters have to be learned once and can then be used in
subsequent intraoperative measurements. For parameter learn-
ing, we employ a Markov Chain Monte Carlo (MCMC)[15]
sampler that we will discuss now.
Markov Chain Monte Carlo methods draw dependent samples
of a probability distribution. Each drawn sample fulfills the
local Markov property meaning that it only depends on the
previously drawn sample and a given probability distribution.
The Metropolis-Hasting MCMC sampler is a canonical ap-
proach based on three main steps for drawing and accepting
some sample θ:
1) draw θt from proposal distribution p(θt; θt−1)
2) compute acceptance probability p(θ)
3) accept if p(θ) is sufficiently large
The proposal distribution is modeled as normal distribution
such that p(θt; θt+1) ∼ N(θt+1, σ) given σ describing the
step length. The overall energy of a configuration θ is denoted
by
f(θ) =
√
f2pos + f
2
neg (14)
with fpos being the number of false positives and fneg being
the number of false negatives of the irrigation detector.
Since we only want to evaluate the latest irrigation event,
i.e. the event being followed by a temperature increase un-
til equilibrium temperature, we have to adopt the learning
strategy for the multiple irrigation event detector. Suppose
the warming behavior can be approximated by a double
exponential function, then we arrive at the energy function
of configuration θ for the multiple irrigation event detector
f(θ) = min
θ
{∑
i
5s∑
t=0
|Ti(t)− T̃i(t)|
}
(15)
with T̃ being the fitted double exponential function as of equa-
tion 2. By this formulation, we can quantify the divergence of
expected non-linear warming behavior and the measured one
after the estimated irrigation event. Note that the upper limit
of 5 s is an empirical constant requiring that the warming time
must be at least 5 seconds.
Since the parameters of the single irrigation event detector are
independent of multiple event detector’s parameters, we first
estimate the parameters for the single detector and afterwards
for the multiple irrigation detector. The modified MH-sampler
given an arbitrary configuration θ is sketched by algorithm 1.
C. Classification
As discussed, the temperature decay parameter λ2 describes
the heating behavior of underlying tissue. In case of an
ischemic stroke, we further expect low values of λ2 in under-
or unperfused tissue. The parameter λ2 should be significantly
larger in healthy areas due to high perfusion and metabolism
in living tissue. We also hypothesize characteristic behavior
in-between healthy and ischemic tissue what we denote by
“uncertain”.
Therefore λ2 is partitioned into tissue states S =
{ischemic, uncertain, healthy}. λ2 is expected to vary in
each state at different scales. Therefore, we model the expected
Algorithm 1: MH-sampler to learn parameters of the dis-
cussed irrigation detection and tissue classification frame-
work.
input: step width σ
input: number of iterations l
input: tolerance ε
output: parameter vector θ∗ ∈ Rk
randomly sample θ1 ∈ Rk;
for iteration t ← 1 to l do
randomly choose dimension i of (1; k) ;
sample θt+1i ∼ N(θti , σ) ;
accept θt+1i if f(θ
t+1) < f(θt) or if
pacc(θ
t+1, θt) = f(θ
t)2
f(θt+1)2 is sufficiently small.;
if f(θt+1) < ε then
stop;
behavior of the temperature decay constant λ2 by the following
Gaussian mixture model:
λischemic2 ∼ N(μi, σi)
λuncertain2 ∼ N(μu, σu)
λhealthy2 ∼ N(μh, σh)
Since the parameters Θ = (μi, μu, μh, σi, σu, σh) of each
class are patient specific and a priori unknown, we propose
to employ the EM algorithm for parameter estimation. Its
actual derivation can be found elsewhere (see for example
Bishop[16]).
For each λ2, this model yields the probabilities p(y|λ2; Θ) of
belonging to state s ∈ S. At specific pixel location p, we are
now able to infer the most probable tissue state
s̃p ∈ argmax
sp∈S
p(sp|λ2(p); Θ) (16)
Each state’s probability might be a reasonable indicator to infer
further knowledge regarding the possible future progression of
the ischemic demarcation.
D. Overview of the Irrigation detection and classification
scheme
The proposed framework consists of several steps for detec-
tion of irrigation events, feature extraction and classification.
Algorithm 2 shows the whole algorithm.
IV. RESULTS AND DISCUSSION
We performed several experiments to evaluate the perfor-
mance of the proposed irrigation event detector. All intra-
operative procedures were approved by the Human Ethics
Committee of the Technische Universität Dresden (no. EK
323122008). Informed consent was obtained postoperatively
in accordance with the approved scheme.
In the following, we evaluate the detector’s performance in
experimental test and training datasets. These are also used
for learning the parameter configuration of the detectors.
Algorithm 2: Schematic overview of the proposed irriga-
tion detection and tissue classification framework.
input: data set, T ∈ Rn×m
input: parameter vector, θ ∈ Rl
output: classified image, X∗ ∈ Rn
for pixel k ← 1 to n and window w do
sort timeseries T(k,w) → s(k,w);
if m(k) = False then
skip w;
fdetect(k,w) = σ
sum
(k,w) > H × tf ;
compute histogram h(fdetect);
recover tref = argmax
tj∈C
{∑i=2
i=−2 h(tj+i)
}
;
find p ∈ P with irrigation events |t∗p − tref | ≤ 5s;
solve eqn. 2 for t∗ ≤ t ≤ t∗ + 5s ;
classify decay constant λ2(p) by a 3-GMM;
Fig. 3. The detected irrigations of dataset “20, hand pour” strongly deviate
from the results of other test datasets. After application of the temperature
gradient to the hand, the liquid drained into a water basin beneath the hand.
This behavior resembled a typical irrigation and was detected by the proposed
framework. Green resembles a true positive, blue a false negative and red a
false positive classification.
Afterwards, the approach is used to analyze intraoperative
data.
A. Evaluation Datasets
It is fairly difficult to simulate the thermal behavior of the
cortex experimentally since well-perfused exposed cortical
tissue is necessary. Therefore we chose to measure the
temperature propagation of the arm and hand of a volunteer
as phantom. Both parts of the body also have near-surface
vessels, comparable curvature, are quite homogeneously
perfused but do not contain any hotspots or underperfusion.
The surface temperature was approximately 28 ◦C. We applied
several temperature gradients to the surface: {−8,−3, 0} K
whilst measuring thermal data of the surface.
We discovered two different styles of applying the irrigation
liquid during intraoperative measurements: pour method and
spray method. Pour implies that all of the liquid is applied
to the cortex at once meaning that all the affected tissue is
cooled down simultaneously. The spray method is a more
flexible approach. Hereby the surgeon applies a jet of the
NaCl solution to the surface in a circular manner. This can
be repeated several times leading to multiple irrigation events
and resulting in a very heterogeneous fluid distribution on the
surface. Yet, the spray method allows a deeper propagation
of temperature gradients. We simulated both behaviors during
our experiments. The experimental setup consisted of a
volunteer placing his hand over a glass basin. Then, water
was applied to the hand in order to cause a heat transfer and
subsequently drained off into the basin.
B. Irrigation Detector
The evaluation datasets were partitioned into training and
test datasets. Using the MCMC sampler, the parameters tf (see
eqn. 3) and divergence threshold (see eqn. 8) were learned. The
sampler achieved acceptance rates ranging from 85 % to 92 %.
The results further indicate the detector achieves a good overall
accuracy (see table I). We further observe a great margin in
parameter space since many parameter configurations seem
to perform equally well given the training and test data. The
performance of −8h−spr−r and −8h−pour dataset deviate
significantly from other results in terms of false positives
(see figure 3). We found that this raised false positive rate is
caused by the experimental setup. Both datasets were recorded
during the first experimental run, so that the former dry and
warm basin got cooled down by the fluid triggering a cooling
detection. In latter runs, we filled the basin with a small
amount of water to prevent this issue.
C. Tissue Characterization
Prior to the following analysis and discussion we want
to emphasize that the cortical temperature distribution in
case of cerebral ischemia hasn’t been evaluated by thermal
imaging before. Therefore we validated our model assumption
regarding the differentiability of λ1 and λ2 empirically. As
hypothesized, λ1 is one order of magnitude larger than λ1
because of the fast draining effect. The distribution of both
parameters can be seen in figure 4.
In detail, the cohort contained cases of ischemic strokes of
middle cerebral artery (MCA) respectively anterior cerebral
artery (ACA) requiring a decompressive hemicraniectomy to
decrease intracerebral pressure. Accompanying and without
influencing the surgical intervention we performed thermo-
graphic measurements of the exposed cortex and recorded
intraoperative irrigations. These irrigations are common in
neurosurgery in order to prevent cortical drying.
It has to be emphasized that this intervention typically occurs
in an emergency situation what prevents lengthy measurement
procedures and complex experimental requirements. There-
fore, we were not able to apply an irrigation liquid of appro-
priate temperature in some cases leading to less meaningful
results.
Fig. 4. In our experiments we also validated the model assumption that the time constants of tissue dynamics (left) λ2 and fluid drainage (right) λ1 can be
separated by application of a large enough temperature gradient.
Dataset Accuracy [%] False Negative [%] False Positive [%]
-8, h-spr-r 88.7 3.7 7.6
-8, h-pour 80 1.5 18.5
-3, h-spr-r 95.1 3.1 1.8
-3, h-pour 97.5 1.7 0.8
0, h-spr-r 95.9 3.4 0.7
0, h-pour 97.6 1.9 0.5
no irrigation, h 98.6 0.0 1.4
TABLE I
THIS TABLE LISTS THE PERFORMANCE OF THE PROPOSED IRRIGATION DETECTOR FRAMEWORK ON APPLIED IRRIGATIONS ON THE HAND SURFACE.
In order to validate the results, we segmented the infarct
demarcation in pre- and postoperative computed tomography
(CT) scans. After image registration of intraoperative thermal
imaging with these CT recordings, we were able to correlate
the results. CT recordings are acquired at varying amount
of hours before and after the intervention hampering the
comparison with intraoperative results in some cases. It is
synchronize to correlate the time of the CT recording with
the time of the underlying ischemic stroke. The findings
of the application of our detection and classification scheme
to intraoperative data are summarized in table II. We classi-
fied the results into three categories: positive, questionable,
and negative. The majority of our evaluated cases show a
correlation (positive result) of the λ2 segmentation with the
infarct demarcation in CT (see Fig. 5 as one example of this
class). Yet, in one case, we observed a questionable result,
wherein the λ2 segmentation reveals more healthy tissue than
being seen in the CT recording. We suppose this outcome
to correlate with tissue of uncertain state meaning that the
healthy classified tissue might be in a state in-between alive
and dead. Latter assumption require more research regarding
the approximation of the uncertain state by our assumed
N(μu, σu). We further observed two case (id 1 and 2) with
negative outcome. In case 1, the liquid was applied by the pour
approach. Due to the increased curvature of the exposed cortex
caused by increased ICP, the fluid drained fast and didn’t cause
significant temperature propagations into deeper tissue layers.
Therefore, no reliable λ2 estimates could be achieved. Due
to unknown thermodynamic and vascular effects, the exposed
cortex at the infarct site in case 2 was colder than expected
leading to the application of a too warm NaCl solution, which
heated the cortex and did not impose any irrigation. Therefore,
the detector couldn’t recognize significant irrigations at certain
sites (see Fig. 6). The other three 4 cases showed an evident
correlation between the segmented temperature decay constant
λ2 and the infarct demarcation in CT measurements.
During our experiments, we encountered several challenges.
In case of a low temperature gradient the estimated ΔT2 of
model equation 2 yielding potentially unreliable estimates of
λ2. Depending on the application of the liquid and the cortical
curvature, it might not be possible to separate the drainage of
fluid from tissue’s warming process resulting in λ1 ≈ λ2.
Both challenges are primarily caused by high curvature or a
too less amount of fluid being applied to the cortex. If the
applied temperature gradient is too low, the tissue temperature
returns to equilibrium temperature very fast. This prevents
the projection of the temperature gradients into deeper tissue
layers and prohibits adequate classification.
In general, the proposed irrigation detection framework
achieved an accuracy of up to 97.6 %. This allowed us to
id sex/age pathology result comment
1 f/61 MCA infarct negative no temperature propagation due to increased ICP
2 f/61 MCA+ACA infarct negative liquid hotter than surface
3 m/59 MCA infarct positive
4 f/50 MCA infarct questionable to broad classification of healthy tissue
5 f/63 vasoplastic infarct positive
6 f/75 MCA infarct positive
TABLE II
OVERVIEW OF RESULTS FROM CLASSIFYING THE DECAY CONSTANT OF TISSUE HEATING AFTER APPLICATION OF AN INTRAOPERATIVE IRRIGATION TO
THE CORTEX.
Fig. 5. This figure shows the results of case 5. In A, the infarct demarcation is segmented as green-blue in a post-operative CT recording. Subimage B
shows the orientation of the thermal image to the CT dataset. C depicts the temperature distribution at equilibrium temperature after the irrigation. D displays
the spatial distribution of λ2 and E shows the histogram of all λ2 values. F represents the segmentation as result of fitting the 3-Gaussian mixture model.
Blue represents the ischemic / low perfusion state, green the healthy state and red representing uncertainty. The estimated underperfused tissue state strongly
correlates with post-operative infarct demarcation. Some tissue is located near well perfused arteries (green) and might indicate areas that might be affected by
further ischemic progression. Compared to the raw temperature image of B the results allow inferring more detailed information regarding the tissue perfusion.
estimate the parameters of discussed dynamic tissue tempera-
ture model. Hereby, we are able to quantify standardized ther-
modynamic properties of imaged tissue allowing conclusions
regarding its perfusion state.
V. SUMMARY
Thermography is an emerging whitelight-independent, non-
invasive method to measure the temperature distribution of
surfaces. Active dynamic thermography allows us to quantify
dynamic thermal behaviour by the application of temperature
gradients. In the medical domain, this enables the detection of
abnormal tissue and vascular pathologies.
In this study, we employ active dynamic thermography in order
to analyze the perfusion of the exposed human cortex during
neurosurgical interventions in case of ischemic strokes. The
proposed method requires the application of a temperature
gradient to the exposed cerebral cortex in order to recover
information regarding its perfusion state. Temperature gradi-
ents are introduced by the application of cold NaCl irrigations
to the surface of the exposed cortex. These events are imaged
and detected by a novel online machine learning framework.
Following this, the tissue perfusion can be approximated by the
estimation of the parameters of the discussed perfusion model.
Its parameters include thermal decay constants that quantify
the heating behavior of tissue.
We were the first to show that the intraoperative segmentation
of temperature decay constants by a 3-Gaussian mixture model
correlates with preoperative infarct demarcations in CT imag-
ing. This enables the surgeon to recognize the progression of
infarct demarcations from preoperative measurements to the
actual intraoperative scene. Further research has to be done in
order to improve the clinical significance of our results by an
extensive validation study and advance the predictions of the
machine learning framework. The estimated parameters yield
a standardized representation of cortical perfusion meaning
that the accuracy might be advanced by applying supervised
learning.
Fig. 6. In case 2, the applied liquid was partially hotter than the surface preventing meaningful results. The cause of this issue was the applied NaCl solution
being partially hotter than the surface. Future investigations should therefore consist of a mechanism to provide NaCl liquid at constantly low temperature
(e.g. 20◦C). A resembles the segmented infarct demarcation while B shows the orientation of the thermal image with respect to the CT dataset. In C, the
equilibrium temperature after the irrigation event with white pixels resembling rejected detections is imaged. D displays the spatial distribution of λ2 and E
shows the histogram of all λ2 values. F represents the segmentation as result of fitting the 3-Gaussian mixture model.
VI. ACKNOWLEDGEMENT
This work was supported by the European Social Fund
(grant no. 100087783). The authors would also like to thank
all other organizations and individuals, especially the surgical
and nursing staff, that supported this research project.
REFERENCES
[1] A. M. Gorbach, J. D. Heiss, L. Kopylev, and E. H. Oldfield, “Intraoper-
ative infrared imaging of brain tumors,” Journal of Neurosurgery, vol.
101, no. 6, pp. 960–969, 2004, pMID: 15599965. [Online]. Available:
http://thejns.org/doi/abs/10.3171/jns.2004.101.6.0960
[2] G. Steiner, S. B. Sobottka, E. Koch, G. Schackert, and M. Kirsch,
“Intraoperative imaging of cortical cerebral perfusion by time-resolved
thermography and multivariate data analysis,” Journal of Biomedical
Optics, vol. 16, no. 1, pp. 016 001–016 001–6, 2011. [Online].
Available: +http://dx.doi.org/10.1117/1.3528011
[3] A. Gorbach, J. D. Heiss, L. Kopylev, and E. H. Oldfield, “Intraoperative
infrared imaging of brain tumors,” Journal of Neurosurgery, 2004.
[4] P. Branemark, S. Fagerberg, L. Langer, and J. Soderbergh, “Infrared
thermography in diabetes mellitus,” Diabetologia, 1967.
[5] P. Sun, H. Lin, S. Jao, Y. Ku, R. Chan, and C. Cheng, “Relationship
of skin temperature to sympathetic dysfunction in diabetic at-risk feet,”
Diabetes Research and Clinical Practice, 2006.
[6] R. Cesaris, A. Grimaldi, M. Balestrazzi, G. Ranieri, R. Chirappa, and
F. Avantaggianto, “Changes in blood pressure and thermographic values
resulting from use of a beta- blocker plus diuretic and of an alpha-
betablocker plus diuretic,” Drugs Under Experimental and Clinical
Research, 1985.
[7] B. Gratt, S. Graff-Radford, V. Shetty, W. Solberg, and E. Sickles,
“A six year clinical assessment of electronic facial thermography,”
Dentomaxillofacial Radiology, 1996.
[8] F. Ring, “Pandemic: thermography for fever screening of airport pas-
sengers,” Thermology International, 2007.
[9] V. P. Vavilov, “Dynamic thermal tomography: Recent improvements and
applications,” NDT & E International, 2015.
[10] Z. S. Deng and J. Liu, “Enhancement of thermal diagnostics on
tumors underneath the skin by induced evaporation,” Proc. 27th Annual
Conference of IEEE Engineering in Medicine and Biology, 2005.
[11] H. H. Pennes, “Analysis of tissue and arterial blood temperatures in the
resting human forearm,” Journal of Applied Physiology, 1948.
[12] G. Gutierrez and M. Giordano, “Study of the bioheat equation using
monte carlo simulations for local magnetic hyperthermia,” Proc. ASME
2008 International Mechanical Engineering Congress and Exposition,
2008.
[13] A. Nowakowski, 7. Quantitative active dynamic thermal IR-imaging and
thermal tomography in medical diagnostics. Taylor and Francis, 2013.
[14] L. Ye and E. Keogh, “Time series shapelets: A new primitive for data
mining,” SIGKDD, 2009.
[15] W. Gilks, S. Richardson, and D. Spiegelhalter, Markov Chain Monte
Carlo in Practice. CRC Press, 1995.
[16] C. M. Bishop, Pattern Recognition and Machine Learning. Springer,
2006.
A.7. INTRAOPERATIVE FUNCTIONAL THERMAL IMAGING OF THE
PRIMARY SENSORY CORTEX
N. Hoffmann, E. Koch, S. Gumhold, M. Kirsch, G. Steiner. Intraoperative functional thermal
imaging of the primary sensory cortex. In: Proceedings of 16th CURAC Annual Conference,
2017.

 
contact: nico.hoffmann@tu-dresden.de 
Abstract 
Infrared cameras can be used to record the emitted heat radiation of the exposed human cortex during 
neurosurgical interventions. The main contributor to the thermal radiation of the cortex is regional cerebral blood 
flow. In case of tumour resections, the knowledge about eloquent areas is of vast importance since the removal 
of potential eloquent tissue might induce significant functional deficits. Furthermore, neurovascular coupling 
allows us to relate focal neural activity to changes in regional cerebral blood flow. Fortunately, changes in 
regional cerebral blood flow also alter the emitted heat radiation of the cortex, for what reason we propose a 
novel statistical data analysis framework in order to recognize and visualize these changes. This is achieved by 
integrating the thermal signature of these changes in cerebral blood flow as well as random effects into a generic 
semiparametric regression model which is then subject to a statistical inference procedure. The method was 
applied to a cohort of five intraoperative cases with promising results. We validated the detected eloquent areas 
with anatomical localization as well as electrophysiological measurements. The deterministic components can be 
adopted to general electrical stimulation protocols meaning that the framework allows to incorporate the 
expected behaviour for arbitrary experimental designs.  
Keywords: Neurosurgery, Neuroimaging, Penalized Splines, Semiparametric Regression 
1 Problem 
In this work, we focus on neurosurgical interventions for the resection of brain tumours. Anaplastic and 
infiltrative (malignant) tumours are characterized by a weak differentiation between healthy and pathological 
tissue which hampers the resection of respective tissue. In case of tumour growth beneath functional areas, it is 
essential to minimize postoperative functional deficits in order to retain the patient’s quality of life as long as 
possible. We approach this challenge by using intraoperative thermal imaging which is able to capture the 
emitted temperature radiation of tissue [9]. This radiation depends on the tissue’s composition and dynamic 
processes such as cortical perfusion. It is a non-invasive and contactless imaging modality allowing us to detect 
temperature gradients up to . The detected infrared radiation originates from the tissue’s surface and 
interferes with the environment due to heat flow, convection and tissue cooling tissue making thermal images 
highly dynamic and nonstationary over time. In neurosurgery, the detected temperature gradients derive from 
perfusion- and neural activity related heat transfers beneath and at the exposed cortical surface. Compared to 
prevalent functional imaging modalities such as intraoperative optical imaging, TI is robust against various 
environmental conditions as it is a whitelight-independent method and is not affected by light reflections at the 
cortex. Steiner et al. [8] demonstrated the detection of an ice-cold saline solution applied through a central line as 
tool for tissue perfusion diagnostics using methods of multivariate statistics. Shevelev showed the general ability 
to measure neural activity by recording the heat distribution of rat brains in 1993 [7]. Gorbach [4] extended these 
results and had shown that sensoric and motor activity can be recognized by expensive cooled high-sensitive 
infrared cameras.  
In a seminal paper, Friston et al. employed the general linear model (GLM) for analysis of functional imaging 
[2]. Additionally, the authors of [3] give a comprehensive overview on recent developments. They also showed 
how to integrate experimental conditions into the general linear model to understand neural activity under 
various experimental conditions. Since then, effort was put into extending this framework to other imaging 
modalities such as SPECT [5]. The traditional GLM approach can be extended by non-parametric components 
which leads to semiparametric regression or partially linear models and originates back to 1988 [6]. These 
models join the deterministic components of state-of-the-art GLMs with non-parametric components such as B-
Splines [1] to account for non-linear random behaviour. The latter can be observed in biomedical data as 
hysteresis effects in detectors might induce non-linear drifts or physiological signals might introduce periodic 
patterns or non-stationary behaviour (see Fig. 1).  
In this study, we extend prior findings regarding the detection of functional areas using intraoperative thermal 
imaging (TI) by means of a sound statistical framework with respective inference procedures. The framework 
allows us to design and analyse arbitrary experimental conditions and setups. The generic formulation might also 
provide necessary tools to apply the framework to other imaging modalities as well. 
 
Fig. 1: The periodic non-uniformity correction of thermal imaging devices induces step artefacts into the 
timecourse which can be circumvented by adding additional degrees of freedom of the underlying non-
parametric model at the respective timepoints. 
2 Material and Methods 
Intraoperative imaging data was acquired during resections of tumour tissue beneath the central sulcus. All 
intraoperative procedures were approved by the Human Ethics Committee of the Technische Universität 
Dresden (no. EK 323122008). The patients were under general anaesthesia wherein focal activations of the 
primary somatosensory cortex were provoked by contralateral median nerve stimulation.  
Semiparametric regression extends simple linear regression by joining parametric as well as non-parametric 
components in order to model deterministic effects while compensating random non-linear behaviour. The non-
parametric components typically describe autocorrelations of higher order which are a priori unknown. In the 
following, we will discuss necessary extensions to model the challenges of thermal imaging data in terms of the 
semiparametric regression framework to recognize the small thermal signatures correlating with changes in 
regional cerebral blood flow. In general, the semiparametric regression model reads 
      (1) 
given a length  time-series , the design matrix  of  parametric components and coefficients 
, a  dimensional non-parametric basis  with coefficients  as well as 
normally distributed noise . 
 
 
2.1 Intraoperative Functional Thermal Imaging 
IR cameras consist of a focal-plane array of microbolometer detectors that convert incident electromagnetic 
radiation of the mid- to long IR range into electrical resistance changes which are then computed into 
temperature values. Hereby, the detector element, the optics and the camera body warm up until a convergence 
temperature is reached. This behaviour induces non-linear temperature drifts into the data that is compensated by 
a periodic gain and offset correction (non-uniformity correction (NUC) [9]). The NUC normalizes the data of 
each microbolometer and hereby gives a temperature and drift normalized image just after the NUC occurred. 
However, the NUC induces a jump discontinuity into the time-series of each pixel and alters the low frequency 
time-behaviour of the time series.  This effect can be recognized in the mean temperature curve of a 
thermographic recording in Fig. 1. In the following, we extend the semiparametric regression framework in order 
to recognize deterministic patterns that correlate with evoked neural activity (section 2.2) while it compensates 
non-linear background noise (section 2.3). 
2.2 Thermal Model for Neural Activity 
The actual thermal imaging data is recorded intraoperatively during contralateral median nerve stimulation. This 
protocol consists of 10 periods where each period consists of 30 s resting-state condition followed by 30 s 
stimulation. The latter evokes neural activity which in turn initiates neurovascular coupling (NVC). Moreover, 
NVC alters the regional cerebral blood flow which results in changes of the tissue’s temperature distribution. 
The latter propagate through several tissue layers before they are detected by the IR camera. Because of this 
behaviour, we approximate this signal by a smooth bell-like curve. Therefore, we model the expected signature 
of neural activity as Gaussian function  
     (2) 
Here,  denotes the point in time of maximum signal intensity while  describes the steepness of the 
temperature change. We further expect  and  to correlate with the depth of the focal activation. In fact, we 
expect neural activity of deeper tissue layers to correlate with a weaker amplitude and broader thermal signature. 
In this case, the signal’s shape is also expected to have less curvature and therefore higher  values. The design 
matrix  (eqn. 1) can be seen as dilated and shifted variants of eqn. 2. Suppose we are given time-points 
 with , then we can discretize  by . In case of 
k+1 electrical stimulations with a period of , the design matrix becomes  
    (3) 
given  and . 
2.3 Background Signals 
Unfortunately, the NUC periodically induces a jump discontinuity and applies a slope correction to each 
microbolometer detector [9]. Furthermore, thermal time-series are superimposed by various high-frequent effects 
originating from physiological activity such as periodic patterns at heart rate as well as certain irregular 
components. We address the contributions of the NUC as well as the physiological effects by two orthogonal B-
Spline components  and . The former, , is formed by a low number of knots  and coefficients 
to approximate low-frequent non-linear behaviour.  addresses high-frequent behaviour with  
knots and coefficients . As stated, the NUC introduces a jump discontinuity into the data (see Fig. 1). 
To account for this issue, we estimate all  time-points  of each NUC and add an additional knot at  to . 
This approach introduces additional degrees-of-freedom to account for steep changes at respective time points.  
2.4 Inference 
Attention has to be paid to  since it might also approximate low-frequent behaviour and neural activity. To 
prevent this, we add a  penalty to the wavelet transformed B-Spline estimate . Given the previously 
discussed experimental conditions  and our B-Splines , we form  and arrive at the 
minimization problem  
      (4) 
with  and coefficients . The block-diagonal matrix S enforces that 
the penalty is solely applied to the estimate of . By letting , we restrict the 
penalty to the lower dyads 1 through 6 of the wavelet transform meaning that the second B-Spline component 
doesn’t approximate respective behaviour. These lower dyads can be seen as an approximation of the low-
frequency terms of . This approach enables us to penalize the low-frequent behaviour of the estimated 
signal and can be thought of a high-pass filter. The penalized normal equations become 
      (5) 
Akaike’s Information Criterion (AIC) [6] and Generalized Cross-Validation (GCV) [6] can now be employed to 
optimize μ,  and  of equation 5. Finally, significant values of  can now be inferred by testing the null 
hypothesis  which leads to the t-statistics (see [6] for further details): 
       (6) 
 
Fig. 2: This case suffered from a tumour on primary somatosensory cortex (purple circle). Phase reversal was 
observed between electrodes 2 and 3 whilst sensory activity was measured at electrodes 3 and 4. Analysing 
thermal imaging data with the proposed semiparametric regression framework allowed fine-grain localisation of 
cortical neural activity (statistically significant activations are visualized by green pixels) 
3 Results 
In this section, the performance of the proposed framework and respective metrics is quantified on synthetic data 
in section 3.1. Subsequently, these parameters are employed for the analysis of intraoperative thermal imaging 
data as discussed in section 3.2. 
3.1 Simulation study 
In order to evaluate our model using ground-truth information, we use intraoperative resting-state data of 640 x 
480 pixels at 1024 time-points as baseline dataset. This dataset is being created by augmenting the resting-state 
data by the sampled activation function (eqn. 2) at certain amplitudes  and  = 10 and μ = 15s. Without loss of 
generality, we expect a spatial extent of 2 cm in diameter of our activation function, meaning that a circular area 
of radius 5 pixels (347 pixels in total) is superimposed by our activation pattern while the resting-state behaviour 
of 306,853 baseline time courses is preserved. This ground-truth dataset allows us to evaluate the performance of 
AIC and GCV for optimizing the parameters of our regression model. The results are shown in table 1. 
Furthermore, two critical t-statistics,  ( ) and  (Bonferroni corrected 
), were examined for reasoning about values of  being significantly different from zero (see eqn. 6 and 
[6] for details). A Signal-To-Noise ratio (SNR) of approximately one ( ) results in suboptimal 
performance of both GCV and AIC, however the best performance was achieved by AIC3.0 with a TPR of 0.15. 
In case of a SNR of approximately 4, we observe a TPR of 0.986 in case of AIC3.0 and acceptable 0.781 for 
GCV3.0. The three approaches AIC3.0, AIC5.8 and GCV3.0 resulted in good performance in case of signals 
with SNR of 6 with TPR > 0.87. The False-Positive-Rates of all four approaches are listed in table 1. GCV 5.8 
showed nearly perfect FPR, yet at cost of a decreased overall performance.  
 AIC3.0 AIC5.8 GCV3.0 GCV5.8 
False-positive rate 0.023 0.0002 0.042 0.0001 
True-positive rate 0.986 0.648 0.781 0.539 
Table 1 This table lists the false-positive and true-positive rates of various approaches for 
parameter optimization and significance testing applied to the synthetic dataset at a SNR of 4. 
3.2 Somatosensory Evoked Potentials 
Contralateral electrical stimulation was applied to the patient’s median nerve as described in section 2.1. A 
continuous stream of thermal images of the cerebral cortex was recorded during electrophysiology and subject to 
the described regression analysis. As discussed earlier, we expect changes in the cortical heat distribution of 
tissue near to the hand areal of the primary somatosensory cortex. However, both the shape σ and the time to 
peak μ of the neural activation (eqn. 2) are unknown meaning that we have to estimate them by a grid search. 
The sensory activity of the exposed cortical tissue was further assessed by electrophysiological measurements 
(phase reversal). Table 2 lists the results of analysing the thermographic recordings by the proposed 
semiparametric regression framework. The column activation TI lists the results after testing the parameter of the 
activation function with respect to  and AIC parameter optimization. By positive we denote cases with a 
dense cluster of pixels comprising of significantly increased t-statistics (t > tbonf) within the postcentral gyrus 
(see Fig. 2). Weak activation denotes a sparse cluster of significant pixels within the postcentral gyrus. 
Case age / sex pathology location activation TI phase reversal 
1 58 / m Met. Adeno-Ca. precentral l. positive positive 
2 33 / f Met. Mamma-Ca. parietal l. positive positive 
3 79 / m Met. Melanoma frontoparietal r. positive positive 
4 72 / f Glioblastoma parietal r. weak positive 
5 69 / m Glioblastoma parietooccipital l. positive positive 
Table 2 Results of applying the semiparametric regression model to intraoperative functional 
thermal imaging data. 
The results indicate that AIC is an appropriate measure for optimizing the parameters of the proposed 
semiparametric regression framework. Depending on the actual signal strength, the very conservative Bonferroni 
corrected t-statistic yields good true positive rates while minimizing FPRs as required for medical decision 
support systems. The analysis of four cases resulted in a dense cluster of active pixels on the postcentral gyrus 
(see for example Fig. 2). However, a single case showed a significant focal temperature change in a vessel on the 
postcentral gyrus and solely a sparse activation pattern on the same gyrus. The latter might be due to the fact that 
we proposed to compute Bonferroni corrected t-statistics. This measure is very conservative and neglects 
potential spatial correlation among adjacent pixels and might decrease the overall sensitivity. In all cases, we 
found that that the position of the estimated statistically significant eloquent sites correlates with the expected 
functional activity on the primary sensory cortex as validated by phase reversal. In general, we demonstrated the 
applicability of the semiparametric regression for analysis of thermal imaging data of the human cortex. 
5 Conclusion 
Postoperative functional limitations or deficits significantly affect the patient’s outcome for what reason tissue 
resections should be supported by robust intraoperative imaging modalities to visualize neural activity. The 
visualization of neural activity during neurosurgical tumour resections might therefore guide medical decision 
regarding the extent of tumour mass removal. Therefore, we extended the GLM framework by semiparametric 
regression methods in order to recognize the thermal signature of focal neural activity in intraoperative thermal 
imaging data. For this purpose, neural activity on the sensory cortex was provoked intraoperatively by 
contralateral stimulation of the median nerve whilst the heat distribution of the cerebral cortex was recorded 
intraoperatively by an IR camera. The proposed penalized semiparametric model includes the expected thermal 
signature of neural activity as well as characteristic thermal behaviour of the human cortex and IR cameras. The 
latter can be seen as a combination of periodic discontinuity points, non-linear temporal drifts as well as 
perfusion changes relating to cortical autoregulation. In 4 of 5 cases, the proposed method resulted in promising 
results to visualize neural activity of the somatosensory cortex. The results were further validated by anatomic 
localization as well as phase reversal. In general, we demonstrated the applicability of intraoperative thermal 
imaging to visualize statistically significant eloquent areas of the exposed human cortex.  
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