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Résumé
Ratté, K. (1999) Identification de la composante « formations meubles» avec des images RSO de
RADARSAT pour la cartographie des districts écologiques de l’île d’Anticosti (Québec).
Mémoire de maîtrise, Université de Sherbrooke, Sherbrooke, 79 p.
Le but de cette recherche est de déterminer le potentiel d’application du capteur RSO de
RADARSAT pour son utilisation en cartographie des districts écologiques. La cartographie
écologique est un système hiérarchique de perception et d’expression écologiques du territoire.
Le district écologique (1 : 250 000) se définit comme une portion de territoire caractérisée par un
patron propre du relief, de la géologie, de la géomorphologie et de la végétation régionale. Une
des composantes du milieu qui nous permettent de le délimiter est la nature et l’épaisseur des
formations meubles. Les objectifs visés par ce projet sont de déterminer le potentiel d’application
de l’image radar pour ce type de cartographie ainsi que d’évaluer l’apport de l’analyse de texture
dans le processus de classification des images radar.
L’analyse de texture a été utilisée lors du traitement numérique des images. Le calcul du
coefficient de variation d’un paramètre donné en fonction de la taille de la fenêtre nous a permis
de déterminer que la fenêtre optimale pour le calcul des paramètres de texture est de 9 x 9. À
partir de la matrice de corrélation, cinq paramètres de texture ont été retenus pour le processus de
classification. Ces paramètres sont: l’homogénéité, le second moment angulaire, la corrélation,
l’entropie et la moyenne. Combinés à l’image originale, ceux-ci nous ont permis d’identifier la
majorité des formations meubles de la zone d’étude. Pour la combinaison des paramètres
moyenne et second moment angulaire. on obtient une classification moyenne de 75,5 %. La
combinaison des paramètres corrélation et homogénéité nous donne une classification moyenne
de 71 % alors que, pour la combinaison second moment angulaire et corrélation, la classification
moyenne est de 67,3 %. Pour ce qui est de la combinaison des paramètres entropie et corrélation,
la classification moyenne est de 65,8 %. Le même processus a été appliqué sur une zone de
vérification et les résultats obtenus sont comparables à ceux obtenus pour la zone d’étude.
Abstract
The purpose of this research is to determine the potential of the SAR sensor on RADARSAT to
map ecological districts. Ecological mapping is a hierarchical system of the perception and
expression ofthe ecology ofa region. The ecological district (1: 250 000) is defined as a part ofa
region that is characterised by its own topographic relief, geology, geomorphology and regional
vegetation. One to the most important components of the milieu which allows us to delineate it is
the type and thickness of the superficial deposits. The objectives of this project are to determine
the potential of using radar images for this type of mapping and to evaluate the contribution of
texture analyse in the classification process of radar images.
Textural analysis was used in the numerical processing of the images. The calculation of the
coefficient of variation of a textural messier as a function of the size of the measurement window
suggested that the optimal window size was 9 x 9 pixels. Based on the correlation matrix of all
the texture types, 5 parameters with the least coi-relations were retained for the classification
procedure. These included homogeneity, the angular second moment, correlation, entropy and the
mean. Combined with the original image data, it was possible to identify the majority of the
deposits in the study area. Using the mean and the angular second moment, the mean
classification accuracy was 75 %. The combination of the correlation and the homogeneity gave
an average accuracy of 71 % while the combination of the angular second moment and the
correÏation gave 67,3 %. Finally the combination of the entropy and correlation of parameters
resulted in a classification accuracy of 65,8 %. These same combination of parameters were
applied in an independent validation area where the same level of accuracy were attained.
Remerciements
Je tiens à exprimer ma reconnaissance à mes directeurs de recherche MM. Hugh Gwyn, Jean-
Marie Dubois et André Robitaille, pour leur disponibilité, leur supervision et leurs judicieux
conseils.
Toute ma reconnaissance aux professeurs, aux étudiants gradués et au personnel du CARTEL et
du Département de géographie et télédétection pour leur collaboration directe et indirecte. Merci
à $amuel foucher, étudiant au doctorat, pour les discussions fructueuses que nous avons eues
ensemble à propos du traitement d’images.
Je tiens à remercier ma famille, ainsi que Sylvain pour leur appui manifesté tout au long de mes
études et de la rédaction de ce mémoire. Leur encouragement et leur soutien furent d’un grand
secours durant les moments difficiles.
11
Table des matières
Liste des figures iv
Liste des tableaux y
Liste des annexes vi
1. Introduction 1
1.1. Identification des besoins I
1.2. Potentiel de la télédétection radar 2
1.3. Problématique 6
1.4. Objectifs et hypothèses 7
1.5. Travaux antérieurs 8
2. Zone d’étude 10
2.1. Géologie et géomorphologie 10
2.2. Formations meubles 12
2.3. Végétation 14
3. Méthodologie 15
3.1. Données utilisées 15
3.2. Notions de texture 1$
3.3. Choix de la fenêtre pour l’extraction des paramètres de texture 19
3.4. Extraction des paramètres de texture 20
3.5. Classification par maximum de vraisemblance 24
3.6. Méthode d’évaluation de la précision d’une classification 26
3.7. Validation des résultats 28
4. Analyse, interprétation et validation des résultats 31
4.1. Résultats des classifications pour le secteur de la rivière à la Loutre 33
4.2. Résultats des classifications pour le secteur de la rivière au Fusil (zone
de vérification) 38
111
4.3. Résultats de la classification avec l’image en mode f2 secteur de la
rivière à la Loutre 44
5. Discussion des résultats 4$
6. Conclusion 50
7. Références 51
iv
Liste des figures
figure 2.1. Carte de localisation de la zone d’étude: secteur de la rivère à la Loutre 11
figure 2.2. Carte des formations meubles de la zone d’étude de Dubois et al. (1985) 13
figure 3.1. Organigramme méthodologique 16
Figure 3.2. Variation du coefficient de variation selon la taille de la fenêtre
pour le paramètres contraste 21
figure 3.3. Légende des cartes des formations meubles du MRNQ 29
Figure 4.1. Image originale RSO de la zone d’étude : secteur de la rivière à la Loutre 32
Figure 4.2. Résultats de la classification du secteur de la rivière à la Loutre : a) moyenne
et second moment angulaire; b)second moment angulaire et corrélation;
c) homogénéité et corrélation; d) entropie et corrélation 37
Figure 4.3. Résultats de la classification du secteur de la rivière au Fusil : a) moyenne et
second moment angulaire; b) second moment angulaire et corrélation;
c) homogénéité et corrélation; d) entropie et corrélation 42
Figure 4.4. Carte des formations meubles de la zone de vérification (secteur de la
rivière au fusil) de Dubois et al. (1985) 43
Figure 4.5. Résultats de la classification du secteur de la rivière à la Loutre (mode F2):
a) fenêtre 9 x 9; b) fenêtre 13 x 13 47
VListe des tableaux
Tableau 1.1. Bandes radar avec leur fréquence et leur longueur d’onde 3
Tableau 3.1. Caractéristiques des images R$O utilisées 17
Tableau 3.2. Matrice de corrélation des paramètres de texture 23
Tableau 4.1. Résultats de classification du secteur de la rivière à la Loutre par
maximum de vraisemblance utilisant l’image originale et deux paramètres
de texture comme néo-canaux 34
Tableau 4.2. Résultats de classification du secteur de la rivière à la Loutre obtenus
pour les différents types de formations à l’aide des différentes
combinaisons 35
Tableau 4.3. Résultats de classification du secteur de la rivière au Fusil par maximum
de vraisemblance utilisant l’image originale et deux paramètres de texture
comme néo-canaux 39
Tableau 4.4. Résultats de classification du secteur de la rivière au Fusil obtenus pour les
différents types de formations à l’aide des différentes combinaisons 41
Tableau 4.5. Résultats de classification du secteur de la rivière à la Loutre par maximum
de vraisemblance utilisant l’image originale (mode F2) et deux paramètres de
texture comme néo-canaux (moyenne et second moment angulaire) 45
vi
Liste des annexes
Annexe 1: Loi de Bayes 5$
Annexe 2: Taux de classification exacte par maximum de vraisemblance utilisant
l’image originale et deux paramètres de texture comme néo-canaux 60
Annexe 3: Images de texture utilisées comme néo-canaux dans le processus de
classification de la zone d’étude (rivière à la Loutre) 66
Annexe 4: Matrices de confusion des différentes combinaisons utilisées lors du
processus de classification 69
Annexe 5: Indices de séparabilité, calculés en fonction de la distance de Bhattachanya,
des combinaisons utilisées lors du processus de classification 75
I1. Introduction
1.1. Identification des besoins
Au Québec méridional, la géologie, les formations meubles, les caractéristiques du relief et
l’hydrographie sont les principaux facteurs écologiques permanents du milieu qui structurent le
paysage. Jumelés au climat, ils favorisent le développement des sols. Ils conditionnent la
répartition et la croissance de la végétation, de même que la nature des activités humaines.
Depuis 1985, le Ministère des ressources naturelles du Québec (MRNQ) a entamé un projet de
cartographie écologique. L’inventaire écologique est une subdivision (cartographie) de l’espace
en territoires écologiques, unités identifiées et caractérisées par les composantes biophysiques les
plus permanentes de l’environnement, qui reflètent le mieux les perspectives d’utilisation du
milieu naturel (Jurdant et aÏ., 1977). La cartographie écologique est donc un système hiérarchique
de perception et d’expression écologique du territoire. Elle consiste en une régionalisation
successive d’entités spatiales de plus en plus petites qui se traduit par une série de niveaux de
perception qui s’emboîtent les uns dans les autres (Jurdant et aÏ., 1977).
Le système de classification écologique du territoire, généralement accepté au Québec, comporte
cinq niveaux de perceptions écologiques la région écologique (1: 1 000 000), le district (1 250
000), le système (1 : 125 000), le type (1: 20 000) et la phase (1: 10 000). Le district écologique
est une subdivision de la région écologique et se définit comme «une portion de territoire
caractérisée par un pattem propre du relief, de la géologie, de la géomorphologie et de la
végétation régionale» (Jurdant et al., 1977). Ce sont les composantes du milieu telles que le
relief (pente, altitude, forme, orientation), la nature et l’épaisseur des formations meubles, la
nature du substratum rocheux et l’hydrographie qui permettent de le délimiter. La superficie
moyenne d’un district écologique est d’environ 150 km2.
2Le MRNQ applique généralement des méthodes conventionnelles d’acquisition des données
(rapports de terrain, photographies aériennes, cartes topographiques, etc.) qui produisent des
résultats satisfaisants mais qui présentent toutefois des faiblesses, soit par leur coût élevé, par une
insuffisance de données ou soit que les données sont tout simplement inappropriées pour des
études à petite échelle (Boucher et al., 1994). Pour remédier à ces faiblesses, on étudie de plus en
plus les possibilités offertes par les outils de la télédétection.
1.2. Potentiel de la télédétection radar
On retrouve deux grandes catégories de capteurs en télédétection: passifs et actifs. Les capteurs
passifs détectent et enregistrent l’énergie électromagnétique naturelle réfléchie ou émise par les
cibles terrestres. Les capteurs actifs utilisent une source artificielle pour produire et transmettre un
signal jusqu’à la cible, et reçoivent et enregistrent le signal retourné vers le capteur après son
interaction avec la cible; on parle alors de signal rétrodiffusé. Le radar, un acronyme de Radio
Detection and Ranging est un capteur actif qui, au moyen d’un balayage temporel effectué par
des hyperfréquences, produit une image du terrain (Bonn et Rochon, 1992).
Les images prises avec un capteur passif posent un problème pour le Québec. En effet. les images
provenant de ce type de capteur sont souvent bruitées par la couverture nuageuse. C’est pourquoi
le radar comporte un avantage puisque celui-ci pennet d’observer la Terre à travers les nuages, de
jour conm-ie de nuit. De plus, contrairement aux données optiques, qui se limitent aux propriétés
de surface de la cible, les données radar ont l’avantage d’être beaucoup plus liées aux
composantes internes (constante diélectrique, teneur en eau, etc.) de la cible observée (Anys,
1995).
La plupart des radars fonctionnent à des fréquences comprises entre 1,25 et 35,2 Ghz, c’est-à-dire
entre les longueurs d’onde de 24 cm et 0,8 cm. Les bandes micro-ondes sont généralement
connues sous un code alphabétique, méthode qui a été instaurée durant la Deuxième guerre
mondiale. Sur le tableau 1.1., on représente les différentes longueurs d’onde ainsi que leur code
alphabétique.
3Tableau 1.1. Bandes radar avec leur fréquence et leur longueur d’onde.
Bandes Longueur d’onde Q) Fréquences (J)
cm Gbz
Ka 0,8 - 1,1 40,0 - 26,5
K 1,1 - 1,7 26,5 - 18,0
Ku 1,7-2,4 18,0-12,5
X 2,4 - 3,8 12,5 - 2,0
C 3,8-7,5 8,0-4,0
S 7,5-15,0 4,0-2,0
L 15,0-30,0 2,0-1,0
P 30,0-100,0 1,0-0,3
Adapté de Sabins (1986)
4La longueur d’onde ou la fréquence des micro-ondes incidentes a une grande importance dans
leur interaction avec la surface du sol. Les longueurs d’onde radar sont sensibles à divers
paramètres du sol, dont la rugosité et la teneur en eau. De plus, le degré de pénétration des micro-
ondes dans les différents types de couverts, que ce soit la végétation, la glace ou le sol, est
déterminé par le choix de la longueur d’onde. La capacité du radar à traverser les précipitations
ou à pénétrer des couches de différentes natures à la surface du sol varie avec la longueur d’onde
utilisée, et ce pour la plupart des matières en fonction de l’humidité qu’elles contiennent. Un
radar opérant dans les longueurs d’onde supérieures à 2 cm n’est pratiquement pas affecté par la
couverture nuageuse, alors que la pluie affecte le signal radar pour les longueurs d’onde
inférieures à 4 cm.
Les propriétés de la surface ou de la cible, telles la rugosité et la teneur en eau (constante
diélectrique), influencent la quantité de micro-ondes rétrodiffusées. La rugosité de surface est la
variation statistique de la hauteur de la surface, par rapport à une surface de référence et elle est
habituellement exprimée en centimètres. La rugosité de surface est la propriété du terrain qui
influence le plus l’intensité de la rétrodiffusion radar. Elle est déterminée par la relation entre le
relief, à l’échelle du centimètre, la longueur d’onde et l’angle de dépression de l’antenne (Sabins,
1986). Plus la longueur d’onde est courte, plus la surface apparaît rugueuse. On divise les
surfaces en trois grandes catégories de rugosité lisse ou douce, rugueuse et intermédiaire. Pour
plus de détails sur la rugosité de surface, on peut se référer à Ulaby et aÏ. (1981), qui étudient les
aspects mathématiques de ces paramètres, ainsi qu’à Sabins (1986).
L’humidité qui est contenue dans la plupart des corps naturels augmente leur capacité de réfléchir
les micro-ondes, ce qui les met en évidence sur les images radar. La constante diélectrique d’un
corps influence donc sa capacité à absorber, réfléchir et transmettre l’énergie dans les
hyperfréquences. Sur une surface nue, la pénétration du sol par les micro-ondes peut se produire
et être un indicateur des différents types de sol ou, dans un sol homogène, elle peut indiquer
l’humidité contenue dans le sol ; les deux effets peuvent se produire simultanément (Trevett,
1986). Les propriétés de la constante diélectrique sont très dépendantes de la teneur en eau du sol
5et donc la pénétration est plus grande lorsque l’humidité est faible et moindre quand l’humidité
est élevée.
La constante diélectrique augmente de façon relativement linéaire lorsque la teneur en eau ou la
longueur d’onde augmentent (Dniry, 1993). La constante diélectrique d’un sol sec et du
substratum rocheux varie entre 3 et 8. Par exemple, lorsque la plante cesse de croître, la teneur en
eau est élevée, la végétation a donc une constante diélectrique plus élevée que les surfaces
naturelles sèches. Par conséquent, les plantes sont un excellent réflecteur radar. Dans le cas des
sols nus, la rétrodiffusion est grandement influencée par la teneur en eau et donc par la constante
diélectrique (Bonn et Rochon, 1992). La rétrodiffusion ne dépend pas seulement des propriétés
diélectriques du sol, mais aussi de sa rugosité et de l’orientation du sol, par rapport à l’onde
incidente.
La polarisation est un autre phénomène important en télédétection radar, car le degré de
polarisation du signal rétrodiffusé peut apporter des informations sur la nature de la surface
observée, comme par exemple la rugosité. La polarisation d’une onde électromagnétique décrit
l’orientation du vecteur du champ électrique en un point donné de l’espace, pendant une période
d’oscillation. Une onde électromagnétique est composée d’un champ électrique et d’un champ
magnétique orthogonaux l’un à l’autre. Ces champs oscillent de façon régulière,
perpendiculairement l’un à l’autre. Lorsque le champ oscille dans un seul plan, on dit que l’onde
a une polarisation plane. Si le champ électrique oscille dans le plan vertical (ou horizontal), on dit
alors que l’onde est verticalement (ou horizontalement) polarisée.
Les systèmes radar peuvent être configurés de façon à émettre et à capter l’énergie en polarisation
verticale ou horizontale. Lorsque les ondes polarisées sont réfléchies par le sol ou une cible, une
partie de l’énergie réfléchie conservera la même polarisation que le signal émis. La polarisation
est dite parallèle, ou rectiligne, lorsque l’énergie est émise et captée dans la même direction. Le
sigle HH décrit l’énergie émise et captée selon une polarisation horizontale, alors que le sigle VV
décrit l’énergie émise et captée selon une polarisation verticale. Lorsque l’énergie est émise et
captée dans des directions opposées, on parle de polarisation croisée. De même, le sigle HV
6signifie une énergie émise en polarisation horizontale et captée en polarisation verticale, alors que
le sigle VH signifie une énergie émise en polarisation verticale et captée en polarisation
horizontale. En raison de la réciprocité des polarisations, les images en polarisation HV et VH
sont d’habitude très similaires.
Lorsque l’on tient compte de l’orientation des cibles au sol ou de leurs propriétés géométriques,
la polarisation, parallèle ou croisée, des signaux radar devient un facteur important. En effet, des
surfaces rugueuses, par rapport à la longueur d’onde du radar, donnent des images très semblables
que ce soit en polarisation parallèle ou croisée, tandis que les images des surfaces lisses
dépendent de façon nette de la polarisation.
1.3. Problématique
C’est à partir de la fin des années 1960 et au cours des années 1970 que les grandes lignes d’un
système de classification écologique du territoire se dessinèrent. En effet, c’est au cours de ces
années que le Service des études écologiques régionales (SEER) a réalisé des projets pilotes dans
diverses régions du Canada, dont un par exemple au Saguenay-Lac-Saint-Jean (Jurdant et al.,
1977). Le district écologique, présenté à l’échelle du 1: 250 000, correspond au deuxième niveau
de perception du système de classification écologique du territoire et est avantageusement utilisé
pour la gestion environnementale du territoire.Le MRNQ a développé une approche d’intégration
du bas vers le haut (grande échelle vers petite échelle) et utilise le district écologique comme
unité élémentaire d’intégration puisqu’il met en évidence une combinaison des éléments
permanents du milieu à l’intérieur d’une région écologique (Saucier et Robitaille, 1995).
La méthode utilisée pour cartographier les districts écologiques, comprend trois étapes. La
première étape consiste en une cartographie des formations meubles à l’échelle du 1: 50 000;
elle se fait par photo-interprétation et appuyée de relevés de terrain. La deuxième étape est la
délimitation des districts. Quant à la dernière étape, elle consiste à récolter des données
quantitatives et qualitatives des districts et de nommer ces districts en fonction d’un type de relief
et avec un toponyme associé au réseau hydrographique.
7Actuellement, les méthodes utilisées pour la cartographie des formations meubles présentent
quelques lacunes reliées aux dépendances saisonnière et météorologique, ainsi qu’aux coûts
élevés. La télédétection par radar semble être un expédient à ces problèmes et offre un aspect
intéressant puisque le radar est un système actif, indépendant de l’éclairage solaire et des
conditions météorologiques. De plus, les différents produits provenant de la télédétection
apportent plusieurs types d’information que les méthodes traditionnelles ne peuvent fournir de
façon efficace à petite échelle comme, par exemple, la tectonique, le patron du relief,
l’hydrographie, etc.
À ce jour, aucune étude n’a été réalisée portant sur la télédétection radar et la cartographie des
districts écologiques. L’analyse de texture est une approche utilisée afin d’améliorer la
classification d’images radar. À l’inverse de l’information spectrale donnée par le niveau de gris
ou la classe de niveaux de gris dans une image, l’information texturale est déterminée par la
forme et la conliguration d’un groupe de pixels de niveaux de gris différents. Actuellement, il n’y
a pas d’étude portant sur la possibilité d’utiliser l’analyse de texture afin d’identifier les
formations meubles sur une image radar. Ne connaissant pas le potentiel ni les contraintes du
radar pour la cartographie des districts écologiques, il devient donc important d’y accorder une
attention particulière. Cette recherche portera sur la cartographie des formations meubles qui est
l’étape de base dans la cartographie des districts écologiques.
1.4. Objectifs et hypothèses
À partir des problèmes mentionnés précédemment, les objectifs suivants ont été fixés:
• déterminer le potentiel d’application de l’image radar pour son utilisation en cartographie des
formations meubles;
• évaluer l’apport de l’analyse de texture dans le processus de classification pour l’identification
des formations meubles comme un des facteurs principaux de distinction des districts
écologiques;
$• identifier, au moyen de l’imagerie radar, la majorité des éléments utilisés pour l’interprétation
des formations meubles.
Pour atteindre ces objectifs, nous avons considéré les hypothèses suivantes:
• il est possible de substituer l’image radar à la photographie aérienne, pour identifier
adéquatement les formations meubles;
• certains paramètres de texture vont contribuer à une amélioration significative de la distinction
entre les différents types des formations meubles sur l’image radar.
1.5. Travaux antérieurs
On retrouve plusieurs études portant sur la cartographie des districts écologiques (Robitaille et
al., 1988 ; Robitaille, 1989 ; Robitaille, 1990 ; Robitaille et Grondin, 1992; Saucier et Robitaille,
1995 ; Robitaille, 1 995a; Robitaille, 1 995b), dont certaines contiennent les normes et techniques
utilisées par le MRNQ pour ce type de cartographie. Quelques ouvrages plus généraux apportent
une vue d’ensemble sur la cartographie écologique (Jurdant et al., 1977 ; Dansereau, 1985
Ozenda, 1986 ; Bergeron et al., 1992). Dès la fin des années 1960 et au cours des années 1970, le
Service des études écologiques régionales de Pêches et Environnement Canada a réalisé des
projets pilotes dans diverses régions du Canada, dont un au Saguenay-Lac-Saint-Jean (Jurdant et
al., 1972). Ce projet permit de tracer les grandes lignes du système de classification du territoire
généralement accepté au Québec. C’est en 1985 que Thibault publiera une deuxième
approximation de la carte des régions écologiques du Québec méridional.
Au cours de la dernière décennie, plusieurs études portant sur l’île d’Anticosti ont été réalisées,
tant sur la géomorphologie des formations meubles que sur l’application de la télédétection dans
la détection des formations meubles. Dans certaines de ces études, on a démontré qu’il était
possible de distinguer les formations meubles en utilisant les bandes 1M2, TM3, TM4 et TM7
simulées, du satellite Landsat-4 (Perras et aÏ., 1985). Dans une autre étude (Lafrance, 1987), cette
fois portant sur les milieux humides de l’île d’Anticosti, on montre que les images MSS, du
9satellite Landsat-1, seraient efficaces pour des inventaires à petite échelle (1: 250 000). De plus,
c’est l’image HRV de SPOT qui offre de bons contrastes entre plusieurs classes de milieux
humides (Lafrance et al., 1987).
Dans leur étude portant sur l’utilisation des données RSO de ERS-l pour l’analyse des dépôts
glaciaires, Wang et Nithack (1993) ont établi que les images de texture et de statistiques standard,
ont toutes les deux une signification importante dans la distinction des formations meubles.
D’autres études ont été réalisées avec les images radar et l’analyse de texture (Pultz and Brown,
1987; Treitz et aL, 1993; Anys, 1995). Elles ont démontré que l’utilisation de données dérivées
de la matrice de cooccurrence améliore la précision de la classification. Cependant, elles portaient
sur l’agriculture et non sur les formations meubles. Outre le contexte agricole, certains auteurs
ont appliqué la méthode d’analyse de texture pour l’utilisation du sol en milieu urbain (Coulombe
et al., 1991; Lasse, 1990) et la cartographie forestière (Franklin and Peddle, 1989; Landry, 198$).
Ainsi, lors de la méthodologie, nous étudierons la possibilité d’utiliser l’apport de l’analyse de
texture dans la discrimination des formations meubles sur notre image radar.
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2. Zone d’étude
2.1. Géologie et géomorphologie
D’une superficie de 7 943 km2 et d’une altitude maximale de 313 m, l’île d’Anticosti est située à
la limite nord-ouest du golfe du Saint-Laurent. Elle appartient à la province géologique des
Basses-terres du Saint-Laurent et est composée de roches sédimentaires. C’est un plateau très
légèrement incliné (0,5e à 2) vers le 550, qui forme une cuesta partiellement émergée. Le front
principal de la cuesta fait face au NNE. Il est caractérisé par d’imposantes falaises excédant
parfois plus de 100 m de hauteur (Painchaud et aÏ., 1984) (figure 2.1).
Dans l’est de l’Amérique du Nord, c’est sur l’île d’Anticosti que l’on trouve la séquence la plus
complète de strates entre l’Ordovicien supérieur et le Silurien moyen (environ 1 100 m). Les
strates se divisent en six formations lithostratigraphiques à l’intérieur de deux groupes. Si l’on
remonte la séquence, on a le Groupe de Jolliet (>538 m), qui comprend les Formations de
Vauréal (>463 m) et d’Ellis Bay (75 m), et le Groupe d’Anticosti (>565 m) qui est constitué des
formations de Becscie (131
- 173 m), de Gun River (146 m), de Jupiter (171 m) et de Chicotte
(>75 m) (Petryk, 1981a,b). Les formations du Groupe de Jolliet sont associées à la phase
régressive d’un mégacycle de sédimentation continuelle et se rattache à l’Ordovicien supérieur.
Quant aux formations du Groupe d’Anticosti, elles appartiennent à la phase transgressive du
mégacycle de sédimentation, qui va du Silurien inférieur au Silurien moyen (Petryk, l981c). Les
dépôts carbonatés du Groupe de Jolliet sont plus argileux et plus marneux que ceux du Groupe
d’Anticosti.
La zone d’étude spécifique de ce projet de recherche est le secteur dc la rivière à la Loutre dans la
partie ouest de l’île (figure 2.1). La zone d’étude chevauche deux formations, celles de Becscic et
de Gun River. Un nouvel épisode sédimentaire de la plate-forme de l’île d’Anticosti,
‘t
f igure 2.1. Carte de localisation de la zone d’étude: secteur de la rivière à la Loutre
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reconnaissable par les dépôts carbonatés, marque le début de la formation de Becscie.
Lithologiquement, celle-ci contient des calcaires mudstones, des calcisiltites et des calcaires
wackestone, packstone, grainstone (finement à grossièrement grenu), intrarudstone (commun) et
boundstone (rare), avec une quantité mineure de lits et interlits argileux (Petryk, 1981 c).
Pour ce qui est de la formation de Gun River, elle affleure faiblement dans la rivière à la Loutre et
beaucoup mieux sur l’estran et à quelques endroits dans les falaises. Lithologiquement, elle
contient des calcaires mudstone, wackestone, packstone, grainstone (surtout finement à
moyennement grenu) et des calcaires intrarudstone (moins abondants que dans le Becscie) et
boundstone (rare) avec un peu de shale calcareux verdâtre (Petryk, 1981 c).
2.2. Formations meubles
Le but de la recherche reposant principalement sur l’identification des formations meubles, il
convient donc d’énumérer les différents types de formations que l’on trouve dans notre secteur
d’étude. Quatre types d’environnements sont identifiables : le substratum rocheux, les dépôts
organiques, les dépôts fluviaux et les dépôts marins littoraux. Le substratum rocheux est formé de
roches sédimentaires composées de calcaire, de shale et de dolomie. On retrouve des placages de
till de fond à plusieurs endroits. Les dépôts organiques sont essentiellement composés de dépôts
de marne, qui ont été mis en place dans des lacs, et de marécages. L’humus et la tourbe ont
environ de 1 à 2 m d’épaisseur et exceptionnellement 4 m.
Les dépôts fluviaux sont composés de sédiments gravelo-sableux à sablo-graveleux de plaines et
de terrasses alluviales, dépassant rarement 2 m d’épaisseur. Cependant, on ne trouve que très peu
de ce type de dépôt sur la zone d’étude. Toutefois, ce sont les dépôts marins littoraux que l’on
retrouve sur la majorité du secteur.
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Figure 2.2. Carte des forniations meubles de la zone d’étude
de Dubois et al. (1985): secteur de la rivière à la Loutre
3 km
LÉGENDE
lB Dépôts glaciaires
3 C Dépôts marins littoraux
4 Dépôts fluviaux
6A Dépôts organiques de tourbière
6C Dépôts organiques de marne
R Substratum rocheux
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Ils ont été mis en place lors de la régression de la mer de Goldthwait à l’Holocène. Ces sédiments
sont composés de galets, de gravier sableux ou de sable graveleux très fossilifères. Ils sont
présents jusqu’à 60 m d’altitude et sont généralement des placages ou quelquefois, des cordons
littoraux de plus de 10 m d’épaisseur.
2.3. Végétation
La végétation arborescente de l’île d’Anticosti comprend trois espèces majeures: le Sapin
baumier (Abies balsamea), l’Épinette blanche (Picea glauca) ainsi que l’Épinette noire (Picea
mariana). On retrouve l’Épinette blanche sur les terrains rocheux où la couche végétale est
mince. Quant à l’Épinette noire, c’est plutôt sur des terrains humides, sablonneux ou tourbeux
que l’on risque de retrouver cette espèce. Pour ce qui est du Sapin baumier, il préfère un climat
froid et un sol constamment humide (Marie-Victorin, 1964).
Sur notre secteur à l’étude, la majeure partie du territoire est occupée par la pessière à épinette
noire, à sapin ou à mélèze. La sapinière à épinette noire ou à sapin, occupe aussi une part non
négligeable du territoire. La superficie de mélèzin à épinette noire ainsi que de mélèzin à sapin est
faible. La densité moyenne du couvert forestier est d’environ 40 % alors que la hauteur moyenne
varie entre 7 à 12 m. Les zones marécageuses occupent une partie importante sur notre zone
d’étude.
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3. Méthodologie
La méthodologie suivie pour le traitement numérique des images radar est représentée par
l’organigramme de la figure 3.1. Cette partie de la méthodologie fut précédée par une revue de la
littérature afin de définir une problématique et d’identifier les objectifs et les hypothèses (sections
1.3. à 1.5.). L’analyse de texture à l’aide des matrices de cooccurrence et des paramètres de
Haralick a été utilisée afin de créer les néo-canaux qui ont servi dans les étapes de classification.
Dans les sections suivantes, nous décrirons plus en détails le processus méthodologique suivi.
3.1. Données utilisées
Les images radar RSO ont été acquises par le satellite canadien RADARSAT (tableau 3.1.). La
première image a été acquise le 14 mai 1996 et la seconde le 15 novembre 1996. Les deux images
ont été acquises en bande C et en polarisation HH. Cependant, la première image a été prise en
mode f4 descendant, avec une résolution spatiale de 6,25 m x 6,25 m, alors que la seconde a été
prise en mode f2, avec une résolution spatiale de 3,125 m x 3,125 m. L’image utilisée pour le
traitement numérique est celle en mode F4 ; la seconde (mode f2), que nous avons reçue au cours
du projet, fut utilisée pour la vérification des résultats et de la méthode. Nous avons aussi utilisé
les cartes de formations meubles à l’échelle du 1 50 000 de Dubois et al. (1985) lors de la
validation des résultats de la classification.
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Correction géométrique de limage j
Choix de la fenêtre optimale
Analyse de texture
(8 paramètres de Haralick)
[ Matrice de corrélation
Choix des paramètres de
texture les plus performants
Choix des sites
I d’entraînement et de[ vérification
________________
Création des classes
de signatures
Vérification de la séparabilité
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Classification par maximum
de vraisemblance
I
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Comparaison des résultats:
- carte des formations meubles
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L Sites de vérification it Sites d’entraînement
Figure 3.1. Organigramme méthodologique
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Tableau 3.1. Caractéristiques des images RSO utilisées.
Caractéristiques
Date d’acquisition
Polarisation
Longueur d’onde
fréquence
Résolution au sol
Mode
Niveaux de codage
Image 1
14 mai 1996
HH
5,66 cm
5,3 Ghz (bande C)
6,25mx6,25m
f4 (descendant)
16 bits unsigned
Image 2
15 novembre 1996
11H
5,66 cm
5,3 Ghz (bande C)
3,125 mx 3,125 m
f2 (descendant)
16 bits real
18
3.2. Notions de texture
La texture est un phénomène à deux dimensions (HaraÏick, 1979). La première dimension
implique la description de primitives (éléments de base et motifs) qui composent la texture. On
appelle primitive le plus petit ensemble élémentaire dans lequel on ne décèle plus aucune
variation des caractères pour un niveau de perception donnée. La deuxième dimension se traduit
par l’interaction entre les primitives de la texture (organisation spatiale des primitives). La
signature texturale extraite des primitives est en principe indépendante de la taille et de la forme
de l’image d’origine mais dépend de la taille et de la forme de la fenêtre d’analyse. Certaines
mesures de texture représentent une caractéristique texturale spécifique de l’image comme
l’homogénéité, le contraste et l’entropie. Les autres caractérisent la complexité et la nature des
transitions de niveaux de gris qui se produisent dans l’image.
On peut différencier deux approches l’approche structurale et l’approche statistique. Dans la
première approche, on considère la texture comme une agrégation de primitives. Les différents
types de primitives, leur orientation et leur forme, de même que d’autres propriétés sont
considérés comme les seuls qui déterminent l’apparence de la texture (Pratt, 1991). L’analyse de
Fourrier est souvent utilisée dans cette approche afin d’extraire des primitives. Par la suite, des
paramètres texturaux sont extraits du plan de fourrier (He and Wang, 1991). Dans l’approche
statistique, on utilise des paramètres statistiques où la texture est modélisée comme une fonction
de niveau de gris (Haralick et aÏ., 1973; Wang andHe, 1990). L’objectif de l’approche statistique
est de caractériser les propriétés stochastiques de la distribution spatiale des niveaux de gris.
La matrice de cooccurrence, développée par Haralick et al. (1973), est aussi connue sous le nom
d’histogramme de deuxième ordre. Elle est une méthode statistique d’analyse de texture et
représente une caractérisation de la distribution spatiale des niveaux de gris d’un domaine d’une
image monospectrale. Haralick et al. (1973) ont développé 14 paramètres de texture à partir de
cette matrice. Voici la forme générale d’une matrice de cooccurrence
n(0,0) n(0,1) n(0,2) n(0,3)
d
— n(l,0) n(l,1) n(1,2) n(1,3)
1
— n(2,0) n(2,1) n(2,2) n(2,3)
n(3,0) n(3,1) n(3,2) n(3,3)
où: n(NGi, NGj) nombre de paires de pixels qui change de niveaux de gris NGi au niveau
de gris NGj dans la direction O et sur une distance de d pixels.
Haralick et al. (1973) proposent quatre directions pour le calcul des paramètres de la matrice de
cooccurrence: 0°, 450 90° et 135°. Dans une récente étude, Franklin et Peddle (1989) ont
démontré que certaines directions peuvent donner une plus grande discrimination entre les
différents types de sol, que celle donnée par la moyenne de toutes les directions. Cependant, des
études portant sur les images radar ont montré que l’angle de calcul des paramètres issus des
matrices de cooccurrence a peu d’effet sur les valeurs de ces derniers (Pegeon, 1987 dans Anys,
1995; Durand, 1988 dans Anys, 1995). Comme le but de ce projet est d’évaluer la performance
des paramètres de texture, nous avons donc choisi, de façon arbitraire, de calculer ceux-ci pour
une même direction, soit 0° (horizontale).
3.3. Choix de la fenêtre pour l’extraction des paramètres de texture
Le choix de la fenêtre optimale, tout comme la direction entre les pixels, est un processus
important dans le calcul des paramètres de texture. Le succès de la classification dépend
largement d’eux. En effet, si la taille de la fenêtre est trop petite, il n’y aura pas assez
d’information spatiale extraite pour caractériser un type de formation. Par contre, si la taille de la
fenêtre est trop grande, elle pourra soit créer des limites de transition trop larges entre deux types
voisins des formations meubles, ou bien chevaucher sur deux types de formations, créant ainsi
une information spatiale erronée.
Afin de palier ce problème, nous avons calculé le coefficient de variation (écart type/moyenne)
d’un paramètre donné en fonction de la taille de la fenêtre. La fenêtre choisie est celle à partir de
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laquelle la valeur du coefficient de variation commence à se stabiliser tout en ayant la plus faible
valeur. Le paramètre contraste, calculé à partir de la matrice de cooccurrence (histogramme de
deuxième ordre), a été choisi arbitrairement pour le calcul (figure 3.2.). Les résultats obtenus
montrent que le coefficient de variation commence à se stabiliser à partir de la fenêtre 9 x 9, ce
qui veut dire que l’utilisation d’une plus grande fenêtre n’apportera pas d’information
supplémentaire mais donnera une plus grande perte de résolution spatiale.
3.4. Extraction des paramètres de texture
La méthode d’extraction de l’information de texture d’une image par sa matrice de cooccurrence
est basée sur l’hypothèse que cette information est contenue dans l’ensemble des relations
spatiales entre les niveaux de gris des pixels de cette image (Anys, 1995). Haralick et al. (1973)
proposent 14 paramètres statistiques. calculés à partir de la matrice de cooccurrence, pour extraire
l’information texturale. Les paramètres les moins corrélés ont été utilisés tout au long de ce projet
car ils ne sont pas fonction les uns des autres. Les paramètres que nous avons extraits de l’image
sont:
L—l L—l
• contraste= p (i,j,d,o) (3.2)
i=O j=O
t—l L—l
• second moment angulaire = (P(I,J,d,o))2 (3.3)
1=0 j=O
L-l L-l (Q — — ) P(i,j,d,6))
• correlation = (3.4)
1=0 j=O
L—l L—l
• entropie = P(i,j,d,O ) log (PQ,j,d,e)) (3.5)
1=0 j=O
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0
37l 13 15 17 19
Taille de la fenêtre (pixels)
Figure 3.2. Variation du coefficient de variation selon la taille de la fenêtre
pour le paramètre contraste
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L—I L—I
• dissimilarité= i—j P(i,j,d,8 ) (3.6)
1=0 j=0
L-IL-I P(i,j,d,O)
• homogénéite = 2 (3.7)
I=0j=O 1 + (t—j)
L—I L—I
• moyenne (SM)
=
i P (i,j,d,e ) (3.8)
1=0 j=0
J(LIL-I
• écart type (variance)
=
(P (i,j,d,o ) (i SM))] (39)
1=0 j=0
où P (î, j, d 8) est la probabilité de se déplacer du NG au NG , sachant que l’espace entre les
deux pixels est d et la direction de déplacement est selon d’angle O. Quant à et o, ils
représentent la moyenne et l’écart type des lignes de la matrice de cooccurrence, et et sont la
moyenne et l’écart type des colonnes de la même matrice.
Le paramètre contraste est d’autant plus grand que les variations locales de niveaux de gris (NG)
sont importantes. Plus la texture sera homogène (lisse), plus grande sera la valeur du paramètre
second moment angulaire (énergie). Pour ce qui est du paramètre corrélation, il exprime le
coefficient de corrélation du nuage de points (pixels de la fenêtre) avec un modèle linéaire (la
droite de régression étant la diagonale de la matrice de cooccurrence). Le degré de « désordre»
de la texture est mesuré à partir du paramètre entropie. Finalement, la variance, par conséquent
l’écart type, permet de caractériser de quelle façon les valeurs observées se répartissent autour de
la moyenne.
Les paramètres de texture ont été calculés avec une fenêtre de 9 x 9, une distance de 1 pixel et une
direction dc 00 (horizontale). La matrice de corrélation (tableau 3.2) a été calculée à partir de la
matrice de covariance et de l’équation 3.10, permettant ainsi d’identifier les paramètres de texture
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les moins corrélés. Les paramètres retenus pour la classification sont: moyenne, second moment
angulaire (énergie), homogénéité, corrélation et entropie. Ces paramètres présentent peu de
corrélation entre eux et seront donc considérés comme néo-canaux lors du processus de
classification:
(3.10)
où est un élément de la matrice de corrélation, C11 est un élément de la matrice de covariance
et C11 et C1 sont les variances de la 1jême etfme bande de données.
3.5. Classification par maximum de vraisemblance
La classification est une méthode d’analyse quantitative par laquelle une étiquette peut être
assignée aux pixels à partir de leurs caractéristiques spectrales, texturales ou autres. La
classification donne des cartes objectives du terrain qui ont des similitudes avec les
caractéristiques de la réflectance spectrale. De plus, la classification s’effectue à partir d’une règle
discriminatoire basée sur les différences statistiquement significatives entre l’intensité
multidimensionnelle qui caractérise chaque pixel de l’image. Cette règle est définie en divisant
l’espace de classification (espace multidimensionnel des intensités) en régions distinctes.
N’importe quel pixel de l’image est caractérisé par une position unique dans cet espace de
classification et peut donc être classifié selon la région distincte à laquelle il appartient.
Une variété d’algorithmes est disponible pour réaliser la classification, allant de ceux basés sur
des modèles de distribution de probabilité des classes à ceux dans lesquels l’espace multispectral
est divisé en régions de classes spécifiques en utilisant des surfaces localement optimales.
Indépendamment de l’algorithme choisi, Richards (1986) présente trois étapes essentielles lors du
processus de classification
. établissement des classes de signatures;
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• classification de chaque pixel en fonction de ces signatures;
• calcul de la précision des résultats.
Le choix des classes de signatures peut être fait à partir de deux procédures. La première est une
classification dirigée, où on possède une connaissance a priori de ces classes de signatures et il
suffit de communiquer ces informations à l’ordinateur pour son apprentissage. La seconde
procédure est une classification non dirigée où aucune information préalable n’est communiquée
à l’ordinateur; celui-ci doit alors rechercher les signatures d’objets virtuels, en associant les
signatures les plus communes dans une image.
Dans l’étude, nous avons utilisé la méthode de classification dirigée par maximum de
vraisemblance. Cette dernière est la méthode la plus populaire parmi les méthodes de
classification dirigée utilisées avec les données de télédétection (Richards, 1986). Cette méthode
se base sur la loi de Bayes (annexe 1) afin d’assigner chaque pixel à la classe la plus probable et
ainsi minimiser le risque de mauvaise classification (Richards, 1986; Schowengerdt, 1983; Bonn
etRochon, 1992).
Considérons que les M classes spectrales d’une image soient représentées par W., i = 1.. .M. La
décision pour déterminer la classe ou la catégorie à laquelle appartient le pixel de vecteur de
position X est les probabilités conditionnelles P(W/X), j = 1.. .M. Le vecteur de position X est le
vecteur de colonne des valeurs de niveaux de gris du pixel. Il décrit le pixel comme un point dans
un espace multispectral avec les coordonnées définies par les valeurs de niveaux de gris dans
chaque canal. La probabilité P(W/X) donne la vraisemblance que la bonne classe pour le pixel X
soit W (Richards, 1986). La classification est donc exécutée selon
X e W. P(W / X) > P(W / X) pour tout j i (3.11)
Le pixel de vecteur X appartient à la classe W. qui présente le maximum de probabilité
conditionnelle P(W1 / X). Cette règle de décision intuitive n’est en fait qu’un cas particulier de la
règle générale, dans laquelle les décisions peuvent êtres biaisées selon les différents degrés
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d’importance accordés à toute classification incorrecte. L’approche générale est appelée la
classification bayésienne. Pour une description plus détaillée de la théorie de Bayes, le lecteur
peut se référer à Richards (1986) ou $chowengerdt (1983).
On retrouve différentes façons d’intégrer les images de texture avec les données spectrales (Anys,
1995). Ces méthodes d’intégration se distinguent entre elles soit par le poids accordé à la texture
dans la classification, soit par le type de pixels qu’elles traitent. Nous avons choisi l’approche qui
consiste à utiliser les images de texture comme néo-canaux combinés aux canaux multispectraux
dans le processus de classification. Cette approche est la plus répandue dans la littérature et, dans
ce cas-ci, ces néo-canaux sont intégrés de la même façon que les canaux multispectraux. Tel que
mentionné précédemment, les images de texture retenues pour la classification sont: la moyenne,
le second moment angulaire, l’homogénéité, la corrélation et l’entropie. Le canal original a été
combiné avec deux images de texture afin de réaliser la classification, dont les résultats sont
présentés à la section 4.
3.6. Méthode d’évaluation de la précision d’une classification
La dernière étape du processus de classification est le calcul de la précision des résultats obtenus.
Maintenant que l’espace spectral est découpé en différentes régions, associées à des classes
d’objets, il suffit de prendre un à un chacun des pixels des zones de vérification et de leur apposer
les étiquettes (classes) qui correspondent à la position des vecteurs qui les représentent dans
l’espace spectral. Le résultat global de cette opération sera alors présenté sous la forme d’une
matrice de confusion. À partir de cette matrice, plusieurs indices de précision peuvent être
calculés:
• la précision du système qui représente le nombre de pixels correctement classifiés, pour une
classe particulière, divisé par le nombre total de pixels de vérification pour cette même classe;
c’est une mesure de l’erreur d’omission (Story and CongaÏton, 1986);
• la précision de l’usager qui est une mesure de précision pour une catégorie individuelle
(mesure dc l’erreur de commission); c’est le nombre de pixels correctement classifiés dans une
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classe particulière divisé par le nombre total de pixels qui ont été mis dans cette même classe
(Fung and Ledrew, 198$);
• la précision moyenne qui est la moyenne des précisions de chacune des classes; la précision de
chacune des classes peut être une précision du système ou de l’usager et la précision moyenne
peut être calculée selon les deux cas sans contrainte (Fung and Ledrew, 198$);
• la précision globale qui est égale au nombre total de pixels correctement classifiés (représentée
par la diagonale de la matrice de confusion) divisé par le nombre total de pixels de
vérification; elle est la mesure de la précision de l’image toute entière sans aucune indication
sur la précision des classes individuelles (Singh, 1986);
• la précision combinée est la moyenne de la précision globale et de la précision moyenne; elle
peut être calculée soit avec une précision du système (erreur d’omission) ou une précision de
l’usager (erreur de commission) (Nelson, 1983);
• le coefficient de concordance Kappa (K) développé par Cohen (1960); il est une mesure de la
concordance actuelle (indiquée par les éléments diagonaux de la matrice de confusion) moins
la possibilité de concordance (indiquée par le produit des lignes et colonnes marginales); le
coefficient Kappa utilise toute les cellules de la matrice de confusion et prend ainsi compte à la
fois des erreurs de commission et d’omission (Rosenfield and fitzpatrick-Lins, 1986).
Une étude comparative à été réalisée par fung and Ledrew (198$) portant sur l’ensemble de ces
méthodes d’évaluation de la précision des classifications. Les auteurs ont conclu que le
coefficient Kappa était le plus approprié pour une description exacte de la précision de la
classification, car il tient compte de tous les éléments de la matrice de confusion. Rosenfield et
fitzpatrick-Lins (1986) recommandent aussi le coefficient Kappa comme mesure d’exactitude
pour la précision de la classification. Le coefficient Kappa sera donc utilisé dans ce projet pour
calculer la précision de nos classifications. Cependant, nous allons aussi calculer la précision
moyenne de chaque classification puisqu’elle nous donne un ordre de grandeur sur le pourcentage
de classification correcte que nous offre chaque classification et que c’est aussi un paramètre très
populaire. Dans ce cas-ci, la précision de chaque classe d’une classification sera calculée à partir
de la précision du système. Quant au coefficient Kappa, celui-ci se calcule par (Cohen, 1960):
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p-P
K O - C (3.12)
— p,
— (p± +1) et = X/ (3.13)
où Ï est le nombre de lignes dans la matrice de confusion, Xjj est le nombre d’observations dans
la ligne j et la colonne j, l’opérateur + indique une sommation en fonction de l’indice où il est
positionné. Donc, P+ et P+ sont respectivement les totaux marginaux de la ligne i et de la
colonne i. N est le nombre total d’observations. Le coefficient Kappa conditionnel pour une
classe se calcule par:
P•-P. P.
IÇ =
‘
(3.14)
Pour une description plus détaillée du coefficient Kappa, le lecteur peut se référer à Cohen (1960)
ou à Rosenfield et Fitzpatrick-Lins (1986).
3.7. Validation des résultats
Dans notre étude, l’accent a été mis sur la première étape de la cartographie écologique, qui
consiste à la cartographie des formations meubles à l’échelle du 1: 50 000. La légende des
formations meubles retenue pour ce travail est celle utilisée par le MRNQ et comprend 10
grandes catégories, dont les principales sont: fluviatiles, glaciaires, substratum rocheux, littoraux
marins, organiques, et de pentes et d’altérations (figure 3.3).
La carte de la géologie des formations de surface de l’île d’Anticosti (échelle 1: 250 000),
réalisée par Dubois et aÏ. (1990), sera utilisée afin d’avoir une vue globale de la classification.
Les résultats de la classification seront confrontés aux cartes au 1 : 50 000 de Dubois et al.
(1985). Tel que mentionné précédemment, le district écologique est aussi caractérisé par la
végétation régionale.
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Dépôts glaciaires
Sans morphologie particulière
Tu! indifférencié épais (>1 m)
Tili à matrice argileuse (>1 m)
Tiil indifférencié mince (25 cm à 1 m)
Avec morphologie particulière
Moraine orientée
Moraine frontale
Moraine interlobaire
Moraine de décrépitude
Dépôts fluvio-glaciaires
Juxtaglaciaires
Esker
Kame, terrasse de kame
Proglaciaires
Delta fluvio-glaciaire
Epandage
Dépôts fluviatiles
Dépôts lacustres
Glacio-lacustres
Faciès d’eau profonde
faciès d’eau peu profonde
Dépôts marins
Faciès d’eau profonde
Faciès d’eau peu profonde
Dépôts littoraux marins
Dépôts organiques
Dépôts de pentes et d’altérations
Matériaux d’altération
Colluvions
Eboulis rocheux
Felsenmeere
Dépôts éoliens
Dune active
Dune stabilisée
Substratum rocheux (dépôt < 25 cm inclus)
S’ajoute à cette liste de codes, quelques symboles
représentant des formes particulières du terrain.
Modifiée de Robitaille (1995a)
Figure 3.3. Légende des cartes de formations meubles du MRNQ
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Cependant, Robitaille (1995b) considère qu’elle n’est pas une variable discriminante puisqu’il
suffit de connaître la situation géographique d’un district dans une région écologique pour
déterminer la végétation régionale qui le caractérise. En effet, le caractère bioclimatique de la
végétation régionale d’un district est donné par l’appartenance à une région écologique qui
exprime les liens entre le climat et la végétation.
La matrice de confusion pourra nous donner le résultat global de la classification. Les éléments
de la diagonale de cette matrice indiquent le nombre de pixels correctement classifiés. Les erreurs
d’omission, qui représentent les pixels non classés, sont indiquées par les éléments de la première
ligne. Tous les autres éléments situés hors de la diagonale dénombrent les erreurs de commission.
Nous pouvons donc calculer, pour une classe en particulier, l’exactitude de la classification en
faisant le rapport de l’élément de la diagonale (excluant la première ligne) sur la somme des
éléments de la colonne. L’exactitude de l’ensemble de la classification se mesure de la même
façon, soit la somme des éléments de la diagonale sur la somme totale des éléments.
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4. Analyse, interprétation et validation des résultats
Les résultats présentés dans cette section ont été obtenus suite à une classification par maximum
de vraisemblance réalisée avec la combinaison des différents paramètres de texture, calculés à
partir de l’image originale. Tel qu’expliqué dans la section 3, le choix de la fenêtre pour le calcul
des paramètres de texture est une étape importante dans le processus d’extraction de ces données.
Ainsi, nous avons donc calculé le coefficient de variation d’un paramètre donné et nous avons
observé qu’il commençait à se stabiliser à partir de la fenêtre 9 x 9. Les paramètres de texture
utilisés pour la classification sont ceux qui sont le moins corrélés entre eux. Ces derniers ont été
choisis à partir de la matrice de corrélation, présentée à la section 3.4. De plus, en analysant les
équations des paramètres, on peut remarquer qu’ils exploitent toutes les valeurs de NO des pixels
(indépendamment de celles de toute la fenêtre), en même temps que l’information sur leur
distribution spatiale.
Les sites d’entraînement ont été sélectionnés à partir de la carte de formations en surface de
Dubois et al. (1925). Plusieurs sites contenant le même type de formation ont été identifiés afin
d’augmenter la précision de la classification. Nous avions donc une connaissance a priori sur la
nature des formations contenues dans l’image. Comme nous avions fait la correction géométrique
de l’image, les sites d’entraînement ont été localisés avec précision à l’aide des coordonnées
géographiques.
Dans les sections suivantes, on présente les résultats obtenus avec les diverses combinaisons de
paramètres de texture. On y retrouve la zone d’étude, qui est située sur la rivière à la Loutre, ainsi
que la zone de vérification, située sur la rivière au Fusil. L’image originale utilisée pour le secteur
de la rivière à la Loutre est présentée à la figure 4.1. Une présentation plus détaillée des résultats
est faite en annexe 2 avec des tableaux représentant les résultats de classification pour chacune
des combinaisons et les résultats obtenus pour les différents types de formations meubles pour les
différentes combinaisons.
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3 km
figure 4.1. Image originale RSO de la zone d’étude secteur de la rivière à la Loutre.
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4.1. Résultats des classifications pour le secteur de la rivière à la Loutre
Les cinq paramètres de texture, retenus de la matrice de corrélation, ont été combinés au canal
original de l’image radar afin d’être utilisés comme néo-canaux (annexe 3). Sur le tableau 4.1, on
donne les résultats des indices de précision obtenus lors de la classification, pour chacune des
différentes combinaisons. On peut ainsi remarquer que la combinaison des paramètres moyenne
et second moment angulaire est la plus performante, avec un coefficient Kappa de 57,2 et une
classification moyenne de 75,5. Elle est suivie de très près par la combinaison des paramètres
homogénéité et corrélation, dont le coefficient Kappa et la classification moyenne sont de 54,6 et
de 71,0 % respectivement.
Avec la combinaison des paramètres entropie et corrélation, on obtient un coefficient Kappa de
45,0 et une classification moyenne de 65,8 %. En dernier lieu, la combinaison des paramètres
second moment angulaire (S.M.A.) et corrélation offre un coefficient Kappa de 43,0 ainsi qu’une
classification moyenne de 67,3 %. Cependant, on peut remarquer qu’il semble y avoir deux
groupes distincts dans ces résultats. Le premier groupe est composé des combinaisons moyenne
et second moment angulaire ainsi que homogénéité et corrélation. Quant au second groupe, il est
composé des combinaisons entropie et corrélation de même que second moment angulaire et
corrélation.
Sur le tableau 4.2, on expose les résultats obtenus des différentes classifications pour chacune des
formations meubles. L’eau présente un taux de classification de 100 % avec la combinaison des
paramètres second moment angulaire et corrélation. Toutefois, les autres combinaisons offrent
aussi un très bon taux de réussite car l’écart entre les résultats de ces différentes classifications ne
semble pas très discriminant. En effet, ces dernières donnent un taux de classification d’environ
99 %. On peut aussi remarquer que, pour les dépôts organiques, la combinaison des paramètres
homogénéité et corrélation offre le meilleur taux de classification avec 98 %. Cependant, il est à
noter que les paramètres second moment angulaire et corrélation ont peu d’écart avec la meilleure
combinaison; ils offrent un taux de classification de 96,8 %.
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Tableau 4.1. Résultats de classification du secteur de la rivière à la Loutre par maximum de
vraisemblance utilisant l’image originale et deux paramètres de texture comme néo-canaux.
Coefficient Kappa Classification Classification
(x 100) moyenne (%) totale (%)
Moyenne et 57,2 75,5 69,5
S.M.A.
Homogénéité et 54,6 71,0 68,6
corrélation
Entropie et 45,0 65,8 61,0
corrélation
S.M.A. et 43,0 67,3 60,1
corrélation
S.M.A. = second moment angulaire
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Tableau 4.2. Résultats de classification du secteur de la rivière à la Loutre obtenus pour les
différents types de formations à l’aide des différentes combinaisons.
Formations I Moyenne et S.M.A. et Homogenéité et Entropie et
Combinaisons S.M.A. (%) corrélation (%) corrélation (%) corrélation (%)
Eau 98,9 100,0 99,0 99,5
Dépôts organiques 90,4 96,8 98,0 91,0
(6a)
Substratum 59,3 26,7 27,0 30,5
rocheux (_R)
Dépôts marins 53,4 45,6 60,0 42,1
littoraux_(3c)
S.M.A. = second moment angulaire
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C’est dans l’identification du substratum rocheux et des dépôts marins littoraux que l’on constate
une différence notable entre les combinaisons. Dans l’identification du substratum rocheux, la
combinaison des paramètres moyenne et second moment angulaire offre un taux de classification
de 59,3 %, alors que les autres combinaisons ont un taux de classification variant entre 26,7 % et
30,5 %. Pour ce qui est des dépôts marins littoraux, c’est la combinaison des paramètres
homogénéité et corrélation qui semble être la meilleure avec un taux de classification de 60 %.
Les autres combinaisons ont un taux variant entre 42,1 % et 53,4 %. À l’annexe 4, on présente les
matrices de confusion des différentes classifications et, à l’annexe 5, on présente les indices de
séparabilité de chaque combinaison, calculés selon la distance de Bhattacharrya.
Les images obtenues suite à la classification sont présentées à la figure 4.2. De façon qualitative,
on peut remarquer que le substratum rocheux est très apparent sur l’image représentant la
combinaison des paramètres moyenne et second moment angulaire. Les dépôts marins littoraux
semblent confondus avec ces dernières. Toutefois, si l’on se réfère à la carte de Dubois et al.
(1985), on peut noter qu’à bien des endroits il y a seulement des placages de dépôts marins
littoraux sur le substratum rocheux. De plus, si l’on vérifie l’indice de séparabilité (annexe 5)
pour ces deux types de formations, on peut constater que celui-ci est très faible (0,14203), ce qui
pourrait être une cause du peu de discrimination entre ces deux types de formations. Nous avons,
bien entendu, tenté d’améliorer cet indice mais nos essais furent infructueux.
Toujours sur cette même image, et en se référant à la carte de Dubois et aÏ. (1985), on remarque
que les dépôts organiques (en vert) sont bien identifiés. Dans la catégorie des dépôts organiques,
nous avons regroupé les dépôts organiques de tourbière, de marécage et de marne. Leur
identification de façon individuelle étant irréalisable. Si l’on observe l’image classifiée des
paramètres second moment angulaire et corrélation, on remarque qu’il y a très peu de substratum
rocheux d’identifié. Par contre, on retrouve beaucoup plus de dépôts marins littoraux que sur
l’image précédente. En se référant à la carte qui nous sert de réalité de terrain, on peut noter qu’il
y a en effet des dépôts marins littoraux à plusieurs endroits et, à certains de ces endroits, il y a
seulement des placages de ce type de formation sur le substratum rocheux.
37
Bleu eau Vert : dépôts organiques
Jaune : dépôts marins littoraux
Orange substratum rocheux
Noir pixels non classifiés
Figure 4.2. Résultats de la classification du secteur de la rivière à la Loutre a) moyenne et
second moment angulaire; b) second moment angulaire et corrélation; c) homogénéité et
corrélation; d) entropie et corrélation.
a) b)
c) d)
3$
Le même phénomène est remarquable sur les deux autres images classifiées. Toutefois, on
retrouve des dépôts organiques de façon excessive sur l’image, ce qui ne reflète pas la réalité
(carte de référence). On peut remarquer la même chose sur les deux autres images, soit celle des
paramètres homogénéité et corrélation ainsi que celle des paramètres entropie et corrélation. De
plus, l’image classifiée de la combinaison entropie et corrélation contient beaucoup trop d’eau
que ce qui est représenté sur la carte de référence. Suite à ces observations, l’image classifiée de
la combinaison des paramètres moyenne et second moment angulaire semble la meilleure de
façon globale.
4.2. Résultats des classifications pour le secteur de la rivière au Fusil (zone
de vérification)
Pour la zone de vérification, les combinaisons des paramètres sont bien entendu les mêmes que
pour le secteur d’étude. On retrouve au tableau 4.3 les résultats des diverses combinaisons
utilisées lors du processus de classification, On peut constater que c’est la combinaison des
paramètres entropie et corrélation qui offre le meilleur coefficient Kappa avec 72,1 ainsi qu’une
classification moyenne de 65,8 %. Cependant, il y a peu d’écart entre cette combinaison et celle
des paramètres moyenne et second moment angulaire. En effet, cette dernière offre un coefficient
Kappa de 71,0 mais avec, par contre, une classification moyenne de 73,3 %. ce qui est plus élevé
que pour l’autre combinaison. Les paramètres second moment angulaire et corrélation nous
donnent un coefficient Kappa de 62,4 alors que la classification moyenne est de 67,5 %. Enfin, la
dernière combinaison, homogénéité et corrélation, donne un résultat de 61,5 pour le coefficient
Kappa et de 64,3 % pour la classification moyenne.
Tel que mentionné précédemment, on retrouve deux regroupements dans ces résultats. Le premier
est composé des combinaisons entropie et corrélation ainsi que moyenne et second moment
angulaire. Le second groupe est formé des combinaisons des paramètres second moment
angulaire et corrélation, de même que homogénéité et corrélation. La différence entre les résultats
est assez évident (tableau 4.3).
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Tableau 4.3 Résultats de classification du secteur de la rivière au Fusil par maximum de
vraisemblance utilisant l’image originale et deux paramètres de texture comme néo-canaux.
Coefficient Kappa Classification Classification
(x 100) moyenne (%) totale (%)
Entropie et 72,1 65,8 90,3
corrélation
Moyenne et 71,0 73,3 $3,3
S.M.A.
S.M.A. et 62,4 67,5 75,2
corrélation
Homogénéité et 61,5 64,3 75,6
corrélation
S.M.A. = second moment angulaire
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De la même façon que pour le secteur d’étude, nous avons regroupé. sur le tableau 4.4, les
résultats obtenus pour chacun des différents types de formations lors des classifications.
Contrairement au secteur d’étude, ce sont les paramètres homogénéité et corrélation qui
présentent le meilleur taux de classification pour l’eau, soit 99,5 %. Par contre, il y a peu de
différence entre les résultats obtenus avec les autres paramètres car le taux de classification de ces
derniers varie entre 99,0 % et 99,2 %. Les dépôts organiques ont très bien été identifiés avec la
combinaison second moment angulaire et corrélation qui offre un taux de classification de 97,5
%.
Pour l’identification du substratum rocheux, la combinaison des paramètres second moment
angulaire et corrélation offre le meilleur résultat, soit 61,2 %. Contrairement au résultat obtenu
pour le secteur d’étude, les paramètres moyenne et second moment angulaire donnent le moins
bon taux de classification, soit 39,0 %. Pour les dépôts marins littoraux, on obtient un résultat de
67,8 % avec la combinaison des paramètres moyenne et second moment angulaire. Quant aux
autres combinaisons, les résultats varient entre 12,2 % et 15,4 %, ce qui est faible en comparaison
avec le meilleur résultat. On a placé à l’annexe 4 les matrices de confusion de ces classifications
et à l’annexe 5, les indices de séparabilité de chaque combinaison, calculés selon la distance de
Bhattacharrya.
Les images résultantes des ces différentes classifications sont présentées à la figure 4.3. On peut
remarquer que, malgré les résultats présentés sur le tableau 4.4, c’est l’image des paramètres
moyenne et second moment angulaire qui est la plus représentative de la réalité de terrain. En
comparant l’image classifiée de cette combinaison avec la carte de Dubois et al. (1985) (figure
4.4.), on peut remarquer que les dépôts organiques semblent très bien identifiés. La plate-forme
littorale a été identifiée comme étant des dépôts organiques, ce qui peut être expliqué par le fait
que l’eau est peu profonde à cet endroit et qu’il peut être facile de la confondre avec les
marécages ou les tourbières. Sur cette même image, on ne retrouve que très peu de substratum
rocheux, ce qui est tout à fait normal puisqu’il y a beaucoup plus de dépôts marins littoraux que
de substratum rocheux.
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Tableau 4.4. Résultats de classification du secteur de la rivière au Fusil obtenus pour les
différents types de dépôts à l’aide des différentes combinaisons.
formations I Moyenne et S.M.A. et Homogénéité et Entropie et
combinaisons S.M.A. (%) corrélation (%) corrélation (%) corrélation (%)
Eau 99,2 99,0 99,5 99,2
Dépôts organiques $7,3 97,5 93,2 93,0
(6a)
Substratum 39,0 61,2 50,2 55,8
rocheux t_R)
Dépôts marins 67,8 12,2 14,4 15,4
littoraux_t3c)
S.M.A. second moment angulaire
42
Bleu: eau Vert: dépôts organiques
Jaune : dépôts marins littoraux
Orange: substratum rocheux
Noir : pixels non classifiés
Figure 4.3 Résultats de la classification du secteur de la rivière au Fusil : a) moyenne et second
moment angulaire; b) second moment angulaire et corrélation; c) homogénéité et corrélation;
d) entropie et corrélation.
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Figure 4.4. Carte des formations meubles de la zone de vérification
(secteur de la rivière au Fusil) de Dubois et al. (1985).
3 km
LÉGENDE
1 B Dépôts glaciaires
3C Dépôts marins littoraux
4 Dépôts fluviaux
6A Dépôts organiques de tourbière
6C Dépôts organiques de marne
R Substratum rocheux
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Si l’on compare l’image classifiée de la combinaison second moment angulaire et corrélation à la
carte de référence (Dubois et al., 1985), on peut noter qu’il y a beaucoup trop de substratum
rocheux d’identifié. En effet, nous devrions retrouver beaucoup plus de dépôts marins littoraux
que dans ce cas-ci. Pour ce qui est des dépôts organiques, ils sont pour la plupart bien identifiés
mais on les retrouve de façon exagérée sur presque toute l’image. Comme pour l’image
précédente, la plate-forme littorale, a été classée dans les dépôts organiques.
On peut noter, de façon qualitative, qu’ il y a très peu de différence entre les images représentant
les combinaisons homogénéité et corrélation ainsi que entropie et corrélation. Celles-ci
ressemblent à l’image de la combinaison second moment angulaire et corrélation. De façon
globale et qualitative, l’image classifiée représentant la combinaison des paramètres moyenne et
second moment angulaire semble le plus refléter la réalité. Le choix des paramètres de texture est
donc le même pour le secteur d’étude (rivière à la Loutre) que pour celui de vérification (rivière
au fusil).
4.3. Résultats de la classification avec l’image en mode f2 : secteur de la
rivière à la Loutre
Compte tenu du fait que nous avions eu, en cours de projet, une image de RSO en mode f2, nous
avons donc, de façon informelle, réalisé une classification par maximum de vraisemblance.
Cependant, nous avons seulement utilisé les paramètres de texture moyenne et second moment
angulaire puisque cette combinaison se présentait comme étant la meilleure. Nous avons donc
refait le même processus que dans les deux sections précédentes. Toutefois, il est à mentionner
que le temps de calcul est plus long sur cette image que sur celle en mode f4, utilisée tout au long
du projet. Nous avons voulu faire le calcul des paramètres de texture avec une fenêtre de 9 x 9,
c’est-à-dire celle choisie pour le mode f4, tout en calculant le coefficient de variation d’un
paramètre donné pour cette nouvelle image. Cependant, la fenêtre optimale pour cette image est
de 13 x 13. Sur le tableau 4.5, on présente les résultat de la classification, utilisant les paramètres
moyenne et second moment angulaire comme néo-canaux, avec une fenêtre de 9 x 9 et celle de 13
x 13.
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Tableau 4.5 Résultats de classification du secteur de la rivière à la Loutre par maximum de
vraisemblance utilisant l’image originale (mode F2) et deux paramètres de texture comme
néo-canaux (moyenne et second moment angulaire).
Coefficient Kappa Classification Classification
(x 100) moyenne (%) totale (%)
Fenêtre 9 x 9 44,3 69,2 59,5
Fenêtre 13 x 13 55,3 73,9 67,3
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On peut facilement remarquer une différence entre les résultats des deux classifications. En effet,
on obtient un meilleur résultat avec la classification réalisée à partir de la fenêtre de 13 x 13 qu’à
partir de celle de 9 x 9. Le coefficient Kappa de la fenêtre 13 x 13 est 55,3 avec une classification
moyenne de 73,9 % alors que pour la fenêtre 9 x 9, le coefficient Kappa est 44,3 et la
classification moyenne est 69,2 %. Tel que mentionné précédemment, si la taille de la fenêtre est
trop petite, il n’y aura pas assez d’information spatiale extraite pour caractériser un type de
formations meubles. Aux annexes 4 et 5, on présente respectivement les matrices de confusion et
les indices de séparabilité des ces deux classifications.
Les images résultantes de ces deux classifications sont présentées à la figure 4.5. En comparant
les deux images à la carte de référence (Dubois et al., 1985), on observe que l’image de la fenêtre
9 x 9 contient beaucoup trop de pixels qui ont été classés dans les catégories du substratum
rocheux et des dépôts organiques. En effet, on retrouve des dépôts organiques un peu partout sur
l’image alors que ce n’est pas le cas sur la carte de référence. L’image de la fenêtre 13 x 13
semble être la meilleure des deux. De plus, en se référant aux indices de séparabilité, on remarque
que ces derniers sont plus élevés pour l’image avec la fenêtre 13 x 13 que pour l’autre image.
Cela explique les différences entre ces deux images.
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Bleu: eau Vert : dépôts organiques
Jaune : dépôts marins littoraux
Orange: substratum rocheux
Noir: pixels non classifiés
Figure 4.5. Résultats de la classification du secteur de la rivière à la Loutre (mode F2):
a) fenêtre 9 x 9; b) fenêtre 13 x 13.
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5. Discussion des résultats
La comparaison entre les quatre images classifiées du secteur de la rivière à la Loutre montre que
la combinaison des paramètres moyenne et second moment angulaire présente la plus forte
précision de classification. En effet, cette combinaison offre une meilleure distinction entre les
formations meubles. Il y a peu de différence entre cette dernière combinaison et celle des
paramètres homogénéité et corrélation. L’augmentation de la classification totale est de 1 %, ce
qui est peu significatif. Par contre, entre la meilleure classification et la moins bonne. on observe
une amélioration de 8,4 %. C’est pourquoi la combinaison des paramètres moyenne et second
moment angulaire a été considérée comme étant la combinaison la plus performante parmi les
quatre.
En comparant les indices de séparabilité (annexe 5) des différentes images, on note que les
images moyenne et second moment angulaire ainsi que homogénéité et corrélation ont toutes les
deux le meilleur indice de séparabilité entre les dépôts marins littoraux et le substratum rocheux.
Par contre, cet indice est relativement faible sachant que l’indice de séparabilité doit se
rapprocher de 2,0.
On pourrait expliquer le peu de séparabilité entre ces deux types de formations, par le fait que les
dépôts organiques sont très peu épais et que c’est plutôt le substratum rocheux qui ressort le
mieux dans la classification. Puisque la séparabilité entre ces deux types de formations soit faible,
nous aurions pu enlever une classe ou bien la combiner avec l’autre. Cependant, nous avons
décidé de garder toutes les signatures des formations et ce malgré un indice de séparabilité
pauvre. Même si la séparabilité moyenne (1,54) de la combinaison des paramètres moyenne et
second moment angulaire est faible, cette image résultante exprime le mieux la réalité de terrain.
Les autres images ont une séparabilité moyenne (entre 1,67 et 1,70) un peu plus élevée que cette
dernière mais les images classifiées ne reflètent pas la réalité de terrain.
Il est à noter que le chatoiement n’a pas été corrigé sur l’image originale. En effet, filtrer l’image
afin de d’éliminer les effets du chatoiement peut affecter le degré d’information texturale présent
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dans l’image (Schistad and Jain, 1992; Schistad and Wahl, 1990). Nous avons donc seulement
appliqué un filtre post-classification, ce qui fait que le chatoiement peut avoir affecté les résultats
obtenus lors de la classification. Nous avons toutefois maintenu notre décision à ce sujet.
Compte tenu du fait qu’il y a pas d’études portant sur la cartographie des formations meubles à
l’aide de l’image radar, il est difficile de comparer nos résultats obtenus avec d’autres études.
Cependant, en comparant nos résultats avec la carte de référence (Dubois et al., 1985), on peut
affirmer que ce type de combinaison offre un bon taux de réussite puisque l’on peut noter une
similitude entre cette dernière et les images classifiées. Une étude réalisée par Wang et Nithack
(1993), portant sur l’analyse des dépôts glaciaires à l’aide d’une image RSO de ERS-1, abonde
dans le même sens que nous; il est impossible de distinguer toutes les formations en utilisant
seulement un paramètre de texture.
Nous sommes donc en mesure, à l’aide de l’image radar, de cartographier les formations meubles,
qui est la première et la plus importante étape de la cartographie des districts écologiques.
Toutefois, il reste à identifier d’autres composantes du milieu qui permettent de délimiter le
district écologique: le relief, l’épaisseur des formations meubles, la nature du substratum rocheux
ainsi que l’hydrographie. Il serait bon de considérer la possibilité de combiner des images
multibandes avec l’image radar afin de mieux identifier les autres composantes de ce type de
cartographie.
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6. Conclusion
D’après les résultats obtenus tout au long du projet, il nous est permis de tirer quelques
conclusions. Le coefficient de variation représente un outil approprié lors du choix de la fenêtre
optimale pour le calcul des paramètres de texture. De plus, l’évaluation des divers paramètres de
texture montre que la meilleure combinaison pour l’identification des formations meubles est
moyenne et second moment angulaire. L’image originale, prise seule, ne permet pas d’atteindre
un taux de classification exacte aussi élevé que celui obtenu lors de la classification des
différentes combinaisons.
Le taux de séparabilité pour chacune des combinaisons indique que le taux de discrimination
entre certains types de formations pourrait être amélioré avec, peut-être, l’intégration d’autres
types d’informations coninie, un modèle numérique d’altitude ou un système d’information
géographique.
Les résultats obtenus lors de la classification, nous permettent d’affirmer que l’utilisation, comme
néo-canaux, des images issues des paramètres de texture, présente un potentiel pour l’application
de l’image radar dans ce type de cartographie. De plus, les différents types de formations ont tous
été identifiés avec un bon taux de réussite.
De par la qualité des résultats obtenus, cette recherche constitue une tentative pertinente de la
résolution du problème d’identification des formations meubles, étape majeure dans la
cartographie des districts écologiques. Ainsi, les objectifs proposés à la section 1.4. sont
considérés comme atteints de même que les hypothèses ont été validées.
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Annexe 1: Loi de Bayes
Dans la réalité, la signature d’une classe d’objets n’est pas unique, mais composée d’un nombre
de signatures plus ou moins fréquentes. Les lois probabilistes peuvent être utilisées afin de traiter
ces signatures. En utilisant des règles de décision où les risques d’erreur seront minimisés par
calcul des probabilités, on peut donc effectuer une segmentation de l’espace spectral. Le critère
général défini par Bayes permet d’optimiser la probabilité de succès dans la segmentation de
l’espace spectral si (Bonn et Rochon, 1992)
• P(W1) est la probabilité d’occurrence de la classe I;
• P(XIW) est la probabilité conditionnelle du vecteur X, compte tenu que la
classe W. soit retenue a priori;
• P(WIX) est la probabilité conditionnelle de la classe W., compte tenu du fait
que le vecteur X soit retenu a priori. Cette probabilité est aussi appelé la
vraisemblance;
• P(X) est la probabilité que le vecteur X survienne.
Donc:
P (X / W.)
P(W / X)
= P (X)’ (A.l)
Notons au passage que (Richards, 1986):
P(X)
=
P(X/)P(W1) (A.2)
Les énoncés émis précédemment constituent le théorème de Bayes ou la règle de Bayes-Laplace.
On peut donc prévoir qu’un pixel sera associé à la classe j si, et seulement si, pour tous les j
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P(W1IX) ) P(W/X) (A.3)
Ceci est la règle du maximum de vraisemblance. En utilisant l’équation (A.l), la règle de décision
(équation (A.3)) peut s’écrire de la façon suivante:
P (X / W) P (W) ) P(X / W) P (W) (A.4)
Une des raisons de la puissance des fonctions bayesienne est qu’aucune hypothèse n’a été émise,
jusqu’à maintenant, sur la façon de calculer ces différentes probabilités. Cependant, afin de
calculer les probabilités de l’équation (A.3), on doit définir un mode de distribution des valeurs
de X pour une classe donnée.
Dans le traitement des données de télédétection, on suppose (Bonn et Rochon, 1992):
1) que cette distribution est gaussienne;
2) que toutes les classes sont également probables (P(W) est constante).
L’équation (A.1) s’écrira donc
P(X/W1) ) P(X/W) (A.5)
En connaissant la moyenne et l’écart-type de chacune des classes, on peut calculer la probabilité
conditionnelle P (X!W) pour N paramètres (canaux) par (Richards, 1986):
P (X!W)
= (2K)i
exp [_ (X-p )‘ (X-p )] (A.6)
où t est la moyenne; est la matrice de covariance pour les données d’entraînement dans la
classe i. I est le déterminant de la matrice Z et N est le nombre de variables dans le vecteur X
(nombre de canaux).
60
Annexe 2: Taux de classification exacte par maximum de vraisemblance
utilisant l’image originale et deux paramètres de texture comme
néo-canaux.
n
A) Secteur de la rivière à la Loutre (mode F4)
Tableau 1 Moyenne et second moment angulaire.
Classification moyenne 75,48
Classification totale = 69,52
Coefficient Kappa ( x 100 ) = 57,2
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) llttoraux (3c) (%)
Eau 98,9 1,1 0,0 0,0
Dépôts organiques 0,1 90,4 4,4 3,0
(6a)
Substratum 0,0 3,4 59,3 35,7
rocheux (_R)
Dépôts marins 0,0 6,6 38,0 53,4
littoraux_(3c)
Non classifiés 0,0 2,0 1,6 2,0
n.
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Tableau 2 Second moment angulaire et corrélation.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux t R) (%) littoraux (3c) (%)
Eau 100,0 0,0 0,0 0,0
Dépôts organiques 2,0 96,8 0,5 0,1
(6a)
Substratum 0,0 42,0 26,7 31,1
rocheux (_R)
Dépôts marins 0,0 27,3 25,1 45,6
littoraux_(3c)
Non classifiés 0,0 0,5 0,3 2,1
Classification moyenne 67,27
Classification totale = 60,0$
Coefficient Kappa ( x 100 ) = 43,02
Tableau 3 Homogénéité et corrélation.
Formations Eau (%) Dépôts organiques Substratum Dépôts marîns
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 99,0 1,0 0,0 0,0
Dépôts organiques 1,4 98,0 0,4 0,1
(6a)
Substratum 0,0 45,5 27,0 27,0
rocheux_(_R)
Dépôts marins 0,0 22,4 17,0 60,0
littoraux_(3c)
Non classifiés 0,0 0,0 0,5 0,6
Classification moyenne 71,02
Classification totale = 68,5$
Coefficient Kappa ( x 100 ) 54,63
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Tableau 4: Entropie et corrélation.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R ) (%) littoraux (3c) (%)
Eau 99,5 0,5 0,0 0,0
Dépôts organiques 7,4 91,0 0,6 0,4
(6a)
Substratum 0,0 40,5 30,5 2$,7
rocheux (_R)
Dépôts marins 0,0 27,9 28,7 42,1
littoraux_(3c)
Non classifiés 0,0 0,6 0,3 1,3
Classification moyenne = 65,77
Classification totale = 61,0
Coefficient Kappa ( x 100 ) = 45,0
B) Zone de vérification : secteur de la rivière au Fusil (mode F4)
Tableau 5 : Moyenne et second moment angulaire.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 99,2 0,0 0,0 0,0
Dépôts organiques 0,0 87,3 4,3 6,5
(6a)
Substratum 0,0 3,2 39,0 56,0
rocheux (_R)
Dépôts marins 0,0 7,4 24,2 67,8
littoraux_(3c)
Non classifiés 0,8 1,9 1,8 0,7
Classification moyenne = 73,31
Classification totale $3,27
Coefficient Kappa ( x 100 ) = 70,97
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Tableau 6 s Second moment angulaire et corrélation.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 99,0 0,9 0,0 0,0
Dépôts organiques 1,9 97,5 0,0 0,3
(6a)
Substratum 0,0 24,0 61,2 14,2
rocheux_(_R)
Dépôts marins 0,0 51,8 35,4 12,2
littoraux_(3c)
Non classifiés 0,0 0,3 0,6 0,6
Classification moyenne 67,46
Classification totale = 75,20
Coefficient Kappa ( x 100 ) = 62,39
Tableau 7 s Homogénéité et corrélation.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 99,5 0,5 0,0 0,0
Dépôts organiques 5,1 93,2 0,3 0,8
(6a)
Substratum 0,0 33,0 50,2 15,8
rocheux_(_R)
Dépôts marins 0,0 39,6 45,2 14,4
littoraux_(3c)
Non classifiés 0,0 0,6 1,0 0,8
Classification moyenne = 64,32
Classification totale = 75,64
Coefficient Kappa ( x 100 ) = 61,52
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Tableau $ : Entropie et corrélation.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 99,2 0,8 0,0 0,0
Dépôts organiques 5,7 93,0 0,5 0,5
(6a)
Substratum 0,0 23,6 55,8 20,2
rocheux (_R)
Dépôts marins 0,0 33,5 50,9 15,4
littoraux_(3c)
Non classifiés 0,0 0,5 0,4 0,2
Classification moyenne = 65,24
Classification totale 90,2$
Coefficient Kappa ( x 100) 72,13
C) Secteur de la rivière à la Loutre (mode F2) : moyenne et second moment
angulaire.
Tableau 9: fenêtre 9 x 9.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 98,8 0,0 0,0 0,0
Dépôts organiques 12,6 79,5 0,3 5,9
(6a)
Substratum 0,0 1,0 69,9 27,6
rocheux_(_R)
Dépôts marins 0,0 7,1 61,4 28,7
littoraux_(3c)
Non classifiés 1,2 1,7 1,5 2,8
Classification moyenne = 69,22
Classification totale = 59,42
Coefficient Kappa ( x 100 ) 44,29
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Tableau 10 Fenêtre 13 x 13.
Formations Eau (%) Dépôts organiques Substratum Dépôts marins
(6a) (%) rocheux ( R) (%) littoraux (3c) (%)
Eau 99,1 0,9 0,0 0,0
Dépôts organiques 17,7 76,5 0,0 3,6
(6a)
Substratum 0,0 0,0 68,7 30,4
rocheux(R)
Dépôts marins 0,0 1,1 45,8 51,4
littoraux_(3c)
Non classifiés 0,0 2,2 0,9 1,7
Classification moyenne = 73,92
Classification totale = 67,2$
Coefficient Kappa ( x 100 ) = 55,3
‘I’.’
I
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Annexe 3: Images de texture utilisées comme néo-canaux dans le processus
de classification de la zone d’étude (rivière à la Loutre).
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Annexe 4: Matrices de confusion des différentes combinaisons utilisées lors
du processus de classification.
A) Secteur de la rivière à la Loutre
Tableau 1 : Moyenne et second moment angulaire.
Eau Dépôts Substratum Dépôts marins TOTAL
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 17 1 1 20 48
Eau 182 2 0 0 184
Dépôts 1 752 37 25 $15
organiques (6a)
Substratum 0 23 400 241 664
rocheux (R)
Dépôts marins 0 65 372 523 960
littoraux_(3c)
TOTAL 183 $59 820 809 2671
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Tableau 2 Second moment angulaire et corrélation.
Eau Dépôts Substratum Dépôts marins TOTAL
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 4 2 16 22
Eau 13$ O O O 13$
Dépôts 15 730 4 1 750
organiques (6a)
Substratum 0 277 176 205 65$
rocheux (R)
Dépôts marins 0 210 193 351 754
littoraux_(3c)
TOTAL 153 1221 375 573 2322
Tableau 3 : Homogénéité et corrélation.
Eau Dépôts Substratum Dépôts marins TOTAL
_______________
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 0 2 7 9
Eau 205 2 0 0 207
Dépôts 10 699 3 1 713
organiques (6a)
Substratum 0 195 116 116 427
rocheux (R)
Dépôts marins 0 247 1$7 661 1095
littoraux_(3c)
TOTAL 215 1143 30$ 785 2451
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Tableau 4 : Entropie et corrélation.
Eau Dépôts Substratum Dépôts marins TOTAL
_______________
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 5 2 9 16
Eau 209 1 0 0 210
Dépôts 60 737 5 3 $05
organiques (6a)
Substratum O 25$ 194 183 635
rocheux_(R)
Dépôts marins 0 191 196 2$$ 675
littoraux_(3c)
TOTAL 269 1192 397 483 2341
B) Zone de vérification : secteur de la rivière au Fusil
Tableau 5 Moyenne et second moment angulaire.
Eau Dépôts Substratum Dépôts marins TOTAL
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 29 $ 19 6 62
Eau 3592 0 0 0 3592
Dépôts 0 365 18 27 410
organiques (6a)
Substratum 0 34 409 58$ 1031
rocheux_(R)
Dépôts marins 0 61 200 561 822
littoraux_(3c)
TOTAL 3621 46$ 646 1182 5917
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Tableau 6: Second moment angulaire et corrélation.
Eau Dépôts Substratum Dépôts marins TOTAL
_______________
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 1 9 5 15
Eau 2724 26 0 0 2750
Dépôts 6 312 0 1 319
organiques (6a)
Substratum 0 374 955 222 1551
rocheux_(R)
Dépôts marins 0 417 285 98 800
littoraux_(3c)
TOTAL 2730 1130 1249 326 5435
Tableau 7 : Homogénéité et corrélation.
Eau Dépôts Substratum Dépôts marins TOTAL
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 4 19 9 32
Eau 437$ 22 0 0 4400
Dépôts 33 599 2 5 639
organiques (6a)
Substratum 0 621 945 297 1863
rocheux_(R)
Dépôts marins 0 443 505 161 1109
littoraux_(3c)
TOTAL 4411 1689 1471 472 8043
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Tableau $ : Entropie et corrélation.
Eau Dépôts Substratum Dépôts marins TOTAL
________________
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 2 4 1 7
Eau 7112 57 0 0 7169
Dépôts 25 409 2 2 438
organiques (6a)
Substratum 0 211 498 180 889
rocheux (R)
Dépôts marins 0 154 234 71 459
littoraux_(3c)
TOTAL 7137 833 738 254 8962
C) Secteur de la rivière à la Loutre (mode F2): moyenne et second moment
angulaire
Tableau 9 Fenêtre 9 x9.
Eau Dépôts Substratum Dépôts marins TOTAL
organiques (6a) rocheux (R) littoraux (3c)
Non classïfiés 7 76 40 127 250
Eau 578 0 0 0 57$
Dépôts 564 3556 13 264 4397
organiques (6a)
Substratum 0 27 1879 742 2648
rocheux (R)
Dépôts marins 0 324 2800 1309 4433
littoraux_(3c)
TOTAL 1149 3983 4732 2442 12306
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Tableau 10 : Fenêtre 13 x 13.
Eau Dépôts Substratum Dépôts marins TOTAL
organiques (6a) rocheux (R) littoraux (3c)
Non classifiés 0 83 1$ 66 167
Eau 758 7 0 0 765
Dépôts 66$ 2889 0 136 3693
organiques (6a)
Substratum O 0 1384 613 1997
rocheux (R)
Dépôts marins 0 43 178$ 2007 383$
littoraux_(3c)
TOTAL 1426 3022 3190 2822 10460
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Annexe 5 : Indices de séparabilité, calculés en fonction de la distance de
Bhattacharrya, des combinaisons utilisées lors du processus de
classification.
Soit P ( x!W1) et P ( x!W, ) les densités de probabilité des classes 1 et 2 pour l’élément x. La
distance de Bhaftacharrya entre ces deux classes est donnée par:
• B = f[ (xIWi) - p (x/W2)] 2 dx
qui peut aussi être écrite sous la forme:
• B = 2(1
-p)
où
•
= çgp(xiw1)(xiw2) dx
Si P( x!W1 ), i = 1,2, sont des densité gaussiennes alors
• p = e et B = 2 (i - ej
où
T + 2 - 1 4 (1 +
• a = —(u1 - u,) (u - u ) + — In8
- 2 2
où u est le vecteur des moyennes pour la classe i (dimension = n x 1 avec n = nombre de canaux);
est la matrice de covariance de la classe j (dimension n x n) et I le déterminant de
Puisque O e 1 alors B (distance Bhattacharrya) varie entre O et 2 correspondant au maximum
de séparabilité entre les classes (Anys. 1995).
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A) Secteur de la rivière à la Loutre
Tableau 1 : Moyenne et second moment angulaire.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99997
Substratum rocheux 2,00000 1,53367
Dépôts marins littoraux 2,00000 1,55025 0,14203
Tableau 2: Second moment angulaire et corrélation.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99707
Substratum rocheux 2,00000 1,99422
Dépôts marins littoraux 2,00000 1,995 15 0,05063
Tableau 3 : Homogénéité et corrélation.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,997 12
Substratum rocheux 2,00000 1,99262
Dépôts marins littoraux 2,00000 1,99528 0,20028
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Tableau 4 Entropie et corrélation.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99596
Substratum rocheux 2,00000 1,99474
Dépôts marins littoraux 2,00000 1,99557 0,04216
B) Zone de vérification : secteur de la rivière au Fusil
Tableau 5 : Moyenne et second moment angulaire.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 2,00000
Substratum rocheux 2,00000 1,27742
Dépôts marins littoraux 2,00000 1,3 1706 0,08096
Tableau 6 Second moment angulaire et corrélation.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,998 10
Substratum rocheux 2,00000 1,99635
Dépôts marins littoraux 2,00000 1,9945 1 0,10467
7$
Tableau 7 : Homogénéité et corrélation.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99998
Substratum rocheux 2,00000 1,99653
Dépôts marins littoraux 2,00000 1,66547 0,11548
Tableau $ : Entropie et corrélation.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99585
Substratum rocheux 2,00000 1,99645
Dépôts marins littoraux 2,00000 1,99597 0,14203
C) Secteur de la rivière à la Loutre (mode F2): moyenne et second moment
angulaire
Tableau 9 Fenêtre 9 x 9.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99832
Substratum rocheux 1,99996 1,73747
Dépôts marins littoraux 1,9999 1 1,56561 0,05530
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Tableau i $ Fenêtre 13 x 13.
Eau Dépôts organiques Substratum rocheux
Dépôts organiques 1,99741
Substratum rocheux 2,00000 1,98590
Dépôts marins littoraux 1,99996 1,90956 0,10430
r
