An analysis on the use of autoencoders for representation learning:
  fundamentals, learning task case studies, explainability and challenges by Charte, David et al.
An analysis on the use of autoencoders for representation learning:
Fundamentals, learning task case studies, explainability and challengesI
David Chartea,∗, Francisco Charteb, Mar´ıa J. del Jesusb, Francisco Herreraa
aDepartment of Computer Science and A.I., University of Granada, 18071 Granada, Spain
bDepartment of Computer Science, University of Jae´n, 23071 Jae´n, Spain
Abstract
In many machine learning tasks, learning a good representation of the data can be the key to building a well-performant
solution. This is because most learning algorithms operate with the features in order to find models for the data. For
instance, classification performance can improve if the data is mapped to a space where classes are easily separated,
and regression can be facilitated by finding a manifold of data in the feature space. As a general rule, features are
transformed by means of statistical methods such as principal component analysis, or manifold learning techniques such
as Isomap or locally linear embedding. From a plethora of representation learning methods, one of the most versatile
tools is the autoencoder. In this paper we aim to demonstrate how to influence its learned representations to achieve
the desired learning behavior. To this end, we present a series of learning tasks: data embedding for visualization,
image denoising, semantic hashing, detection of abnormal behaviors and instance generation. We model them from the
representation learning perspective, following the state of the art methodologies in each field. A solution is proposed for
each task employing autoencoders as the only learning method. The theoretical developments are put into practice using
a selection of datasets for the different problems and implementing each solution, followed by a discussion of the results
in each case study and a brief explanation of other six learning applications. We also explore the current challenges and
approaches to explainability in the context of autoencoders. All of this helps conclude that, thanks to alterations in
their structure as well as their objective function, autoencoders may be the core of a possible solution to many problems
which can be modeled as a transformation of the feature space.
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1. Introduction
Creating new representations of data is a fundamen-
tal task in most machine learning tasks. First off, certain
types of problems that require a classifier or a regressor
will certainly benefit from transformations of the features
which facilitate their work [1]. In addition to this, there
exists a variety of problems whose solution relies strongly
on finding an appropriate representation of the data. Al-
though the use of representation learning techniques is
mainly used as a complement to other learners in the for-
mer case, in the latter one these methods become the fo-
cus. This work highlights some of these situations, with
specific applications that can be modeled as representation
learning problems.
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The features that are used as input conform one of the
most important factors when building machine learning
models. When the training set contains intact data from
its collection or measurements, it may not be ready for
treatment yet. Instead, it is common for data to be ex-
pressed with redundant or uninformative variables and for
it to include some level of noise. These and other obstacles
presented by the data [2] are the reason why most of the
manual work of building machine learning models is spent
in the preprocessing stage [3].
The success of a classifier, a regressor or other mod-
els will greatly depend on the quality of the features it
can learn from. For instance, decision trees, regardless of
whether the task is classification or regression, attempt
to find the most informative variables to branch at each
step [4]; support vector machines calculate the hyperplane
that best separates classes in a feature space originating
from specific transformations of the original one [4], and
k-means clustering computes distances among pairs of in-
stances and thus depends strongly on the input domain [5].
As a result, it is of vital importance that the features pro-
vided to these learners are useful and as independent as
possible.
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However, finding alternative representations for data
is not only a medium to build classification and regression
models, but it may be an end in itself in many applications.
For example, finding compact binary codes that represent
text documents [6], compressing signals to a lower res-
olution without losing information [7], transforming the
problem domain to a different one [8], or producing fil-
tered versions of images with less distortions [9].
Learning representations usually consists in feature en-
gineering [1] or feature extraction [10], depending on whether
new features are computed manually by human interven-
tion (either by selection [11] or simple arithmetic opera-
tions) or they are generated, evaluated and selected by the
machine. Feature engineering leverages expert knowledge
and human creativity in order to select features and op-
erate with them in a way that results in a new feature
set which seems appropriate for predictors to work with.
Nowadays there exist many automatic approaches to fea-
ture learning, which relieve users from the tedious task of
engineering new features [12]. These methods range from
probabilistic to topological and from shallow to deep: prin-
cipal component analysis [13], Isomap [14], locally linear
embedding [15] and Laplacian eigenmaps [16], among oth-
ers.
With the introduction of deep neural networks, the rep-
resentation learning stage became integrated within the
predictors themselves [17]. These techniques iteratively
optimize the classification performance by modifying the
weights in several layers of individual neurons which com-
pute a hierarchy of abstractions over the original data. For
this purpose, the backpropagation algorithm [18] allows to
efficiently accumulate gradients along the network, so that
an optimizer such as Stochastic Gradient Descent [19] or
one of its derivatives [20–23] may compute each weight up-
date. Since neural networks can be structured as needed
for each kind of problem, they are able to function as stan-
dalone feature learners as well. This is the case of autoen-
coders (AEs) [24], neural architectures whose objective is
to find the best representation for the data according to
the criterium defined by their loss function.
The objective of this paper is to analyze how AEs can
serve as the main basis for solving a wide variety of learn-
ing tasks and demonstrate this with concrete applications
and experimental results. Throughout the paper, we ex-
amine several case studies that expose the adaptability of
AEs to these problems.
• First, an example of data embedding onto a very low
dimensional space for visualization and exploratory
analysis.
• Then, a case where noisy signals are to be repaired
by the model.
• Later, a different example where very high dimen-
sional sparse data, such as text documents, is to be
compressed onto compact binary codes in a semantic
way.
• Additionally, we study anomaly detection, the sit-
uation where abnormal patterns are to be detected
in sequences but no anomalies are available to learn
from.
• As a last case study, we propose the generation of
new instances which do not belong to the training
set.
Other applications are also briefly discussed: image su-
perresolution, image compression, transfer learning, hu-
man pose recovery and recommender systems.
As a starting point, we provide the reader with the
necessary background knowledge about the field of rep-
resentation learning, as well as a summary of the main
features of AEs that make them a good candidate model
to solve the different problems later approached. The so-
lutions to these tasks using AEs as the only automatic
learner highlight their potential and flexibility as feature
extraction techniques.
Following the current increase in search for developing
explainable models [25], the main approaches for obtain-
ing interpretable predictions are summarized, finding that
quality features can be the key to explainable solutions.
AE models which can build helpful features are also high-
lighted.
The rest of this paper is structured as follows. Section 2
describes the background of the problems and techniques
above introduced. Section 3 details the inner workings
of AEs. Section 4 further develops on several case studies
where AEs resolve feature learning tasks and outlines other
existing learning applications, and Section 5 describes the
current state of the art in explainable AI and how AEs are
involved. Lastly, Section 6 concludes the text.
2. Background: feature learning and deep repre-
sentation learning
This section explains some well-known methods that
can extract features from data. Afterwards, it introduces
deep learning techniques.
2.1. Classical feature learning methods
Traditionally, feature extraction methods have been
developed with linear as well as nonlinear transformations
of the variables [10]. They can be considered nonconvex
or convex, according to whether the objective function
presents local optima or not, respectively [26]. Many of
these techniques perform unsupervised learning, but oth-
ers are supervised [27–29] or even semi-supervised [30].
Next, a summary of typical feature learning methods is
provided.
Linear methods. The most common linear feature extrac-
tion methods are the following. Principal component anal-
ysis (PCA) consists in extracting successive variables or
principal components with maximum variance while being
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uncorrelated with the previous components. It is a statisti-
cal technique developed geometrically by Pearson [31] and
algebraically by Hotelling [32], but an analytical deriva-
tion can be found in [13]. Factor analysis [33] is a similar
procedure to PCA which considers a set of latent variables
or factors that are not observed but are linearly combined
to produce the final variables. Linear discriminant analy-
sis [27] is a supervised statistical technique which attempts
to find linear combinations of features to project samples
onto new coordinates that best discriminate classes, albeit
making some assumptions about the distribution of the
data.
Nonlinear methods. Some well known nonlinear approaches
to feature extraction are kernel PCA, restricted Boltz-
mann machines and manifold learning methods. Kernel
PCA [34] extends PCA to nonlinear combinations of fea-
tures by projecting samples onto higher-dimensional spaces
and using the kernel trick [35]. Restricted Boltzmann ma-
chines are undirected graphical probabilistic models, also
known as harmoniums [36], with one visible layer and one
hidden layer that acts as the set of extracted features.
They can be trained using the contrastive divergence al-
gorithm [37]. Many nonlinear feature learning methods
attempt to find coordinates for a lower dimensional struc-
ture embedded in the original features, namely, a mani-
fold. Multidimensional scaling (MDS) is one of the first
techniques that can be considered manifold learning, as
its objective is projecting samples in a low-dimensional
space while translating as much information of pairwise
distances as possible. There are several variants of MDS,
one of them is Sammon mapping [38], which improves on
MDS by using a different cost function which stresses large
distances similarly to small ones. Isomap [14] is a more re-
cent extension of MDS which looks for the coordinates that
describe the actual degrees of freedom of the data while
preserving distances among neighbors and geodesic dis-
tances (the length of the shortest path that connects two
points in the manifold). Locally Linear Embedding [15]
also seeks a manifold which preserves neighbors but, in or-
der to maintain the local structure, it linearly reconstructs
each point from its neighbors. Laplacian eigenmaps [16] is
a procedure that builds a graph based on the neighborhood
structure of the data, and from it a weight matrix whose
eigenvectors can be used to compute new coordinates for
each point.
2.2. Deep representation learning
Deep learning architectures are hierarchies of abstrac-
tions of the input feature space and, as such, they compute
several transformations of the features before reaching a
response. In some cases, these can be seen as learned
representations, since they must be able to capture the
relevant information from each instance in order to out-
put an accurate result. This effect can be observed espe-
cially in convolutional neural network classifiers, which are
usually split into a feature extraction component formed
by convolutional layers and a decision module composed
by fully connected layers [39]. Apart from neural net-
works with other objectives such as supervised classifica-
tion or regression, there have been different approaches
to shallow as well as deep neural structures for unsuper-
vised feature learning [40], such as self-organizing Kohonen
maps [41, 42], predictability minimization [43], restricted
Boltzmann machines [44], deep belief networks [45–47] and
AEs [48, 49]. There have been many instances of these
unsupervised techniques being used to either pre-train or
provide feature transformations for supervised models [50].
AEs are probably the most versatile unsupervised neu-
ral network models. They essentially combine some kind
of bottleneck or restriction in the learned data represen-
tations with the objective of reconstructing and repairing
the original input from that representation [24]. There are
several ways to impose restrictions that produce interest-
ing representations, and the reconstruction objective will
cause the network to retain all invariant feature informa-
tion along its weights, so that the representation or en-
coding holds mainly instance-specific traits. For example,
undercomplete AEs project inputs into lower-dimensional
encodings, sparse AEs obtain representations with very
few activated neurons, and denoising AEs attempt to re-
pair partially corrupted data.
Their versatility is demonstrated by the amount of ap-
plications AEs have and their diversity. Across the rest
of this work, we focus on certain applications of represen-
tation learning that are solved with AEs and we analyze
how each model is built and trained.
3. Autoencoder fundamentals
AEs are neural network structures designed with the
purpose of learning new features. Throughout the follow-
ing subsections, their main characteristics and differenti-
ating aspects are outlined, and some ways to influence the
encoded variables are discussed.
3.1. Origin and essentials of autoencoders
AEs were originally conceieved as a way of initializing
neural networks [51] and continued fulfilling that purpose
for some time, serving as a starting point for training of
deep networks as well [52]. Over the last years, other ap-
plications for AEs have been emerging and at the same
time other approaches to neural network training and reg-
ularization have succeeded over AEs [53, 54]. As a conse-
quence, the common uses for AEs have shifted from help-
ing train other neural networks to other applications of
their own.
In general, the training process required to learn an
AE can be unsupervised, that is, it does not need labels or
class information in order to generate a model for the data.
Instead, it extracts useful information from each instance
by feeding its feature vector through some transformations
which impose a bottleneck or restriction on the possible
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representations it can compute. Then, the representation
is mapped to the original feature space through a similar
set of transformations, and the AE is evaluated according
to the fidelity of the reconstruction. This feedback allows
to modify the parameters iteratively until convergence is
reached.
AEs take the form of a neural network with at least one
hidden layer and two components, an encoder and a de-
coder, which are connected by the coding layer [24]. These
components are usually symmetric in layer shapes to each
other, especially if they are implemented as fully connected
neural networks. In certain occasions, even the weights of
each layer in the decoder are tied to the corresponding
layer in the encoder. In general terms, however, it suffices
with the input layer of the encoding and the output layer
having the same shape. Fig. 1 shows how the architecture
of an AE may look like.
Figure 1: Illustration of the general structure of a basic AE: an
encoder and a decoder connected by the encoding layer
Symbol Interpretation
θ Full set of parameters of the AE (weights
and biases)
X Set of input instances
Z Set of instances in encoding space
n Dimension of input space
k Dimension of encoding space
f Encoder mapping
g Decoder mapping
d Distance function in input space
r Regularization function
Table 1: Intepretation of symbols used in the formulae
In summary, an AE can be seen as the composition of
an encoding map f which projects inputs onto a different
feature space, and a decoding map g which operates in-
versely (see Table 1 for the meaning of all symbols used
below). The main objective of the AE is to recover as
much information as possible of the original input, so it
will attempt to minimize a distance between the inputs
and the outputs:
min
θ
∑
x∈X
d(x, gθ(fθ(x))) (1)
The distance function d used in the loss function is
usually either the mean squared error, see Eq. (2), or the
cross entropy, shown in Eq. (3). In the first case, data
may not be normalized and the output units should use an
unbounded activation function. For a cross entropy loss,
each input and output variable is modeled as following
a Bernoulli distribution, so data should be scaled to the
[0, 1] interval and output units could make use of a sigmoid
activation.
The mean squared error for an input x and output x′
of length n is defined as:
d(x, x′) =
1
n
n∑
i=1
(xi − x′i)2 (2)
Similarly, the binary cross entropy for the same input and
output is computed as:
d(x, x′) = −(x • log(x′) + (1− x) • log(1− x′)), (3)
where • denotes element-wise product and all other oper-
ations are also performed element-wise.
3.2. Modeling the coding layer
The main objective of the AE (Eq. 1) only promotes
faithful reconstructions without explicitly considering any
aspect about the codes used. This can be enough in many
cases where the codes are low dimensional and they can
capture only the relevant information of the instances just
by training to reconstruct accurately. Notwithstanding,
there are situations that require considering a more gen-
eral case of the objective, which allows penalizing certain
behaviors of the encoding found by the network, or even
the values of the parameters themselves (Eq. 4).
min
θ
∑
x∈X
d(x, gθ(fθ(x))) + r1(fθ(X )) + r2(θ) (4)
A straightforward example of this kind of restrictions
is the sparse AE [55, 56], which adds a penalty for high
activation rates in the neurons of the code layer (Eqs. 5
and 6):
r(Z) =
k∑
j=1
(ρ− ρj)2, or (5)
r(Z) =
k∑
j=1
ρ log
ρ
ρj
+ (1− ρ) log 1− ρ
1− ρj , (6)
where ρj =
1
|Z|
∑
z∈Z zj is the average activation vector,
k is the length of the code and ρ is the desired activation
rate.
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Other, more sophisticated variations on the AE with
different penalties are the contractive AE [57, 58], which
promotes finding and preserving any local structure from
the original feature space, and the variational AE [59],
which uses a penalty to impose a distribution to the codes
computed by the encoder.
Penalties on the codes are not, however, the only way
of incentivizing a behavior on the encoder mapping. De-
noising AEs [60, 61] establish a slightly different criterion
to evaluate the performance of the reconstruction: the net-
work must be able to repair any noise or corruption from
the input. Robust AEs [62] use another objective function,
correntropy [63], which has a similar effect in repairing sev-
eral kinds of noise from the input data.
3.3. Evaluation metrics
The quality of learned features can be evaluated by
the model’s ability to project instances back to the orig-
inal feature space. For this purpose, regression metrics
can be used. Some common metrics which serve to assess
the usefulness of the learned features are the following,
where x is the original feature vector and x′ is the recon-
struction, mapped from the encoding space back onto the
input space:
• Mean squared error (Eq. 2) and root mean squared
error:
RMSE(x, x′) =
√√√√ 1
n
n∑
i=1
(xi − x′i)2
• Mean absolute error:
MAE(x, x′) =
1
n
n∑
i=1
|xi − x′i|
• Mean absolute percentage error
MAPE(x, x′) =
1
n
n∑
i=1
∣∣∣∣xi − x′ixi
∣∣∣∣
In certain cases, the encoded features can also be evaluated
independently from the original features, by assessing their
quality with respect to their complexity, class separability
and overlap [2]. This usually requires that data belongs to
a classification problem so that a class is defined for each
instance.
3.4. Beyond unsupervised autoencoders
Although the objective of an AE usually does not in-
volve direct prediction of labels, it can sometimes learn
from classified examples. The most straightforward way
to introduce class information into the AE is to modify
the loss function so it propagates different errors accord-
ing to the class of each instance. For example, we could
weight each class differently. Assuming the classes are bi-
nary, dividing the dataset into X+ for positive instances
and X− for negative ones, and α is a parameter in [0, 1],
the objective in Eq. (7)
min
θ
(1− α)
∑
x∈X−
d(x, gθ(fθ(x))) + α
∑
x∈X+
d(x, gθ(fθ(x)))
(7)
would give more importance to reconstructing one of the
classes, which may help if the aim is to find a manifold for
that class and the other one is less relevant.
Several uses of label information can be found in the
proposal of the adversarial AE [29]. This AE has a sim-
ilar behavior to the variational AE in that it also forces
the codes to follow a given distribution. Instead of us-
ing just a loss penalty, it adds a generator which samples
the distribution, and a discriminator which attempts to
distinguish distribution samples from codes belonging to
actual instances, analogous to a generative adversarial net-
work [64]. The label information can be used then to locate
each label in a region of the distribution, by feeding labels
as well as codes to the discriminator. Alternatively, labels
can be feeded to the decoder, which causes the codes to
discard label information and instead model style in the
data.
Another step forward in introducing label information
in AEs would be for them to be able to predict labels
as well. Some work has been already done along these
lines, by training an encoder and decoder simultaneously
to reconstruct and to produce codes as similar as possible
to the labels in a one-hot format [65].
4. Learning task case studies
The following subsections detail several real examples
of application of AEs: embedding data onto a very low-
dimensional space for visualization purposes, reducing the
noise in images, computing semantic hashes for large text
documents, finding anomalous behaviors in sequences and
generating new instances outside the training set. For each
application, a relevant dataset has been selected and a
model has been specifically designed to solve the problem.
The basic traits of all chosen datasets can be found in
Table 2.
Dataset Application
Input
features
Training
examples
Test
examples
CPU Activity Visualization 21 6553 1639
Satellite image Visualization 36 5142 1288
STL10 [66] Noise reduction 96× 96× 3 5000 8000
Bibtex[67] Semantic hashing 1836 5916 1479
UNSW-NB15[68] Anomaly detection 187 37000 175341
AT&T faces Instance generation 64× 64 400 -
Table 2: Main traits of datasets used for the experiments
The models described below are each associated to a
diagram describing the layer structure of the correspond-
ing AE and the purpose of each layer. Please refer to Fig. 2
for an example of how each model is detailed.
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purpose: input
Layer type: input data
Output shape: 1000
encoding
Dense
10
output
Dense
1000
forward direction
Figure 2: Example AE architecture. Each block represents a layer
and is splitted into three parts: the meaning or purpose of the layer,
the type of operation performed and its output shape (size of each
dimension).
All examples have been implemented and executed em-
ploying the following setup: Tensorflow [69] 1.14.0 and
Keras [70] 2.2.4 on top of Python 3.7 and R 3.6, running
on an Intel Core i5-8400 CPU and a NVIDIA GeForce
RTX 2060 GPU. The associated software can be found at
the following GitHub repository: https://github.com/
ari-dasci/autoencoder-case-studies/.
4.1. Data visualization
Most of the data collected nowadays, either from in-
dustries or from the web, is high-dimensional. Visualiza-
tion techniques can help its interpretability, but the data
generally needs to be summarized for this purpose. Tra-
ditionally, an alternative representation would be a subset
of its features or its principal components [71]. An AE,
however, is able to automatically compute a representa-
tion that fits each dataset. This representation can be 2
or 3-dimensional if the AE is configured conveniently [72],
or if another embedding technique (such as t-SNE [73]) is
used after a higher-dimensional encoding.
In particular, if our dataset consists of instances (x, y)
where x is a feature vector and y is its associated label, we
can use a training subset to learn an autoencoder model
with an encoding f : Rn → R2 resulting of the composition
of the hidden layers up to the code layer. Then, encoded
examples can be colored in a scatter plot according to their
class.
Although a simple AE could fulfill the embedding task,
it can be convenient to restrict or modify its behavior so
as to influence the projection to the embedding space, in a
way that improves how the populated regions in the origi-
nal space are modeled. Along these lines, there are several
approaches: denoising criteria [60], contractive regulariza-
tions [57] and embedding regularizations [72].
Denoising criterion. A denoising AE [60] trains, as briefly
explained in Section 3.2, by reconstructing partially cor-
rupted inputs. In order to do this, a corruption or noise
function introduces alterations on the input data: for ex-
ample, a Gaussian noise ξ ∼ N(0, σ) would be used to
produce the input ν(x) = x + ξ. The reconstruction er-
ror is now computed as
∑
x∈X d(x, g(f(ν(x)))). During
the training process, the AE is forced to distinguish useful
information from mere perturbations of the data. If the
instances lie on a manifold in the original feature space,
this can effectively train the AE to “push back” instances
to the manifold by discarding small displacements from it.
This can remove noise in the inputs as well as reconstruct
some missing values if inputs are just an estimation [9, 74].
As a result, the encoding can serve as a set of coordinates
for the manifold.
Contractive regularization. The contractive AE [57] uses
an additional penalty in the training objective which pro-
motes local invariance to displacements in many directions
around the training samples, i.e., it is less sensitive to small
perturbations especially in directions that lead outside the
manifold. The penalty consists in the squared Frobenius
norm of the Jacobian matrix of the encoder, that is, the
sum of the squares of all first-order partial derivatives ap-
plied to all inputs:
∑
x‖Jf (x)‖2. This can be seen as a
generalization of L2 weight decay to the case where the
encoder is nonlinear. This regularization favors encodings
where all dimensions are contracted, but the reconstruc-
tion error prevents the AE from contracting dimensions
along the manifold.
Embedding regularization. An alternative objective func-
tion for AEs can be the same loss function from other em-
bedding techniques. This is the idea behind embeddings
with AE regularization [72], which combines the recon-
struction error with one of several possible embedding loss
functions coming from Laplacian eigenmaps [16], multidi-
mensional scaling [75] and margin-based embedding [76].
These loss functions evaluate the embedding by taking
pairs of instances, and the AE is adapted the same way, by
computing the embedding loss across all pairs of instances
and the reconstruction loss across all instances.
For the purposes of demonstrating the capacity of AEs
to find manifolds and appropriate embeddings, we have
selected a regression dataset, CPU activity1, and a clas-
sification dataset, Satellite image2. The AE used to find
embeddings is the contractive AE. AEs for both datasets
have been designed using the same criteria: three hidden
layers, the encoding layer having 2 variables and the rest
having as much variables as needed so that the compres-
sion ratio from the input to the first hidden layer is the
same than from the hidden layer to the encoding layer.
The resulting architectures are detailed in Fig. 3. The AEs
have found the projections shown in Fig. 4, where the label
of each instance is used to color each point. Notice that
the AEs have trained without the respective target vari-
ables, but there appears to be some degree of separability
of classes and different values of the regression variable in
each graph.
In order to verify to a certain degree that these em-
beddings, in addition to producing meaningful visualiza-
tions, contain the necessary information about the data,
1CPU activity dataset is available at https://www.openml.org/
d/573.
2Satellite image dataset can be found at https://www.openml.
org/d/294.
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input
CPU Activity
21
Dense
6
encoding
Dense
2
Dense
6
output
Dense
21
input
Satellite
36
Dense
8
encoding
Dense
2
Dense
8
output
Dense
36
Figure 3: AE architectures for visualization
the mean squared error between each instance and its re-
construction through the AE can be computed. As a ref-
erence for comparison purposes, the same reconstruction
error can be computed from the two first principal compo-
nents of the data and from the encoding found by a basic
AE. Table 3 holds these results, which are very favourable
to the contractive AE, since the error is lower in every case.
The difference among both AEs is small, but it serves to
deduce that the contractive penalty in the AE does not
hinder the reconstruction objective, instead it helps ob-
tain useful low-dimensional embeddings.
Mean squared error
CPU Activity Satellite
Method train test train test
PCA 0.5577 0.5097 0.1475 0.1483
Basic AE 0.5238 0.4729 0.1136 0.1160
Contractive AE 0.5053 0.4546 0.1132 0.1157
Table 3: Mean squared error comparison between the reconstructions
of a contractive AE with a 2-variable encoding and the projections
to the original feature space from the two principal components of
the data. Lower values are better.
4.2. Noise reduction
Similar to searching for interesting representations of
data in the encodings of an AE, we can look for a recon-
struction that adds value to the input data. One way an
AE can help with this is to remove noise from its inputs.
This is especially useful when dealing with images [9],
sound [77] and other kinds of signals [78], since capture
methods usually may introduce some noise and it would
be desirable to have a clearer and sharper output.
In general, an AE can be trained to be resilient to input
perturbations with a mere random additive noise at the
input. Throughout the optimization stage, the AE only
takes as input partially corrupted versions of the training
examples and attempts to reconstruct the original ones.
Once trained, this AE does not necessarily expect more
noisy data, but instead it will have learned to be robust
against small changes in its inputs. This type of AE is
usually called a denoising AE, and performs well in many
scenarios that do not necessarily involve treatment of noisy
data [61].
0.00
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
V1
V2
0 25 50 75
y
0.2
0.4
0.6
0.8
0.2 0.4 0.6 0.8
V1
V2
classes
cotton crop
damp grey soil
grey soil
red soil
soil with vegetation
very damp grey soil
Figure 4: Embeddings learned by an unsupervised contractive AE.
The top image shows the projection of the CPU Activity dataset
where each point has been shaded according to the level of user
activity. The bottom image displays the projected samples of the
Satellite Image dataset, each one colored according to its class.
In this case, nonetheless, the goal is to eliminate po-
tential perturbations in the inputs. Unlike a generic noise
reduction filter, which will perform similar operations no
matter what data it receives, a denoising AE can be fitted
to a specific training set and may thus be more reliable
with different kinds of data. More formally, we consider a
noise function ν, which generates the corrupted data that
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the autoencoder trains with to minimize∑
x∈X
d(x, g(f(ν(x)))) .
The following are some possible noise functions that may
be applied:
• ν(x) = x + ξ where ξ is sampled from a Gaussian
distribution with small variance
• ν(x) = x + ξ′ where ξ′ is sampled from a Cauchy
distribution with small scale
• ν(x) =
{
0 with low probability
x otherwise
• ν(x) =

0 with low probability
1 with low probability
x otherwise
Notice that the Gaussian and Cauchy distributions will
usually induce small changes to most inputs, while the zero
and zero-one noises will leave most values intact but the
change in the corrupted ones will be more drastic. Thus,
for a given application, a specific type of corruption func-
tion can be selected so that it fits best to the types of noise
the samples could have.
When using denoising AEs, it is also convenient to
adapt the type of layers used to the kind of data. For
instance, a convolutional AE would be best for noisy im-
ages, and an LSTM AE for corrupted signals or sequences.
Fig. 5 details a possible encoder-decoder structure for a
denoising AE which uses convolutional layers in the en-
coding phase as well as deconvolution operations during
decodification.
input
STL10 + noise
96× 96× 3
Conv (5× 5)
96× 96× 64
Conv (1× 1)
96× 96× 128
Encoding
Max pooling (2× 2)
48× 48× 128
Deconv (5× 5)
48× 48× 64
Upsampling (2× 2)
96× 96× 64
output
Deconv (3× 3)
96× 96× 3
Figure 5: Denoising AE architecture for noise reduction
When this AE is trained with data from the STL10
dataset [66], a subset of the ImageNet dataset, the objec-
tive function will force it to configure its weights so that
input noise is reduced along the network. The noise used
in this case has been zeros with a probability of 0.1. The
test images measure 96x96 pixels and have also been cor-
rupted with around 10% of noisy values, which can affect
any color channel, so each pixel has a 30% likelihood of
having any of its 3 values altered. The AE was trained
during 10 epochs with the training data using optimizer
Adam.
Images Mean squared error Noise reduction
Reference 0 100%
Noisy 1656.08 ± 696.31 0%
Basic AE 576.68 ± 156.53 62.14% ± 9.54
Denoising AE 159.74 ± 74.55 88.94% ± 6.38
Table 4: Summary of results for noise reduction (average values and
standard deviations are provided). Original images without noise are
the reference for measuring the mean squared error, and the noise
reduction is computed for each image as the percentage decrease in
this error. Images are represented by their RGB values from 0 to
255.
The results can be analyzed in Table 4, which shows
the designed AE achieves a reduction in the mean squared
error of about 89%. For comparison purposes, a basic AE
has also been trained with Fig. 6 displays some of the test
inputs together with their reconstruction by the network.
The resulting reconstructions remove most of the noise and
appear slightly softer than the originals.
Figure 6: Random selection of test examples (first and third rows)
and their reconstructions (second and fourth rows) via forward passes
through the denoising AE.
4.3. Semantic hashing
Hashing usually refers to the process of summarizing
large batches of data in smaller or simpler codes. Hashes
are employed in data structures for fast search times, they
can be used to find duplicates and to protect data against
corruption and manipulation.
This task in particular, semantic hashing [6], involves
finding binary codes which form buckets of similar data,
i.e. when two data points are similar to each other, there is
high probability that they will be assigned the same hash.
Furthermore, if two similar data points are not hashed
identically, their hashes will likely differ in only a few dig-
its. In consequence, a way of finding instances similar to
a query instance is to hash it and look for those whose
hashes are the same or almost identical. This is the op-
posite of cryptographic hashing [79], where the likelihood
of two similar entries obtaining the same hash is almost
zero and there is no way of retrieving a document from its
hash.
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The idea of finding semantic relations between data
points is especially useful in document searches: if a query
document is provided, then the search method should find
those documents in the dataset which match as closely
as possible. It is also of application in an image domain,
where finding matching binary sequences is much more
efficient than comparing two pictures [80].
The approach described in [6] uses a very simple AE
architecture, with an added noise generator after the en-
coding which forces the encoder to polarize its outputs.
input
Bibtex
1836
Dense
512
encoding
Dense
7
regularizer
GaussianNoise
7
Dense
512
output
Dense
1836
Figure 7: AE architecture for semantic hashing
In this case, the Bibtex dataset [67] was selected to il-
lustrate the application. Fig. 7 shows the AE architecture
that was defined for this purpose. The input data pro-
vides 1836 binary features which are then projected onto
a smaller feature space and lastly onto a 7-dimensional en-
coding, which is in turn slightly corrupted before decoding.
The noise introduced in the encoding during training re-
quires it to take extreme values, for the noise not to affect
the reconstruction.
In order to assess whether the trained model serves
the purpose of semantic hashing, we can group all possi-
ble pairs of hashes according to their Hamming distance
(e.g. 0001000 and 001001 are 1 digit away from each other,
while 1010101 and 0101010 are separated by a Hamming
distance of 7). Then, we measure the intercluster distance
between those pairs of hashes, computed as the mean co-
sine distance from each instance in the first cluster to each
one in the second. Assuming the clusters group similar
instances, the intercluster distance should increase along
with the Hamming distance. The distances for this exam-
ple are illustrated in Fig. 8, which indeed shows simulta-
neous growth of both.
In addition to quantitatively evaluating the quality of
the model, it can be qualitatively analyzed in order to ver-
ify whether semantic hashing indeed groups topics in sim-
ilar hashes. One way of doing this is computing the term
frequency-inverse document frequency index (tf-idf) [81]
of the words for each cluster. This way, words that are
frequent within a cluster but uncommon along the rest of
the test set are considered the most relevant words. Ta-
ble 5 shows a truncated list of hashes used by the AE to
cluster documents, along with their most relevant words
ranked by tf-idf.
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Figure 8: Intercluster cosine distance boxplot according to the ham-
ming distance between hashes. Blue diamonds indicate the mean
cosine distance among all pairs of clusters that differ in k digits
where k is a Hamming distance. Gray dots indicate outlier cosine
distances.
4.4. Anomaly detection
Sometimes the objective of a machine learning task is
to find unusual behaviors or abnormalities in data, for ex-
ample, detecting a possible security attack by analyzing
server logs, or identifying rare patterns in medical checks.
This is known as anomaly detection because the cases of
interest are few in contrast to the amount of normal in-
stances, and even in some cases there are no anomalies to
train with. In this situation, a traditional classifier cannot
solve the problem since it will not be able to assign a class
it has not seen before.
An approach to anomaly detection without previously
observed anomalous cases is to model those considered typ-
ical, and mark as anomalies those instances which do not
fit the model. An AE can be used for this purpose, since
it can be trained to accurately encode and reconstruct in-
stances following a certain distribution. When the AE is
feeded new instances, it is assumed that reconstruction of
anomalous data will not be as accurate, since it should
follow a different distribution [82–84]. More formally, the
hypothesis of this methodology is that, when trained with
normal data, d(x, g(f(x))) will be very small when x is
normal and very high when x is anomalous.
An useful application of anomaly detection where real
world data will generally lack anomalies is network intru-
sion [85, 86], that is, the detection of potential security
attacks and malicious accesses to a server. The straightfor-
ward approach is to continuously log server accesses, and
extract data from a period of time where usage has been
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Hash Relevant words
0000001 thermodynamic, transitions, induced, generalized,
completely, interacting
0000011 relaxation, barrier, mainly, contribute, surfaces, rights
0000010 lipoproteins, capacity, oxidation, apo, receptor, recognized
0000110 identifying, amino, united, capable, matrix, region
0000111 carbon, storage, enzymes, assessed, notes, roles
0000101 infrastructure, configuration, challenge, location,
qualitative, improvement
0000100 innovation, construction, ontologies, communities, 1999,
located
0001100 mining, advances, bioinformatics, er, solved, intelligence
0001101 reuse, object, perspectives, intelligent, notes, logic
0001111 trans, reading, behavioral, cultural, 1997, gap
0001110 ss, siamese, betta, splendens, male, fighting
0001010 siamese, ss, fighting, male, display, fish
0001011 treated, barrier, combines, electrostatic, solvent, molecule
0001001 thermal, boltzmann, origin, bulk, fluctuations, disorder
0001000 numerically, temperatures, exact, magnetic, glass, zero
Table 5: The first 15 hashes used as semantic codes for clusters
found by the AE, ordered in Gray code. The most relevant words
are selected according to tf-idf computed for each cluster. They
show some common topics between hashes 0001110 and 0001010,
and between 0000001, 0001001 and 0001000.
normal. By means of these data, an AE can be trained
to recognize typical usage parameters. Then, new log ac-
cesses are constantly feeded to the AE in order to predict
their reconstruction error. In the case that several succes-
sive errors are much higher than the mean, an attack may
be underway.
The AE used for this purpose will work as follows: the
encoding layer will perform a drastic dimensionality reduc-
tion in order for it to model the most essential informa-
tion from the training data, which does not include any
anomaly. This should help have low error rates on nor-
mal data, similar to training instances, but very high ones
on anomalous data. In general, this may not work well
for uncommon, isolated anomalies, but it is useful when
anomalies are several in sequence, so this strategy is espe-
cially designed for time series data.
input
UNSW NB15
187
encoding
Dense, ReLU
2
output
Dense
187
Figure 9: Denoising AE architecture for anomaly detection
The dataset treated in this example is UNSW-NB15 [68],
which has 3 nominal variables and 42 numerical descrip-
tors. Since AEs cannot work directly with nominal vari-
ables, these have been converted into dummy binary vari-
ables. In addition, any anomalous data from the training
subset has been removed. In total, 37000 instances with
187 features are being introduced as the training input of
the AE, whose architecture is shown in 9. The extraction
of two features is sufficient to model an approximation of
most of the normal data, but cannot preserve enough in-
formation for the reconstruction of most anomalies.
The results of training this model are summarized in
Fig. 10 and Fig. 11. The first is a precision-recall curve
which gives details about the fraction of detections which
are actually anomalies and the ratio of detected anomalies
among all of them. We find that it is possible to detect
more than half the anomalies without obtaining too many
false alarms. Since the test dataset contains many more
anomalies than normal instances and the objective is to
detect abnormal sections more than to find every individ-
ual anomaly, a recall of around 50% could be enough as
long as the precision is high so that few false alarms are
raised.
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Figure 10: Precision-recall curve for the detection of individual
anomalies in the UNSW dataset.
Indeed, Fig. 11 graphs the reconstruction error for each
test instance and shows that when an adequate threshold
is chosen, anomalous sections can be easily detected with
very few isolated false alarms that can be discarded. In
this case, the chosen threshold is the mean reconstruction
error plus 6 times its standard deviation, but it could be
tuned high or low in order to adjust the sensitivity of the
detection.
4.5. Instance generation
The representation learned by an AE may be useful to
encode or reconstruct individual instances from a training
set, but in certain cases it will be very convenient to ensure
that this representation is actually attempting to perform
some kind of manifold learning, mapping the feature space
onto a smaller space in a way that makes sense to work
with the whole encoding space. This encoding space would
allow to predict a reconstruction for encodings that do not
come from an instance in the original feature space, and
still produce a coherent result. For instance, an useful ap-
plication would be to generate new images of faces similar
to those in a training set but not identical to any of them.
This is usually harder to achieve with simple operations
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Figure 11: Reconstruction error of the AE during test. The graph on the left shows the reconstruction error of each request in sequence,
where the detection threshold is set to the mean training error plus 6 times its standard deviation. The histogram on the right shows the
amount of hits and misses according to the reconstruction error.
such as interpolation, because they would compute many
images that do not represent faces.
There are several variants of AEs that can fulfill this
purpose, namely variational [59], adversarial and contrac-
tive AEs. Variational as well as adversarial AEs force a
prior distribution in the encodings in different ways, which
allows to sample new instances by taking points from this
space and projecting them onto the original feature space
via reconstruction (g). The contractive AE, on the con-
trary, only imposes a regularization which promotes in-
stances to be mapped to encodings near their neighbors.
This helps the autoencoder perform transformations that
find manifolds in the data, since local structure is pre-
served. The manifold can then be traversed in order for
the decoder to generate new instances.
Variational AEs are stochastic in the sense that they do
not map each instance to a single point in the embedding
space, but a distribution instead. This is usually a normal
distribution, defined by its mean and standard deviation.
Then, a reconstruction is produced by sampling that dis-
tribution and propagating the results through the decoder
network. The objective function in this AE combines the
clustering behavior of the reconstruction loss function with
a regularization loss which forces the distribution to be as
similar as possible to, generally, a multivariate unit Gaus-
sian. This helps the AE extract a very compact represen-
tation which only preserves the necessary information to
provide a reconstruction of the input.
In this example, a variational AE following the struc-
ture in Fig. 12 is trained to generate human faces that do
input
AT&T faces
64× 64× 1
Conv (3× 3)
32× 32× 8
Conv (3× 3)
16× 16× 16
Conv (3× 3)
8× 8× 32
mean & var
Dense
32 + 32
sampling
Custom
32
Dense
8× 8× 8
Deconv (3× 3)
16× 16× 32
Deconv (3× 3)
32× 32× 16
Deconv (3× 3)
64× 64× 8
output
Deconv (3× 3)
64× 64× 1
Figure 12: Variational AE architecture for instance generation. The
sampling layer draws a sample from the vector of normal distribu-
tions with means and variances given by the previous layer.
not belong to any person, since they will not be present in
the training dataset. The input data used during training
belong to the AT&T faces dataset3, also known as Olivetti
faces dataset. The resulting model can be sampled by feed-
ing arbitrary values to the generator component, which
then outputs previously unseen images. Fig. 13 shows
some representative examples of the generated faces us-
ing this AE.
3AT&T faces dataset is available at https://www.openml.org/d/
41083.
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Figure 13: Faces sampled from the encoding space of a variational
AE, using interpolations between the projections of images in the
original dataset
4.6. Other applications
Apart from the previous selection of applications ap-
proached with representation learning techniques based on
AEs, there are many other situations where AEs can be
applied to extract features from data. The following are
learning applications present in the literature that fell out
of the scope of this article.
4.6.1. Image superresolution
This problem consists in building a high resolution im-
age from a low resolution sample, such as a thumbnail. By
using an AE trained with low resolution images and an-
other with the high resolution ones, a map can be trained
from the first encoding to the second [87]. This way, the
encoder from the first AE can be connected to the de-
coder from the second AE and the resulting network can
be fine-tuned. During prediction it suffices with feeding
a low resolution image through the new network, which
will encode it and decode it through the high resolution
decoder, producing a higher quality image.
4.6.2. Image compression
Images are usually compressed with algorithms designed
for this specific purpose, e.g. the JPEG standard [88].
Since a compression mechanism must include a component
which compresses the image and another which performs
decompression, AEs can be trained in different ways to
treat this problem as well [89, 7, 90], even surpassing the
capacity of JPEG2000 especially at low bit rates.
4.6.3. Transfer learning
In a transfer learning task, the learner must make use
of the knowledge extracted from data in a given domain
to apply it to a different domain. This may consist in us-
ing pre-trained networks with a large dataset to use them
with a small dataset by a fine-tuning process. However,
when labels for the large dataset are not available, the first
stage will necessarily be unsupervised [50], in which case
an AE can be trained and its extracted features can ini-
tialize a network for a supervised problem with a dataset
from other domain.
4.6.4. Human pose and facial features
Human pose recovery is an application specific to im-
age and video data where people appear and the aim is
to recognize the pose of each person from the visual infor-
mation, i.e., to generate a skeleton describing the position
and orientation of the legs, arms and the rest of the body.
One of the challenges is to model this skeleton as a 3D
object while images are only 2D. AEs have been used as
the core of a human pose recovery model [91] for extract-
ing an inner pose representation which then maps onto
a representation of the 3D pose and is decoded as a 3D
pose. This process is, in fact, achieved with two AEs,
one for each inner representation required, which are then
connected through the representation mapping. In a sim-
ilar way, facial expression recognition aims to identify the
human emotional state from facial images. An approach
based on deep sparse autoencoders [92], which are used to
extract robust and discriminative features, has been devel-
oped to tackle this task.
4.6.5. 3D shape learning
Extracting features from three-dimensional shapes usu-
ally has a high computational cost but it is fundamental
for tasks such as 3D object retrieval and matching. There
are several AE-based models for automatic feature extrac-
tion that can help model this type of data [93–95]. These
range from simple stacked AEs to combinations of convo-
lutional AEs and extreme learning machines. In general,
retrieving similar objects to a given input consists in en-
coding the input and comparing the result to the codes of
known objects in order to find the nearest or most similar
ones.
4.6.6. Recommender systems and tagging systems
Recommender systems are filters that seek to predict
user preferences for products, taking into account previous
choices or ratings. Collaborative filters for recommenda-
tion combine the information of different users to build
predictions. In [96], a collaborative variational AE for
recommendation is developed. It models the implicit rela-
tionships among items and users by making use of a shared
latent representation and the variational regularization. A
task similar to recommendation is tagging, since tags can
be ranked for an item according to its similarity to other
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items. AEs have been also used as the core of tagging
systems [97] using denoising AEs and relational denoising
AEs.
5. Challenges for autoencoder progress and prospects
on explainability
Along this section, several difficulties and consequences
of using AEs in machine learning are explored. Some brief
comments are provided beforehand on the current state
of explainability and transparency in artificial intelligence
(AI), in order to understand how they could affect the way
AEs are designed and used.
First, we introduce the most popular approaches to
finding transparent and explainable machine learning mod-
els. Later, we develop on the ways AEs can help build
interpretable solutions to different problems, by learning
disentangled and fair features.
5.1. State and prospects on explainability
Explainable AI [25] encompasses many concepts around
the idea that people should be able to understand how
trained machine learning models work and why they make
their decisions.
The recent surge in interest in explainable models de-
rives from the bias found in existing models as well as the
search for AI safety [98]. The first issue involves mod-
els that make decisions potentially affecting human be-
ings and those decisions can discriminate against certain
population groups, e.g. people of color or women. For
instance, a prediction model for criminal recidivism was
found to be heavily biased against African-American peo-
ple [99]. The second concept relates to the presence of
relatively autonomous agents, such as robots, which exe-
cute the actions computed by a machine learning model.
These models sometimes find unexpected ways to optimize
their reward function (reward hacking) [100], even without
completing the objective or having other potential conse-
quences (side effects).
5.1.1. Model transparency
The issues above reflect the fact that we should not
completely trust trained models unless we can comprehend
the ways they are making decisions and predictions. This
has attracted the interest of researchers, domain experts
and users to more explainable models and strategies to
explain black-box models, a category which includes most
deep learning techniques.
The variety of algorithms to fit machine learning mod-
els to data presents a tradeoff between performance and
explainability: usually, a simpler, more explainable model
is less performant than an opaque model. As a conse-
quence most simple models, such as decision trees, rule-
based learners and k-nearest neighbors, are considered trans-
parent, since they provide an interpretable behavior out of
the box.
When a model is not transparent enough, there are two
main ways to approach explainability: one can use dif-
ferent post-hoc explainability approaches, or modify the
model to facilitate our understanding of its decision pro-
cess. Some new models derived from deep feature learners
are designed to improve transparency and be more self-
explanatory.
One way deep learning models can increase transparency
is by highlighting which input features are causing their
predictions. For example, attention-based models [101]
have an embedded scoring technique which highlights the
zones in the input that are being taken into account to
make predictions. This works for image classification and
object detection [102] as well as for document process-
ing [103].
A different proposal for transparent image classifica-
tion is a convolutional neural network-based classifier which
identifies prototypes in similar images [104], that is, it pro-
vides examples on images of the same class that justify the
prediction.
5.1.2. Explainability techniques
When an opaque model is used, there are still ways
to improve our understanding of its inner workings or its
predictions. In many cases, a post-hoc explainability tech-
nique may be applied. The different methods that can ren-
der a model more interpretable are usually categorized into
two groups. They can be either model-agnostic, if they
work independently of the model used, or model-specific,
otherwise.
Some examples of model-agnostic approaches and tools
are the following:
• Local approximations. LIME [105] this is a method
which linearly performs a local approximation of a
classifier or regressor, in a way which is interpretable.
An AE-based variant of LIME has been developed to
improve its stability [106].
• FairML [107]. The FairML toolbox can find strong
dependencies between model outputs and the input
features.
• Sensitivity analysis [108]. It is a computation based
on the derivative of the conditional probability of
not predicting a class given the input features. This
defines a vector field where each vector indicates the
direction an instance needs to be moved to, so as to
be classified differently.
• Auditing. Trained models can be repeatedly tested
against different inputs in order to analyze how the
outputs are affected. These inputs, however, need
to be provided according to some criteria. As a way
to compute direct and indirect influence of each fea-
ture in the output of a model, there is a procedure
which obscures the effect of a variable in the data
[109]. It works without retraining the model, and
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can assess the degree in which a feature is relevant
to a classifier. There are several other approaches to
analyzing direct influence of a feature in the output
of a model [110, 111].
• Counterfactuals [112–114]. This is an approach with
a similar objective to auditing but from a different
perspective. Finding a counterfactual consists in de-
tecting the smallest possible change in feature val-
ues that causes an alteration to the prediction of the
model. These serve as an explanation for the “clos-
est possible world” where the prediction would have
been different, without providing further insight into
the decision process.
There are several specific techniques for explaining the
outputs of deep learning models:
• Layer-wise relevance propagation [115]. This is a
methodology for visualization of pixel-wise contribu-
tions to predictions, where classifiers are decomposed
into several layers of computation, so the relevance
of each pixel is found by propagating relevance back-
wards through the network.
• Saliency map generation [116]. Saliency maps are
heatmaps where the most relevant features from the
input are highlighted. These are usually applied
to convolutional neural networks in order to obtain
the image regions that cause the output for each in-
stance.
• DeepLIFT [117]. This is a technique for computing
relevance for each input feature to a neural network,
by assigning contibution scores to each neuron ac-
cording to its activation given a specific input.
• SHAP [118]. This tool provides several model-specific
techniques which find local explanations for different
models based on Shapley values from game theory.
In particular, it includes DeepExplainer and Gradi-
entExplainer, which apply to deep learning models.
• Traceability [119]. This is a more theoretical concept
from the field of software development that could be
applied to deep neural models. It seeks to describe
how each component of a final inference model is
related back to its training model, the dataset, hy-
perparameters and all the way up to some high level
requirements on what task the model should carry
out. Being able to trace every item in the devel-
opment of a deep neural networks to a higher level
cause could serve to ensure that all choices such as
hyperparameters and architecture are well justified.
5.2. Current challenges and influence in future work
As discussed in the previous section, most of the well-
known explainability techniques involve analysis of fea-
tures in one way or another. The contribution that AEs
can provide in this field is, therefore, substantial. This
is due to the fact that AEs can transform a set of highly
dependent, correlated features in a different set of inde-
pendent, interpretable ones, by using adequate regulariza-
tions. In this section, we comment on different ways to
learn features that are meaningful and fair, and on recent
developments for also improving the explainability of the
feature extraction process itself.
5.2.1. Improving features: disentanglement and fairness
One way extracted features can improve their quality
is by holding an understandable meaning by themselves,
e.g. a model could train with face pictures and extract a
feature for hair color, another one for nose size, etc. These
new features would be much more useful than the original
ones which represent individual pixels. This task is usually
known as feature disentanglement.
Some recent AE models whose objective is to disentan-
gle features are Total Correlation VAE [120], Wasserstein
AE [121] and InfoGAN [122]. All of these are generative
models, so, as a result, extracted features not only pro-
vide interpretable meaning to instances, but can also be
sampled in order to generate unseen examples in a way
that resembles the manipulation of existing instances: for
example, a model could generate a realistic face similar to
an existing image but changing blonde hair to black.
Another step forward in improving learned represen-
tations is forcing these to become fair [123], which means
that the extracted features obfuscate information about
membership to potentially discriminated groups, e.g. gen-
der or ethnicity. Fairness usually applies only in contexts
where model predictions affect human lives, e.g. job appli-
cations, legal proceedings, etc. A statistic can be defined
to measure the discrimination of a classifier with respect
to a binary variable. The objective is then to optimize
a tradeoff between classification accuracy and discrimina-
tion [124].
There already exist AE-based models for learning fair
representations. In [125], an adversarial AE-based classi-
fier is proposed where the adversary attempts to predict
the sensitive (potentially discriminatory) attributes from
the encoding, but its prediction ability is minimized by
the AE and classifier. The objective function can be ad-
justed according to the desired type of fairness. Another
model in [126] consists in a variational AE which disen-
tangles sensitive information from the non-sensitive latent
features and is flexible in the sense that potentially sen-
sitive information can be retained or removed from the
encoding during inference.
5.2.2. Explainable feature learning
The described approaches provide the possibility of ex-
plaining the end predictions of other models, as well as
rendering them fairer. However, as has been extensely
discussed in this work, the extracted features can be the
actual core of a solution to many problems. As a conse-
quence, it would be necessary as well to develop strategies
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which facilitate the explainability of the transformations
an AE can perform in order to learn features. This is
an area only explored very recently, but there are already
some developments.
Variational AEs can be used to detect anomalies, sim-
ilarly to the denoising AE explained in Section 4.4. In
addition, they enable another, more explainable way of
detecting anomalies: computing the gradients of the re-
construction error with respect to the inputs [127]. This
allows to notice which input features are contributing to
the error, and to cluster anomalies according to this same
criterion.
A different approach to improving the explainability of
the embedding consists in restricting the operations each
neuron performs to just logical AND/OR operators [128],
which limits the origin of each extracted feature to a rel-
atively simple logical combination of the input features,
thus facilitating its interpretability.
5.2.3. Influence in future works
There is currently much to be researched in the area of
explainable AEs as well as AEs which help explain other
models by extracting better features. The current trends
focus especially on generative models such as variational
AEs for these purposes, and will probably continue to do
so, even if some diversification is achieved as new works
appear.
The adaptability of AEs to many different problems, il-
lustrated in previous sections, together with the possibility
of producing interpretable and fair features, may lead to
an increase in usage of these models throughout all kinds
of machine learning applications.
In our future work, we intend to approach explainable
feature learning in the context of AEs, that is, find AE-
based models that extract features and at the same time
provide an understandable meaning to the mapping from
the original features to the encoded ones. Ideally, an ex-
plainable feature learner should not be restricted to one
end application, but could be used for many purposes, as
common AEs already can.
6. Conclusions
Throughout this text, we have summarized the tradi-
tional alternatives for learning representations, the origins
and essential characteristics of AEs, including how to in-
troduce certain behaviors into the coding layer.
Later, we have thoroughly examined several case stud-
ies of AE applications in unstructured data as well as im-
ages and sequences: data visualization, image denoising,
semantic hashing, anomaly detection and instance gener-
ation. Other applications have also been briefly discussed:
image superresolution, image compression, transfer learn-
ing, human pose recovery and recommender systems.
An introduction to the state of the art in explainable AI
and its application to the field of AEs has been provided
as well. AEs have notoriously contributed to the areas
of feature disentanglement and fair representations, and
there have been some recent developments on explainable
feature learning as well.
We can conclude that AEs are a versatile framework
for solving a wide variety of problems where a central task
is to learn representations of the data. They can adapt
to a given problem in structure as well as in the objec-
tive they optimize. This way, if the solution to a problem
can be modeled with a transformation of the feature space
onto another space, there will be many instances where
the parameters of the transformation can be learned by
an AE.
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