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It is a wide-spread convention to identify repelling Lagrangian Coherent Structures (LCSs) with ridges of the
forward finite-time Lyapunov exponent (FTLE) field, and attracting LCSs with ridges of the backward FTLE.
We show that in two-dimensional incompressible flows attracting LCSs appear as ridges of the forward FTLE
field, too. This raises the issue of characterization of attracting LCSs from a forward finite-time Lyapunov
analysis. To this end, we extend recent results by Haller & Sapsis (2011) 1, regarding the relation between
forward and backward maximal and minimal FTLEs, to both the whole finite-time Lyapunov spectrum and
to stretch directions. This is accomplished by considering the singular value decomposition (SVD) of the
linearized flow map. By virtue of geometrical insights from the SVD, we give a short and direct proof of the
main result of Farazmand & Haller (2013) 2, and prove a new characterization of attracting LCSs in forward
time for Haller’s variational approach to hyperbolic LCSs 3. We apply these results to the attracting FTLE
ridge of the incompressible saddle flow.
Hyperbolic Lagrangian Coherent Structures
(LCSs) are material surfaces that act as cores of
mixing patterns in complex, unsteady and finite-
time dynamical systems through material repul-
sion or attraction. In practice, repelling LCSs are
often identified with ridges of the forward finite-
time Lyapunov exponent (FTLE) field. Attract-
ing LCSs are then defined as repelling LCSs in
backward time. It is known that material struc-
tures experiencing strong shear induce large par-
ticle separation, and can hence appear as FTLE
ridges as well. In the most frequently considered
case of two-dimensional incompressible flows, we
point out that also attracting LCSs are charac-
terized by strong tangential particle separation,
and may hence appear as forward FTLE ridges.
We prove characterizations of attracting LCSs in
forward time, which helps to determine the dy-
namical cause of particle separation.
I. INTRODUCTION
In recent years, there has been an increasing inter-
est in dynamical systems given on a finite time inter-
val, driven by applications in geophysical fluid flows, bi-
ological models and engineering. Hyperbolic Lagrangian
Coherent Structures (LCSs), i.e., codimension-one ma-
terial surfaces with locally the strongest normal repul-
sion or attraction4, have been identified as the key struc-
tures governing transient pattern formation, transport
and mixing5. As such, they are considered as finite-
time analogues to stable and unstable manifolds of hy-
perbolic equilibria/trajectories in steady/unsteady flows
admitting time-asymptotic solutions. Many approaches
a)Electronic mail: karrasch@imes.mavt.ethz.ch
to numerical LCS detection have been developed, and
most of them identify hyperbolic LCSs with ridges in
scalar separation measure fields such as finite-time Lya-
punov exponents (FTLEs)6–8, finite-size Lyapunov ex-
ponents (FSLEs)9, relative dispersion10, and finite-time
entropy11.
A relation between hyperbolic LCSs and the FTLE
field was first suggested by Haller6. The guiding intu-
ition6,12 was that repelling LCSs should be indicated
by curves (or surfaces) of (locally) maximal values—
subsumed by an intuitive notion of ridges—of some sep-
aration measure, computed in forward time. In contrast,
attracting LCSs were thought to be indicated by ridges
obtained from a backward-time computation. This in-
tuition has been adopted for the FTLE7,8, and is also
present in the majority of approaches based on ridges of
separation measures.
In this article, we show that in the two-dimensional
incompressible case, strongly attracting structures nec-
essarily induce strong particle separation and are hence
indicated by forward FTLE ridges. This is in contra-
diction to the wide-spread hypothesis that any forward
FTLE ridge corresponds to a repelling flow structure.
There are several conceptual and computational issues
related to that hypothesis3,13,14, including an example of
an FTLE ridge induced by strong shear. To the best
of our knowledge, the phenomenon of normally attract-
ing forward FTLE ridges has been unknown and adds
another aspect of mathematical inconsistency to purely
ridge-based LCS approaches. After all, FTLE ridges may
be induced by all sorts of dynamical phenomena, ranging
from normal attraction via shear to normal repulsion.
Our example raises the question of how to determine
attracting LCSs in a forward finite-time Lyapunov anal-
ysis. This question has been first considered in the con-
text of the geodesic approach to hyperbolic LCSs2. As
we show in this work, one possible solution is to include
principal directions in the LCS approach, as provided by
the variational theory3,15,16 and the more recent geodesic
theory of LCSs17–19.
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2In Section III, we extend recent results on the rela-
tion between forward and backward FTLEs1 to both the
whole finite-time Lyapunov spectrum and to associated
principal directions. We develop the theory in the set-
ting of Riemannian manifolds, which was first consid-
ered in Ref. 20 and is of interest in large-scale geophys-
ical fluid flow applications. Our analysis strongly ben-
efits from considering the singular value decomposition
(SVD) of the deformation gradient tensor. Remarkably,
even though the SVD is a well-established tool for the
computation of Lyapunov spectra and Lyapunov vectors
of time-asymptotic dynamical systems21, its use in the
finite-time context has been limited mostly to an alter-
native computation tool of the FTLE. Our analysis, how-
ever, also includes fields of subdominant singular values
and singular vectors. This turns out to be of significant
theoretical and computational advantage19.
Section IV is devoted to the characterization of attract-
ing LCSs in the geodesic2,18,22 and the variational3 sense
in forward time. In the first case, we provide a short and
direct geometric proof of the main result of Ref. 2. In the
latter, the characterization is new and reveals that in two-
dimensional incompressible flows, variational attracting
LCSs satisfy ridge-type conditions for the forward FTLE
field. We apply both approaches to the saddle flow dis-
cussed in Section II and show that both methods detect
repelling and attracting LCSs correctly, irrespective of
the orientation of a visual FTLE ridge.
II. EXAMPLE: A NONLINEAR INCOMPRESSIBLE
SADDLE
Consider dynamics around the autonomous, nonlinear,
incompressible saddle, described by the Hamiltonian23
H(x, y) = −L tanh(q1x) tanh(q2y).
Here, L > 0 governs the strength of hyperbolicity, and
q1, q2 localize the saddle behavior. Trajectories are given
as solutions of the ordinary differential equation
x˙ = ∂yH(x, y) = −Lq2
(
1− tanh(q2y)2
)
tanh (q1x) ,
y˙ = −∂xH(x, y) = Lq1 tanh (q2y)
(
1− tanh(q1x)2
)
.
We set the parameters to L = 2, q1 = 1 and q2 = 0.15,
and the resulting vector field on [−1, 1]2 is shown in Fig.
1(a). Here, the origin is a hyperbolic steady state, with
x- and y-axis as the classic stable and unstable manifolds,
respectively. For any integration time, segments of the
x-axis centered around the origin are normally repelling,
whereas similar segments of the y-axis are normally at-
tracting.
For (forward) integration time T = 1, we observe that
the y-axis appears visually as an FTLE ridge (Fig. 1(b))
and would be commonly misinterpreted as a repelling
LCS on the time interval [0, 1]. This is in contradiction
to its attracting nature. For a longer integration time of
T = 20, the x-axis appears visually as an FTLE ridge,
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FIG. 1. Nonlinear incompressible saddle. (a) Vector field.
(b)-(c) FTLE fields for integration time T = 1 (b) and T = 20
(c). The FTLE fields are cut off from below at levels of 0.29
(b) and 0.25 (c) for visualization purposes.
while the y-axis ridge seems to have disappeared, see Fig.
1(c).
For both integration times, however, segments of the
respective complimentary axes can be shown to be FTLE
height ridges24. First, the directional derivatives of the
FTLE field along the x- and y-axis in the respective nor-
mal direction vanish identically over the whole considered
length. Second, the second-order directional derivatives
are negative on x ∈ [−0.25, 0.25] and y ∈ [−0.14, 0.14],
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FIG. 2. (a) Plot of the second-order derivative w.r.t. y of Λf
along the y = 0 axis for integration time T = 1. (b) Plot of
the second-order derivative w.r.t. x of Λf along the x = 0 axis
for integration time T = 20. Both plots show that also the
respective axes which do not show up visually in the FTLE
field, are in fact FTLE (height) ridges, since the first-order
derivatives vanish identically.
respectively, see Fig. 2. Thus, locally around the ori-
gin, repelling and attracting material lines would be de-
tected by a height ridge extraction algorithm, yielding
a cross of ridges around the hyperbolic saddle. We will
show later that segments of the normally atttracting y-
axis persist as an FTLE ridge for any integration time.
As we demonstrated, for increasing integration time they
shrink in length, eventually below grid resolution.
Based on this example, FTLE fields, which have
been computed over a sufficiently long integration time,
seem to indicate repelling or shearing material structures
rather than attracting ones. In a flow with a priori un-
known time scales or simply in a limited data set, how-
ever, it may be unclear whether the chosen/available inte-
gration time suffices to make the appearance of attracting
LCSs as FTLE ridges unlikely. This in turn necessitates
additional post-processing.
As indicated by this example and later theoretical re-
sults, defining attracting and repelling LCSs as FTLE
ridges in backward and forward time, respectively, is
mathematically inconsistent. This inconsistency does not
restrict to the FTLE field as one representative of a sep-
aration measure. The reason is that separation mea-
sures do not indicate directions of stretching, but merely
the pure fact of stretching. The orientation of a spec-
ified structure with respect to certain directions is de-
fined only after its determination, and obviously cannot
be obtained from the scalar field a priori. Additionally,
in incompressible two-dimensional vector fields repulsion
and attraction balance at each point, such that attract-
ing structures come along with strong particle separation
and may appear as ridges.
As we show in this work, one way to resolve this ob-
served inconsistency is to consider directional informa-
tion in LCS theory and computations.
III. THE GEOMETRY OF LINEARIZED DEFORMATION
In this section, we study finite-time flows on Rieman-
nian manifolds. Thereby, we adopt the manifold frame-
work of Ref. 20, where aspects related to the computation
of the scalar FTLE field on non-Euclidean manifolds are
discussed. We keep our presentation coordinate-free, and
recall coordinate-representation issues in Appendix A.
LetM be an n-dimensional Riemannian manifold, i.e.
a smooth manifold with a (Riemannian) metric. We de-
note the tangent space of M at x ∈ M by TxM. The
metric gives rise to an inner product, and hence a norm,
on each tangent space, and therefore induces a notion of
angles between and length of tangent vectors.
Consider a nonautonomous C1 velocity field u on M,
defined on a finite time interval I := [t1, t2]. The associ-
ated (particle) motion is then given by solutions of the
ordinary differential equation
x˙ = u(t,x). (1)
The t1-based flow map is denoted by F
t
t1 : D ⊆ M →
Ftt1 [D] ⊆ M and maps initial values x1 ∈ D from time
t1 to their position at time t ∈ I according to the unique
solution of (1) passing through x1 at time t1. Recall
that the flow map is continuously differentiable in x1.
In continuum mechanical terms, the flow map can be
thought of as a one-parametric family of deformations of
the flow domain D25.
Next, we consider the linearization of the flow map,
also referred to as the deformation gradient (tensor) in
continuum mechanics,
DFtt1 =
(
Ftt1
)
∗ : TDM→ TFtt1 [D]M,
or pointwise
DFtt1(x1) =
(
Ftt1
)
∗ (x1) : Tx1M→ TFtt1 (x1)M,
for x1 ∈ D, where the sub-index ∗ denotes push-
forward26. Hence, the deformation-gradient tensor field
is a vector bundle isomorphism over F26, see Figs. 3 and
4 for illustrations.
In what follows, we study the dynamics from time t1
to the final time t2 = t1 + T , and abbreviate F := F
t2
t1 .
In this setting, studying finite-time dynamics reduces to
the (linearized) deformation analysis of a single iteration
of a diffeomorphism.
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FIG. 3. The flow geometry.
Remark 1. The fact that the deformation gradient is
pointwise a mapping between two different vector spaces
precludes formally to pose an eigenvalue problem for
DF(x1). When passing to a matrix representation of
DF(x1), the solution of the associated eigenvalue prob-
lem on Rn depends on the choice of bases in the two tan-
gent spaces with respect to which the matrix representa-
tion is computed. This phenomenon is also paraphrased
as lack of objectivity/frame-invariance27.
The linearized deformation effect of the flow map F is
best studied with the singular value decomposition (SVD)
of DF, i.e.,
DF = ΘΣΞ>.
Here, Ξ: TDM→ TDM and Θ: TF[D]M→ TF[D]M are
pointwise orthogonal vector bundle homomorphisms, Ξ>
denotes the pointwise adjoint of Ξ with respect to the
metric, and Σ: TDM→ TF[D]M is a vector bundle iso-
morphism over F. In orthonormal coordinates, Ξ and
Θ are represented by orthogonal matrices. The columns
of Ξ, denoted by ξn, . . . , ξ1, are called right-singular vec-
tors of DF, and the columns of Θ, denoted by θn, . . . , θ1,
are called left-singular vectors of DF. Right- and left-
singular vectors form pointwise orthonormal bases of
the corresponding tangent space. With respect to these
bases, Σ is represented pointwise by a diagonal matrix
with positive entries ‖DF‖ = σn ≥ . . . ≥ σ1 > 0,
called the singular values of DF. In continuum mechan-
ics, one also refers to them as stretch ratios (or princi-
pal stretches) and to the ξi’s and θj ’s as principal direc-
tions25. Note, that we changed the order of indices com-
pared to the usual SVD notation for consistency with
literature related to finite-time Lyapunov analysis, see
below.
It is worth recalling that the SVD is well-defined in
the following sense, see, e.g., Ref. 28, Thm. 4.1: requir-
ing an ordering of the diagonal entries as above makes
Σ uniquely defined. Accordingly, an ordering of the nor-
malized singular vectors is induced, which in turn are
uniquely defined up to direction if the associated singu-
lar value is simple. Throughout this work, we assume
the SVD of DF to be well-defined, and restrict, if nec-
essary, our analysis to the open subset of the domain
in which this holds true. This assumption guarantees
the existence of two sets of (locally) smooth vector fields:
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FIG. 4. The local geometry of linearized deformation in the
two-dimensional incompressible case. Solid unit circles are
mapped to dashed ellipses of the corresponding color by DF
and DF−1, resp. The black curve connecting x1 and x2 repre-
sents the trajectory of x1 under F
t
t1 . Due to incompressibility,
see Eqs. (5) and (7), the lengths of the major and minor semi
axes equal each other, respectively.
the right-singular vector fields on D, and the left-singular
vector fields on F[D]. We choose to consider the scalar
singular value fields σi to be defined on D.
It is readily seen that right- and left-singular vectors
are eigenvectors of right and left Cauchy–Green strain
tensors, respectively, which are defined as
C = (DF)
>
DF = ΞΣ2Ξ>,
B = DF (DF)
>
= ΘΣ2Θ>.
(2)
In contrast to DF, the right and left Cauchy–Green
strain tensor fields are tangent bundle isomorphisms with
base spaces D and F[D], respectively. Therefore, one
can consider fiberwise eigenvalue problems, and Eq. (2)
shows that right and left Cauchy–Green strain tensors,
evaluated at x1 and F(x1), respectively, have the same
eigenvalues λn ≥ . . . ≥ λ1 > 0. They are related to the
singular values of DF via λi = σ
2
i .
The SVD can be reformulated in differential geometric
notation as
F∗ξi = (F∗σi) θi. (3)
One also says that θi and ξi are F-related, up to the
non-vanishing, positive coefficient function σi. Eq. (3)
states that the ξi are mapped by DF onto θi and thereby
stretched by σi, see Fig. 4.
In words, ξn (x1) and ξ1 (x1) are the displacements
around x1 of, respectively, largest and smallest stretch-
ing under the linearized flow DF(x1). At some point x1,
the rate of largest stretching over the time interval [t1, t2]
of length T is defined as
Λf (x1) :=
1
T
log‖DF (x1)‖ =
1
T
log σn (x1) =
1
2T
log λn (x1) , (4)
5and is referred to as (forward) finite-time Lyapunov expo-
nent (FTLE). If u is incompressible, then the associated
flow is volume-preserving, i.e., det (DF) =
∏n
i=1 σi = 1,
and therefore Λf ≥ 0; see, e.g., Ref. 29, Proposition 14.20,
for the precise meaning of det(DF) in the manifold frame-
work. For two-dimensional incompressible flows we have
in particular
σ2 = σ
−1
1 . (5)
Here and in the following, the superscript −1 at singular
value fields denotes the pointwise reciprocal.
Remark 2. It is more common to introduce the FTLE
and the principal directions via the eigendecomposition
of C than via the SVD of DF; see Refs. 30 and 31 for
SVD-based approaches with a different focus. The SVD-
approach has both theoretical and numerical advantages.
First, DF is the natural object of study and its SVD
gives the initial displacements of strongest and weakest
stretching, together with their final displacements, see
Fig. 4 and Remark 3 for another theoretical aspect. One
numerical advantage is that the implementation of the
SVD guarantees non-negative singular values and an or-
thogonal set of right- and left-singular vectors, in con-
trast to general eigendecomposition algorithms. Finally,
SVD algorithms are less sensitive to perturbations than
eigenvalue problem solvers28.
As mentioned in the Introduction, the flow map is also
considered under backward integration, either from t1
to t1 − T , or from t1 + T to t1. To keep our analysis
related to the same time interval [t1, t2] := [t1, t1 + T ]
32,
we continue with our previous choice. The linearized
deformation under the backward flow is then given by
DF−1 = ΞΣ−1Θ>, (6)
where we have used (DF)
−1
= DF−1 by the chain rule
and the orthogonality of Ξ and Θ. Introducing back-
ward singular value fields κn ≥ . . . ≥ κ1 > 0, defined on
F[D], we observe from Eq. (6) that the θ1, . . . , θn, ob-
tained from the SVD of the forward DF, are exactly the
backward principal directions. Furthermore, we have the
relations(
F−1
)
∗ κn+1−j = F
∗κn+1−j = σ−1j ,(
F−1
)
∗ θj = F
∗θj = F∗κn+1−jξj = σ−1j ξj ,
(7)
where F∗ denotes the pullback by F26. Eqs. (7) relate all
forward and backward principal stretches and directions
to each other. Note the reversed ordering of θ-indices
compared to the κ-indices, which is due to the fact that
we keep the index order induced from the forward dy-
namics, see Fig. 4.
Remark 3. In addition to the well-known advantages
of SVD mentioned in Remark 2, another—seemingly
overlooked—benefit from introducing deformation terms
via the SVD of DF is that we obtain forward and back-
ward stretch information from a single forward or back-
ward time flow computation. This fact has been ex-
ploited recently for efficient and accurate LCS compu-
tations and tracking19.
As a consequence, the backward FTLE is
Λb (x2) =
1
T
log κn(x2) =
1
T
log σ−11 (x1) = −
1
T
log σ1(x1), (8)
which was first obtained in Ref. 1, Prop. 1, and para-
phrased there as: the largest backward FTLE equals the
negative of the smallest forward FTLE 1T log σ1. For two-
dimensional incompressible flows, we re-derive Prop. 2 in
Ref. 1 from Eq. (5), i.e.,
Λb (x2) =
1
T
log σ−11 (x1) =
1
T
log σ2 (x1) = Λ
f (x1) . (9)
Even though Eq. (9) has been derived earlier1, a signif-
icant implication for visual FTLE ridge-based LCS ap-
proaches has been overlooked. For simplicity, suppose
we identify a visual backward FTLE ridge S2 at the final
time, which is backward normally repelling. That is, S2
is characterized by high Λb-values relative to neighboring
points off S2. Its flow-preimage S1 = F−1(S2) at the ini-
tial time is a forward attracting LCS with high Λf-values
relative to neighboring points off S1, and thus appears
as a visual forward FTLE ridge. Due to backward nor-
mal repulsion, S2 is backward tangentially shrinking, and
consequently S1 may have a length on the scale of—or
possibly below—computational resolution. Therefore, in
practice the likeliness for a visually observable, attracting
FTLE ridge depends on the ratio between the strength
of hyperbolicity, the length of the FTLE ridge and the
length of integration time. In any case, this does not af-
fect the very fact that strongly forward attracting flow
structures come along with high forward FTLE values,
as demonstrated in Section II.
IV. LCS APPROACHES INCLUDING PRINCIPAL
DIRECTIONS
For most LCS approaches based on particle separation
there are no explicit characterizations of attracting LCSs
in forward time. In this section, we provide a short and
direct proof of such a characterization for the geodesic
approach2, and the new corresponding result for the vari-
ational approach3,16,33. We revert the chronological order
of the development of these two concepts, as the varia-
tional approach contains more mathematical conditions,
covering those of the geodesic approach.
6A. Technical preliminaries
Definition 1 (Generalized maximum34). Let f be a
smooth scalar field, defined on some open subset D ⊆M,
and v be a smooth vector field on D. Then x ∈ D is a
generalized maximum of f with respect to v, if
Lvf(x) = 0, L2vf(x) < 0.
Here, Lvf and L2vf(x) denote, respectively, the first- and
second-order Lie derivatives of f with respect to v at x.
A generalized minimum of f is defined as a generalized
maximum of −f .
The first- and second-order Lie derivatives correspond
to directional derivatives. In the literature and the Eu-
clidean case, they are also written as
Lvf(x) = 〈v (x) ,∇f(x)〉 ,
L2vf(x) =
〈
v (x) ,∇2f (x) v (x)〉 .
Lemma 1. Let ξ and θ be smooth, normalized vector
fields on some open subset D ⊆ D ⊆ M and F[D], re-
spectively, and f and g be smooth scalar functions on
D and F[D], respectively. Suppose the vector fields and
the functions are F-related, i.e. F∗ξ = (F∗σ) θ with
a smooth, nowhere vanishing weight function σ, and
F∗f = g or equivalently F∗g = f . Then the following
equation holds for any x1 ∈ D and x2 = F(x1):
Lξf (x1) = σ (x1)Lθg (x2) . (10)
If (10) vanishes at x1, then
L2ξf (x1) = σ2 (x1)L2θg (x2) . (11)
Proof. We use (3), and Propositions 4.2.8 and 4.2.15(i)
from 26, to get
Lξf(x1) = Lξ (F∗g) (x1) = F∗
(L(F∗σ)θg) (x1)
= σ (x1) F
∗Lθg (x1) = σ (x1)Lθg (x2) .
Eq. (11) follows similarly:
L2ξf(x1) = Lξ (Lξf) (x1)
= Lξ (σ · F∗ (Lθg)) (x1)
=
(Lξσ · F∗ (Lθg) + σ2 · F∗ (L2θg)) (x1)
= σ (x1)
2 L2θg(x2),
where the last identity follows from the assumption
Lθg (x2) = 0.
Remark 4. By Eqs. (3) and (7), Lemma 1 applies to Lie
derivatives of forward and backward singular value fields
with respect to singular vector fields, which will be used
to prove Theorem 2.
B. The relaxed variational/geodesic approach to
hyperbolic LCSs
In the following, we will work with material sur-
faces, i.e., flow-invariant, time-parametric families of
codimension-one submanifolds S(t) ofM, t ∈ [t1, t2], sat-
isfying Frs(S(s)) = S(r) for any s, r ∈ [t1, t2].
Definition 2 (Strain- and stretch-surface2). We call
a material surface S(t) a forward strain- and stretch-
surface if S(t1) is everywhere normal to the right-singular
vector fields ξn and ξ1, respectively, i.e., for any x1 ∈
S(t1) one has, respectively,
ξn(x1) ⊥ Tx1S(t1), and ξ1(x1) ⊥ Tx1S(t1).
We call S(t) a backward strain- and stretch-surface if
S(t2) is everywhere normal to the left-singular vector
fields θ1 and θn, respectively, i.e., for any x2 ∈ S(t2)
one has, respectively,
θ1(x2) ⊥ Tx2S(t2), and θn(x2) ⊥ Tx2S(t2).
Strain-surfaces are normally repelling flow structures,
while stretch-surfaces are normally attracting. Both
types admit no Lagrangian shear17. In dimension 2,
strain- and stretch-surfaces are referred to as strain- and
stretchlines. They have the local property, that they are
pointwise aligned with the direction of strongest compres-
sion or stretching, respectively. In Ref. 18 it is shown that
they also satisfy a global variational principle, and that
they are null-geodesics of a Lorentzian metric. In dimen-
sion 3 and higher, strain- and stretch-surfaces arise from
a local variational principle, which compares candidate
material surfaces to those perturbed in tangent orienta-
tion pointwise. Existence of (hyper-)surfaces orthogonal
to a given (nonlinear) vector field as well as their numer-
ical construction are challenging26,35, see Ref. 22 for the
local variational approach in dimension 3.
Theorem 1 (2, Theorem 1). Forward strain-surfaces
coincide with backward stretch-surfaces, and forward
stretch-surfaces coincide with backward strain-surfaces.
Proof. We prove only that backward strain-surfaces co-
incide with forward stretch-surfaces, the other state-
ment can be shown analogously. The relation θ1(x2) ⊥
Tx2S(t2) is equivalent to the fact that Tx2S(t2) is the
span of {θ2(x2), . . . , θn (x2)}. Tx2S(t2) is mapped bijec-
tively to Tx1S (t1) by DF−1 by flow-invariance of S(t).
In turn, Tx1S (t1) is spanned by {ξ2(x1), . . . , ξn (x1)} and
consequently orthogonal to ξ1 (x1).
Example 1. We apply the geodesic LCS approach to the
saddle flow from Section II. Here, we only focus on check-
ing the common hypothesis, that FTLE ridges computed
in forward time correspond to repelling LCSs. in Fig.
5, we plot strainlines (red), which are normally repelling
and do not pick up the visual FTLE ridge. In contrast,
stretchlines, which are normally attracting, do align with
the orientation of the visual ridge, which is picked up by
the one passing through the saddle at the origin.
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FIG. 5. Strainlines (red) and stretchlines (green) on top of the
forward FTLE field from Fig. 1(b) in gray scale. Clearly, only
normally attracting structures align with the visual FTLE
ridge.
C. The variational approach to hyperbolic LCSs
In Ref. 3, hyperbolic LCSs are defined variationally as
locally strongest normally repelling material lines. The
local variational principle compares LCS candidate ma-
terial surfaces to surfaces smoothly perturbed in position
and tangent orientation.
Definition 3 (Variational hyperbolic LCS3,16). We call
a compact material hypersurface S(t) a variational re-
pelling LCS over [t1, t2] if
1. S(t) is a forward strain-surface, i.e. ξn ⊥ TS(t1),
2. each x1 ∈ S(t1) is a generalized maximum of σn
with respect to ξn, i.e. Lξnσn = 0 and L2ξnσn < 0
on S(t1), and
3. at each x1 ∈ S(t1) one has σn−1(x1) 6= σn(x1) > 1.
We call S(t) a variational attracting LCS over [t1, t2] if
it is a variational repelling LCS over [t1, t2] for the back-
ward flow.
Note that the differentiability assumption on singular
vector fields16 is satisfied by our general hypothesis on
simplicity of singular values. The third condition in Def-
inition 3 requests that normal repulsion dominates tan-
gential stretching.
Theorem 2 (Characterization of variational attracting
LCSs). Assume that S(t) is a variational attracting LCS
over [t1, t2]. Then the following statements hold:
1. S(t) is a forward stretch-surface,
2. each x1 ∈ S(t1) is a generalized minimum of σ1
with respect to ξ1, and
3. at each x1 ∈ S(t1) one has σ2(x1) 6= σ1(x1) < 1.
Proof. Item 1. is the statement of Theorem 1. Item 2.
follows from Lemma 1, cf. Remark 4, and strict mono-
tonic decay of the inversion on R>0. Finally, σ2(x1) 6=
σ1(x1) < 1 is clearly equivalent to the assumption
κn−1(x2) = σ−12 (x1) 6= σ−11 (x1) = κn(x2) > 1.
Corollary 1. Let S(t) be a variational attracting LCS
over [t1, t2] for a two-dimensional incompressible velocity
field. Then each x1 ∈ S(t1) satisfies in particular:
Lξ1σ2(x1) = 0,
L2ξ1σ2(x1) < 0,
ξ1(x1) ⊥ Tx1S(t1).
Corollary 1 states that variational attracting LCSs ap-
pear as curves of generalized maxima of the forward
FTLE field, just as the variational repelling LCS. The dis-
tinction between these two types is via the direction field
of differentiation. For attracting variational LCSs, the
direction of largest stretching is tangential to the curve,
as the direction of strongest attraction is normal to it. In
contrast to the topological ridge approaches such as the
height ridge, the variational approach, roughly speaking,
selects ridges according to their orientation with respect
to the directions of strongest attraction and repulsion,
respectively.
Example 2. We apply the variational LCS approach to
the saddle flow from Section II. In Fig. 6, we show curves
of generalized maxima (red) of the forward FTLE w.r.t.
ξ2 (red) and w.r.t. ξ1 (green). Irrespective of the orien-
tation of the visual FTLE ridge, (parts of) the x- and
y-axes are correctly detected as repelling and attracting
LCSs, respectively. The vertical curves of generalized
maxima of σ2 w.r.t. ξ2 in Fig. 6 are discarded by check-
ing for orthogonality with respect to ξ2 (or, equivalently,
for tangency with ξ1). In general flows, this orthogonality
requirement must be relaxed for numerical stability33.
V. CONCLUSIONS
In this article, we showed that defining attracting and
repelling LCSs as the ridges of scalar separation measure
fields, computed in backward and forward time, respec-
tively, is mathematically inconsistent. This adds to a
collection of previously discovered issues in FTLE ridge-
based LCS detection3,13,14,36.
The reason for that inconsistency is the fact that sepa-
ration measures reflect separation in an undirected fash-
ion. The question, whether or not a certain structure
of interest, such as a ridge, aligns with a certain direc-
tion field, can be answered only after the computation
of the separation measure field and after the selection
of the structure. In two-dimensional volume-preserving
flows, the pointwise balance of particle separation and
compression complicates the situation further. In this
case, normally attracting material lines come along with
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FIG. 6. Variational LCS candidates on top of the forward
FTLE field from Fig. 1(b) in gray scale. Generalized maxima
of σ2 w.r.t. ξ2 (red), i.e., repelling LCS candidates; gener-
alized maxima of σ2 w.r.t. ξ1 (green), i.e., attracting LCS
candidates. Clearly, only normally attracting structures align
with the visual FTLE ridge. For the full variational LCS
definition, red/green lines shown here must be orthogonal to
green/red lines in Fig. 5. Therefore, the two vertical red lines
should be discarded.
large particle separation and may appear as ridges in sep-
aration measure fields.
This conceptual issue cannot be resolved by refine-
ments in ridge notions, more accurate computations of
separation measure fields, or improvements in numerical
ridge extraction, but only by more involved LCS con-
cepts. A natural extension of purely ridge-based LCS
approaches is to incorporate principal directions in or-
der to get a self-consistent notion of hyperbolic LCSs. In
the recently developed geodesic approach15,17–19,22, the
principal direction fields are used to first define candi-
date structures. Only in a second step those structures
are selected, which have the locally strongest intended
dynamical impact. This way, normal repulsion and nor-
mal attraction are guaranteed from the beginning, while
the second step guarantees the relevance for explaining
finite-time pattern formation and transport.
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Appendix A: Representation aspects in linearized
deformation
In this section, we recall how to derive the metric rep-
resentation of the deformation gradient, when M is em-
bedded in, say, Euclidean three-space, and the metric on
M is pulled back from that ambient space. As an exam-
ple, we consider the two-dimensional sphere parametrized
by geographical coordinates. Textbook references on the
subject include Refs. 26 and 29, see also Ref. 20 for as-
pects on deformation gradient estimation on triangulated
manifolds.
1. Preliminaries
Let (E, 〈·, ·〉) be some n-dimensional Euclidean vector
space, and B = (b1, . . . , bn) a basis. Then the matrix
GB = (gij)ij ∈ Rn×n, gij = 〈bi, bj〉, called the Gramian,
is the metric representing matrix, which means the fol-
lowing.
Let v ∈ E and v = ∑ni=1 vibi the unique repre-
sentation of v w.r.t. the basis B. Then the n-tuple
vB =
(
v1 · · · vn
)>
is the coordinate representation of
v w.r.t. B. Let v, w ∈ E with coordinate representations
vB and wB. Then the inner product of v and w is given
by
〈v, w〉 = (vB)> ·GB · wB,
where the right-hand side is meant in terms of the usual
matrix-multiplication. Note that the left-hand side is
defined independently from any basis, but the right-hand
side gives a recipe how to actually compute the inner
product in coordinates.
The transformation given by the square root
(
GB
) 1
2
of GB yields a basis B′ = (b′1, . . . , b′n), b′i =
(
GB
) 1
2 bi, in
which the inner product can be calculated in Euclidean
fashion (recall that if a symmetric, (semi-)positive defi-
nite operator G is given as G = L>L, then the square
root of G is also referred to as the modulus of L, and
denoted by |L|). Indeed,(
vB
′)> · wB′ = ((GB) 12 vB)> · (GB) 12 wB
=
(
vB
)> ·GB · wB = 〈v, w〉 . (A1)
Because of Eq. (A1), we refer to
(
GB
) 1
2 as the coordinate
transformation to metric coordinates.
2. Pullback metrics
For convenience, we consider in the following exclu-
sively E = E3, i.e., the Euclidean three-space with canon-
ical inner product. We parametrize E by the canonical
9embedding R3 ↪→ E, and we refer to the three coordinate
directions as x, y, z. In these coordinates, the Rieman-
nian metric is represented by
gE = 1dx
2 + 1dy2 + 1dz2,
or, in other words, the metric representing matrix w.r.t.
the canonical orthonormal dual basis (dx,dy,dz) is the
identity matrix I at each point.
LetM be an embedded submanifold of E, and assume
for simplicity that (almost all of) M can be described
by a single parametrization P : D ⊆ Rm → M ↪→ E,
m ≤ 3. Examples include the two-dimensional sphere
S2R of radius R in geographical coordinates, i.e., longitude
and latitude, and a three-dimensional spherical shell S2×
[r,R], 0 < r < R. For definiteness, we consider only two-
dimensional manifolds in the following.
With the parametrization P = (P x, P y, P z)>, depend-
ing on parameters p = (p1, p2), and given in terms of
(x, y, z)-coordinates, the pushforward of vector fields in
(∂p1 , ∂p2)-(∂x, ∂y, ∂z)-coordinates by P , is represented by
P∗(p) = P ′(p) =
∂p1P x(p) ∂p2P x(p)∂p1P y(p) ∂p2P y(p)
∂p1P
z(p) ∂p2P
z(p)
 .
The pullback P ∗ of differential forms by P (in the dual
(dx, dy,dz)-(dp1,dp2)-coordinates), as the dual mapping
to the pushforward, is then represented by P ∗(p) =
P ′(p)>.
We turn M into a Riemannian manifold, by pulling
back the Euclidean metric gE by P , i.e. gM = P ∗gE.
To compute gM in local coordinates, it suffices to com-
pute the pullbacks of the canonical differential forms, for
instance, P ∗dx. Their coordinates correspond to the re-
spective column in the matrix representation of P ∗. A
closer inspection of the emerging coefficients reveals that
the metric representing matrix of gM can be computed
formally as (P∗)>P∗. Finally, the coordinate transforma-
tion to metric coordinates on the tangent space is given
by |P∗|.
3. Metric representations of deformation gradients
Let F : D ⊆M→ F [D] ⊆M be the flow map as intro-
duced in Section III. Consider the velocity field u in Eq.
(1) to be given in parameters, say, in longitude-latitude
on the sphere, and F to be computed in parameters as
well. Then the Jacobian of DF in these coordinates is
computed as
DF(x1) =
(
∂p1F
p1(x1) ∂p2F
p1(x1)
∂p1F
p2(x1) ∂p2F
p2(x1)
)
By the Courant–Fischer Min–Max Theorem37, singu-
lar values and vectors of DF can be characterized as so-
lutions of min-max-problems of
‖DF(x1)v‖
‖v‖ , (A2)
i.e., the deformation effect of F at x1 ∈M on a tangent
vector v ∈ Tx1M \ {0}. As usual, the norm ‖v‖ of a
tangent vector v ∈ Tx1M is given by gM,x1(v,v)
1
2 . The
question now is to which matrix representation to apply
an svd-routine.
To this end, we transform the tangent vectors in Eq.
(A2) to metric coordinates, which yields:
‖DF(x1)v‖
‖v‖ =
‖|P∗(x2)|DF(x1)v‖
‖|P∗(x1)|v‖
=
∥∥∥|P∗(x2)|DF(x1) |P∗(x1)|−1 w∥∥∥
2
‖w‖2
, (A3)
where ‖·‖2 is the Euclidean norm of tuples. For the sec-
ond identity, we substituted w = |P∗(x1)|v, or, equiva-
lently, v = |P∗(x1)|−1 w. Eq. (A3) states that
|P∗(x2)|DF(x1) |P∗(x1)|−1
is the metric representation of the deformation gradient.
This can be used as input for an svd-routine. Finally,
right- and left-singular vectors thus obtained need to be
transformed to natural coordinates by |P∗(x1)|−1 and
|P∗(x2)|−1, respectively. After this step, they can be in-
tegrated to obtain strain- and stretchlines in the same
parametrization as were given u and F initially.
4. Example
Consider the two-dimensional sphere of radius R, S2R,
without the poles, with geographical parametrization
given by
P : (φ, θ) 7→ P (φ, θ) =
P x(φ, θ)P y(φ, θ)
P z(φ, θ)
 =
R cos θ cosφR cos θ sinφ
R sin θ
 .
Then the pushforward of vector fields by P (in (∂φ, ∂θ)-
(∂x, ∂y, ∂z)-coordinates) is represented by
P∗(φ, θ) = P ′(φ, θ) = R
− cos θ sinφ − sin θ cosφ− cos θ cosφ − sin θ sinφ
0 cos θ
 .
Thus, the metric representing matrix has the form
G(φ, θ) = P ′(φ, θ)>P ′(φ, θ) =
(
R2 cos2 θ 0
0 R2
)
.
The diagonal form is a consequence of the orthogonality
of the geographical parametrization, the deviation from
the identity matrix is due to the lack of normalization.
Clearly, the coordinate transformation |P∗| to metric co-
ordinates in the tangent space is then given by
|P∗(φ, θ)| =
(
R cos θ 0
0 R
)
,
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with inverse
|P∗(φ, θ)|−1 =
(
1
R cos θ 0
0 1R
)
.
Finally, the metric representation of the deformation gra-
dient at x1, with coordinates (φ1, θ1), where x2 = F(x1),
with coordinates (φ2, θ2), takes the form
|P∗(x2)|DF(x1) |P∗(x1)|−1 =
=
( cos θ2
cos θ1
∂φF
φ(p) cos θ2∂θF
φ(p)
1
cos θ1
∂φF
θ(p) ∂θF
θ(p)
)
. (A4)
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