Abstract. This paper considers the question of the rate of convergence to α-stable laws, using arguments based on the Zolotarev distance to prove bounds. We provide a rate of convergence to α-stable random variable where 1 < α < 2, in the generalized CLT, that is, for the partial sums of independent identically distributed random variables which are not assumed to be square integrable. This work is a technical report based on the Zolotarev paper in [1] .
Introduction
When studying limit theorems in probability theory it is important to try to assess the rates at which these converges. It is known that taking into account probability metrics in the space of random variables, allow to approximate partial sums for sequences of random variables. It is also known that stable laws are the only limits in the study of the limit law for such partial sums properly normalized. However, the lack of explicit formulas for their density functions except some stable distributions (Gaussian, Cauchy, Lévy) significantly limits their use in practice. A random variable ϑ has a stable distribution if there exists some coefficients C n > 0 and D n ∈ R such that:
where ϑ 1 , . . . , ϑ n are i.i.d copies of ϑ. In particular such random variables are infinitely divisible. It is shown that C n = n 1/α with α ∈ (0, 2] (see for instance [2] , Section VI.1). The coefficient α is the index of stability. We shall say that ϑ is an α-stable (real-valued) random variable. The case α = 2 and D n = 0 corresponds to a Gaussian random variable. The Lévy-Khintchine representation in the case α ∈ (0, 2) reads as follows: E[e iuϑ ] = e ψ(u) where ψ is the characteristic exponent given by
with b ∈ R, c 1 , c 2 ≥ 0 and c 1 + c 2 > 0. We say in this case that ϑ is an α-stable random variable with characteristics (b, c 1 , c 2 ). For strictly α-stable random variable we have b = 0 and the case b = 0, c 1 = c 2 corresponds to a symmetric α-stable random variable. In the context of the Central Limit Theorem (CLT) it is well known that, for some given sequence of iid random variables (V n ) n≥1 , the partial sum properly normalized convergence to an α-stable random variable, α ∈ (0, 2], if the random variable V 1 is in a domain of attraction of the α-stable random variable. We say that the random variable V 1 is in the domain of attraction of an α-stable with tails parameters c 1 and c 2 if
where h is a function such that lim x→∞ h(x) = 0. The case of domain of attraction of a symmetric α-stable random variable corresponds to c 1 = c 2 . The reader can refer to [3] for the domain of attraction conditions. We shall also say that the random variable X is in a strong domain of attraction of the α-stable if in (1), there exists
In the sequel we call γ α the attraction index.
In this paper, we obtain a rate of convergence to an α-stable random variable, α ∈ (1, 2), for partial sums of iid random variables (V n ) n≥1 (the generalized CLT) between characteristic functions. To this end, we show in Theorem 3.1 a bound of order n α−r α in the Zolotarev ideal probability metric ζ r for r ∈]α, 2], provided the random variable V 1 is in a strong domain of attraction of the α-stable random variable with an attraction index γ α > r − α. We then applied the result to derive the rate of convergence between characteristic functions, see Theorem 3.2. The layout of this short paper is as follows. We start in Section 2, by the notion of ideal probability metrics and introduce the Zolotarev ideal probability metric of order r > 0. We give in Section 3 a rate of convergence to an α-stable random variable, α ∈ (1, 2), for iid random variables between characteristic functions in Theorem 3.2.
Preliminaries
Denote by Σ the space of real random variables. In this section we introduce the notion of ideal probability distance and as an example we introduce the Zolotarev distance. On a probability space (Ω, F , P) consider two real random variables X and Y , denote by P X and P Y their probability laws respectively.
is said to be a probability distance in Σ if for all random variables X, Y and Z the following statements hold:
(1)
If the values of d(X, Y ) are determined by the marginal distributions P X and P Y then one says that the distance d is simple. An example of a simple distance is:
• the total variation distance defined by:
where ||f || ∞ = sup x∈R |f (x)|. Now let us define an ideal probability distance. Definition 2.2. A simple distance d in Σ is called an ideal probability distance of order r ≥ 0, if the following statements hold:
(Homogeneity of order r)
We now give as example the Zolotarev distance.
Definition 2.3. Let r > 0 with the representation r = m + β where β ∈]0, 1] and m ∈ N. We define the following simple metric :
where Λ r is the set of bounded functions f : R → R which are m-times continuously differentiable and such that
where f (m) is the derivate function of order m.
The metric ζ r is called the Zolotarev probability distance and it is an ideal probability metric of order r. We refer the reader to Theorem 1.4.2 in [4] for the proof. Note that by a simple application of the Taylor formula with integral remainder, one can show that ζ r (X, Y ) < ∞ provided
and
Note also that the condition in (7) is necessarily but the moment condition in (6) can be relaxed using domain of attraction conditions. Some interesting cases are r = 1 and r = 2.
(a) The Zolotarev metric of order 1 is defined by:
where Λ 1 is the set of bounded continuous functions f :
By the famous Kantorovich-Rubinstein duality, it rewrites as :
where the infimum runs over all coupling of the marginal distributions P X and P Y . (b) The Zolotarev metric of order 2 is defined by
where Λ 2 is the set of bounded functions f : R → R which are 1-times continuously differentiable and such that |f
Main results
Lemma 3.1.
|x − y| max(|x| r−1 , |y| r−1 ) ≤ 2 x|x| r−1 − y|y| r−1 , ∀x, y ∈ R, r ≥ 1.
Proof. If we apply the following triangle inequality ||a| − |b|| ≤ |a − b|, for a = x|x| r−1 and b = x|x| r−1 , then we have:
Now assume that |x| ≥ |y|. We have
This leads to the following fact:
Bringing together the inequalities (8) and (9), we thus obtain the desired inequality.
Theorem 3.1. Given a sequence of integrable iid random variables (V n ) n≥1 , set
Assume that V 1 is in the strong domain of attraction of a symmetric α-stable random variable ϑ with α ∈ (1, 2) and an attraction index γ α > r − α where r ∈ (α, 2]. Then there exists a constant C > 0 such that :
One can deduce the rate of convergence between characteristic functions. Theorem 3.2. Given a sequence of integrable iid random variables (V n ) n≥1 , set
Assume that V 1 is in the strong domain of attraction of a symmetric α-stable random variable ϑ with α ∈ (1, 2) and an attraction index γ α > 2 − α. Then there exists a constant C(t) > 0 such that :
and observe that, using the definition of the ideal probability distance ζ 2 , we have
since the function f t (x) = e itx , t ∈ R, x ∈ R is bounded and the derivative f ′ t is a t 2 -Lipschitz function. We thus obtain the result by applying Theorem 3.1 with r = 2. Now let us start the proof of Theorem 3.1
Proof of Theorem 3.1. Without loss of generality, we assume that the sequence (V n ) n≥1 is centered. Consider a sequence (ϑ n ) n≥1 of i.i.d copies of ϑ. We have the following identity:
We choose the sequence (ϑ n ) n≥1 to be independent of the sequence (V n ) n≥1 . Since ζ r is a simple distance, we have
For n = 2, since ζ r is an ideal probability metric of order r we have:
where we use in the first inequality the regularity property and in the second inequality the homogeneity of order r of the probability metric ζ r ; the last equality holds since ζ r is a simple distance. Thus, by induction on n, we have
so that
Now the remainder of the proof is devoted to show that C is finite.
Consider two real random variables X, Y and define
where Γ is the set of bounded functions f : R → R such that
By [5] , κ r rewrites as
, where the infimum runs over all coupling of the marginal distributions P X and P Y .
Let V 1 and ϑ be the optimal coupling for κ r (V 1 , ϑ) and f : R → R, bounded and 1-time continuously differentiable such that:
By the mean value theorem there exists λ ∈]0, 1] such that:
we have,
Now taking into account Lemma 3.1 we obtain
and thus
By [4] , the following representation hold: 
