Abstract. The next generation of radio telescopes will generate exabytes of data on hundreds of millions of objects, making automated methods for the detection of astronomical objects ("sources") essential. Of particular importance are faint, diffuse objects embedded in noise. There is a pressing need for source finding software that identifies these sources, involves little manual tuning, yet is tractable to calculate. We first give a novel image discretisation method that incorporates uncertainty about how an image should be discretised. We then propose a hierarchical prior for astronomical images, which leads to a Bayes factor indicating how well a given region conforms to a model of source that is exceptionally unconstrained, compared to a model of background. This enables the efficient localisation of regions that are "suspiciously different" from the background distribution, so our method looks not for brightness but for anomolous distributions of intensity, which is much more general. The model of background can be iteratively improved by removing the influence on it of sources as they are discovered. The approach is evaluated by identifying sources in real and simulated data, and performs well on these measures: the Bayes factor is maximized at most real objects, while returning only a moderate number of false positives. In comparison to a catalogue constructed by widely-used source detection software with manual post-processing by an astronomer, our method found a number of dim sources that were missing from the "ground truth" catalogue. The sheer scale of data generated by next-generation radio telescopes makes automated methods for finding astronomical objects essential. Existing approaches require time-intensive manual parameter tuning, and manual postprocessing by an astronomer, and are not fully adequate to find all objects of interest [1, 2, 3] .
The sheer scale of data generated by next-generation radio telescopes makes automated methods for finding astronomical objects essential. Existing approaches require time-intensive manual parameter tuning, and manual postprocessing by an astronomer, and are not fully adequate to find all objects of interest [1, 2, 3] .
Most automated source detection algorithms can be described as flood-filling or region-growing, driven by (possibly transformed) pixel intensities [4] . These often require restricting the sources to those that are at least as bright as some threshold, typically set at 3σ or 5σ above root mean square (rms) noise. However, some of the most scientifically important objects in astronomy are dim, low surface brightness sources, with intensities in the range of background noise [2] .
There are a small number of Bayesian source detection algorithms (reviewed in [4] , see also [5] , and in the current volume), most of which use Markov-chain Monte Carlo sampling (MCMC) to estimate the relative probability that each pixel (or pixel grouping) in an image arises from background or is a source pixel [6, 4] . For examples, see [7] , [8] , and [9] .
The work most similar to that in this paper is that of Hobson and McLachlan [10] , who performed Bayesian model selection using MCMC to explore the parameters of background and source models, with a source model of circularly symmetric Gaussian-profile objects and a background model of Gaussian noise. They present two versions of the algorithm: one in which all sources are found simultaneously, and one in which sources are found iteratively. Brewer et. al. [11] have successfully scaled a model similar to Hobson and McLachlan's [10] up to ∼ 1000 sources.
In contrast to the existing Bayesian source detection methods, in our procedure source and background are modelled as distributions over ranges of pixel intensities. We first show how to avoid the worst problems caused by naive binning procedures. In common with other approaches we then assume a parametrised form (shape) for astronomical sources and find the most plausible shape parameters per source, however sources are not assumed to be circularly symmetric or of a particular size, and we make only weak assumptions about the form of the noise distribution.
By exploiting the relative consistency of image background, we suggest a tractable way to infer the log posterior ratio (Bayes Factor) that a given region is source vs background. This avoids the difficulties inherent in approaches that are based on comparing to "typical" sources and yeilds an objective function which, when maximized, finds sources.
DISCRETISATION BY BINNING
Radio astronomy images have continuous-valued pixel intensities, which can be converted to a smaller set of discrete values or "bins" [12] . A histogram of pixel intensities can be constructed by assigning each pixel in an image to a bin on the basis of its intensity z x,y , where bins are ranges of intensity values. The number of bins must also be set (either manually, or by the binning method itself). The simplest way to partition data into bins is to create K equal width partitions in the data range. Alternatively, bins may be defined according to their occupancy, by ranking the data and assigning partitions based on this ranking. Equal occupancy partitions are constructed by dividing the N ranked pixels evenly into K bins, and setting bin ranges accordingly.
There are three major problems with the simple discretisation/binning methods for radio astronomy data: there is a lack of any informed basis for deciding on what bin boundaries to use and so any particular choice amounts to an unjustified assertion; because radio astronomy data is non-uniform, relevant groupings of values may be split across bins or combined in bins in a way that reduces discriminative power [13] ; discretisation results in sudden changes at partition values, which introduces variation into the system that did not previously exist. Moreover, data-points that lie near a boundary of a bin are less well represented by that bin than data-points that lie towards the middle of the bin's interval [14] .
It would be more principled to assign proportions of each pixel across a range of bins to reflect uncertainty about which bin a pixel belongs to. Instead of making a "hard" assignment of pixels to bins, many sets of bins b ∈ B (each of size K) could be created, with bin sets differing in their partition points. Each pixel then has a number of "possible" bin assignments, so we have a distribution over all the bins for each pixel, reflecting our uncertainty about where the borders should lie. This solves the problem of the sudden changes at bin borders, and is a method for converting continuous values into distributions over discrete values (counts). It reduces the impact both of the uninformed choice of bins and of any within-class splitting over bins and between-class combining within bins [13] . We use the Dirichlet distribution [15, 16, 17] , parametrized by α = α 1 , ..., α K , to create these sets of bins. A sample from a Dirichlet distribution yeilds a K-element vector whose elements are positive and sum to one. A Dirichlet distribution with symmetric α will produce roughly equal values for all elements, and the larger the α values overall, the more consistent the distributions drawn, since as parameters α grow, the Dirichlet reverts to a categorical having probabilities p i proportional to α i . The cumulative sum of those elements can be interpreted as break-point levels L 0 , . . . , L K of a partition over [0, 1]. To partition pixel values into bin borders, levels L could be scaled to the range between minimum and maximum pixel values [z min , z max ] in some set, or alternatively applied to a ranking of those values. Draws from a Dirichlet distribution with such an α vector can thus be used as partition points in a set of roughly equal width, or roughly equal-occupancy bins, respectively.
SOURCE DETECTION
For ease of description we use a single discretisation (binning) of the pixel intensities in the argument that follows, but it is straightforward to combine the resulting algorithm with the Dirichlet bins approach given above, and the results section gives performance for both variants. We give a somewhat informal description here to convey the essential ideas -further elaboration can be found in [18] .
Given an astronomical image and a generative model for the distribution of background pixels, a likelihood can be assigned to a particular region of that image, reflecting how well the region conforms to the model. If, in addition, there is a model for foreground, a comparison of the likelihoods can indicate which of the two best fits the region. A simple way to do this would be to use categorical distributions (i.e. simple histograms) for both models. However, while background is relatively consistent, every source is different: given this variability, what is the best categorical distribution to use? This ad hoc choice will affect the subsequent comparison of likelihoods.
Consider the following generative model (hierarchical prior) for astronomical images. Elliptical regions ("sources") are randomly distributed in the image, with a very broad prior on their sizes and eccentricities. Each such region has an associated categorical distribution ("normalised histogram") over the bin indices of pixels to be found within it. Since this distribution is unknown we consider it a draw from a Dirichlet distribution. With parameters α i = 1, the histogram FIGURE 1. Exhaustive calculation of DMR on simulated data. From left to right: three simulated sources; the image overlaid with Gaussian noise; the noisy image binned with Dirichlet equal occupancy bins; the value of DMR where the kernel is centered on (x, y) calculated using these bins, shown using a colour gradient from red (background) to blue (source). The other parameters of W (namely σ x , σ y and rotation φ ) were held constant. All three sources are recovered. The blue peaks in function-space for two of the three sources in the image at right indicate high values for these sources, and roughly equal values despite the bottom source being brighter than the top one. The objective function's value for the dim source is relatively lower than that for the other two sources, however it still exceeds a value that would indicate "background", relative to the true background regions.
is a draw uniformly from the simplex of possible categorical distributions. Each source then generates its pixel's bin indices i.i.d. from its unique histogram.
Similarly, all the remaining pixels (the "background") have their bin indices drawn from a categorical which is a taken to be a single draw from a Dirichlet, except that in this case the α parameters are large. There are various ways one might set the background α, but the simplest is to set them equal to the bin counts of the overall image plus one, which (via conjugacy of the Dirichlet with Categorical) yeilds the maximum a posteriori distribution one would obtain were there no sources present.
This prior has a strong preference for a particular distribution when it comes to background pixels, but makes almost no assumptions about "source characteristics" other than their elliptical shape. For example, it does not assume that pixels from source are brighter than those from background, only that they are likely to be different. Finally, to avoid forcing source boundaries to have hard borders and be precisely elliptical, we assume the bin indices actually arise from a mixture of the source and background categoricals with the mixing coefficient following a Gaussian-shaped kernel.
Taking a Bayesian view, source detection "inverts" the above to assess the likely origin of the histogram leading to the pixels in a certain region, without committing to the unknown histogram itself. Given a region, the relative plausibilities for the two possible origins are captured by the Bayes factor log P(S|n) P(B|n) , where S and B are source and background models respectively. Each of these probabilities is a Dirichlet-Multinomial compound distribution, and involves an integral over the unknown histogram involved. A very convenient property of this distribution is that the integral is analytic and easy to evaluate. We denote the Bayes factor "DMR" (Dirichlet Multinomial Ratio) for brevity. The task of locating sources becomes one of optimization of the parameters in DMR (other than hyperparameters α), namely those controlling source location and shape. Since DMR is analytic it can be optimized efficiently by gradient ascent.
DMR can be calculated as follows. Let b (x,y) be the index of the bin that results from the pixel intensity at location (x, y) in the image. For a region R with a hard border the aggregate bin counts would be
where δ () is the delta function. For "soft" borders, all the counts should be weighted by a Gaussian-shaped kernel function W θ x,y over locations (x, y). Parameters θ specify the position and shape of the region, namely its center coordinates (m x , m y ) and full covariance (parameterised by approximate half-widths σ x and σ y together with a rotation φ ). Note that the Gaussian kernel is not normalised and at its peak reaches 1. Other shapes could also be used. We can now generate a vector n θ containing the aggregate of weighted bin counts, with k th component
Given any vector of counts n in K bins of a histogram, integrating out the multinomial distribution gives the following marginal joint likelihood [17] :
where Γ(.) denotes the gamma function, A = ∑ k α k and N = ∑ k n k . The ratio of posterior probabilities [19] comparing the two possible origins for the counts is:
where S denotes use of hyperparameter vector α S , and similarly for B. To reflect the prior belief that radio astronomy images are dominated by background, a heuristic value for the the ratio of source to background pixels in the image may be used in place of the fraction in the second term: we used 0.05. Denoting the derivative of the log of the gamma function by ψ, the gradient of DMR with respect to the region parameters θ is [18] :
where
The final term
can be calculated [18] on a per-parameter basis from Equation 2.
METHODS
The performance of DMR in identifying astronomical sources was evaluated against simulated and real data. Real data comprised 25 randomly selected 500 × 500 pixel windows of two large astronomical images 1 . Each window was treated as a whole image for purposes of evaluation of DMR; windows had an average of 36 sources each."Ground truth" sources and their parameters (central position and coordinates describing a bounding box around each source) were identified using the source-finding package BLOBCAT [21] with manual postprocessing by an astronomer. Noisy borders of the images were excluded from source detection in construction of the ground truth catalogue. The images were discretised using equal occupancy and equal width bin border strategies with K = 10. The Dirichlet-border "softening" of both types of bin borders was also used with a symmetric α vector with α i = 10 ∀i, and generating 50 sets of bins.
We set the source model α S to the symmetric α vector with α i = α j = 1 ∀i, j ∈ 1, ..., K, which is non-committal about what a source distribution might be, and α B to be the binned-counts of the whole image. Given these parameterisations for α B and α S , background regions are expected to have a similar distribution over bins to that of the whole image, while a source region may have any distribution over K bins. A high DMR value using Equation 4 means that the counts n in a region are highly dissimilar to those expected under multinomial distributions drawn from a Dirichlet distribution having parameter vector α B . So, for example, a region in which there is a higher proportion of bright pixels than is typical in the image would receive a high DMR value. More generally, regions in the image with any "unusual" distributions across bins will correspond to peaks in the function.
A bounded Newton Conjugate-Gradient algorithm [23] was used to implement gradient ascent. One "round" of source-finding consisted of 50 trials of gradient ascent for simulated data, and just one trial of gradient ascent for real data (to speed up execution). The components of θ corresonding to the center of the region W were initialised to coordinates of the brightest pixel in the image, while other parameters were initialised to random values.
The peak with the highest value in each round was recorded as a found source, and removed from the data. After each source removal, histogram bin borders and the α B vector were re-calculated on the remaining data.
For simulated data, three rounds were performed per image. For real data, rounds of gradient ascent continued until the maximum DMR found was negative or after 53 rounds (the maximum number of sources in any window), whichever came first.
Because the test regions are continuous in the image, for the purposes of evaluation the region of a found source is A section of one of the CDFS test-windows with a low brightness source (radio galaxy tail; pink ring). Note also the two separate sources in the blue ring. Top right: sources identified by BLOBCAT (raw, unprocessed output). Lower left: sources in the ground-truth catalogue, and (lower right) found by the DMR algorithm. DMR has identified all the sources in the ground truth catalogue, and, in addition has found part of the radio galaxy tail missing from the ground truth catalogue. It has also correctly identified two separate sources that the ground truth catalogue conflated (blue ring). taken to be the ellipse defined by a doubling of the optimized parameters corresponding to the spread of the source region, which is 95% of the area under the curve of the associated Gaussian kernel function [24] .
In the case of real data, "true sources" were those identified by the source-finding package BLOBCAT [21] with manual postprocessing by an astronomer. These sources have parameters describing a "bounding box" around the source. Precision and recall [25] were calculated in order to evaluate performance. A true positive occurs when the location of at least half of a found source's pixels overlap with at least half of a real source's pixels. A false positive is a found source that does not meet these criteria, a false negative is a true source that does not meet these criteria. Figure 1 illustrates an exhaustive calculation of DMR on simulated data over x and y positions θ = (m x , m y ) with other parameters kept constant. The positions of the original sources are recovered almost perfectly, despite the fact that they are obscured with noise. Figure 2 shows an exhaustive calculation of DMR and its gradient on a one dimensional 1 × X "slice" through an astronomical image (ATLSB survey region A at 50" resolution [26, 27] ), using Dirichlet equal width bins and a one dimensional Gaussian region, with centre and half-width parameters θ = (m, σ ). High DMR values correspond to the location of sources, while the rest of the image has values that tend strongly towards the background model. Gradient lines converge at the peaks of the regions of values indicating sources.
RESULTS AND DISCUSSION
Performance of DMR is given in Table 1 . Low precision of the DMR on real data is partly due to the fact that DMR found more sources than appear in the ground truth catalogue. While some of these additional found sources are spurious, some appear to be sources that were missed by BLOBCAT with manual postprocessing. This is not surprising given that the ground truth catalogue only contained sources at least 5σ above rms noise, while DMR was not restricted in this way. In fact, even the raw BLOBCAT output (without manual postprocessing) had precision of only 0.69 when compared to the ground-truth catalogue. Examples of found sources that were not found by BLOBCAT and are not in the ground truth catalogue can be seen in Figure 3 .
Some of the most scientifically important objects in astronomy are dim, with intensities in the range of background noise [2] . The nature of pixel-intensity based thresholding algorithms such as BLOBCAT restricts their ability to find such dim sources without also "finding" a very large number of noise regions. The implementation described here is a preliminary exploration, but encouraging. The DMR algorithm does not restrict the objects found on the basis of some threshold above rms noise, and produces raw results containing most real objects (including dim sources that are not well found by other other algorithms), while returning only a moderate number of false positives in regions of noise.
