Abstract. Given a function f as an oracle, the collision problem is to find two distinct indexes i and j such that f (i) = f ( j), under the promise that such indexes exist. Since the security of many fundamental cryptographic primitives depends on the hardness of finding collisions, our lower bounds provide evidence for the existence of cryptographic primitives that are immune to quantum cryptanalysis. We prove that any quantum algorithm for finding a collision in an r -to-one function must evaluate the function ((n/r ) 1/3 ) times, where n is the size of the domain and r |n. This matches an upper bound of Brassard, Høyer, and Tapp. No lower bound better than constant was previously known. Our result also implies a quantum lower bound of (n 2/3 ) queries for the element distinctness problem, which is to determine whether n integers are all distinct. The best previous lower bound was ( √ n) queries.
Introduction
The exponential speed-up of Shor's quantum algorithm for integer factorization [Shor 1997 ] over the best known classical algorithm has inspired scientists of many fields to explore the power of quantum computing. On the other hand, understanding the limitations of quantum computing is also of great importance. Identifying problems that are hard for quantum computers can not only deepen our knowledge on the power of quantum computing, but is also necessary for developing a new cryptography immune to quantum cryptanalysis.
Given a function f as an oracle, the collision problem is to find two distinct inputs i and j such that f (i) = f ( j), under the promise that such inputs exist. This paper concerns the r -to-one collision problem: Definition 1.1. Fix an integer r > 1. The r -to-one collision problem is to find a collision in an r -to-one function f (defined as a function such that every element of the range has at least r preimages), which has domain size n and is given as an oracle.
The case r = 2 is important because random two-to-one functions are considered good models of collision intractable functions, which is a fundamental cryptographic primitive. An exponential (in log n) quantum lower bound would be evidence for the existence of collision intractable functions for quantum computers.
Other motivations of our study arise from the close connection of our problem to other widely-studied problems. An example is the hidden subgroup problem, in which the input is some r -to-one function with additional promises. The Abelian case of the hidden subgroup problem can be solved efficiently by a natural generalization of the well-known quantum algorithms of Simon [1997] and Shor [1997] , while the non-Abelian case is one of the major challenges in the design of fast quantum algorithms (refer to Grigni et al. [2001] for a recent development). A quantum lower bound for Collision would illuminate our understanding of the problem structures that allow or disallow a quantum speed-up.
It is not hard to see that ( √ n/r ) evaluations are sufficient and necessary for classical algorithms to solve the r -to-one Collision. Interestingly, quantum computers can do much better: using Grover's quantum search algorithm [Grover 1996 ] in a novel way, the quantum algorithm found by Brassard et al. [1998] Our lower bound implies a quantum lower bound for Element Distinctness, a problem that has been studied by many authors in the classical setting. Definition 1.3. The element distinctness problem is to decide whether or not the given n integers are all distinct.
A simple algorithm would be to sort the numbers using (n log n) comparisons, and then check the equality of neighboring numbers. This is essentially optimal classically, as suggested by the many (n log n) lower bounds in various classical models. In contrast, with another creative use of Grover's algorithm [Grover 1996 ], the quantum algorithm found by Buhrman et al. [2001] makes only O(n 3/4 log n) comparisons. Collision and Element Distinctness are closely related, as we can see from the following reduction, which was first pointed out to us by A. Yao: Reduction 1.4 (From Two-to-One Collision to Element Distinctness). Let n be the size of the domain of the oracle function f . Run the algorithm for Element Distinctness on the restriction of f on a random subset S of the domain of a size |S| = ( √ n). If the oracle is one-to-one, then all numbers in f (S), the image of the restriction, are distinct. Hence, the outcome of the algorithm is correct with high probability. If the oracle is two-to-one, then the probability that all numbers in f (S) are distinct is
which can be made arbitrarily small. Hence the outcome of the algorithm is correct with high probability. The previous best known quantum lower bound is ( √ n) queries to the inputs, which can be obtained by a simple reduction from the search problem; and ( √ n log n) comparisons in the comparisons-only model, due to Høyer et al. [2002] . The gap between our lower bound and the O(n 3/4 log n) upper bound of Buhrman et al. [2001] remains to be closed. The strongest classical lower bound is the (n log n) lower bound on the depth of randomized algebraic decision trees, due to Grigoriev et al. [1996] . For classical lower bounds in weaker models refer to the papers by Ben-Or [1983] , Steele and Yao [1982] , and Dobkin and Lipton [1978] . Remark 1.6. The worse-case and average-case complexities of the collision problems considered here are the same because of their symmetry. The reader may find it helpful to regard the problems as bipartite graph properties, and the inputs as bipartite graphs.
Our lower bound technique can be used to prove an (n 1/6 ) lower bound on the following problem, for which no previous technique seems to be able to prove any lower bound better than constant. Definition 1.7. Given two sets X := {x 1 , x 2 , . . . , x n } and Y := {y 1 , y 2 , . . . , y n } as oracles with the promise that either X = Y or X ∩ Y ≤ 0.9n, the Set Comparison problem is to distinguish these two cases. THEOREM 1.8 (LOWER BOUND FOR SET COMPARISON). Any quantum algorithm that solves the Set Comparison problem of size n with a bounded error probability must query the set elements (n 1/6 ) times.
Since the proof for the above theorem is a rather technical extension of that for Theorem 1.2, we will describe the proof idea briefly in the next section and focus on the latter results. The interested reader are referred to Aaronson [2002] .
Proof Outline and Previous Work
2.1. PROOF OUTLINE. From now on, we shall refer to distinguishing an r -toone function from a one-to-one function as the r -to-one problem, and denote it by D r →1 , or D r→1 (n, N) when the domain and range sizes are n and N , respectively. For simplicity, we shall deal with r = 2 in this section.
Our proof for Theorem 1.2 takes two steps: first we reduce to D 2→1 , a new problem Half-two-to-one, which is then shown to have an (n 1/3 ) lower bound.
Definition 2.1. Let n > 0 be an integer and 4|n. In the half-two-to-one problem, or D ], either one-to-one or two-to-one. The problem is to distinguish these two cases.
The reduction is done by exploring the symmetry of the problems, and by using the following important fact: On the n/2 inputs mapped to [ n 2 + 1..n], f can be modified to be one-to-one mapped to [3n/2]\[n/2], without much slow-down.
We prove Theorem 2.3 by using the polynomial method, first applied to quantum lower bounds by Beals et al. [1998] , with new ideas. More specifically, let us fix a T -queries algorithm A for D 1/2 2→1 (n, n). First, we symmetrize A to obtainĀ so that runningĀ on any input f is equivalent to running A on a random input f obtained from f by randomly permute the domain and the range. Then we runĀ on the oracle which is g-to-one mapped to [n/2] on the first m inputs and two-to-one mapped to [ n 2 + 1..n] on the remaining. Denote this oracle function by f m,g . Following an important observation of Beals et al. [1998] that relates the number of quantum queries to polynomial degrees, and from the nice symmetry ofĀ, the acceptance probabilityP( f m,g ) turns out to be a polynomial in m and g with degree ≤ 2T . In addition, for all m and g such that f m,g is well defined,P( f m,g ) ∈ [0, 1]; and, there is a gap betweenP( f n 2 ,1 ) andP( f n 2 ,2 ). These two nice properties allow us one to apply a theorem by Paturi [1992] to prove the desired lower bound for deg(P( f m, g )). We point out that essentially Paturi's theorem follows from both Markov Inequality and Bernstein Inequality, two fundamental theorems in approximation theory that give good lower bounds for polynomial degrees.
The proof for Theorem 1.8 takes the same approach: it constructs a family of distribution with a parameter g, so that g = 1 and g = 2 correspond to the two promise cases, and for larger g the promise does not hold. For technical reasons, the largest value allowed for g is much smaller than that in the Collision proof, hence the lower bound obtained is weaker. We conjecture that the same lower bound for Collision holds for the Set Comparison problem.
Remark 2.4. Running the symmetrized algorithm on a fixed input is equivalent to running the algorithm on some random input. However, we feel that the former explores the symmetry of the problem more explicitly and thus makes it less mysterious that the acceptance probability turns out to be a polynomial.
2.2. RELATION WITH PREVIOUS WORK. The problems studied in this article can be formulated in the black-box model: the input x 1 , x 2 , . . . , x n are known to an oracle and the only way that an algorithm can access the input is by asking questions of the form "x i =?". The complexity measure is the number of queries. This model has been widely studied due to both its simplicity and its power in modeling many natural problems.
In recent years, the quantum complexity of black-box computation has attracted great interest. This is because, on one hand, the black-box model provides a simple and abstract framework for designing quantum algorithms. Indeed, almost all quantum algorithms known, including those of Simon [1997] , Shor [1997] , and Grover [1996] , can be formulated as black-box algorithms, and in that context their speed-ups over the best classical algorithms can be proved. On the other hand, the simplicity of the model allows us to prove quantum lower bounds, which reveal the limitations of quantum computing, ruling out the existence of quantum algorithms of certain kinds.
Besides the polynomial method we already mentioned, two other general techniques for proving quantum lower bounds were developed: the hybrid method, introduced by Bennett et al. [1997] ; and the adversary method, introduced by Ambainis [2000] . Before our work, the adversary method seemed to subsume all the other methods. However, this method fails for the collision problem, because it requires that the function is sensitive on small fractions of its input, a feature lacking in the collision problem.
Our development of the polynomial method can be viewed in two ways: (1) We reduce proving an approximation degree lower bound for polynomials of n variables to proving a lower bound for univariate (or bivariate) polynomials. We do this by running a given algorithm on a family of inputs determined by a few parameters, and then considering the acceptance probability as a function of those parameters.
(2) In proving a quantum lower bound for a promise problem, we make use of the fact that even if the input does not satisfy the promise, the acceptance probability must lie in [0, 1].
We remark that previous approaches for proving degree lower bounds for (partial) Boolean functions can be interpreted in the light of our polynomial method. For example, the symmetrization method, introduced by Minsky and Papert [1969] and used by Paturi [1992] and Nisan and Szegedy [1992] , symmetrizes a Boolean function uniformly over all permutations of the Boolean variables. Another example, the linear approximation technique used by Shi [2004] , averages a Boolean function by tossing independent coins for each Boolean variable, and the mean value of each coin is a linear function of a single parameter.
The rest of this article is organized as follows. In Section 3, we define the blackbox model, introduce some notation, and state theorems from approximation theory which our proofs rely on. We then prove the collision lower bound in Section 4, and discuss some open problems in Section 5.
Preliminaries
Let n ≥ 0 and N ≥ 0 be integers and F := F(n, N ) be the set of all functions from [n] to [N] . Let f ∈ F be given as an oracle. Following Beals et al. [1998] , we give the following definition of the black-box model, customized to our setting.
A quantum black-box algorithm works in a Hilbert space of dimension n · N · L, for some L := L(n) < +∞. An orthonormal basis of the Hilbert space is chosen and denoted by
An oracle gate is the following unitary operator determined by f :
A quantum black-box algorithm that makes T queries consists of T + 1 unitary operators, U 0 , U 1 , . . . , U T , and a projection operator P, on the Hilbert space. It starts with a constant vector denoted by |0 , then applies the following sequence of operators:
The acceptance probability is
We say that the algorithm computes a function φ : F → {0, 1}, where F ⊆ F, with error probability bounded by if for every f ∈ F , |P( f ) − φ( f )| ≤ . The quantum complexity of φ is the minimal integer T such that there exists a quantum algorithm that computes φ with T queries and errs with a probability bounded by 1/3.
As before, for all i ∈ [n] and j ∈ [N ], the predicate δ i, j ( f ) := 1 if and only if f (i) = j. Since all U t and P are linear transformations, we have the following important observation due to Beals et al. [1998] .
LEMMA 3.1. The acceptance probability P( f ) can be expressed as a polynomial over the predicates δ i, j , i ∈ [n], j ∈ [N], and deg(P) ≤ 2T .
Let F * := F * (n, N ) denote the set of all partial functions from [n] to [N ] . Denote the domain and image of a function f * by dom( f * ) and img( f * ), respectively. Any f * ∈ F * can be conveniently represented as a subset of
For a finite set K ⊆ Z + , let SG(K ) denote the group of permutations on K . Any permutation in SG(K ) is understood as the identity mapping on any k / ∈ K . For any integer k > 0, SG(k) is a shorthand for SG ([k] ). For each σ ∈ SG(n) and τ ∈ SG(N ), define
For all s ∈ F * , the predicate I s : F * → {0, 1} is defined as follows:
Fix a quantum black-box algorithm that queries T times. By Lemma 3.1, the acceptance probability can be written as
Now proving a quantum lower bound is reduced to proving a lower bound on deg(P), for which we will resort to the following two fundamental theorems from approximation theory. For any function q : R → R, and any set D ⊆ R, let q D denote sup {|q(α)| : α ∈ D}.
THEOREM 3.2 (MARKOV INEQUALITY). For any polynomial q(α) ∈ R[α] with degree d and q
[−1,1] = 1, q [−1,1] ≤ d 2 .
THEOREM 3.3 (BERNSTEIN INEQUALITY). For any polynomial q(α) ∈ R[α] with degree d and q
The proofs for the above theorems can be found in Chapter 4 of the book by DeVore and Lorentz [1993] . We will actually use the following result that follows from the above theorems. It is proved (with slight modification) by Paturi [1992] in giving tight bounds for the lowest degree polynomial approximation to symmetric Boolean functions. In particular,
As a convention, all random variables are uniform over their domain.
Lower Bound for General Collision Problem

THE REDUCTION.
PROOF OF LEMMA 2.2. Let A be a quantum algorithm for D 2→1 (n, 3n/2). We shall derive an algorithm B for D 1/2 2→1 (n, n). We call a function f half-two-to-one, if it is one-to-one on a half of its input, two-to-one on the other half, and, the two images are disjoint. Let p 1 ≥ 2/3, p 0 ≤ 1/3, and p 1/2 be the acceptance probabilities of A with the input being a random two-to-one, one-to-one, and half-two-to-one function from [n] to [3n/2], respectively. Let f be the oracle function for the D 1/2 2→1 (n, n) problem. Then f is either half-two-to-one or two-to-one, with some additional constraints on the range.
If p 1/2 < 1/2, B will be the following: Choose random variables σ ∈ SG[n] and τ ∈ SG[3n/2], then run A on f := σ τ ( f ). If f is two-to-one, the algorithm will accept with probability p 1 ≥ 2/3; otherwise, it will accept with probability
Notice that the oracle Of can be simulated by two applications of O f together with some local unitary operators. Now B will be: Choose random variables σ ∈ SG(n), and τ ∈ SG(3n/2), then run A on f := σ τ (f ). Note that for each i with
. Therefore, if f is half-two-to-one,f is one-to-one, in which case f is a random one-to-one function; thus B will accept with probability p 0 ≤ 1/3. On the other hand, if f is two-to-one,f is half-two-to-one, in which case f is a random half-two-to-one function; thus, B will accept with probability p 1/2 ≥ 1/2.
LOWER BOUND FOR THE HALF-TWO-TO-ONE PROBLEM. Fix a quantum algorithm for D
1/2 2→1 (n, n), and let P( f ) be its acceptance probability. To prove an (n 1/3 ) lower bound for D 1/2 2→1 (n, n), we need only to prove the lower bound for deg(P), by Lemma 3.1. Define the symmetrization of P as
Definition 4.1. We call a pair of integers (m,
LEMMA 4.2. The functionP ( f m,g ) is a polynomial in m and g of degree ≤ 2T .
PROOF. By Lemma 3.1, it suffices to show that for each monomial I s , card(s) ≤ 2T , the symmetrizationĪ s is such a polynomial, wherē 
By simple calculations,
which is a polynomial in m and g of degree
PROOF OF THEOREM 2.3. Since deg(P( f m,g )) ≤ 2T by the above lemma, it suffices to prove deg (P( f m, g )) = (n 1/3 ). SinceP ( f m,g ) is defined to be the acceptance probability for the oracle f m,g ,
0 ≤P( f n/2, 1 ) ≤ 1/3, and 2/3 ≤P( f n/2, 2 ) ≤ 1.
Put G := n 2/3 , and
, and,
and 0 ≤ Q 2 n 4g 0 ≤ 1, we have,
Applying Theorem 3.4, we have
4.3. GENERALIZING TO ARBITRARY r ≥ 2 PROOF OF THEOREM 1.2. Combining Lemma 2.2 and Theorem 2.3, we obtain Theorem 1.2 for the case r = 2. To generalize to arbitrary r ≥ 2, we need only to replace Half-two-to-one by Half-r -to-one, denoted by D
, where the oracle is r -to-one mapped to [n/2 + 1, n/2 + 2, . . . , n/2 + n/r] on n/2 inputs and the other n/2 inputs are mapped to [n/2] either r -to-one or one-to-one. In Definition 4.1, the condition 2|m for (m, g) being valid is replaced by r |m.
In analogy to Lemma 2.2, D 1/2 r →1 (n, n 2 + n r ) can be reduced to D r →1 (n, 3n/2). To prove the ((n/r ) 1/3 ) lower bound for the former, we need only to modify the proof for the latter by choosing appropriate parameters. That is, we set G := ( (n/r ) 2/3 ) · r . We leave the remaining work for interested readers.
Open Problems
Three open problems from earlier versions of this article [Aaronson 2002; Shi 2002] have already been solved. First, Kutin [2003] and independently Ambainis [2003a] extended the (n 1/3 ) collision lower bound to functions with range n. The latter also extended the (n 2/3 ) lower bound on Element Distinctness to the special case where all input numbers are from [n] . Note that the Element Distinctness algorithm used in Reduction 1.4 works for numbers from [ (n 2 )]. Second, Ambainis [2003a] gave a family of functions for which quantum query complexity is asymptotically greater than polynomial degree, thus showing a limitation of the polynomial method as used in this article. Third, Ambainis [2003b] gave an O(n 2/3 ) quantum algorithm for element distinctness, thus showing that our (n 2/3 ) lower bound is optimal. Yet several basic problems remain open.
-Define the set equality problem as follows: given two functions f : [n] → [2n]
and g : [n] → [2n], do f and g have equal ranges or disjoint ranges, under the promise that one of these is the case? -The known quantum algorithm for the collision problem uses n 1/3 log n bits of memory. Can we obtain an even stronger lower bound on query complexity, for instance √ n , if the amount of memory is restricted to (say) O (log n)? The only quantum time-space trade-off currently known is due to Klauck [2003] , who shows that sorting n numbers using qubits requires queries. However, Klauck relies crucially on the fact that a sorting algorithm must output n numbers, whereas in our case the output is Boolean.
-Is there an oracle A relative to which SZK
A
QMA
A , where QMA is the class Quantum Merlin-Arthur as defined by Watrous [2000] ? In other words, if a function is one-to-one rather than two-to-one, is there a succinct quantum certificate that allows that fact to be verified with a small number of queries? -Is there an oracle A relative to which QMA A = QCMA A , where QCMA, or Quantum Classical Merlin Arthur, is the class of problems for which a "yes" answer can be verified in quantum polynomial time given a polynomial-size classical proof? The natural ideas for proving this oracle separation seem to involve our collision lower bound as a special case. -Is it true that for all promise problems that are symmetric under permutation of input indexes, the classical and quantum query complexities are polynomially related?
