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Abstract
We suggest that a spin-charge separating ansatz, leading to non-Abelian SU(2)⊗
US(1) gauge symmetries in doped antiferromagnets, proposed earlier as a way of
describing Kosterlitz-Thouless superconducting gaps at the nodes of the gap of d-
wave (high-Tc) superconductors, may also lead to a pseudogap phase, characterised
by the formation of (non-superconducting) pairing and the absence of phase co-
herence. The crucial assumption is again the presence of electrically charged Dirac
fermionic excitations (holons) about the points of the (putative) fermi surface in
the pertinent phase of the superconductor. We present arguments in support of
the roˆle of non-perturbative effects (instantons) on the onset of the pseudogap
phase. As a means of probing such gauge interactions experimentally, we per-
form a study of the scaling of the thermal conductivity with an externally-applied
magnetic field, in certain effective models involving gauge and/or four-fermion
(contact) interactions.
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1 Introduction
Presently, there is an abundance of experimental data [1, 2, 3], indicating a
very rich structure in the phase diagrams of the high-temperature supercon-
ducting cuprates. The pertinent phenomenology may be summarized by the
temperature-doping-concentration phase diagram, shown in figure 1.
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Figure 1: The temperature-doping phase diagram summarizes the cur-
rent (experimentally observed) situation in high-temperature superconducting
cuprates. Notice the existence of an intermediate zero-temperature phase,
characterised by the existence of preformed pairs, leading to a pseudogap.
The phase diagram shows clearly a very-low (including zero) doping an-
tiferromagnetic phase (AF). Above a critical doping concetration (point A
in fig. 1), AF order is destroyed, but the interesting issue is the existence of
a phase, named ‘pseudogap phase’, which interpolates between the AF and
the superconducting phases (dSC), the latter being known to be of d-wave
type [1].
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It is a general belief today, supported by many experimental results [2]
on optical conductivity, photo-emission, transport etc., that the pseudogap
phase is characterized by pairing (‘preformed pairs’), leading to the existence
of a mass (pseudo)gap in the fermionic spectrum, which however is not ac-
companied by phase coherence. This situation is in sharp contradiction with
the standard BCS theories of superconductivity, according to which phase
coherence appears simultaneously with the gap.
The pseudogap phase is separated by a critical temperature curve Tc(doping)
from the d-wave superconducting state, the latter being characterized by a
sharp drop in resistivity, and strong type-II superconductivity [1], with the
penetration depth for external magnetic fields of the order of a few thou-
sands of Angstro¨ms. The pseudogap phase is also separated by another
curve T ∗(doping) from the non-fermi liquid normal state phase, where there
is no gap, but there are abnormal properties, such as a linear dependence of
the electrical resistivity for a wide range of temperature etc.
The physically challenging situation, therefore, for the high-temperature
materials seems to be not so much their superconducting regime 1, but rather
their behaviour in the normal state or under-doped regimes.
Several authors have made various proposals to explain the behaviour
of the superconductor in those regimes. For our purposes here we shall take
note of two approaches [4, 5], which are closer in spirit to the approach of refs.
[6, 7], employing effective theories of relativistic fermions as the appropriate
degrees of freedom for the dynamics of the underdoped (or pseudogap ) phase
of the cuprates.
In ref. [4], the adopted scenario is that the fermi surface of the under-
doped cuprates consists of four small pockets, centered around (±pi
2
,±pi
2
)
in momentum space. The analysis is made in the context of a spin-charge
separating framework, and the charged excitations (holons) about the small
pockets of the fermi surface are treated as relativistic charge excitations. In
this latter respect the assumptions are apparently similar with those in our
model [7]. However, the low-energy model used in that work, and the nature
of the gauge symmetries involved in the spin-charge separation ansatz, are
different from our model.
In the ‘nodal liquid’ approach of ref. [5], on the other hand, the starting
1Although, the main question why it is d-wave rather than s-wave superconductivity,
has not, in our opinion, been answered yet.
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point is the implementation of quantum disordering in the d-wave supercon-
ductor; the relevant excitations are relativistic Dirac fermions around the
four points constituting the putative fermi surface in the underdoped situa-
tion 2, which however are electrically neutral, and hence, from our point of
view, they correspond to spin degrees of freedom rather than holons. The
lack of phase coherence in the pseudogap phase is then attributed in [5],
by assumption, to a standard Kosterlitz-Thouless transition [8] of a planar
superfluid.
In the apporach of ref. [7], relativistic electrically charged fermions are
employed, as the pertinent degrees of freedom, describing the excitations
about the nodes of the energy gap of a d-wave superconductor. The analysis
pointed out the possibility of opening of a gap at the nodes of the d-wave
superconducting gap, below a certain temperature, which however was much
smaller (Tc ≤ 0.1 K) than the critical temperature of the d-wave supercon-
ductor (T dc ∼ 100 K). However, as pointed out in [9], upon the influence of
an external magnetic field, the phenomenon of magnetic catalysis [10] was in
operation [9], leading to a scaling of the dynamically induced ‘nodal gap’ with
the magnetic field, and to an increase of the pertinent critical temperature
up to ∼ 30o K, for fields of order 10 Tesla [9] 3.
In this article, we point out that the gauge theory of ref. [7] can also
provide a possible explanation of the pseudogap phase of fig. 1. We shall
also point out that it is possible to distinguish experimentally the effects
of gauge interactions from the ones due to four-fermi interactions among
the ‘nodal’ holons, such as those considered earlier in ref. [11]. This can
be done by measuring the thermal conductivity in the presence of external
magnetic fields, following the experiments of [3]. We shall give details on
the derivation of the scaling of the thermal conductivity with the externally
applied magnetic field, based on the phenomenon of magnetic catalysis [10],
in both the superconducting and pseudogap phases.
The structure of the article is as follows: in section 2 we describe the phase
structure of the SU(2) ⊗ US(1) model, with emphasis on the roˆle of instan-
tons in inducing a pseudogap phase, without superconductivity and phase
2These points correspond to the d-wave gap nodes in the superconducting phase.
3Note that the high-temperature superconductors are known to be strongly type II, with
a London-Meissner penetration depth of a few thousands of Angstro¨ms, thereby justifying
the analysis in the presence of an external magnetic field, even in the superconducting
state.
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coherence. In section 3 we discuss the behaviour of the relativistic charged
fermion excitations, argued to describe the pertinent excitations about the
nodes of the (putative) fermi surface in the pseudogap phase, in the pres-
ence of external magnetic fields. Then, we study the scaling of the thermal
conductivity with the magnetic field, for various interactions (gauge and
four-fermion type) among the fermions that may characterise the model in
various regimes of the phase diagram. If our model is correct, and electrically
charged relativistic excitations do indeed play a roˆle in the pseudogap phase,
then, such a difference in scaling should be seen in experiments like those of
ref. [3], when applied to the pseudogap phase of the cuprates. Finally, con-
clusions and outlook are presented in section 4, where we also discuss other
ways of detecting the presence of gauge interactions in the high-Tc materials.
2 Non-perturbative Effects in the SU(2)⊗US(1)
Gauge Theory and the Pseudogap phase
The important feature of the spin-charge separating ansatz of ref. [7] was
its non-Abelian hidden local gauge symmetries, SU(2) ⊗ US(1), emanating
from a ‘particle-hole’ representation of the electronic degrees of freedom [12],
even in the case of finite doping concentrations. The mass gap of the model,
and hence the pairing between the charged excitations (holons), occurs due to
the statistics changing US(1) interactions, which is an exclusive feature of the
planar geometry of the cuprate materials. The presence of such interactions
in the spin-charge separation ansatz may be understood [7] by means of
bosonization techniques in three dimensions [13]. The mass generation breaks
the SU(2) group down to a U(1) subgroup. We now note that the US(1)-
induced mass gap is characterised by the absence of a local order parameter.
This occurs even in the zero-temperature (2 + 1)-dimensional field theory,
and it is a characteristic feature of the Kosterlitz-Thouless (KT) nature [8]
of gauge theories in 2 + 1 dimensions, as argued in [14, 6].
When applied to the non-Abelian gauge model of [7], the above symmetry-
breaking mechanism leads to unconventional KT superconductivity, provided
that the gauge boson of the unbroken U(1) ∈ SU(2) is massless. Due to the
compactness of the U(1) gauge group, however, which is a distinctive feature
of the non-Abelian gauge group of the model [7], there are non-perturbative
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effects (instantons), which are responsible for giving the gauge boson of U(1)
a small but finite mass [15, 16]. This spoils superconductivity, leaving only
a phase, characterised by pairing among the holons, without the existence of
phase coherence. It is one of the points of this article to argue that such a
phase may provide a possible explanation about the ‘pseudogap ’ phase of
high-temperature superconductivity [2].
Let us see this in more detail. The effective low-energy (continuum)
theory, describing charged excitations about the nodes of a d-wave supercon-
ducting gap [7], or the points of the putative fermi surface in the underdoped
situation, after the integration of magnon (spin) degrees of freedom, reads:
L = −1
4
(Fµν)
2 − 1
4
(Gµν)2 +ΨDµγµΨ+ κ
2∑
a=1
(
ΨaΨ
a
)2
(1)
where Ψa are the relativistic spinors describing the excitations about the
nodes of a d-wave gap,Dµ = ∂µ−ig1aSµ−ig2σaBa,µ, and Fµν , Gµν represent the
field strengths for the US(1), SU(2) gauge groups respectively. For simplicity
in this work we work in units h¯vF = 1, with vF the fermi velocity for holons,
which plays the roˆle of the velocity of light in the relativistic formalism 4.
The four-fermion interactions are assumed attractive, with κ > 0.
First, let us ignore the four-fermion interactions, assuming them irrele-
vant. The gauge US(1) interaction is capable of inducing dynamical opening
of a holon gap (pairing) if the pertinent coupling constant of the statistical
model lies inside the SU(2) broken regime of the phase diagram of fig. 2,
which is derived in [17].
An important feature for the onset of a pseudogap is that the non-Abelian
gauge group SU(2) breaks down to a compact U(1), generated by the σ3 Pauli
generator of the SU(2) group, as we discussed previously [7, 17]. Due to the
electric charge of the fermions Ψ, the coupling with UE(1) of electromag-
netism causes a spontaneous breaking of the electromagnetic symmetry, as
can be seen by considering the following matrix element:
Sa =< Baµ|Jν |0 >, a = 1, 2, 3 ; Jµ = ΨγµΨ (2)
It should be stressed that as a result of the colour group structure only
the massless B3µ gauge boson of the SU(2) group, corresponding to the σ3
4In realistic situations [9], this velocity is smaller than the velocity of light c entering
the electromagnetic interactions. However, for the qualitative purposes of this work we
shall absorb c in the definition of the electric charge e.
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Figure 2: Phase diagram for the SU(2) × US(1) gauge theory. The thick
straight line indicates the specific relation of the coupling constants in the
statistical model for doped antiferromagnets used in the present work.
generator in two-component notation, contributes to the graph. The result
is [14, 6, 7]:
S =< B3µ|Jν |0 >= (sgnM)ǫµνρ
pρ√
p0
(3)
where M is the parity-conserving fermion mass (or the holon condensate in
the context of the doped antiferromagnet). As discussed in [6, 14] the B3µ
colour component plays the roˆle of the Goldstone boson of the (global) UE(1)
symmetry [6] 5.
If the gauge boson B3µ of the unbroken U(1) subgroup of SU(2) re-
mained massless exactly, then it would be responsible for the appearance
of a massless pole in the electric current-current correlator [6], which would
be the characteristic feature of any superconducting theory. The question is
5After coupling with external electromagnetic potentials, of course, the (global)
fermion-number symmetry UE(1) is gauged and one has the Anderson-Higgs phenomenon
of symmetry breaking, as explained in [6].
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whether such a pattern of symmetry breaking is capable of explaining the
non-superconducting intermediate (zero-temperature) phase AB of fig. 1. At
first instance, this seems not possible, in view of the appearance of a massless
pole in the electric current-current correlator [6].
However, in the model of [7], the compact abelian subgroup U(1) ∈
SU(2), may contain instantons [16], which in three space-time dimensions
are like monopoles, and are known to be responsible for giving a small but
non-zero mass to the gauge boson B3µ,
mB3 ∼ e− 12S0 (4)
where S0 is the one-instanton action, in the dilute gas approximation. Such
a small mass is sufficient to destroy superconductivity of the model. This
however, from the point of view discussed in this section, is a welcome result,
given that it explains naturally the existence of ‘pre-formed pairs’, and the
opening of a gap (amplitude of the putative order parameter), but does
not lead to superconductivity, in agreement with the phenomenology of the
pseudogap phase.
We now come to the four-fermion interactions. The attractive four-
fermion interactions (κ > 0) in (1) have been taken for simplicity to be of the
Gross-Neveu type. They arise naturally in the statistical models of interest
to us here, e.g. as describing the tendency of holes to lie on neighbouring
sites of the antiferromagnetic lattice [18, 6] or describing other contact inter-
actions, appropriate for effective theories of the Hubbard model [11]. From
the pure field-theoretic view point, it is worth mentioning that such four-
fermion interactions in (2 + 1)-dimensions become renormalizable (relevant
operators) in the context of a 1/N framework, where N is a flavor number
for fermions [19].
In the presence of US(1) and four-fermi interactions (ignoring the SU(2)
interactions for simplicity), the pertinent phase diagram of the model (1) has
been derived, within a 1/N framework, in ref. [6], and is depicted in figure
3.
We now remark that in the context of the statistical model of ref. [7],
which will be the basis of our discussion here, the various couplings depend
explicitly on the doping concentration in the sample. In view of the phase
diagrams of figs. 2, 3, this implies that by tuning the doping concentration
appropriately, one can induce phase transitions in the model.
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Figure 3: A generic phase diagram of the theory with US(1) gauge (g) and
four-fermion (κ) (Gross-Neveu) interactions. The critical line separates the
phase of unbroken symmetry from that of broken symmetry. The symme-
try breaking is due to the fermion condensate. The dashed line indicates the
(possible) onset of a long-range order (local order parameter) due to the dom-
inance of four-fermion interactions. The shape of the line is conjectural (at
present).
For instance, the inverse couplings of the SU(2) and US(1) gauge groups
lie in the thick straight line depicted in fig. 2. At present, the precise shape
of the critical line is not known [17], since it requires the construction of an
appropriate fermionic algorithm, which will allow for a proper lattice study
of the model. However, the strong coupling analysis of [17] has demonstrated
that the critical line passes through the origin of the graph. For our qual-
itative purposes, it will be sufficient, and most likely physically correct, to
assume an almost vertical shape of the critical line from near the upper in-
tersection point with the thick straight line (away from the origin) till its
intersection with the (β2 = ∞)-axis. This implies that the critical coupling
for mass generation for the coupling β1 in the statistical model is still given
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by the US(1) gauge theory critical coupling, i.e. β1 < β
c
1 (see figure 1). It
is known that (βc1)
−1 ∼ π2/32 [20, 21]. Hence, taking into account the fact
that β−11 ∼ JΛ(1− δ) in the model of [7], where δ is the doping concentration
in the sample, and Λ is an appropriate ultraviolet cut-off, one obtains that
pairing due to gauge interactions occurs for:
δAF < δ < δ
(2)
c ≡ 1−
π2
32
Λ
J
(5)
where δAF denotes the doping concentration at which the AF order is de-
stroyed 6. In view of the previous discussion, this region corresponds to the
pseudogap phase of the diagram of fig. 1.
The onset of (d-wave) superconductivity may occur at higher doping con-
centrations, for which the attractive four-fermi couplings among charged ex-
citations in the effective field theory become strong enough, so as to overcome
the gauge interactions, and lead to a standard BCS-type pairing among the
charged excitations.
From standard arguments [19], we know that pair formation, and hence
mass generation, in four-fermion Gross-Neveu theories occurs for dimension-
less inverse couplings, λ ≡ 1
2κΛ
weaker than a critical value 7, 2/π2. However,
the full phase diagram, incorporating the SU(2) and US(1) couplings as well,
as appropriate for the model of [7], will be more complicated. However,
for our purposes in the present work it will be sufficient to consider only
the effects of the US(1) coupling, responsible for the mass generation in the
model.
In toy models of doped antiferromagnets [24, 11], the coupling constant
κ depends on δ:
κ ∝ κ0(t′, J ′) 1
1− δ (6)
where κ0(t
′, J ′) is an appropriate function of the next-to-nearest-neighbor
hopping element, and Heisenberg exchange energies.
6The existence of δAF in space-time dimensionality higher than two, may de inferred
by a renormalization-group analysis [22] of the phase diagram of the magnon (CP 1) sector
of the model of [7]. For our purposes here we shall not deal with this sector explicitly.
7This, of course, pertains to the model in the absence of external magnetic fields. The
magnetic catalysis phenomenon [10] changes the situation [9, 23], as it may lead to four-
fermion-interaction induced pairing even for subcritical (weak) contact interactions. We
shall deal with these issues in the next section.
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When combined with the phase diagram of fig. 3, this implies that pairing
due to four-fermion interactions would occur for doping concentrations in a
region determined by the critical line of fig. 3. For instance, in the simplifying
case when the gauge coupling is weak enough, so that mass generation is due
to the four-fermi interactions only, this would give:
δ > δ(3)c ≡ 1−
4Λκ0(t
′, J ′)
π2
(7)
By appropriately choosing κ0(t
′, J ′), it is possible to arrange for a situation
like the one depicted in fig. 1, where the zero-temperature pseudogap phase
interpolates between the AF and the standard BCS-type d-wave supercon-
ducting theory.
Notice that the dynamical mass generation due to four-fermi couplings
leads to a second order phase transition, at zero temperature, and hence to
phase coherence (local order parameter), as is standard in BCS-like pairing.
This should be contrasted with the situation in the case of gauge interactions,
described above, which leads to Kosterlitz-Thouless type of breaking [14, 6, 7]
even at zero temperature 8.
Before closing this section we cannot resist in pointing out that there ex-
ist some alternative possibilities for the gauge interactions, which may lead
to interesting phase structure in the superconducting region of the diagram
of fig. 2. In one possible scenario, as one increases the doping concentration
from the pseudogap phase, a point is reached in the δ axis, where there is a
special relation among the various coupling constants of the effective spin-
charge separating theory, leading to a N = 1 supersymmetry [25] 9. For
example, in the context of models of ref. [24], such a supersymmetric point
could be reached for doping concentrations t′ ∼ √JJ ′(1 − δ)3/2. Supersym-
metry is known [16] to suppress instanton contributions, in the sense that
the instanton-induced mass of the B3µ gauge boson is now given by:
mB3 ∼ e−S0 (8)
8 The finite temperature situation is not discussed here, however one should mention
that the coupling of superconducting planes may be necessary in maintaining a phase
coherence for the four-fermi theory at finite temperatures.
9This supersymmetry carries non-trivial dynamical information about the spin-charge
separation mechanism underlying the model, and hence it is different from the non-
dynamical global supersymmetry algebras, at specific points of the coupling constants,
discovered in [26].
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At such a point, the suppression may be sufficient to allow for a gauge-theory
induced Kosterlitz-Thouless (KT) superconducting gap at the d-wave nodes.
The KT nature of the gap implies that once opened such a gap cannot affect
the d-wave character. This scenario for superconductivity has been advocated
in ref. [7].
Once a supersymmetric point is reached, there is an alternative sce-
nario [25], which could be in operation in the superconducting regime of
fig. 2 for our model. In supersymmetric theories of the type considered here
and in ref. [25], it is known [16] that supersymmetry cannot be broken, due
to the fact that the Witten index (−1)F , where F is the fermion number, is
always non-zero. Thus, in supersymmetric theories the presence of instan-
tons should give a small mass, if at all, in both the gauge boson and the
associated gaugino, the latter having been argued in [25] to represent the
coupling between the superconducting planes.
However, in three-dimensional supersymmetric gauge theories it is pos-
sible that supersymmetry is broken by having the system in a ‘false’ vac-
uum [16], where the gauge boson remains massless, even in the presence of
non-perturbative configurations, while the gaugino acquires a small mass,
through non-perturbative effects. The lifetime, however, of this false vacuum
is very long [16], and hence superconductivity can occur, in the sense that the
system will remain in the false vacuum for a very long period of time, longer
than any other time scale in the problem. A massless gauge boson would im-
ply superconductivity as we discussed above, in the sense of the appearance
of a massless pole in current-current correlators. In such a scenario, the false
vacuum would occur in the dSC region of the phase diagram, at the nodes of
the d-wave gap. The KT nature of the superconductivity would imply that
the d-wave character of the fermi surface of the complete statistical system
is not affected by the opening of a gap at the nodes.
We now point out that, experimentally, one can make a distinction be-
tween a gap induced by the gauge interactions, or by four-fermi interactions,
as a result of the different scaling of the mass gap with an externally ap-
plied magnetic field. A suggestive experiment along these lines is that of ref.
[3], measuring the behaviour of the thermal conductivity, in both the super-
conducting and ‘pseudogap ’ phases. Theoretically, one needs to develop a
formalism for the study of the dynamical opening of a gap (fermion conden-
sate) in the presence of an external magnetic field, a phenomenon known as
magnetic catalysis [10]. This will be the topic of the subsequent sections.
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3 Interacting Fermions in external magnetic
fields
3.1 Review of the Basic Formalism
In this section we review briefly the theoretical formalism underlying the
behaviour of (2 + 1)-dimensional relativistic fermion systems under the in-
fluence of external magnetic fields [10, 27, 28]. One follows essentially the
method of Schwinger [29], by looking at the coincidence limit of the fermion
propagator (in configuration space), Limx→y S(x, y)|B, in the presence of a
constant external field, B. We start first from the free-fermion case, i.e. the
case where the fermions interact only with the external constant field. The
external gauge potential is given by:
Aextµ = −Bx2δµ1 (9)
and the Lagrangian is:
L =
1
2
Ψ(iγµ(∂µ − ieAextµ )−m)Ψ (10)
where m is a parity conserving fermion mass, and the γ-matrices belong to
the reducible 4×4 representation, appropriate for an even number of fermion
species [20, 6, 7].
For our phenomenological purposes in this work, we shall assume that the
mass m is generated dynamically by either the US(1) strong interactions [7]
or the four-fermion contact interactions [10, 23], in (1). The phenomenon
of magnetic catalysis [10] implies that there will be a scaling of the fermion
condensate with the externally applied field, in such a way that dynamical
mass generation may occur for arbitrarily weak couplings, when the external
field is sufficiently strong.
Following the proper time formalism of Schwinger [29], the fermion prop-
agator S(x, y)|B =< 0|TΨ(x)Ψ(y)|0 > |B in the presence of a constant ex-
ternal magnetic field, B, can be calculated exactly [10]. The expansion of
the (Fourier transform of the) Euclidean propagator in terms of the Landau
level contributions is given by [30, 10]:
S˜E(k)|B = −ie
−k
2
⊥
eB
∞∑
n=0
(−1)nDn(m,B, k)
k23 +M
2
n(B)
, (11)
12
with M2n(B) ≡ m2 + 2eBn, and
Dn(eB, k) = (m− k3γ3)[(1− iγ1γ2sgn(eB))L0n(2
k2⊥
|eB|)
−(1 + iγ1γ2sgn(eB))L0n−1(2
k2⊥
|eB|)]
+4(k1γ1 + k2γ2)L
1
n−1(2
k2⊥
|eB|) (12)
with Ln ≡ L0n, L1−1 = 0, L−1 = 0. The normalization of the Laguerre
polynomials is taken as follows [10, 31]:
∫∞
0 e
−xLn(x)Ln(x)dx = 1.
For our purposes in this work it is useful to quote the result of the (regu-
larized) magnetically-induced fermion condensate at zero temperature, after
summation of the Landau levels [28], in the case of small bare fermion mass
m <<
√
eB:
∆ < ΨΨ > |T=0 = eB
2π
(
1 + ζ(
1
2
)
√
2m√
eB
+O(m3/(eB) 32 )
)
(13)
The finite temperature analysis has been given in [28], where we refer
the interested reader for details. The summation over the Landau poles is
possible to be carried out analytically in some cases. For instance, for a strong
magnetic field, B, and low temperatures such that eB >> T 2 >> m2, one
has: ∆ < ΨΨ > |T ≃ eB4pi mT − 1.46m
√
eB√
2pi
, using ζ(1/2) = −1.46. This implies
the existence of a critical temperature, for non-zero m,
Tc ≃ 1
4
√
eB (14)
above which the condensate vanishes. The order of magnitude of the temper-
ature is consistent with the approximations made in the derivation of (14),
which suggests an important roˆle for the higher Landau levels at finite tem-
peratures in inducing a finite critical temperature even for the free-fermion
case. In the context of a possible application of this phenomenon to high-
temperature superconductors [9], we note that
√
eB scaling of a critical tem-
perature with the external field intensity are reported in the experiments of
[3].
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Notice however, that in the presence of extra interactions that may lead
to dynamical mass generation for fermions, as happens in the SU(2)×US(1)
model of [7], the scaling of the critical temperature with B may be differ-
ent [9]. This will be crucial for probing such sturctures experimentally, as we
discuss in the next subsection.
Consider first the magnetically catalysed condensate in the case where
there is dynamical mass generation by means of US(1) gauge interactions [9].
For strong magnetic fields
√
eB >> α, the lowest-Landau level trunca-
tion in the Schwinger-Dyson analysis proves sufficient. The pertinent low-
temperature gap equation reads [9, 32]:
1 = α
∫ ∞
0
dxe−l
2x/2 1
[(πT )2 + x−m2(T )]2 + (2πT )2m2(T )
[
(πT )2 + x−m2(T )
m(T )
tanh
m(T )
2T
+
(πT )2 +m2 − x√
x
coth
√
x
2T
] (15)
where α is the (dimensionful) fine-structure constant of the US(1) theory, T
is the temperature, and l is proportional to the magnetic length, l2 ≡ 1/eB.
By following the same semi-analytic procedure as in ref. [9], it is easy to see
that for strong enough fields, and low enough temperatures we are interested
in here, T << m, the gap equation simplifies to:
m/α ≃ (tanh(m/2T )− (2T/m)) e− m
2
2eB
∫ 0
−1
dz
z
e−
m
2
2eB
z +
[(tanh(m/2T )− (2T/m)) e− m
2
2eB + 2T/m]
∫ ∞
0
dz
z
e−z (16)
Regularizing the infinities of the integrals around z ∼ 0, as in ref. [9], in the
limit T/m→ 0, one obtains:
m ∼ α[tanh m
2T
− 2T
m
]e−
m
2
2eB ln
(
2eB
m2
)
(17)
which for strong enough magnetic fields and low temperatures, leads to the
following (approximate) expression for the (temperature dependent) mass
gap:
mgb(B, T ) = mB(B, 0)− |O(T/m)| = Cαln
√
2eB
α
− |O(T/m)| (18)
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where mB(B, 0) is the zero-temperature solution [9, 27]. A numerical esti-
mate of C ∼ √2 has been made in ref. [9] by a zero-temperature analysis.
The solution (18) is consistent with the the existence of a critical temperature
Tc, which has been estimated in [9] to be:
Tc ∝ αln
√
2eB
α
(19)
The formula (18) suggests that for the low-temperature regime T << Tc, and
strong magnetic fields, the replacement mg(T,B) ∼ m(0, B) proves sufficient
for an estimate of the leading scaling behaviour of the thermal conductivity
with B.
We next remark that in the case of the subcritical Gross-Neveu model [10,
23] the corresponding zero-temperature mass gap for strong magnetic fields
scales as:
mNJLb ∼ 0.45
√
eB + . . . (20)
where the . . . indicate subleading terms, proportional to the deviation of the
four-fermion coupling from its critical value [19]. At present the analysis
for the supercritical four-fermion model is not available, but it presents no
conceptual issues. As in the gauge case, the gap (20) will be used for an
estimate of the low-temperature thermal conductivity scaling.
As we shall show below, in this region of the parameters, the scaling of
the thermal conductivity in the case of the US(1)-induced gap [7] is different
from that of the free-fermion [28] and four-fermi Gross-Neveu models [10, 23].
3.2 Thermal Conductivity
The expression for the thermal conductivity can be given in terms of the
energy-current (momentum) correlation function [33]:
κel(ω) =
β
V
∫ ∞
0
dt
∫ β
0
dλTr{ρ0P i(0)P j(t+ iλ)}e−iωt (21)
where V is the volume of the system, β = 1/T is the inverse temperature
(in units kB = 1), and P (t) = e
iHtP (0)e−iHt, P i(0) = i
2
∫
d2x (Ψγ0∂iΨ −
∂iΨγ0Ψ), with H the Hamiltonian; ρ0 =
1
Z
Tre−βH is the Gibbs equilibrium
distribution, Z is the partition function of the system, and the trace Tr is
taken over all physical states.
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Following ref. [23], one can compute the static thermal conductivity of
an isotropic system, which will be of interest to us here:
κel =
1
4T
lim
ω→0
1
ω
(
G(p = 0, iνm = ω + i0
+)−G(p = 0, iνm = ω − i0+)
)
.
(22)
where the thermal Green function can be calculated perturbatively in the
theory [23]:
G(p = 0, iνm) = iT
+∞∑
n=−∞
∫
d2k
(2π)2
k2tr
(
γ0S(iωn, k)γ
0S(iωn + iνm, k)
)
,
(23)
We follow ref. [23] and use the following spectral representation for the
fermion thermal Green function: S(iωn, k) =
+∞∫
−∞
dω
2pi
a(ω,k)
iωn−ω , where a(ω, k) =
2ImS(iωn = ω − i0+, k). Summation over the Landau levels implies:
a(ω, k) = 2πsgn(ω)
∞∑
n=0
(−1)nδ(ω2 −M2n(eB))(m+ ωγ0)e−
k
2
⊥
eB ⊗
[(1− iγ1γ2sgn(eB))Ln(2 k
2
⊥
|eB|)−
(1 + iγ1γ2sgn(eB))Ln−1(2
k2⊥
|eB|)] +
8πsgn(ω)
∞∑
n=0
(−1)nδ(ω2 −Mn(eB)2)e−
k
2
⊥
eB (−iγ1k1)L1n−1(2
k2⊥
|eB|) +
4
∞∑
n=0
(−1)nP ( 1
ω2 −M2n(eB)
)e−
k
2
⊥
eB (−k2γ2)L1n−1(2
k2⊥
|eB|) (24)
Substituting this spectral representation into the spectral representation
for S(iωn, k), using the result into Eq. (23), and performing the sum over the
Matsubara frequencies, we arrive at the following expression for the thermal
conductivity [23]:
κel =
1
16T 2
∫
d2k
(2π)2
∫
dω
2π
k2
cosh2
(
ω
2T
)tr (γ0a(ω, k)γ0a(ω, k)) . (25)
Substituting (24) in (25), we obtain after some tedious algebra:
κel =
3
16
(eB)2
T 2
δ(0)
∞∑
n=1
n
cosh2(Mn
2T
)
+
(eB)2
16T 2
δ(0)
1
cosh2( m
2T
)
(26)
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Above we have used the following mathematical identities for the δ-functions:
δ
(
ω2 −M21
)
δ
(
ω2 −M22
)
=
1
4M1M2
(δ (ω +M1) δ (ω +M2) + δ (ω −M1) δ (ω −M2)) (27)
by means of which the double summation over Landau levels is reduced
to a single one. We have also made use of the identities of the Laguerre
polynomials [31]:∫ ∞
0
e−xxLn(x)Ln(x)dx = 2n+ 1,
∫ ∞
0
e−xx2L1n(x)L
1
n(x)dx = 2(n+ 1)
2 .
(28)
Now we are in a position to state the main result of the present work,
namely to estimate the scaling of κel with the magnetic field, for the two
cases of dynamical mass generation, induced by gauge [7, 27] or four-fermion
fields [10, 23], the latter interaction being taken to be of the Gross-Neveu type
for simplicity. Following [23], we also replace δ(0) in the expression for the
thermal conductivity (26) by the inverse of the width Γ for the quasiparticle
states, 1/Γ, where Γ is assumed considerably smaller than the dynamical
mass, Γ << m, in order to preserve the validity of the symmetry breaking
analysis due to the magnetic catalysis.
The pertinent results are summarised in figs. 4, 5 and 6, for the cases of
(a) free relativistic fermions in an external field, with vanishing bare mass as
compared to
√
eB [28], (b) sub-critical Gross-Neveu model [23], and (c) US(1)
interactions [7, 6], respectively. The figures show the thermal conductivity
versus the applied magnetic field, and - in order to facilitate the comparison
- we have expressed the various scales in units of the dimensionful structure
constant α of the US(1) interactions in all three cases.
The analysis in all cases has been made at a fixed low temperature, which
allows some analytic results to be derived from the respective formalism
of refs. [10, 28, 9, 23]. From the results of the previous subsection, it is
clear that the critical temperatures Tc (14), (19) for the magnetic catalysis
phenomenon [9, 28] scales with the magnetic field appropriately in each case.
Thus, for fixed T < Tc, as is the case in the figures, this implies a minimum
B above which the magnetic catalysis phenomenon occurs. This has been
taken properly into account in drawing the figures.
In the free fermion case, summation over all Landau levels in the expres-
sion for the thermal conductivity is possible [28]. In the case of vanishing
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Figure 4: Scaling of the thermal conductivity for relativistic electrically
charged fermions with a magnetic field, in the free case, with vanishing bare
mass of the fermions, as compared to the
√
eB. The temperature and mass
scales are all given in units of the US(1) gauge structure constant, to make
easier the comparison with the gauge case.
bare mass, as compared to
√
eB, the resulting magnetically-induced con-
densate at any finite temperature is given by the zero-temperature result
(13) [28], provided that T < Tc, with Tc given by (14). The thermal con-
ductivity shows a peak. If one takes the behaviour of fig. 4 literally, then,
the presence of a low-magnetic field region, where the conductivity increases
with the magnetic field, contradicts the experimental situation of ref. [3] in
the superconducting phase of the high-Tc cuprates, where the conductivity
reduces with the magnetic field for low fields. This seems to point towards
the fact that other interactions set in in such regimes.
In the subcritical four-fermion (Gross-Neveu ) case [23], the scaling for
strong magnetic fields, is similar to the free fermion case.
In the gauge case, on the other hand, the logarithmic scaling of the mass
gap (18) with the external field is a distinctive feature, and leads to a differ-
ent scaling for the thermal conductivity, as compared to the previous cases.
This is clear from the figs. 5,6. We also note that for the regime of the tem-
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Figure 5: Scaling of the thermal conductivity for relativistic electrically
charged fermions with a magnetic field, in the case of sub-critical Gross-
Neveu four-fermion interactions. The diagram pertains to strong magnetic
fields and low-temperatures, so that the lowest-Landau level analysis is reli-
able. The temperature and mass scales are all given in units of the US(1)
gauge structure constant.
peratures considered in fig. 6, the condition T < Tc, or equivalent B larger
than a minimum value, implies that the peak which occurs in the thermal
conductivity versus B (as in the case of fig. 4), even in the gauge case, lies
outside the allowed region of B.
The interesting question is whether the gauge interactions lead to a scaling
of the thermal conductivity in the low-field region which agrees with the
results of ref. [3]. Unfortunately, at present, analytical results are known
only for the case of very strong fields, where only the lowest Landau level
contribution is taken into account. Further studies along this direction are
in progress.
However, even at this preliminary stage, our analysis above has demon-
strated that in principle, thermal conductivity experiments, under the influ-
ence of external magnetic fields, may be useful probes of gauge structures in
the dynamics of high-temperature superconductors, provided one performs
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Figure 6: Scaling of the thermal conductivity for relativistic electrically
charged fermions with a magnetic field, in the US(1)-gauge-interaction case.
The diagram pertains to strong magnetic fields and low-temperatures, so that
the lowest-Landau level analysis is reliable. For comparison we have also in-
cluded the result for the Gross-Neveu model (see previous figure). The tem-
perature and mass scales are all given in units of the US(1) gauge structure
constant.
the experiments in different regions of the phase diagram of fig. 1. If there
is a regime of doping for which gauge interactions set in, then there should
be a difference in scaling of the thermal conductivity with the external field,
as compared to the regime where the standard BCS type four-fermion inter-
actions among the quasiparticles are present.
It is of course, understood, that our preliminary analysis above pertains
only to the thermal conductivity of relativistic, electrically charged, ‘nodal’
quasi-particle excitations, which have been argued to play a roˆle in both the
pseudogap as well as the d-wave superconducting phases [9]. In actual exper-
iments, the total thermal conductivity receives contributions from phonons
etc, and this should be taken properly into account in all the expressions
above. However, this falls beyond our scope here.
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4 Conclusions
In this article we have presented arguments supporting the roˆle of non-
perturbative effects (instantons) in the non-Abelian SU(2) ⊗ US(1) model
for high-temperature superconductors, discussed in [7], on the appearance of
a ‘pseudogap ’ phase, lying between the antiferromagnetic and the d-wave
superconducting phases (c.f. fig. 1). The instantons have been argued to
give a small mass to the gauge boson of the U(1) ∈ SU(2), which other-
wise would have played the roˆle of the massless pole of the superconducting
phase. The Kosterlitz-Thouless nature of the symmetry breaking [6, 7] was
held responsible for the absence of phase coherence, which characterises the
pseudogap phase.
The basic feature of the model is the relativistic nature of the charged
excitations, relevant for the description of quasiparticles about the four points
constituting the (putative) fermi surface in the pseudogap phase [9, 5].
We have also argued that above a given doping concentration, higher than
the ones at which gauge interactions set in, four-fermi contact interactions
become relevant, and they induce a gap in the quasiparticle spectrum. For
simplicity we have considered Gross-Neveu type interactions, although the
analysis can be extended to other types.
We have pointed out that, experimentally, such interactions may be dis-
tinguished from the gauge interaction by observing a change in the scaling
properties of the thermal conductivity of the nodal quasiparticles with an
externally applied magnetic field, for fixed temperatures, as the doping con-
centration changes. We have suggested the extension of the experiments of
ref. [3] in the region of the pseudogap phase as well, because it is in this
region that the gauge interactions have been argued to be relevant for the
opening of a Kosterlitz-Thouless gap for the nodal excitations. We should
note at this point that if the magnetic catalysis phenomenon occurs in the
pseudogap phase, in much the same way as it occurs in the superconducting
case of ref. [3], then, according to the discussion in this article, there is a
significant possibility that the dynamics of this phase is dominated by elec-
trically charged nodal excitations, similar to the ones about the nodes of the
d-wave superconducting gap suggested in [9], contrary to current theoretical
scenaria [5].
Before closing we would like to remark that an alternative way of prob-
ing the gauge structure in doped antiferromagnetic materials has been dis-
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cussed in ref. [34]. The presence of gauge interactions leads to induced
parity-violating magnetic moments in effective low-energy theory models of
high-temperature superconductors, under the influence of strong external
magnetic fields, after integrating out fermionic degrees of freedom pertain-
ing to higher Landau levels. These magnetic moments are induced even in
the case where the nodal gap is parity conserving. As shown in [34], the
scaling of the magnetic moment in the effective theory for the lowest Lan-
dau level, induced by the massive SU(2) gauge bosons of the model of [7]
in the gapped phase, is different from the scaling in the case where the mo-
ment is induced by the US(1) interactions, as well as from the corresponding
case of parity-violating Chern-Simons theories [35]. These are experimentally
testable predictions, which provide independent probes of gauge interactions,
that are complementary to the thermal conductivity method described here
and in refs. [9, 23].
We are well aware that our effective theory analysis may be too crude
to allow for a quantitative comparison with the realistic situations, but we
believe that the proposed phase structure, and the associated non-trivial sym-
metry breaking mechanisms that characterise the model of [7], may capture
essential features of the phase structure of high-temperature superconduc-
tivity, if the above scenaria are realised in nature.
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