We prove an inequality for the Kostka -Foulkes polynomials K λ,µ (q). As a corollary, we obtain a nontrivial lower bound for the Kostka numbers and a new proof of the BerensteinZelevinsky weight-multiplicity-one-criterium.
combinatorial interpretation in terms of rigged configurations [K1] , [K3] . On the other hand, it is well-known (see e.g. [L] , [M] ), that the multiplicity of an irreducible representation of the Lie algebra gl N in the tensor product of rectangular-shape-highest-weight irreps may be identified with the number of Young tableaux of some special kind (e.g. (semi)standard (super)tableaux, . . .). In this way one can identify a set of Young tableaux with a corresponding set of rigged configurations (see e.g. [K1] ).
This paper is devoted to the solution of the following problem: given the partitions λ and µ, when λ does only one configuration (see §1 below) of the type (λ, µ) exist? This problem may be reformulated in the following form. One can prove that for given partitions λ and µ there exist an inequality for the Kostka-Foulkes polynomial K λ,µ (q) (see e.g. [K1] , or §2 below):
where c = n(λ) + n(µ) − n µ ′ n (λ ′ n − 1). Here we assume that a q-binomial coefficient m n q is equal to zero, if n ∈ [0, m].
It is clear that a problem of an existence of only one configuration of the type (λ, µ) is equivalent to the following one: to find all partitions λ and µ for which the inequality (0.1) becomes an equality. The answer is given by the Theorem 2.1. As a corollary we obtain a simple weight-multiplicity-one-criterium (see Theorem 2.2; compare with [BZ] ). We consider the inequality (0.1) as a generalization of the Gale-Ryser theorem [R] , [M] . Remind that the Gale-Ryser theorem gives a criterium of an existence of a 0-1 matrix with given sums of rows and columns:
It is well-known (see e.g. [M] ) that
Consequently, from (0.1) -(0.3) we obtain the following nontrivial lower estimation
It seems to be an interesting problem to construct exactly all Young tableaux which correspond to the RHS of inequality (0.1). §1. Rigged configurations.
Let λ be a partition and µ be a composition of some fixed natural number n.
We denote by C(λ, µ) a set of all configurations of the type (λ, µ). Let us define a charge c(m) and cocharge c(m) of a configuration m as follows (see e.g. [LS] , [M] , [K1] ):
At last for a given configuration m of the type (λ, µ) we define the following polynomials
The following theorem gives an expression for the Kostka-Foulkes polynomial K λ,µ (q) (qanalog of weight multiplicity, see e.g. [LS] , [Lu] , [M] ) as a generating function for rigged configurations.
It is convenient to imagine a configuration m ∈ C(λ, µ) as a collection ν of partitions (or
which satisfy the following conditions
where
It is clear that
We assume that the quantum numbers J
are located in the first column of a set of all length n rows in the diagram ν (k) . Denote by QM(λ, µ) the set of all rigged configurations of type (λ, µ).
Theorem 1.2. ([K1]
). There exist a natural bijection between the set STY(λ, µ)of all (semi) standard Young tableaux of a shape λ and weight µ and QM(λ, µ):
Corollary 1.3. (Maximal configuration). Let us assume that λ ≥ µ with respect to the dominant order (see e.g. [M] ). Consider the matrix m = (m k,n ), where
The proof is an easy consequence of the following inequalities
It is clear that the configuration under consideration corresponds to the following collection of diagrams
where the partitions λ[k], k ≥ 1, are defined as follows
We will call this configuration the maximal configuration of type (λ, µ) and denote it by ∆.
Proof. Let us assume the converse, namely, that there exist n ≥ 1 such that
Let us note that P (k) n (ν|λ) ≥ 0 for all k ≥ 2 and n ≥ 1. So the set QM(λ, λ) contains at least two elements ∆ and ν, which contradicts the well-known fact |STY(λ, λ)| = 1.
. Now let us consider a configuration ν ∈ C(λ, µ). If λ does not dominate µ, then we have Q n (µ) − Q n (λ) < 0 for some n, and consequently (see Corollary 1.4), P
(1) n (ν|µ) < 0, which is a contradiction with condition (1.2).
Proof. Let us consider the diagram λ[k] and a collection of partitions ν = {ν
. Note, that we may rewrite a definition of c(ν) in the following form
i.e. the cocharge c(ν) of a configuration ν ∈ C(λ, µ) depends only on the configuration ν and does not depends on the composition µ. Here α
From an existence of the maximal configuration ∆ of the type (λ, µ) it follows that
We will study the question for which partitions λ and µ the unequality (2.1) becomes an equality. This exactly means that there exist only one configuration.
Theorem 2.1. There exist only one configuration of the type (λ, µ), λ ≥ µ, if and only if the following conditions are valid: i) λ 2 = 1, i.e. λ is a hook, ii) if λ 2 ≥ 2, then for all 1 ≤ n 0 < n 1 ≤ λ 2 , (λ 0 := +∞), such that λ
Proof. At first, let us prove the necessity of condition (2.2). Let us consider a perturbated configuration
where 1 ≤ n 0 < n 1 ≤ λ 2 , 1 ≤ k 0 < k 1 . From a simple calculation it follows that
Now let us take m to be the maximal configuration of the type (λ, µ). It is clear from (2.3) that a pertubartion m of a maximal configuration would exist only if k 0 = 1 and k 1 = 2, and then
Here we use Garsia's notation
So, if the condition (2.2) is not valid then there exist indices n 0 , n 1 , 1 ≤ n 0 < n 1 ≤ λ 2 such that i) λ
It follows from (2.4) that a pertubarated configuration
belongs to the set C(λ, µ).
Secondly, let us check the sufficiency of condition (2.2); thus it is needed to prove that under condition (2.2) there exist only one configuration of type (λ, µ). For this goal let us use the following inequalities (see (1.6)):
Multiplying this inequalities on r and summing up till some fixed k, we obtain an inequality
Now let us take l = l(λ) ≥ 2, and p = λ l . Then we have ν (l) = φ and
and consequently, we may rewrite (2.6) as follows:
Now let us show using (2.2) and (2.7), that ν (l−1) = ∆ (l−1) . This is evident if p := λ l = 1. If we have p ≥ 2, then the condition (2.2) with n 0 = 1 and n 1 = p means that either
. In the second case, if we assume ν (l−1) = ∆ (l−1) , then ν (l−1) 1 < p, and hence (using (2.7))
Now we use an induction. So, let us assume that ∆ (r) = ν (r) , when k + 1 ≤ r ≤ l − 1. We must prove that ∆ (k) = ν (k) . Note that it follows from an equality
that if n ≤ λ k+1 then:
Consequently, using (2.5) we find
Hence we have
Note, that from Corollary 1.6 it follows an inequality
Further, using Corollary 1.6 and an induction assumption, one can easily prove that
Now let us use inequality (2.8) and condition (2.2) when λ k+2 ≤ n ≤ λ k+1 , where λ k+2 = n 0 + 1 and λ k+1 = n 1 . We may assume, that λ k+1 − λ k+2 ≥ 2. If we have
< λ k+1 = n 1 , then from (2.8) it follows
but according to (2.9) this is possible only if
, and consequently,
. By the same reasons, if Q λ k+2 +1 (µ) −Q λ k+2 +1 (λ) ≤ 1 and ǫ := (ν (k) ) ′ λ k+2 +1 ≥ 2, then we have (using (2.8)):
and, consequently, ǫ ≤ 1. This is a contradiction with our assumption that ǫ ≥ 2. Consequently, ǫ = 1 and ∆ (k) = ν (k) . Now let us consider a weight-multiplicity-one problem (see [BZ] ). An answer has been obtained by A.Berenstein and A.Zelevinsky [BZ] . We assume to give a weight-multiplicityone-criterium as corollary of Theorem 2.1. One can easily show that our criterium is equivalent to the Berenstein-Zelevinsky one. Thus we want to answer the question: when is the Kostka number K λ,µ equal to 1? We may assume that µ is a partition and λ where we assume n 0 := 0.
