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Baryon stopping and particle production in Pb + Pb collisions at 158 GeV/nucleon are





measured with the NA49 experiment at the CERN Super Proton Synchrotron (SPS). Stopping,
which is measured by the shift in rapidity of net protons or baryons from the initial beam rapidity,
increases in more central collisions. This is expected from a geometrical picture of these collisions.
The stopping data are quantitatively compared to models incorporating various mechanisms for
stopping. In general, microscopic transport calculations which incorporate current theoretical models
of baryon stopping or use phenomenological extrapolations from simpler systems overestimate the
dependence of stopping on centrality. Approximately, the yield of produced pions scales with the
number of nucleons participating in the collision. A small increase in yield beyond this scaling,
accompanied by a small suppression in the yield of the fastest pions, reects the variation in stopping
with centrality. Consistent with the observations from central collisions of light and heavy nuclei
at the SPS, the transverse momentum distributions of all particles are observed to become harder
with increasing centrality. This eect is most pronounced for the heaviest particles. This hardening
is discussed in terms of multiple scattering of the incident nucleons of one colliding nucleus as they
traverse the other nucleus and in terms of rescattering within the system of produced particles.
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The mechanism by which relativistic nucleons are decelerated in nuclear matter, generally
called stopping, is not well understood. The stopping process depends on the structure of nucle-
ons and their interactions with other nucleons in nuclear matter, which are governed by quantum
chromodynamics (QCD). However, the bulk of the relevant interactions occur at small momentum
transfer, where rigorous application of QCD is not possible using available theoretical tools.
Nuclear stopping plays an important role in the study of relativistic nuclear collisions,
which aims to measure the properties of matter at extreme temperature and pressure. A central
goal of the relativistic heavy-ion program is the creation of a phase of matter consisting of deconned
quarks and gluons, commonly called Quark-Gluon Plasma (QGP). Colliding relativistic heavy nuclei
is believed to be the best way to produce and study QGP in the laboratory. As a result of such
a collision, matter and energy carried initially by the projectiles is transported via the stopping
process toward the center of mass. Whether this creates a volume with an energy and baryon
density suÆciently high for the creation of QGP depends on the initial beam energy, projectile size,
and degree of stopping.
There are extensive data on stopping from proton-proton (p + p), proton-nucleus (p + A),
and nucleus-nucleus (A + A) collisions over a wide range of relativistic energies (for reviews see
[BL88] and [VH95]). Empirical models, based on ideas from the theory of collisions and QCD,
have been used to describe the data with moderate success. However, remaining uncertainties have
necessitated measuring the details of the stopping process at each new energy scale and colliding
system available to physicists. Recent developments in applying QCD based models of baryons to
the question of stopping have resulted in better descriptions of stopping data. Further systematic
data available now and in the near future will assist in understanding the structure and interactions
of baryons.
As a nucleon is stopped, it becomes excited, slows down, and fragments into new particles.
This is a stochastic process which can be characterized by how the conserved quantities energy,
charge, and baryon number are redistributed, and how this relates to particle production. For
simple systems involving few nucleons, these quantities can be correlated event-by-event. This is a
powerful tool for constraining the stopping dynamics. For collisions between nuclei, many nucleons
participate and forming such correlations is not possible. Instead, stopping is characterized by semi-
inclusive distributions
1
of the conserved quantities, which vary with the collision system and energy,
and by how it is reected in the multiplicity and distributions of produced particles.
1
Throughout this thesis, distributions will be discussed in terms of the longitudinal variables rapidity (y) and
x
F




. These variables and the distinction between exclusive, inclusive, and
semi-inclusive distributions are dened in Appendix B.
2In A + A collisions, the nature of the produced system depends strongly on the geometry
of the collision. A grazing collision between two nuclei at large impact parameter can involve few
nucleons and appears similar to interactions between single nucleons. Head-on collisions at zero
impact parameter are much more violent, as many nucleons of one nucleus must traverse nearly
the full thickness of the other nucleus and suer increased stopping, which produces a more excited
system. As a function of impact parameter, the degree of stopping and the size and excitation of
the produced system vary continuously. This can be used to search for the onset of new phenomena
within a single sample of collisions.
In this thesis, new results on baryon stopping and hadron production from xed target
Pb+Pb collisions at a beam energy of 158 GeV/nucleon are presented. Specically, the semi-inclusive








produced in collisions will be obtained over a large fraction
of the available phase space and as a function of collision centrality and used to study how baryon
number and energy are redistributed as a result of the collisions. The measurements were made
using the NA49 apparatus, a heavy ion experiment at the CERN Super Proton Synchrotron (SPS)
designed to measure charged and strange hadronic particle production over a large portion of phase
space. Results from central Pb + Pb collisions have been published in [Ap
+
99] and [Toy99]. Here,
these results are extended to collisions over nearly the full range of collision impact parameter.
The remainder of this chapter discusses the physics issues raised above in some more detail
and concludes with an outline and a statement of the objectives of this thesis.
1.2 QCD and the Search for Quark-Gluon Plasma
QCD describes strongly interacting matter in terms of interactions between quarks medi-
ated by the exchange of gluons. It is a non-Abelian gauge theory in which both the matter particles
and gauge elds carry color charge. It exhibits several remarkable features. First, the eective
coupling strength decreases logarithmically with momentum transfer (or with decreasing distance).
At high momentum transfer, quarks appear as nearly free particles (asymptotic freedom). It was
because of the asymptotic freedom of non-Abelian gauge theories [tH72, GW73, Pol73], and the ex-
perimental evidence from deep inelastic scattering that nucleons are composed of point-like fermions
that behaved as nearly free particles [FK72], that QCD was adopted as the theory of strong interac-
tions. Second, at large distances or small momentum transfer, the coupling becomes strong enough
to conne color charges within composite, color-singlet hadrons. Free, isolated quarks or gluons have
not been observed. An excited hadron does not emit single quarks but instead radiates additional
hadrons. Finally, although the theory of QCD exhibits a global chiral avor symmetry which is only
slightly broken by the small quark masses, this symmetry is not reected in the spectrum of strongly
interacting particles. In fact, this symmetry is spontaneously broken and it is the physical vacuum
which is not invariant under this symmetry (see [CL84]).
Except in the domain of large momentum transfer where the coupling is weak and per-
turbative calculations may be employed, understanding and using QCD as a predictive theory has
proved extremely diÆcult. Nonetheless, universal arguments have been used to make qualitative
predictions about the phase structure of strongly interacting matter. Because of connement, the
low temperature and low baryon density phase of QCD is appropriately described in terms of inter-
actions among hadrons and the chiral vacuum. On the other hand, at high temperature or baryon
density, hadrons must overlap signicantly, and because of asymptotic freedom, quarks and gluons
become the more appropriate degrees of freedom. Also at high temperature or density the chiral
vacuum is evaporated and chiral symmetry is restored. At intermediate temperature and baryon
density, a transition between these phases must occur. Determining the number and structure of
the quark-gluon phases as a function of temperature and baryon density and the nature of their
transitions to the hadronic phase is an active eld of theoretical study [Raj99].
Lattice QCD is a computational technique for carrying out non-perturbative QCD calcula-
tions. Recent results show that the chiral transition occurs in the temperature range of 140{170 MeV
3at zero baryon density [Go
+
97]. The prediction for the order of this transition depends strongly on
assumptions about the light quark masses, but it is now thought that this is not a phase transition
but a smooth, rapid crossover. It is also thought that the transition to deconned matter occurs
coincidentally with the chiral transition, but it is not yet clear how to measure connement in Lattice
QCD [Hay99].
Matter is thought to have existed in the excited state of QGP in the early universe, up
to a few microseconds after the Big Bang, before it had expanded and cooled enough for hadrons
to form [Ree90]. This state may exist in the present universe at the center of dense stars, where
gravitational pressure can compress the core to suÆcient density, and may cause observable eects
in the frequency spectrum of pulsars [GPW97].
An extensive experimental program has been undertaken at several accelerator facilities,
with the goal of observing QGP in the laboratory, studying its properties, and observing its transition
back to hadronic matter. Because the lifetime of the high density phase created in such collisions
is short and because the quarks and gluons become conned in color-neutral objects during the
transition back to the hadronic phase, direct observation of the QGP degrees of freedom is not
possible. Instead, indirect information must be inferred from the hadrons, leptons, and photons
produced from the collision. Hadrons are copiously produced, but interact strongly with each other
until well after the transition from QGP back to hadrons and this tends to obscure the information
they carry about the system prior to the phase transition. On the other hand, leptons and photons
interact weakly with the rest of the system and can better reect the properties of the system at
the time they were produced. But also because they interact weakly, directly produced leptons and
photons are rare in comparison to hadrons, and the information they carry can be obscured by
the large background of indirectly produced photons and leptons which comes from the decay of
hadrons.
Many measurements have been proposed as signatures of the formation of the QGP [HM96,
Ba
+
99]. Examples include enhanced strangeness production [RM82, RM86, Ody98] and suppression
of J= production [Ram98]. In general, one looks for dierences in single-particle spectra or multi-
particle correlations between collisions in which a QGP was formed and collisions in which no QGP
was formed (commonly referred to as a hadronic scenario). Evaluating whether a transition occurred
requires an accurate hadronic scenario as a basis for comparison. This basis is established using:
1. Collisions of lighter nuclei or nucleons.
2. Detailed simulations.
3. Variation of one or more control parameters within a single collision system.
Data to be presented in this work will address primarily item 3, by studying how baryon stopping
and the production of charged hadrons vary with system size, where system size is selected using
the collision centrality. This has the advantage providing information over a continuously varied
parameter, all gathered under identical conditions with the same apparatus, so that experimental
biases cancel to the maximum extent.
1.3 Nucleon and Nuclear Collisions
In a laboratory experiment, the colliding system center-of-mass energy and system size
may be controlled. System size is determined by the nuclear species and by the conguration of
the collision. The conguration of a collision is shown schematically in Figure 1.1. A projectile (A)
collides with a target (B) with their centers separated by the impact parameter b. For a relativistic
nuclear projectile, only a fraction of its nucleons, given approximately by the geometrical overlap
region between the projectile and target, participate in the collision. The non-participating, or





Figure 1.1: Geometrical picture of a relativistic nuclear collision at impact parameter b, as viewed
in the center of mass. The nuclei are compressed to discs by Lorentz contraction. Spectator matter,
indicated by the hatches, continues forward with its momentum largely unaected by the collision.
it is not possible to measure the impact parameter directly, related measurements, in particular
the energy carried by the spectator nucleons, the produced transverse energy, and the produced
particle multiplicity, are found to be well correlated and good indicators of centrality and are used
to segregate collisions into samples with dierent impact parameter ranges.
It is instructive to begin discussion of stopping and particle production in A + A collisions
by reviewing the phenomenology of p+p collisions at high energy. These collisions are characterized
by leading baryons carrying the conserved baryon number of the target and projectile, and a few
produced particles, which are mostly pions and which carry the dierence in energy between the
incoming protons and the leading baryons. The leading baryons are not necessarily protons, since
the collision may have been charge or avor changing, and may not be the particles with the highest
center-of-mass momenta, as a fast pion might be emitted which carries a signicant fraction of the
momentum of one of the original protons. Also, while additional baryons may be produced in pairs
with anti-baryons, it is the fastest baryon that is conventionally associated with the original protons.
From this description, one observes that there is only a loose connection between the stopping of
baryon number, energy, and charge.
Inclusive net distributions, meaning the dierence between particle and anti-particle dis-
tributions, are used to study stopping. Particle/anti-particle pair production does not contribute
to such a distribution. In this work, charged hadron distributions will be measured and used to
obtain net proton (p  p) momentum distributions. The p  p distributions will be extrapolated to
net baryon (B   B) distributions using available data and models. A complication with the use of
these distributions arises because the measured momenta are those resulting at particle freeze-out,
which is when particles cease to interact. In the scenario where signicant rescattering among pro-
5duced particles occurs, the momentum distributions resulting from the initial stopping can become
smeared. However, because the magnitude of the momentum transfer involved in rescattering is
small in comparison to the longitudinal momentum scale, rescattering, especially of heavy particles
such as protons, has only a small eect on distributions in longitudinal variables such as y. As a
result, these distributions can be used reliably to study stopping.
The data from p + p collisions show that the leading proton rapidity distribution falls o
from beam rapidity as e
y






91]. More limited data on leading
neutron and strange baryons show that the more a baryon is stopped, the larger is the probability
that its avor will be changed [En
+
75, GH91]. The transverse momentumof particles produced in the
collision increases with increasing particle mass and depends weakly on the collision energy [Al
+
87].
In addition, both the mean transverse momentum and multiplicity of produced particles has been
seen to increase in those collisions in which the leading baryon is found to have suered greater
stopping.
In p+A and A+A collisions, a projectile nucleon may interact with several target nucleons,
which can result in increased stopping. Indeed, data from p + A collisions for a variety of nuclear
targets show that the leading baryon associated with the proton projectile suers increased rapidity
loss relative to p + p collisions, with the median rapidity loss increasing with increasing target
A [To
+
87]. These same data also show that stopping increases at a given target A as the centrality
or nuclear thickness traversed by the proton increases.
2
The multiplicity of produced particles in
p+A collisions increases strongly with A or centrality, but the bulk of this enhancement occurs in the
nuclear target hemisphere and is a reection of \wounded nucleon" scaling, which refers to the linear
dependence of the multiplicity with the number of nucleons participating in the collision [BC74]. In
the central rapidity region, the increase in multiplicity with the number of collisions is weaker and
seems to saturate at about 3{4 collisions, while the multiplicity in the proton beam fragmentation
region is nearly constant [BL88]. In addition, the mean transverse momenta of produced particles
increases with increasing nuclear target size or collision centrality.
In A + A collisions at a given impact parameter, the incident nucleons traverse a variety of
nuclear thicknesses and therefore suer diering degrees of stopping. The net baryon distribution
is a result of an average over these collision geometries. For symmetric collisions, two extreme
possibilities are shown in Figure 1.2. In the case of transparency, the baryons are only shifted a
small fraction of the projectile-target rapidity gap, as might be the expectation for light system like
p + p or at very high energy. In the case of full stopping, the nuclei are eectively opaque to each
other and the baryons pile up at mid-rapidity. As shown in Figure 1.3, central collisions between
both light and heavy nuclei at the SPS display signicant transparency, with somewhat greater
stopping in Pb + Pb compared to S + S.
In spite of the increased stopping, central Pb + Pb and S + S collisions show essentially no
dierence in the shape of the rapidity distribution of produced particles. On the other hand, there
is a slight increase in the yield per pair of participating nucleons in Pb + Pb (negatively charged
hadron yields are 3:60:2 for S+S and 4:00:2 Pb+Pb, where the S+S results have been corrected
for the isospin and slight energy dierences for comparison to the Pb + Pb results) [Ap
+
99, Toy99].
This small increase may be a reection of the correlation observed in p+p collisions of the produced
multiplicity with proton stopping or may result from increased rescattering among the produced
particles in the larger system.
Data from both the SPS and lower energies show that the p
?
spectra of hadrons from
nuclear collisions become harder with increasing hadron mass, and that this eect becomes stronger
with increasing size of the colliding nuclei. As discussed in the next section, this is thought to result
2
Centrality is estimated in a p+A collision by recording the number of nucleons recoiling from the target nucleus,
which is correlated with the number of nucleons in the target which interact with the incident proton. The strength
of this correlation depends theoretically on the model of secondary collisions in the nucleus and experimentally on the
ability to identify recoil nucleons (usually done simply by momentum cuts). Evidence for the correlation originally
came from a comparison of the yield and distribution of particles produced with nuclear targets of diering A but at







Figure 1.2: Two extreme scenarios of baryon stopping. Rapidity distributions of the net baryon
number are shown before (left) and after a collision. The transparent case (above right) is similar to
what is observed in p + p collisions. In the opaque case (below right), baryons are piled up around
mid-rapidity.
from the buildup of a collective ow velocity due to interactions among the produced particles. It
may also be due in part to the generation of p
?
by the multiple collisions that the incoming baryons
suer in the stopping process.
1.4 Models of Stopping, Particle Production and A+A Col-
lisions
Motivated by the leading baryon eect from p + p collisions, most models of nucleon
interactions at SPS energies and above treat the nucleon as a quark-diquark pair, where the diquark
acts as a single entity and typically fragments directly into the leading baryon. Since the diquark
carries a large fraction of the initial proton momentum, the produced baryon will also. This picture
qualitatively describes the net proton distributions from p+p collisions. However, based on a study
of the energy dependence of the mid-rapidity net proton yield in p + p collisions, it was shown that
an additional component (or components) beyond diquark fragmentation must be present, resulting
in enhanced baryon stopping, albeit with small relative probability [KZ89].
The mechanism by which this component acts is not clear. Diquark breaking [KZ89], in
which only one of the two quarks from the diquark ends up in the leading baryon, is one possibility.
This enhances the net baryon yield at large rapidity shift from the projectile. An alternative picture
was proposed in [Kha96], in which the gauge-invariant gluon structure of baryons [RV77] can act













scaled S+S, central 3%
net baryons
Figure 1.3: Net baryon rapidity distributions from central S + S and Pb + Pb collisions at the
CERN SPS. The S + S data are scaled to match the number of participant nucleons from Pb + Pb.
Because the collisions systems are symmetric, the measured data points can be reected about




of the baryon's valence quarks. Arguments based on this \gluon junction" picture or the diquark-
breaking picture lead to dierences in the energy dependence of baryon stopping, the probability for
avor change of a stopped baryon, and the produced multiplicity associated with stopping.
A number of microscopic transport codes exist which model A + A collisions. Typically,
these models invoke the quark-diquark model of nucleon interactions and may (see VENUS [Wer93]
and RQMD [Sor95]) or may not (see DPM [Ca
+
94] and HIJING [WG91]) include mechanisms beyond
diquark fragmentation. It was noted in [GPV97] that components beyond simple diquark fragmen-
tation are important for describing the baryon stopping results from A + A collisions. Attempts
to add mechanisms for enhanced stopping based on the above pictures to models which otherwise
consider only diquark fragmentation have been reasonably successful (see [CK96] and [VG99]).
Particle production in the transport models is based on the phenomenological model of
formation and breakup of relativistic strings, using standard parameterizations such as the Lund
string dynamics model [AGP93]. The models incorporate various mechanisms for calculating in-
teractions between produced particles. In this work, data will be compared to both RQMD and
VENUS. In contrast to VENUS, which allows little scattering between produced particles, RQMD
propagates produced particles along classical trajectories and allows them to re-interact. In addi-
tion, data will be compared to the HIJING and HIJING/B [Van99] models. HIJING/B incorporates
the baryon junction model into the HIJING model which otherwise contains only standard diquark
fragmentation dynamics.
Another class of models widely used to simulate A + A collisions is based on relativistic
hydrodynamics [SSH93b]. For hydrodynamics to be valid, the system must evolve in local equi-
librium. While such conditions certainly do not exist very early or very late in the collision, and
it is also not clear that this requirement is ever met, it has been observed that these models are
able to describe produced particle spectra well for both light and heavy systems, even out to rather
large p
?
. A common picture that emerges from hydrodynamic calculations and ts to data is that
8after the initial collision, the dense matter expands strongly in both the longitudinal and transverse
directions, developing a large collective velocity eld before the produced particles stop interacting.
A t to NA49 data from central Pb+Pb collisions using a recent model of this type [He
+
96, CNH95]
shows a system at freeze-out with a temperature of 120 12MeV and a transverse ow velocity of
 = 0:55 [Ap
+
98b].
While hydrodynamics is able to t the transverse spectra systematics from A+A collisions
successfully, it has been argued that this transverse motion may in fact be due principally to the
random walk of the incident nucleons, which generates successive collisions with collision centers that
have transverse motion relative to the initial nucleon direction [LNS97]. In [BM98], the mid-rapidity




) from centrality selected Pb + Pb
collisions [Cer98] have been used in an attempt to rule out this random walk picture. At some level,
this eect should be present, however, and transverse spectra of identied particles as a function of
rapidity and impact parameter can be used to further clarify this argument.
1.5 Thesis Objectives









measured in Pb+Pb collisions at 158 GeV/nucleon. I will use these spectra to study baryon
stopping, particle production, and transverse momentum generation as a function of the collision
impact parameter or size of the colliding system. In particular, I will address:
{ The increase of the rapidity shift of baryons toward the center of mass as a function of the size
of the colliding system. The results will be compared to results obtained for nucleon-nucleon
collisions. The results will also be compared to A + A collision models to assess whether the
baryon stopping mechanisms in these models are reasonable.
{ The dependence of the yield of  on the size of the colliding system. How this yield scales
with the number of nucleons participating in the collision will be presented. The additional
dependence on the increase in baryon stopping will be studied.
{ The dependence of the mean p
?
and shape of transverse spectra of proton, K, and  on
the system size. The success of the competing models of initial multiple scattering of the
interacting nucleons and of hydrodynamic ow of the produced particles in describing these
data will be assessed.
While the measured data do provide a good measure of the dependence of the K yield on the system
size, a discussion of these results and the general topic of strangeness enhancement in A+A collisions
is beyond the scope of this thesis.
The remainder of this thesis is organized as follows. The NA49 experiment and data
collection are described in Chapter 2. The analysis procedures for obtaining particle spectra from
raw data are described in Chapter 3. The results are presented and discussed in Chapter 4. Chapter 5
summarizes this work and discusses areas for further study. Several appendices are included which
contain further details concerning the determination of event centrality, simulations of the detector
response, and model calculations. A nal appendix contains a tabulation and parameterization of
the measured particle distributions.
9Chapter 2
Experimental Apparatus and Data
Collection
2.1 Overview and Design Considerations
The NA49 apparatus is used to study the hadronic nal states produced by collisions of
beam particles accelerated by the CERN SPS with a variety of xed targets. Charged hadrons are
detected over a large fraction of the available phase space, allowing study of the correlations and
internal structure of the events. The design was driven primarily by the desire to study central
Pb + Pb collisions, which produce a very high multiplicity of hadrons, but also by the need to
characterize lower multiplicity events, such as non-central nucleus-nucleus events and proton-nucleus
events. This chapter will describe the components of the NA49 apparatus, with special emphasis on
those components used in the study of central and non-central Pb + Pb collisions.
The NA49 experiment, shown in Figure 2.1, is a magnetic spectrometer with momentum
reconstruction and identication of charged particles over a large angular acceptance [Af
+
99]. It
is centered on two super-conducting magnets and four large volume Time Projection Chambers
(TPC's). The TPC's are the primary charged particle tracking and identication devices. Identi-
cation of charged particles is accomplished by measuring the specic ionization of each track in the
TPC's. It is supplemented by time-of-ight (TOF) measurement in those momentum ranges where
particle separation by specic ionization is not possible. Additional identication of neutral and
charged strange particles is accomplished by reconstruction of the decay topologies. A complement
of fast detectors for characterizing the beam and for determining gross features of the collision is
used for both on-line triggering of the detectors and for o-line event selection. The detector readout
and data recording system was designed to be able to record about 10
6
events per run period.
The high particle multiplicities which are generated in central heavy ion collisions lead to
high track densities in the plane perpendicular to the beam. Except for a relatively few particles
with low laboratory momentum, most particles produce tracks which tend to run closely parallel
to other particle tracks. Reconstructing the momentum and identifying individual tracks in this
situation requires sampling of the tracks in a three dimensional grid with small grid spacing. TPC's
naturally provide such a high spatial sampling.
The xed target kinematics of the experiment strongly focuses produced particles into
a narrow cone surrounding the beam. Even with the high spatial sampling provided by TPC's,
the charged particle tracks in this cone must be signicantly separated to allow for reconstruction.
This requires both a magnetic eld with a large total bending power and suÆcient particle ight
distance. To reconstruct both lower momentum particles, which are quickly bent out of cone, and
high momentum particles, which are only slightly deected, a detector system covering a long total














































































































































































































































































































































































































































































































































































































































































































































































































































































































Therefore, several TPC's covering overlapping momentum ranges were utilized. The detectors must
also be constructed using a minimum of low-mass material to limit multiple scattering and ensure
good momentum resolution.
The overall tracking length of the TPC's determines the resolution with which the specic
ionization of a track can be measured. Most of the particles detected have velocities in the relativistic
rise between minimum ionizing (  3) and the Fermi plateau. Identifying particles in this region
requires a relative resolution of better than 4%, which can be achieved with a suÆcient number of
samples over 4 m of track.
2.2 Magnets
The two identical super-conducting dipole magnets are placed in series and centered on the
beam line downstream of the target. They have vertical gaps of 100 cm between the coils which,
to a large extent, determine the charged particle acceptance of the experiment. Two of the four
TPC's are placed in the gaps. The magnet yokes are congured to provide the maximum opening
in the (horizontal) bending plane at the downstream end. Each magnet has a maximum current
of 5000 A which generates a eld of 1.5 T, for a maximum combined bending power of 9 Tm. In
normal operation of the experiment, the upstream magnet is operated at the maximum eld and
the downstream magnet is operated at a reduced eld of 1.1 T. This provides charged particles
which traverse the full length of the eld with a momentum kick in the horizontal plane of about
2.4 GeV=c, which largely separates oppositely charged particles into opposite horizontal hemispheres
on opposite sides of the beam line.
The eld has large inhomogeneities away from the center of the magnet gaps. Detailed
measurements of the eld were made in three dimensions with a grid spacing of 4 cm. These
measurements were matched to a calculation of the eld based on the magnet design. Data is
analyzed with a map of the eld which uses a combination of the measured and calculated elds.
Outside the measured region, only the calculated eld is used. Where they overlap, the measurements
and calculation agree with 0.5 percent.
2.3 Time Projection Chambers
A TPC is a gas lled tracking device which records the three dimensional position of the
ionization trail left by charged particles as they traverse the device. An electric eld applied across
the gas volume causes the ionization trail to drift to one side of the TPC, where the ionization is
amplied and measured. Two of the three dimensions are determined by segmenting the planar
readout situated at the end of the drift. The third dimension is determined by recording the time
between the point of production of the particle and the arrival of the ionization at the readout plane
(the particle ight time from its production to when it deposits ionization is usually small compared
to the drift time). This is shown schematically in Figure 2.2. In addition to position information,
measurement of the specic ionization by integration of the charge associated with the track along
its trajectory provides information on the particle velocity and the magnitude of its charge.
The four NA49 TPC's are rectangular boxes with vertical drift elds and readout at the
top of the chambers. Two of the TPC's (Vertex TPC's or VTPC's) are situated inside the dipole
magnets. Each of these TPC's occupies a horizontal area of 200250 cm
2
, has a vertical drift length
of 666 cm and consists of a single gas volume with two drift volumes on either side of the beam. The
beam itself passes through a gap between the two drift volumes. The highly charged beam particles
scatter delta electrons from the TPC gas. The gap provides space for the bulk of these highly
ionizing particles to curl up in the magnetic eld and prevents the TPC readout from saturating.











Figure 2.2: Principle of TPC operation. Ionization produced in the TPC gas by a charged particle
track drifts vertically and is amplied at the sense wires. Signals are induced on the segmented TPC
pad plane above the positions where amplication occurs.
the beam. Each occupies of horizontal area of 40004000 cm
2
, has a vertical drift length of 1117
cm, and consists of a single drift volume.
Based on results from development studies of various gas mixtures [Al
+
94, RD396], TPC
gases were chosen with low diusion constants and moderate drift velocities to limit the width of the
ionization distributions which arrive at the readout planes. This maximizes the spatial or two-track
resolution of the detector. A low mass, lower diusion gas (Ne 90%, CO
2
10%) was used in the
VTPC's to maximize the two-track resolution and space charge eects in the highest track density
regions and to further minimize the eect of scattering of delta electrons by the beam as it passes





resolution in specic ionization was used in the MTPC's.
The drift eld in each TPC is maintained by a high voltage plane at the bottom of each
chamber. The readout plane is held at ground potential. The uniformity of the drift eld is ensured
by eld cages consisting of aluminized mylar strips which encircle the rectangular drift volumes.
The strips are suspended from ceramic posts situated around the edges of the eld cage. The drift
elds are in the unsaturated range, where drift velocities vary almost linearly with the drift eld, so
that accurate control and determination of the drift velocities are required. The applied drift elds
and resulting drift velocities are 200 V=cm and 1.4 cm=sec for the VTPC's and 175 V=cm and
2.4 cm=sec for the MTPC's.
The TPC's are read out via wire proportional chambers. There are six chambers in each
VTPC and 25 chambers in each MTPC. Each chamber has three separate planes of wires. The
lowest plane is the gating grid, followed by the cathode plane, followed by the sense wire plane. The
sense wire plane consists of an alternating pattern of sense wires held at high voltage for charge
amplication and eld wires held at the cathode potential (ground). Because of the high track
density, many tracks can cross each wire and traditional TPC readout of the sense wires is not
suÆcient. Instead, readout is from a pad plane situated above the sense wire plane. The pad plane
is segmented into rectangular copper pads. Signals are induced on the pads above the positions












Figure 2.3: Schematic of the TPC readout electronics. Signals originate at the TPC pads and
are processed in three stages. Signicant multiplexing occurs at each stage to minimize cost and
maintenance requirements. The functions of the front end, control, and receiver boards are described
in the text.
Both the distance between the pad plane and the sense wires (2{3 mm) and the pad width
(3.5{5.5 mm) were optimized to match the width of the induced signal to the width of the drifted
ionization charge and to ensure most induced signals would appear on at least three pads. In order
to minimize the increase in the width of the induced signal with changing track angle, the pads were
angled relative to the sense wire direction as appropriate in each detector area so that the longer
pad dimension (16{40 mm) was approximately parallel to the mean track direction in that detector
area.
2.4 TPC Readout Electronics and Data Acquisition
The highly segmented TPC's have a total of 182,000 pads. For reasons of cost, system
reliability, and packing density, highly integrated electronics were required to readout the large
number of densely packed channels. Performance requirements included (1) a low intrinsic noise to
allow operation of the TPC's at relatively low gain, (2) signal shaping and sampling rate to match
the pad signal characteristics, and (3) suÆcient dynamic range to cover variations in the ionization
signal of singly charged particles. The modest event readout rate of 1 event/second allowed signicant
multiplexing of the data, which reduced cost and maintenance requirements.
The readout system consists of three major modules, shown in Figure 2.3. The front-end
card is directly connected to 32 TPC pads. It amplies and shapes the pad signals and provides
temporary analog storage of signal samples at a rate of 10 MHz. After the chamber drift time
(50 sec), the stored samples are digitized and multiplexed onto a at ribbon cable.
14
The control and transfer (CT) boards, also mounted on the TPC's, collect the data from 24
front-end cards connected via at ribbon cables. The data are multiplexed onto a ber optic cable
for transmission to the receiver boards which are located o the detector inside the NA49 counting
house. The CT boards also provide the front-end board with power and control signals.
A receiver board consists of four modules, each of which receives the multiplexed data from
a CT board via the ber optic link, subtracts pedestals previously measured and stored on board for
each channel and time sample, and saves the data in an input buer for further processing. The input
buers have 32 pages for accumulating up to 32 events. Once the rst event has been received, while
events are still being accumulated, each receiver board module compresses the pedestal subtracted
data and saves the result in an output buer. The receiver boards are located in six VME crates.
More detailed design and performance information on the readout electronics system can
be found in [Bi
+
97].
The data acquisition system is centered on one master VME crate and six slave VME
crates. The master crate contains a master processor for controlling the system and dual-ported
memory buers for organizing the event data before writing it to tape. The slave crates contain
the receiver boards and a slave processor. The full event data is written to a high speed (up to
16 MByte/second) tape drive. The data acquisition software is organized as a set of concurrent
processes under control of a single process running on the master processor.
2.5 Calorimetry and Trigger
Online event characterization and triggering is accomplished by beam denition detectors
located in the beam line upstream of the target and interaction counters and calorimeters down-
stream of the target. Three beam detection counters and three beam position detectors are employed
to provide a precise reference start time for the time-of-ight detectors and to measure the charge,
position, and trajectory of the incoming beam particle.
For central Pb + Pb collisions, the primary trigger detector is a zero degree calorimeter
(ZDC) located about 20 m downstream of the target behind a collimator. The opening of the
collimator is adjusted so that beam particles and un-interacted or spectator protons, neutrons, and
fragments from the beam reach the calorimeter. The ZDC consists of an electromagnetic section of
alternating lead and scintillator plates of a total of 16 radiation lengths followed by a hadronic section
of iron and scintillator plates of 7.5 interactions lengths. Light from the scintillators is collected by
acrylic readout rods and transmitted to photomultipliers.
Central collisions of Pb beam nuclei with a heavy nuclear target remove a large fraction
of the beam energy and these events are clearly identiable by a small E
0
measurement by the
calorimeter. Triggering is accomplished by placing an upper threshold on the summed signals from
the ZDC photomultipliers in coincidence with valid signals from the beam detectors.
Because of the signicant distance and amount of material between the target and the ZDC,
this method does not work for triggering on non-central Pb + Pb collisions. An interaction between
a beam particle and the light nuclei in the detector materials and gases between the target and ZDC
results in E
0
measurements which mimic non-central Pb+Pb collisions. To trigger on such collisions,
the Cerenkov counter (S
3
) shown in Figure 2.4 is used to detect the Cerenkov light produced by
beam particles or fast secondary particles in the gas region immediately downstream of the target.
This counter consists of a gas lled volume which surrounds the target, a thin reective mylar mirror
17 cm downstream of the target to reect produced Cerenkov light, a thin-walled plastic foam tube
internally coated with aluminum for guiding the reected light, and a photomultiplier.
Triggering is accomplished by placing an upper threshold on the signal from S
3
in coin-
cidence with valid signals from the beam detectors. Because the detected Cerenkov light varies
approximately as the squared charge of the highest charge beam fragment and the counter has an
estimated pulse height resolution of 10%, the trigger threshold can be set to discriminate beam parti-
















Figure 2.4: Gas Cerenkov counter for detection of Pb beam particles and triggering on peripheral
Pb + Pb collisions.
interaction between the Pb beam and the gas surrounding the target produces an S
3
signal similar
to peripheral Pb+Pb collisions. In practice, the threshold is based on a compromise between accep-
tance of peripheral Pb + Pb events and rejection of the non-target event background. O-line event
cuts based on reconstructed TPC tracks and the signal in the ZDC are made to further reduce the
event background and characterize the collision geometry. These are discussed in Section 2.6 and in
Chapter 3.
2.6 Data Sample
The data sample used in this work was recorded in the fall of 1996. The
208
Pb beam
produced by the CERN SPS with a beam energy of 158 GeV/nucleon collided with a 224 mg=cm
2
natural Pb target. Events were selected with the S
3
interaction trigger at two dierent threshold
settings. The rst setting maximized acceptance of peripheral Pb + Pb collisions, but accepted
about 50% non-target event background. The lower threshold resulted in about 30% non-target
event background with more bias against the most peripheral Pb + Pb collisions. A total of 260,000
events were recorded under both trigger condition. Of this total, 160,000 events passed the o-line
event cuts and are used in this thesis. These events consist of digitized data from the TPC's, TOF
detectors, calorimeter, and beam and trigger detectors. The bulk of the data is from the TPC's.




pulse height distributions for these event samples is shown in Figure 2.5a. It
is seen that the lower S
3
threshold can be simulated with an o-line cut at an S
3
ADC value of 83.
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and tted vertex position distributions. Panel a) shows the raw S
3
spectra for the high
threshold and low threshold triggers. Panel b) shows the correlation between S
3
and the primary
vertex t coordinate along the beam direction. Panel c) shows the distribution of the primary vertex
t coordinate for each of the two S
3
threshold settings.
As described in Chapter 3, the measured TPC tracks are used to t the three dimensional position
of interaction point. The correlation between the S
3
signal and the tted position of the interaction
point along the beam line is shown in Figure 2.5b. Here a clear peak at the nominal target position
is seen. Peaks at -15 cm and +15 cm are due to a cuto in the tting procedure. Downstream
of the target, events above the upward sloping diagonal are beam particles which pass through the
target and interact in the gas between the target and the S
3
mirror. Events are not seen below
the diagonal because beam particles that interact downstream of the target produce a minimum
Cerenkov signal that is proportional to the distance between the target and the interaction point.
Additional Cerenkov light can be produced by large fragments from the Pb+gas interaction. Events
upstream of the target are uniformly distributed in interaction position, as seen in Figure 2.5c. Since
the target shadows the S
3
mirror from light produced by beam particles which interact before the
target, all events which occur downstream of the last beam counter and upstream of the target
are accepted by the trigger. However, Figure 2.5c shows that the good resolution of the o-line
t of the interaction position can be used to select target events, with only small non-target event




detector provides a good means of discriminating un-interacted beam
particles from peripheral Pb + Pb collisions, it does not provide a good measure of the centrality
of a collision. On the other hand, it is known that measurement of E
0
is well correlated with the
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distributions. Panel a) shows the E
0
distributions for both of the S
3
threshold









98c]. The calibrated E
0
distributions for the two S
3
samples
are shown in Figure 2.6a. The better acceptance of the high S
3
threshold for peripheral collisions
can be seen at large values of E
0





and appendix C provide further details on estimating collision centrality and the separation of events





This thesis reports on the measurement of the spectra of charged hadrons from centrality
selected Pb + Pb collisions. Particle identication and momentum determination are accomplished
with the NA49 TPC's. The specic ionization (dE=dx) measured by the MTPC's is used to obtain




, proton, and p over the MTPC acceptance. Tracking in the VTPC's
without consideration of dE=dx is used to extend the MTPC acceptance for unidentied hadrons
(h

). The collision centrality is determined by the zero-degree calorimeter (ZDC) which measures
the energy (E
0
) carried by the projectile spectator nucleons. This chapter describes the analysis
procedures for obtaining the particle and event information from the TPC's and ZDC. The analysis
procedure consists of:
1. Raw data are calibrated and converted into tracks having momentumand particle identication
information, along with quality information used for rejecting background events and low
quality tracks.
2. Events are segregated into six centrality bins according to E
0
; the impact parameter mean and
range in each bin are estimated.
3. Tracks in each centrality sample are segregated into momentum bins, and the raw spectra are
determined by tting the dE=dx distribution in each bin.
4. Corrections for feed-down from decaying long-lived hadrons, tracking ineÆciencies and accep-
tance, and particle mis-identication are estimated and applied.
5. Corrected spectra obtained in xed momentum bins are transformed into distributions in y or
x
F
and extrapolated to phase space outside the acceptance where possible.
The following sections describe these steps in more detail.
3.2 Calibration and Reduction of Raw Data
3.2.1 Calibration
Calibration of the ZDC was described in detail in [HMSV95] and [Hua97]. For data taking,
the gains of the four photomultipliers are adjusted so that a beam of hadrons striking the center
of the calorimeter generates four equal signals. Digitized signals from each sector are corrected for
the pedestals and small non-linearities of the ADC's and summed in the o-line analysis. Signals
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from Pb beam particles which pass through the detector without interacting are recorded during the
run and used along with the known beam energy to determine the calibration constant to convert
measured ADC values into energy.
Calibration of the TPC data is divided into geometry calibrations and pulse height cali-
brations. A geometry database is maintained which includes information from TPC as-built data,
optical survey of the detector positions, and corrections based on experience gained during the data
analysis. TPC drift velocities are measured in a test chamber and recorded with the data. The
measurements are corrected for atmospheric pressure and temperature variations. Distortions in the
geometry occur because of local inhomogeneities in the drift eld, primarily in the transition between
the drift region and the readout chambers, and EB eects due to the non-principal components
in the magnetic eld. Corrections are applied for these distortions after cluster nding (see below).
TPC pulse height data are calibrated for TPC sector and electronics gain variations once
during the run period by releasing radioactive
83m
Kr gas into the TPC's, and matching the resulting
local ionization spectrum measurements to a Monte Carlo simulation. Several eects of the readout
chambers and electronics cause track ionization to inuence the recorded pulse height of nearby
tracks whose ionization arrives at the readout plane at the same or later times. In a region with a
high density of tracks, this can lead to signicant shifts in the recorded pulse heights and degradation
of the TPC particle identication capability. Detailed measurement and study of these eects have
been made and corrections for them are applied to the raw data [Rol99]. Additional corrections are
applied after cluster and track nding for charge losses due to electron attachment during drift and
cluster truncation due to the ADC threshold imposed by the data acquisition. Specic energy loss is
obtained by normalizing the cluster charge by the actual track length across the pad row, which may
vary because of nite track-pad row crossing angles. After these calibrations have been performed,
a sample of the data is analyzed and the readout sector gain constants are adjusted to maximize the
dE=dx resolution and to x the parameterization of the dE=dx response. This procedure is discussed
more fully in Section 3.4. After event reconstruction, a second pass is made through the data to
correct for time variation in the sector gains, which is mainly due to atmospheric pressure changes
and voltage setting uncertainties. The correction for time variation is accomplished by normalizing
the average of the cluster charges within each sector taken over xed event recording intervals to
the sector average over all events.
3.2.2 Cluster Finding and Tracking
Cluster nding in each pad row is accomplished by nding contiguous charge regions in
the two-dimensional pad-time space and then computing a charge weighted mean position of the
region. The cluster centers are used for nding tracks. The total cluster charge is obtained by simply
summing the digital pulse heights of each pixel contained in the cluster.
Track nding is accomplished in several steps, using both projective and step-wise ap-
proaches. Tracking begins in the MTPC's, where tracks are straight and sparsest, making track
nding easier. Momenta are assigned to the found tracks based on their positions and angles, un-
der the assumption that they are primary (i.e. they come from the Pb + Pb interaction vertex).
These tracks are then extrapolated into the VTPC's, and predicted cluster positions are saved. The
VTPC2 clusters are then searched for tracks which lie near the predictions. Remaining clusters not
associated with the MTPC predictions are searched for additional tracks. These additional tracks
are then extrapolated to the other TPC's. MTPC tracks which had predicted tracks in VTPC2
but for which no matching track was found are discarded. This procedure is repeated for VTPC1.
Finally, tracks are searched again in the MTPC using the VTPC1 and VTPC2 predictions and
any remaining tracks unmatched between TPC's are associated, if possible. After track nding,
an additional quality assessment is performed which identies and repairs split tracks. Also, in the
highest density region of the MTPC where many clusters overlap, the found track position and angle
information is used to re-t the found clusters from the raw data to obtain a better estimate of the
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number of tracks in vertex fit














































Figure 3.1: Primary vertex cut details. Panel a) shows the resolution of the z-coordinate of the
primary vertex t as a function of the number of tracks used in the t. Panel b) shows the estimates
of target events rejected (thin lines) and background events accepted (bold lines) as a function of




j  DZFIT. The estimates are shown as a fraction of the
total number of events accepted in three of the six centrality bins. For centrality bins 1{4 (2{4 not
shown), there are no background events. The value of DZFIT used for the data analysis is indicated
(grey vertical line).
charge contained in overlapping clusters, which improves the specic ionization measurement in this
region.
Momenta for the found tracks are determined using a chi-square minimization of cluster
residuals from a trajectory determined by Runge-Kutta integration through the magnetic eld.
Clusters are assigned position errors based on a parameterization of the found cluster residuals as
a function of position in the TPC's and as a function of the track-pad row crossing angles. During
tting, cluster errors are increased along the track length to account for multiple scattering of the
actual charged particle. Momentum tting is rst accomplished using only the cluster data. A
second t is obtained imposing the additional constraint that the track starts from the primary
interaction point, as determined by the intersection of the beam trajectory and the target.
3.2.3 Event and Track Quality Cuts
Quality cuts are imposed to reject background events and tracks and to reject poorly
reconstructed tracks. Background events come from beam{gas interactions which can occur both
upstream and downstream of the target. The event selection is based on a t of the primary vertex
position using the TPC tracks. The resolution of this t depends on the multiplicity of found tracks
and is shown in Figure 3.1a. Events are rejected if this t does not converge. This occurs only for
the lowest multiplicity events. Additionally, events are accepted when the z-position of the vertex




j  DZFIT. The magnitude of
DZFIT is chosen to limit the fraction of background events in the accepted events samples while
minimizing the bias imposed against peripheral events. How this optimization is accomplished is
shown in Figure 3.1b. Estimates of the accepted background and rejected target event fractions as
a function of DZFIT are shown for three centrality samples. For centrality bin 1 (and also 2, 3, and
4, which are not shown), there are no background events because no beam{gas events have an E
0
signal compatible with these more central Pb + Pb events. For the more peripheral centrality bins,
the background fraction rises linearly with increasing DZFIT, once DZFIT exceeds the resolution
of the t of the primary vertex position. On the other hand, more Pb + Pb events are rejected as
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j  PHIMAX 54
Æ
Table 3.1: Event and track quality cuts.
DZFIT is decreased. For this thesis, a xed cut of DZFIT = 0:7 cm was chosen for all centrality
bins. This value yields a maximum background fraction for centrality bin 6 of less than 1.5%.
The potential length of a found track is based on detector geometry and is specied by the
total number of clusters it could have along its trajectory. The track cuts are based on the potential
length, the actual number of found clusters, and the quality of the momentum t obtained with the
primary vertex constraint. An additional cut is made on the azimuthal emission angle of the track.
The potential length (POTLEN) is calculated as a function of track momentum for each TPC from a
detailed simulation of the detector including EB eects, as described in Appendix D. Cluster losses
can occur randomly, for instance because of energetic Æ-electron production, or in a high density
region of a TPC. The number of found clusters on a high quality track will be a large fraction of the
track's potential points. In the case of a split track, one or both segments will have fewer than 50
percent of the potential points. Figure 3.2 shows the ratio between the number of found clusters and
the potential length (CLRAT) for track segments in each TPC separately and for all TPC's summed.
The acceptance of each TPC is dened by a cut on the minimum potential length of a track. A
quality cut is imposed on the ratio of the number of found clusters to the potential length in each
TPC. If a track passes the acceptance cut for one of the VTPC's, it must also pass the quality cut for
that TPC. This requirement reduces background from secondaries which are produced downstream
of the VTPC's. Because the momentum of such MTPC-only tracks is determined by assuming they
come from the primary vertex, a secondary will be assigned an incorrect momentum and distort
the hdE=dxi distributions. Finally, cuts are placed on the azimuthal emission angle of the track
from the primary vertex and on the distance between the point at the target position to which a
track projects and the position of the primary vertex determined from all tracks in the event. The
azimuthal angle cut selects only those tracks which are reconstructed with an emission angle which
is in the same direction that the magnetic eld bends the track (j   
bend
j  PHIMAX). The
track projection cut rejects tracks which project to the primary vertex outside an ellipse (dened
BXMAX and BYMAX) around the tted primary vertex position. These cuts act to further reduce
the background due to secondaries from long-lived hadrons decaying away from the target position
and due to electrons produced by conversion in the detector materials. The background tracks are
produced downstream of target and therefore tend either not to project back to the primary vertex
position, or to project back as \wrong-side" tracks whose trajectory crosses the beam line in the
magnetic eld. Nominal cuts applied to the data are given in Table 3.1.
3.3 Centrality Determination
This section summarizes the several approaches which are used to estimate the centrality
range of each event sample. Each approach yields a measure of the mean and dispersion in the
collision impact parameter (b) or in the number of participating nucleons (N
part
) in each centrality
bin. Additional details can be found in Appendix C.
Figure 3.3 shows the windows placed on E
0
which dene the centrality bins. The estimates
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Figure 3.2: Distribution of the ratio of number of clusters to potential length of found tracks. Panels
show results for each TPC separately and summed values for all tracks. The minimum ratio applied
as a track quality criterion is shown. Tracks below this ratio occur infrequently and are usually of
low quality. Most come from a tracking software failure which splits a track into two or more pieces.
A cut of CLRAT = 0:5 ensures that at most one of the split pieces will be used.
of b and number of participants are based on either the E
0
measurement or the measured nal
spectra.




























is the measured E
0
spectrum corrected for the trigger bias and d=db is closely given
by the geometrical cross-section 2b since the probability of at least one nucleon-nucleon interaction
is large, up to very peripheral collisions. Obtaining a reasonable estimate of hbi over a window in E
0
requires a small dispersion in b at xed E
0
. The dispersion is estimated by model calculation and
Monte Carlo simulation of the ZDC to be about 1 fm.
The second approach utilizes a simulation of the NA49 apparatus and E
0
response to
correlate b with the E
0
signals produced by events simulated at xed b by an event generator.
This method relies on the accuracy of both the event generator and experimental simulation. In
Appendix C, this simulation is shown to match the measure E
0
spectrum well.
The third method for estimating centrality uses the E
0
measurements as a direct measure
of projectile spectator nucleons. E
0

























spectrum and centrality bins. The upper curve shows the estimate of the unbiased
Pb+Pb inelastic cross section which has a total integral of 7.1 barn. The lower curve shows the bias
imposed by the event trigger and o-line event selection. This spectrum is divided into six centrality
bins.
produced particles accepted by the collimator, which include high momentum charged particles and
neutral particles not swept out of the beam trajectory by the magnetic eld. This contamination
and the eect of calorimeter non-uniformity and shower leakage from the collimator are estimated
and corrected using the experimental simulation.
The nal method for estimating centrality extrapolates the measured charged particle spec-
tra to obtain the net baryon number carried by all particles emitted from the collision into phase
space regions other than the spectator regions. The net protons (p   p) are measured over most of
phase space forward of the center of mass and only a small extrapolation to beam rapidity is needed.
Since the net neutrons (n   n) and hyperons (Y   Y) are not measured, their contribution must
be estimated. n   n is estimated from p   p using a scaling factor determined from VENUS and
RQMD. This scaling factor is close to one and only weakly depends on rapidity. The Y   Y yield




yield using the constraint of conservation of strangeness.
Since the net strangeness carried by the hyperons is compensated by the net strangeness carried by























where  accounts for the scaling factor between p   p and n   n and  accounts for multi-strange
baryons.
Figure 3.4 shows the correlation between b and E
0
as determined by the simulation. The E
0
ranges and the estimates of centrality are shown in Table 3.2. The E
0
range for the most central bin
was chosen to correspond to the most central ve percent of the Pb + Pb interaction cross-section.
This matches the central event sample used in [Ap
+
99]. The next bin corresponds to a total of
7.5 percent of the cross-section. Taken together, these bins match the data taken in 1996 with the
central interaction trigger. Data in these rst two bins can then be supplemented by the central
trigger data to achieve suÆcient statistics. The remaining bins were chosen to achieve suÆcient





















Figure 3.4: Correlation between impact parameter and E
0
as determined from an event generator
and simulation of the zero-degree calorimeter (see Appendix C for details). At xed E
0
, the mean
square deviation in impact parameter is about 1 fm. At large b, the recorded E
0
exceeds the beam






Fraction of b Range




1 0-0.251 0.05 0-3.4 3668 352
2 0.251-0.399 0.075 3.4-5.3 30910 281
3 0.399-0.576 0.11 5.3-7.4 24210 204
4 0.576-0.709 0.10 7.4-9.1 17810 134
5 0.709-0.797 0.10 9.1-10.2 13210 88
6 0.797- 0.57 10.2- 856 42
Table 3.2: Centrality bins used for data analysis. Also shown are the estimates of the impact
parameter range and mean number of participating and wounded nucleons for each bin.
on an average of the results. An additional column in Table 3.2 shows the number of wounded
nucleons (N
W
) obtained from a Glauber calculation using the spectator-participant model of A + A
collisions for the b distribution in each centrality bin. For all bins, this result is always smaller than
N
part
determined from the other methods. This dierence is likely due to the addition of participants
from cascading within what would otherwise be the spectator portions of the colliding nuclei. The
relative dierence is largest for the most peripheral collisions where the spectator portion of the
nuclei is the largest.
3.4 Raw Spectra Determination
Charged particles are identied by combining the measurement of their momentum with
the magnitude of their specic energy loss (dE=dx) in the TPC gas, which occurs through excitation
and ionization of the gas atoms. The mean energy loss per unit path length depends on the particle
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Figure 3.5: Bethe-Bloch distribution, parameterization, and hdE=dxi data for positively charged
particles (100 events). hdE=dxi is a function of velocity. At xed momentum (p), particles of
dierent mass are separated by the hdE=dxi measurement. Curves and data have been normalized
to the minimum ionization, hdE=dxi
min
, which occurs at   3.
































are parameters which depend on the
properties of the material, and the correction term limits the energy loss at low and high particle
energies. As shown in Figure 3.5, above   3 and below the plateau at very high velocities, which
is the range of interest for this thesis, particles of known momentum can be separated by mass with
the dE=dx measurement.
In practice, the ability to identify individual particles is limited by the resolution of the
dE=dx measurement, which depends both on the total charge in each cluster and on the number of
clusters on a track. Because the distribution of energy deposited by any single ionization is broad
and characterized by a long, high energy tail from near head-on collisions with the atomic electrons
and because the number of primary ionizations contained in a cluster is small, the cluster charge
distribution is also broad and has a long tail. Previous studies have determined that resolution
with which the specic energy loss is determined can be improved by calculating a truncated mean
(hdE=dxi), truncating the charge distribution at the high, and possibly the low end in the calculation
of the mean. For these data, the best resolution is obtained by calculating the mean from clusters in
the lowest 50 percent of the charge distribution on a track. The resulting resolution in the MTPC was
studied for xed number of clusters (N
cl
















where A ' 29:5 percent,  ' 0:5,  ' 0:7, and hdE=dxi
min
is the mean ionization produced by a
minimum ionizing particle.
For tracks with at least 20 clusters in the MTPC, the resulting hdE=dxi distribution for
tracks of known particle type and xed momentum is nearly Gaussian with a resolution of about four
percent. Since the proton-K and K- separation given by Equation 3.2 is also on this order, the ,
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K, and proton distributions overlap. Therefore, the hdE=dxi for each selected track is accumulated
into histograms in small bins of total momentum (p) and p
?
and these hdE=dxi spectra are t to
extract the yield of each particle species in each p-p
?
bin.
For such a t, the positions, yields, and widths of the contribution of each particle species
to the hdE=dxi spectra should be free parameters. However, for most p-p
?
bins, a completely
free t does not converge well. Therefore, assumptions about the hdE=dxi spectra and the TPC
performance are made to further constrain the ts. For the results presented here, the following
assumptions were made about the hdE=dxi spectra:
1. The mean for each particle species obeys the parameterization of Equation 3.2 calibrated to
the data, up to an overall scaling factor that is independent for each p-p
?
bin. The scaling
factor ranges over approximately 0.98{1.02 in comparison to a typical relative width (=) of
4-5 percent. In many p-p
?
bins, the scaling factor is well determined because the yield of one
particle species is dominant.
2. The resolution for each particle species obeys the parameterization of Equation 3.3, with 
and  xed at the measured values, and with only A independent for each p-p
?
bin.
3. The positions and resolution of neighboring p-p
?
bins should exhibit similar deviations from
the parameterizations, since the tracks which populate these bins are located nearby in the
TPC's. This assumption is enforced by tting the p-p
?
bin of interest along with the bins
in a surrounding window in p-p
?
space. In performing this coupled t, the free parameters
from the items 1 and 2 are common for all bins in the window, whereas the yields remain
independent for each bin.
Imposing these conditions results in ts that converge well and gives reasonable t quality. Several
example ts are shown in Figure 3.6. In most bins, these ts yield 
2
=d:o:f: between 0.75 and 1.25.
In a few bins, 
2
=d:o:f: up to 2 are obtained. In these bins, error estimates from the ts are scaled
to account for the lower t quality. The tted means are compared to the parameterizations in
Figure 3.7. Such ts are performed for each p-p
?
bin in each centrality sample for which there are
enough entries (at least 250). The resulting yields are saved for further analysis.
For unidentied hadrons with momenta outside of the MTPC acceptance, the VTPC spe-
cic ionization measurement is used only to exclude electrons from the accumulated yields. An
upper cut on hdE=dxi is placed at  2 from the electron peak position predicted by the hdE=dxi
parameterization. If this cut is closer than 3 to the pion peak position, which occurs above about 10
GeV, no cut is applied. However, this is already within the MTPC acceptance where the identied
hadron yields from the hdE=dxi ts are used to determine the h

spectra.
3.5 Corrections to Spectra
The yields from the hdE=dxi ts must be corrected for acceptance, tracking ineÆciencies,
and backgrounds from decay of long-lived hadrons to obtain the spectra of charged particles emitted
directly from the collision. These corrections are obtained by embedding a few simulated tracks
of known species and momentum into real events, processing the combined event through the full
reconstruction chain, and identifying whether the embedded tracks result in reconstructed clusters
and found tracks which meet the kinematic and quality criteria. Since tracking ineÆciency and
precision may depend upon the environment in which a track is found, embedding has the advantage
over full event simulation that a realistic tracking environment is automatically provided.
In addition, a signicant fraction of K

can be lost by decay in ight. Since the K

spectra
are not central to this thesis, only an approximate correction was made by assuming that the entire
fraction of kaons which decay before reaching the mid-plane of the MTPC are lost. The error
associated with this correction was conservatively estimated by also determining the correction for
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Figure 3.6: Example ts of the hdE=dxi distributions. All plots are for 3:1  log(p) < 3:3 and
for jzj < 54
Æ









< 1:1GeV=c). Left panels are for positively charged particles and right panels are for
negatively charged particles.
the fraction of kaons which decay before reaching the upstream and downstream faces of the MTPC.
The maximum correction of about 40% occurs for the kaons of lowest momentum.
For simulating the embedded tracks, the GEANT detector simulation code [GEA93] and a
description of the detector geometry is used for tracking of particles through the NA49 apparatus.
A code incorporating a parameterized response of the TPC's and TPC readout (MTSIM) is used
for generating raw data from the tracking simulation. MTSIM was originally developed for the
MTPC's [Toy99]. It has been extended for use in all NA49 TPC's. As discussed in more detail
in Appendix D, MTSIM generates raw data which agree well with data from real events. This
is a necessary condition to determine corrections with reasonable accuracy. The estimate of the
uncertainty in these corrections is discussed in Section 3.7.
A strict denition of acceptance is imposed by considering the distribution of the number
of clusters which embedded tracks from a small bin in (p,p
?
,) deposit in the TPC active volume.
If there are any tracks from this bin which leave fewer than a minimum number of clusters (see
Table 3.1) in the TPC active volume, the entire bin is declared outside the acceptance and not used
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Figure 3.7: Fitted means from the hdE=dxi spectra
for further analysis. The acceptance fraction for a p-p
?
bin is the ratio of the number of accepted
 bins to the number of  bins for the full azimuth. This acceptance denition is strict in the sense
that bins which overlap with the edge of the TPC active volume are not used at all, which excludes
some otherwise good tracks near the TPC edges. However, the p-p
?
- bins utilized are small, and
the resulting acceptance loss is less than one percent of the total detector acceptance.
For assessing tracking ineÆciencies, simulated proton tracks were embedded. Tracking in-
eÆciencies can arise because of physical cluster loss in the TPC's or readout, merging of close pairs
of tracks into a single reconstructed track, mis-reconstruction of clusters and tracks by the raw data
analysis software, and loss of tracks due to the imposed quality cuts. On the other hand, extra tracks
may be found due to splitting of a single physical track into two or more reconstructed tracks. The
simulation-embedding-reconstruction framework attempts to estimate all of these eects to obtain
a single tracking eÆciency value in each p-p
?
- bin for each centrality sample. Figure 3.8 shows
sample results from the eÆciency calculation, along with geometrical acceptance, as a function of p
?
and at several xed total momenta. The plots in the left column show results for identied particles
and the plots in the right column show results for charged particles when particle identication is
not considered. The steps in the acceptance results arise because of the nite  bins. EÆciency
calculations are shown for both the most central and most peripheral event samples. In certain kine-
matic regions, these calculations diverge from each other due to track density dependent reductions
in the tracking eÆciency.
The dominant backgrounds to the spectra come from the weak decay of strange particles
into charged  and proton (and p). These charged decay products can produce tracks in the TPC's
which, when reconstructed, appear to come from the Pb+Pb interaction point. Whether this occurs
depends on their production and decay kinematics. The strange particles which contribute the bulk
of the background are K
0
S






, and their anti-particles)
to proton, p, and . Multiply-strange baryons also contribute but to a signicantly lesser extent
due to their much lower yield.
In particular p-p
?
bins, this contamination can range up to about 50 percent of the mea-




). When integrated over
p
?
at xed y, the maximum contamination for protons occurs at mid-rapidity and is approximately




does not depend as strongly on p
?
and
the maximum contamination to the measured yield is also about 10 and 5 percent.
For assessing these decay backgrounds, simulated  and K
0
S
and their decay products were
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Figure 3.8: Sample acceptance and tracking eÆciency corrections. The left column shows corrections
for identied particles. The right column shows corrections for charged particles when particle
identication by dE=dx is not considered. The corrections are shown as a function of p
?
and each
plot is at a dierent xed total momentum. The tracking eÆciency is shown for both the most




decays rapidly to , no separate simulation for 
0





are charged and would follow a dierent ight path from a  before decay and also
decay with dierent lifetime, a separate simulation of these species should be performed. However,
because of uncertainty about their distribution and yield and on the distribution of  itself, it was
assumed that the background from these particles scales according the ratio of their relevant decay
fraction to those for . The  simulation is also used to estimate the background from  and other
strange anti-baryons. In doing this, systematic eects are introduced due to the small dierences
in the tracking ineÆciencies for positively and negatively charged tracks. However, this eect is
insignicant in comparison to the systematic error assigned due the uncertainty in the  yield.
The actual distribution of  and K
0
S
produced in these collisions is not known. In order
to assess the magnitude of the corrections due to these backgrounds, a parent distribution which
is uniform in y and p
?
was simulated. The decay correction for any parent distribution is then
obtained by re-weighting the resulting reconstructed tracks by that y-p
?
distribution. The RQMD
and VENUS event generators were used, along with constraints which the spectra measured in this
thesis provide, to generate representative parent distributions. The measured spectra constrain the
possible  and K
0
S
distributions in two ways:
1. The integrated yield of K
0
S





. The eect of the net isospin of Pb+Pb collisions on the ratio of charged
to neutral kaon production should be small, and this is conrmed by preliminary NA49 data
from central Pb + Pb collisions [Sik99].





) should be proportional to the net strangeness carried by the strange baryons (Y Y).
Given that the anti-hyperon yield is a small fraction of the hyperon yield, the integrated 




. RQMD and VENUS
predict that this proportionality constant is about 0.7.
Sample results for the feed-down corrections are presented in Chapter 4 along with the nal
corrected results. For both the eÆciency and background, the statistical errors on the corrections
are estimated by dividing the sample of embedded tracks into thirds, calculating the corrections for
each third in each p-p
?
- bin, and determining the mean square deviation of the results.
3.6 Transformation to Final Spectra
The charged particle and identied spectra are determined in bins of log(p), p
?
, and .
An extrapolation to 2 is performed by averaging over the  bins used and assuming azimuthal
symmetry in the primary particle spectra. On an inclusive basis, where the event impact parameter
occurs at random , this assumption must be valid.









distributions are sampled in a grid in the kinematic variables with ner bins than the desired
nal spectra. These samples are weighted by the Jacobian of the transformation, which is given in
Appendix B, and accumulated in histograms for the nal spectra.





made. This extrapolation is typically less than ten percent and is done by tting the measured
spectra in the small y or x
F



















The systematic errors in determining the particle distributions come from uncertainties in
the tting procedure used to extract particle yields from the dE=dx distributions, uncertainties in
the quality of the tracking eÆciency calculations, and poor knowledge of the parent distributions
used for making the weak particle decay background corrections.
Because the total number of particles contributing to a given dE=dx distribution is xed
by the total number of entries in the distribution, systematic errors in the yields of each particle
species due to errors in the t are anti-correlated. This eect is particularly important for protons
and K
+
(or p and K
 
), where usually no clear separation of peaks is visible, and where the K

yields
are used to scale the model-estimated hyperon distributions which provide the input to the proton
feed-down estimates. The correlated t errors are propagated through the analysis and reported in
the nal results.
From studying the variation in the corrected spectra as the track quality cuts are varied,
it is estimated that the typical systematic error due to the simulation inaccuracies are on the order
of 5 percent. In those regions where the tracking eÆciency correction factors are large (greater than
20 percent), a systematic error of 10 percent is assumed.
The uncertainty in the parent hyperon distributions is estimated by considering the predic-





, the dN=dy of +
0
diers by up to 20 percent. The hyperon distributions
are assumed to have a relative uncertainty of 20 percent. This uncertainty is augmented by the





The measured distributions and yields of unidentied and identied hadrons will be used to
study baryon stopping, particle production, and the generation of transverse momentumas a function
of centrality in Pb + Pb collisions at 158 GeV/nucleon. This study will show that more central
collisions have a greater degree of stopping and harder transverse momentum distributions than
peripheral collisions. These trends are consistent with those found by comparing central collisions
of light nuclei with central collisions of heavy nuclei at the SPS [Ap
+
99, Toy99] and with centrality
selected collisions at lower collision energies [Ah
+
99]. The yield of charged pions depends on the
centrality of the collision, showing a slightly greater than linear dependence on the number of
participating nucleons. In addition, only small changes in the momentum distributions of pions are
observed.
In Section 4.2 the measured and derived distributions relevant for this discussion are pre-
sented. In Section 4.3, the net proton and net baryon rapidity distributions are interpreted in terms
of stopping and compared to RQMD, VENUS, and HIJING/B predictions. In Section 4.4, the scal-
ing of pion rapidity distributions and yields with centrality is studied. In Section 4.5, properties
of the transverse distributions of the pions, kaons, and protons are interpreted in the context of
random walk of the incident nucleons and radial ow of the produced system.
4.2 Measured and Derived Particle Distributions
Identied particle distributions are measured over the acceptance of the MTPC's, which
extends from a laboratory momentum of 7 GeV=c to about 100 GeV=c, with no restriction on trans-
verse momentum. The distributions are limited at high transverse momentum (typically between
1.5 and 2.0 GeV=c) by low statistics. For laboratory momenta between 4.5 and 7 GeV=c, the p
?
range of the measured distributions is limited by acceptance. When transformed into rapidity, this
results in nearly full acceptance forward of mid-rapidity for protons, p, and K

. To determine the
yield at xed rapidity in this region, only a small extrapolation (nowhere larger than ve percent)
of the measured p
?
distributions to large p
?
is needed. Because these collisions are symmetric, the
rapidity distributions can be reected about mid-rapidity to obtain an estimate of the total yields.
1
1
Events are selected and segregated into centrality bins using measurements which depend only on the spectator
portion of the beam nucleus. Since the same selection criteria are not imposed on the spectator portion of the target
nucleus, a bias can be introduced. A study of this eect was performed using events produced with the VENUS 4.12
event generator. Introducing a sharp cut on number of beam nucleus spectators introduced less than 1% asymmetry
in the inclusive dN=dy distributions from these events. Since the experimental trigger and E
0
measurement determine





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































p corrected for feed down
p from hyperon decay
y
































2 c) p_ corrected for feed down
p_ from anti-hyperon decay
Figure 4.6: Proton (left panels) and p (right panels) y distributions. The upper panels show the
fully corrected distribution for the most central event sample along with the correction that was
applied for feed-down from hyperon and anti-hyperon decay. The lower panels show the corrected
distributions for all six centrality bins (1{6). The p distributions are represented by polynomials
symmetric about y = 0 which were tted to the data points. The error bars shown include both
statistical and systematic errors.
about mid-rapidity. The fact that the nal spectra are not symmetric is primarily a result of the
systematic uncertainty in the correction for feed-down from hyperon decay. Although the hyperon
distributions assumed for estimating the correction are symmetric about mid-rapidity, the resulting
distribution of feed-down protons is not symmetric because lower momentum hyperons decay closer
to the Pb+Pb interaction point and the resulting decay protons have a greater probability of having
a trajectory consistent with that of a primary proton. The same eect may also be the cause for the
apparent dip in the yield of p at mid-rapidity. In this case, the estimate of the ratio of primary anti-
hyperon to primary p yield is larger than one and systematic uncertainty in the primary anti-hyperon
distribution results in a large systematic uncertainty in the corrected p distributions. Since the p
distributions will only be used in combination with the proton distributions to measure p  p, and
the yield of p is small compared to protons, this large systematic uncertainty does not signicantly
degrade the net proton and net baryon results to be presented.
The lower panels show the rapidity distributions for all centrality bins. For p, these distri-
butions are shown as smoothed curves with the error bars of the individual data points suppressed.
As will be discussed more fully in Section 4.3, the proton spectra show a shift in the maximum yield
from near beam rapidity for peripheral collisions toward mid-rapidity for more central collisions.
Within the systematic uncertainty of the p distributions, no change in shape is indicated while the
39
y
























h+ from hyp and Ks0 decay
p + K+ reflected and at ypi
y
























h- from hyp and Ks0 decay
p + K- reflected and at ypi
Figure 4.7: 
+
(left panels) and 
 
(right panels) rapidity distributions. The upper plot shows the
rapidity distributions for the most central data sample. These distributions were obtained from h

by correcting for the measured proton, p, and K

distributions as discussed in the text. The proton,
p, and K





hyperons are also shown. The lower panels show the corrected distributions for all six centrality
bins (1{6) as smooth curves through the data points with the error bars suppressed.
yield increases from peripheral to central collisions.
Figure 4.7 shows the rapidity distributions of 
+
(left panels) and 
 
(right panels) deter-
mined from the h

distributions and subtraction of the K

, proton, and p distributions as discussed
in Section 4.2.1 for the p
?











, proton, and p subtractions. Except at forward rapidities for the 
+
, the relative magnitude
of the corrections is small. The lower panels show the 

rapidity distributions for all centrality bins
as smoothed curves with the error bars of the individual data points suppressed. Unlike protons,
these distributions show no obvious change in shape in going from peripheral to central collisions.
The yield increases with centrality. How the shapes and yield scale with the centrality measures will







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Pb+Pb central (bin 1)



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B-B Pb+Pb central (bin 1)





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Number of nucleons from projectile
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bin mean rms mean rms mean rms
1 1.5890.012 0.6990.010 1.6740.012 0.6930.011 4.5 2.5
2 1.5320.015 0.7110.011 1.6140.014 0.7110.012 4.2 2.5
3 1.4820.010 0.7110.011 1.5540.012 0.7170.011 3.9 2.5
4 1.4200.010 0.7150.008 1.4780.012 0.7210.010 3.5 2.3
5 1.3590.011 0.7070.009 1.4070.013 0.7140.010 3.0 2.1





1.1170.003 0.6320.002 1.1960.003 0.6380.002 1 0
Table 4.1: Proton and baryon rapidity loss. The mean projectile rapidity loss (h yi) from beam








calculated over the same range is also shown. The rightmost columns show the mean and dispersion
of the number of collisions which the participating nucleons suer. The bottom row shows the






p  p B   B
E
0
bin mean rms mean rms
1 72.50.4 21.80.2 75.40.4 21.10.2
2 71.60.4 22.20.2 74.10.5 21.90.2
3 70.00.4 22.80.1 72.20.5 22.70.1
4 68.80.3 22.90.1 70.50.4 23.00.1
5 67.70.3 23.00.2 69.00.4 23.20.2





67.84.9 21.04.8 68.43.2 20.93.2
Table 4.2: Proton and baryon energy loss. The mean loss of kinetic energy of nucleons is calculated
for p p and B B over 0 < y < 2:5 in the Pb+Pb center-of-mass and is expressed as a fraction of the
initial beam kinetic energy per nucleon. The dispersion in kinetic energy per nucleon calculated over





net baryon number is conserved and the nucleons are the lightest baryons). While the mean energy
loss is large ( 70%) for all centrality bins, the change in energy loss between the most peripheral
and most central collisions is only 6{9%. In addition, there is no signicant dierence in energy




collisions. From this comparison, it can
be concluded that if a region of dense, strongly interacting matter is created as a result of A + A
collisions, the dependence on the collision centrality of the maximum energy density that can be
reached should come almost entirely from the scaling of volume to transverse area ( A
1=3
) with
little additional enhancement due to the increased stopping which occurs for larger A.
4.3.4 Model Predictions of Stopping
Figures 4.13 and 4.14 show a comparison of the measured p  p and B  B rapidity distri-
butions to those predicted by RQMD and VENUS. Both of these models well describe the p p and











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1 17.50.2 18.00.5 53.30.8 6.70.4 2.40.2 18.40.6
2 17.00.3 17.40.2 51.50.5 6.70.4 2.50.2 18.40.8
3 16.20.3 16.10.1 48.40.5 6.00.4 2.20.2 16.30.6
4 15.80.8 15.60.1 47.11.2 5.10.4 2.00.2 14.30.7
5 15.90.7 15.00.2 46.41.0 4.30.3 1.70.2 12.20.7





14.71.8 15.91.9 45.93.9 2.00.7 1.60.6 7.21.8




is normalized by the number of participating nucleons estimated for each centrality bin and is
expressed as a fraction of the initial center-of-mass projectile kinetic energy per nucleon. The
estimate of the energy fraction carried by all  and K is also shown. These estimates were made
using parameterizations of the measured particle distributions, which are given in Appendix F. The





4.5 Transverse Momentum Generation
The upper panels of Figure 4.18 show hp
?




as a function of the
estimated b in each centrality bin. For all centralities, the hp
?
i of more massive particles is larger,
both at mid-rapidity (left panel) and at forward rapidity (right panel). This eect is most pronounced
in central collisions but also present in peripheral collisions.
Another common method for characterizing the transverse distributions in A+A collisions
is with a t to an exponential in m
?
(Equation 3.4), which is an approximation to a Boltzmann
thermal distribution [SBM89]. Neither the 

nor the proton p
?
distributions are well t by this




, the yield at low p
?
is enhanced relative to an exponential t at high
p
?
. This enhancement can arise from decay of resonances. For protons, the yield at low p
?
is
suppressed relative to an exponential t at high p
?
. The lower panels of Figure 4.18 show the
inverse slope, T , obtained from the exponential ts, for p
?
above the values where these deviations
are seen (p
?




> 0:8 GeV=c for protons). For K

, a single exponential ts
the data well over all p
?
. Again, for all centralities, T is larger for more massive particles and this





, and protons is smaller than that as measured by hp
?
i. In addition, in comparing
central and peripheral collision, the dierence in T between particle species approaches zero more
rapidly than the dierence in hp
?
i. This indicates that the low p
?
eects observed in the 

and
proton distributions are less dependent on the system size than the high p
?
spectral shapes.
As discussed in Chapter 1, attempts have been made to describe the mass dependence of
the transverse spectral shapes by considering p
?
generation by successive collisions of the incident
nucleons of one nucleus with the nucleons of the other nucleus [LNS97] and by considering the limit
in which rescattering among the produced particles results in hydrodynamic behavior [SSH93a]. In
the rescattering picture, produced particles moving with high longitudinal or transverse velocity can
collide with particles of lower velocity. This drives slow, more massive particles such as protons
toward higher p
?
and fast moving, light particles such as pions toward lower p
?
. In the limit of a
large number of rescatterings, hydrodynamic ow, which is characterized by a common ow velocity
shared by all particles, develops. Independent evidence for rescattering in heavy ion collisions at





98b] and from the observation of azimuthally anisotropic charged particle
and proton distributions in non-central collisions [Ap
+
98a]. The variation with centrality of the















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































strengths. However, more detailed understanding of the dependence of the produced transverse
spectra on the number of initial nucleon collisions is required. The data presented in this thesis
provide such information because of the well-controlled collision geometry and the large phase-space
coverage. Additional information can be gained from data from p + A collisions when events are
selected on the rapidity loss of the incoming nucleon, even though the capabilities for controlling
the collision geometry and, therefore, restricting the number of collisions that the incoming proton
has suered, are poorer than in A + A collisions. Such data with suÆcient statistics have recently
become available from the E910 experiment [Ch
+
99] at the Brookhaven AGS and from the NA49
experiment. Together with the results shown in Figure 4.18, these data may be used to assess
the relative contributions of the initial state scattering and produced particle rescattering to the




In collisions between heavy nuclei at the CERN SPS, baryon stopping and particle produc-
tion have been studied as a function of collision centrality by measuring produced particle spectra
with the large acceptance charged particle detector system NA49. Several methods have been used
to obtain consistent estimates of the mean and distribution in collision centrality in terms of the
collision impact parameter and number of participating nucleons. The produced particle distribu-
tions were obtained using the momentum determination and particle identication capabilities of
the NA49 TPC's.
Corrections for detector acceptance, tracking ineÆciencies, and backgrounds due to feed-
down from strange particle decays have been estimated by a detailed detector simulation and applied
to the results. Especially for the protons, the data suer from uncertainties due to poor knowledge
of the hyperon distributions used as input to the background estimate. Finalizing the measurement
of the centrality dependence of hyperon production from Pb + Pb collisions at the SPS is needed to
reduce the systematic uncertainty of the measurements presented in this thesis and should be given
high priority.
Using the measured distributions, baryon stopping has been shown to increase with the
centrality of the collision, as is expected from the increased nuclear thicknesses involved in the
collision. However, even in the most central collisions, signicant transparency is still observed.
The simple quark-diquark model of stopping underpredicts the degree of stopping that is observed
while models which incorporate eects to achieve increased stopping lead to an overprediction of the
dependence of stopping on centrality.
While this increase in stopping with collision centrality makes more energy available for
producing an excited volume of matter, it is accompanied by an increase in particle production
which only slightly exceeds the increase in the number of participating nucleons, corresponding to





. On the other hand, the transverse distributions of
more massive particles become signicantly harder for more central collisions. This may indicate
that the produced system is approaching hydrodynamic equilibrium, but may also result from the
development of transverse motion of successive collision centers as nucleons from one nucleus pene-
trate and collide within the other nucleus. Assessing the relative strength of these eects requires
more detailed theoretical understanding of particle production by successive collisions of nucleons.
This understanding will benet from the data presented here and with particle production data from
p + A collisions which are correlated with the degree of stopping suered by the incident proton.
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B,B Final state baryons or anti-baryons including p, n, , , , and 

 
, or their anti-particles
b Impact parameter of a nuclear collision, see Figure 1.1
CERN European Laboratory for Particle Physics, Geneva, Switzerland
CT board Control and Transfer board
dE=dx Specic ionization measured for a track





Energy measured by the Zero Degree Calorimeter
HIJING A transport model for nuclear collisions [WG91]




Transverse mass, see Appendix B
MTPC Main Time Projection Chamber
NA49 A large acceptance hadronic spectrometer at the CERN SPS
N
part
Number of nucleons participating in a collision
N
Pb
Hypothetical nucleon with isospin content equal to the per nucleon isospin of Pb
N
spec
Number of nucleons not participating in a collision
N
W












Gas Cerenkov Trigger Detector
SPS Super Proton Synchrotron, accelerator at CERN
TOF Time-of-ight
TPC Time Projection Chamber
VENUS A transport model for nuclear collisions [Wer93]
VTPC Vertex Time Projection Chamber
x
F
Feynman-x variable, see Appendix B
y Rapidity, see Appendix B
ZDC Zero Degree Calorimeter
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Appendix B
Kinematic Variables and Particle
Distributions
High energy hadronic and especially A+A collisions produce nal states with large numbers
of particles. These nal states are fully characterized by exclusive measurements in which all particles
are observed. In practice, making these measurements is diÆcult or impossible and analyzing such
a state is also hard because of the large number of independent variables. Instead, it is more useful
to consider inclusive processes in which a single particle or small set of particles occur in the nal
state. In this thesis, only distributions for the single-particle inclusive process
a+ b! c +X
will be considered. Here, a and b are the projectile and target, c is the produced particle of interest,
and X is whatever else may be produced along with c.
A fully inclusive measurement includes all events in which c is produced, regardless of, for
instance, the geometry of the collision or what else might be in X. A semi-inclusive measurement
is made by imposing restrictions on the type of collisions which are considered. In this thesis, semi-
inclusive samples are selected based on collision centrality, as determined by the energy of forward
going particles measured in the zero-degree calorimeter.













is the rate for producing particle c in the momentum cell d
3
p per unit incident ux, and












N is the number of particles c in the momentum cell d
3
p per event. E is the energy of
























is the total cross-section for collisions which meet the conditions that dene the semi-
inclusive event sample.
NA49 employs a coordinate system in which the beam direction denes the longitudinal
direction and the +z-axis. In the plane transverse to the beam direction, the x-axis is horizontal
and the y-axis is vertical. The azimuthal angle, as measured from the +x-axis, is .
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Cross-sections are reported as a function of either of the longitudinal variables Feynman-x (x
F
)
or rapidity (y) and either the transverse momentum (p
?














is the momentum component in the longitudinal direction measured in the center-of-mass
system, and p
z;max
is calculated for a nucleon-nucleon (N + N) collision at the same center-of-mass
energy per nucleon. For Pb + Pb collisions at 158 GeV/nucleon, p
z;max
= 8:4  8:6 GeV=c depending












This variable has the advantage that under a Lorentz boost by velocity  along the longitudinal
axis,









which implies that dierences in rapidity and the shapes of rapidity distributions are invariant under
































































































































. Distributions are often integrated over  and plotted as a function
of p
?
at xed y or x
F
, and also integrated over both  and p
?





Determination of Event Centrality
C.1 Introduction
As discussed in Chapter 1, the nature of the system produced in a collision between two
nuclei depends on the geometry of the collision. For spherical nuclei such as Pb, this geometry is
determined by the collision impact parameter (b). While b cannot be measured, other experimen-
tally determined quantities including the energy carried by the spectator nucleons, the produced
transverse energy, and the produced particle multiplicity are found to be well correlated and good
indicators of the centrality of the collision. In addition, measurement of identied hadron distri-
butions over a large fraction of phase space can be used to determine the net baryon number that
has been transported away from the projectile and target momenta. Since the net baryon number
is conserved, this number is equal to the number of nucleons which interacted inelastically in the
collision (N
part





useful for comparison to theoretical models to estimate the b distribution and < b > within each







) within each event sample. Section C.2 describes supporting analyses which are
needed by several of the methods. Section C.3 outlines each of the methods. Section C.4 presents
and compares the results.
In NA49, the zero-degree energy (E
0
), which is dominated by the energy carried by the
projectile spectator nucleons, and a large fraction of the total produced particle multiplicity are
measured. These measures can be used to segregate events into samples with dierent impact
parameter ranges. In this thesis, centrality selection is accomplished using E
0
alone. Within each
event sample, the identied hadron distributions are extrapolated to estimate the number of nucleons
which interacted in the collision.
C.2 Supporting Analyses
C.2.1 Estimate of Trigger Bias
Events are selected by the NA49 trigger and by o-line event cuts. This selection introduces
a bias which depends on centrality. This bias must be estimated for use in several of the centrality
determination methods. Unfortunately, an insuÆcient number of untriggered events and events with
no target in place were recorded to enable determination of the trigger bias directly. Instead, an
1
It is customary to refer to those nucleonswhich interact in the collisionas participants. However, in A+A collisions,
some nucleons in the collision may participate only through cascading collisions within their original nucleus. For
the purpose of this thesis and in Glauber calculations [Gla59, GM70], such nucleons are not included in counting the
number of wounded nucleons (N
W






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure C.3: Simulated E
0
spectrum and comparison to data. Panel a) shows the correlation between
b and E
0
from the simulation. Panel b) shows the same result as a prole histogram. Error bars
indicate the root mean square deviation in b at xed E
0
. Panel c) shows the comparison between
the simulated (histogram) and unbiased data (points) E
0
distributions. Panel d) shows the fraction
of the simulated E
0
which comes from non-spectator particles as a function of E
0
.
posited in the veto calorimeter includes energy from spectators, some high momentum participating
nucleons, produced particles, and leakage from showering in the collimator, whose fractions depend
on centrality.
4
Figure C.3a shows the correlation between b and E
0
obtained from the simulation. The
excursion to large E
0
at moderately large impact parameters arises because of the changing com-
position of the projectile spectator fragments and the non-uniformity of the zero-degree calorimeter
response. Figure C.3b shows the same correlation as a prole histogram, where the error bars indi-
cate the root mean square deviation in b at xed E
0
. Figure C.3c shows a comparison between the
simulated E
0
distribution and the estimate of the unbiased E
0
from Section C.2.1. These distribu-
tions agree well. Figure C.3d shows the fraction of the simulated E
0
which comes from non-spectator
particles as a function of E
0
. This fraction is largest for the most central events, where the number
of spectator nucleons is smallest and the multiplicity of produced particles is largest.
4
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This calculation has been performed using a Glauber model calculation of N
W
(b) using a Woods-
Saxon parameterization of the nucleon distribution in the Pb nucleus.




The mean energy deposited by projectile spectator nucleons is the beam kinetic energy
per nucleon (T
beam
=A). An estimate of the number of spectators in an event is obtained from the
measured E
0
and the simulated estimate of the E
0





















) is the correction estimated from the simulation for the non-uniformity of the zero-
degree calorimeter response. (E
0
) ranges from about 15% for central events to about 5% for the
most peripheral events.
C.3.4 Estimate of N
part
from Spectra
Within each centrality sample, an estimate of N
part
can be obtained from the measurements




distributions along with model estimates of the yield of net neutrons
(n n) and net hyperons (Y Y) outside of the projectile and target nucleus fragmentation regions.
In appendix E, the ratio of n  n to p  p is studied using the VENUS and RQMD models. Except
near projectile and target rapidities, both models indicate only a slight (  2  9%) excess of n  n
over p   p. The results from the two models were averaged to obtain an extrapolation factor as a
function of y for each centrality bin. These distributions are nearly independent of centrality and





distributions are used to estimate the total strangeness carried by the mesons.
By strangeness conservation, this total should be compensated by the net strangeness carried by








so that the net strangeness carried by the




. Since  and 

 
carry more than one strange quark, the net strangeness















= (Y   Y) [1 + ] :




99],  is 0:1 0:02
and assumed independent of centrality. Then, in terms of measured quantities,
N
part






Table C.1 shows the windows placed on E
0
for selecting the centrality bins, numbered 1
(most central) through 6 (most peripheral), the fraction of the unbiased cross section which each bin
covers, and the estimates of b from the methods described in Sections C.3.1 and C.3.2. The b range
limits from Section C.3.2 were determined as those values of b for which the bin above and the bin
below the limit have equal numbers of events. These limits are compatible with the hbi and b
rms
determined from the distributions in Figure C.4a. The b estimates determined by the cross section
fraction and by the simulation agree well.






from the methods described in
Sections C.3.2, C.3.3, and C.3.4. In all centrality bins, the estimate of N
W
from a Glauber model
calculation for the estimated b distribution is less than the estimate of N
part





Range Fraction of b Range b Range hbi b
rms
Bin
(GeV) Cross Section (fm) (fm) (fm) (fm)
1 0-9250 0.050 0-3.4 0-3.4 2.4 1.0
2 9250-14670 0.075 3.4-5.3 3.4-5.4 4.6 0.8
3 14670-21190 0.11 5.3-7.3 5.4-7.4 6.5 0.8
4 21190-26080 0.10 7.3-8.7 7.4-9.1 8.3 0.8
5 26080-29340 0.10 8.7-9.9 9.1-10.2 9.6 0.8
6 29340-40000 0.57 9.9- 10.2- 11.5 1.5










1 352 43 373 358
2 281 97 319 299
3 204 164 252 232
4 134 228 188 169
5 88 275 141 122
6 42 328 88 82






from Sections C.3.2, C.3.3 and C.3.4.
other two methods. This dierence is largest for the most peripheral bin. Because the Glauber
model calculation does not count in N
W
those nucleons which may interact only through cascading
within their original nucleus, N
W
should be less than N
part
and the dierence should be largest for
peripheral collisions in which the spectator portions of the nuclei are the largest.
Also in all centrality bins, N
part
estimated using the produced particle spectra (Sec-
tion C.3.4) is less than that estimated from the E
0
measurement (Section C.3.3). Part of this
dierence is due to the acceptance limit of the measured spectra, which extend only up to y = 2:5
and, therefore, slightly underestimate the total number of nucleons which have been transported
away from the beam momentum. In addition, the distribution of momenta for spectator nucleons
has not been measured. It may be that a fraction of the spectators are not accepted by the collimator
and do not deposit their energy in the ZDC. For these reasons, the N
part
values determined by these
two methods are considered reasonable bounds on the true mean N
part
for each centrality sample.
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Appendix D
Simulation of Time Projection
Chamber Response
The NA49 experiment is based on four Time Projection Chambers (TPC's). A detailed
simulation of the response of these detectors is required to evaluate the detector and reconstruction
software performance. These evaluations include determining the detector acceptance, the tracking
eÆciency, and the resolution with which particle momentum is determined. In addition, simulated
particle tracks are used to estimate physics backgrounds. In NA49 analyses prior to this thesis,
particle tracking data from each of the detectors were treated independently and separate simulation
programs were carried out for the VTPC's and the MTPC's. For use in this thesis and other analyses
which utilize the global reconstruction of data from all TPC's, the separate TPC simulations were
unied into a single, improved simulation procedure. This procedure has been used in this work to
produce both (i) events with a few simulated tracks embedded in raw data and (ii) full Pb+Pb events
produced by an event generator. Since tracking ineÆciency and precision may depend upon the
environment (surrounding track density and noise) in which a track is found, and embedding has the
advantage over full event simulation that a realistic tracking environment is automatically provided,
the embedding approach is used for determining most of the corrections to the measured results.
This appendix describes the simulation procedures in Section D.1, a comparison of the properties of
simulated clusters and tracks to those from actual data in Section D.2, and the simulation results
used for physics analysis in Section D.3.
D.1 Simulation Procedure and Software
The simulation procedure is carried out using several computer programs that are run se-
quentially either manually or under control of a simulation script that ts into the standard NA49
data reconstruction framework. The computer programs are similar to those described in detail in
[Toy99]. This discussion summarizes what was presented in [Toy99] and includes details where func-
tionality was added to support the global TPC analysis and where enhancements to the simulation
algorithms were made. The simulation procedure is displayed graphically in Figure D.1. The simu-
lation input is generated rst and saved to a temporary le. The TPC simulation is carried out by
an input lter (mtsim.plugin) to the reconstruction chain, which, except as noted in section D.1.3,
is identical to the one used in the standard reconstruction of raw data. After reconstruction, the
reconstructed tracks are matched to the simulation input tracks and this information is used to
calculate correction factors.
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Figure D.1: Flowchart of the global tracking simulation procedure. The computer programs
GEANT/GNA49, EXB, MTSIM, GTEMBED, and MATCH are described in the text.
D.1.1 Simulation Input
The simulation input is a list of events, each of which is a list of particles and their momenta
at the Pb+Pb interaction point. This list may be generated by Monte Carlo event generators, which
produce distributions of particle species and momenta that approximate the physical distributions,
or by \hand" according to any other distribution. For embedding studies used in this thesis, events
were generated by \hand" with equal numbers of particles and anti-particles of a single species
and with a momentum distribution that is uniform in y and p
?
. This has the advantage over
using physical distributions that correction factors calculated from the embedding procedure have
comparable statistical signicance for all particles and all y-p
?
bins. In calculating correction factors
using these at distributions, input particles are given weights to simulate a calculation using a
realistic distribution. For correction factors calculated in this thesis, there was little dierence when
they were calculated with or without the weight factors.
To achieve good statistical signicance with reasonable computing time, up to 35 particles
of each charge were embedded in each data event. In order to ensure that this number of embedded
particles did not inuence the calculation, a smaller number of events were reconstructed with half
the number of embedded particles per event. No statistically signicant dierence was seen between
the results of these two calculations.
D.1.2 Tracking Simulation
For tracking particles through the NA49 detector system, a code called GNA49 was con-
structed based on GEANT [GEA93], which utilizes a Monte Carlo approach for tracking particles
through magnetic elds and materials. The tracking incorporates all relevant physical processes such
as decay of unstable particles, multiple scattering of charged particles, and production of secondary
particles by inelastic reactions with detector materials. GNA49 includes a detailed description of
the geometry and materials of the detector system along with many utility routines, including rou-
tines for generating input particles with a variety of momentum distributions. GNA49 also includes
several optimizations which are switchable and may be used to substantially increase the simulation
speed depending upon the level of simulation detail required. For the analyses presented in this
thesis, GNA49 was run in the \physics-on" mode, which includes all relevant physics processes and
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the highest level of simulation detail. Tracks generated by GNA49 consist of a list of idealized space
points at the track intersections with the vertical planes dened by the TPC readout pad rows. Each
space point records the spatial coordinates at the point of intersection, the momentum components
of the particle at that position, and the ionization energy loss the particle suered within the pad
row.
D.1.3 TPC Response Simulation
From the GNA49 space point information, the TPC response simulation generates raw
data in the digitized format produced by the TPC readout electronics. Ideally this simulation should
include all the eects of diusion, distortions, and charge loss which the track ionization cloud suers
as it drifts to the readout plane, amplication by eld wires, coupling of the amplication signal
to the readout plane, and amplication, shaping, and digitization by the readout electronics. In
addition, other known non-ideal behavior of the detector system, which includes cross-talk between
channels and undershoot at long times after a signal pulse, should be simulated.
1
Instead of a detailed
simulation of most of these eects, a parameterized response function is used. The parameters are
xed by as-built properties of the detector and electronics and by comparison of the simulation
results to actual data. This approach has been used previously and is based on work by other
TPC-based experiments [ALE97, EOS]. [Toy99] describes the use of the parameterized response
function, including the technique for distributing the signal in the pad and time directions for those
tracks which are not perpendicular the pad row, and documents the implementation in the computer
program, MTSIM. For this thesis, MTSIM was modied to apply these algorithms to the VTPC's.
An additional feature was added to MTSIM to allow switching on and o of selected TPC
sectors or individual pad rows within sectors. This was done because diÆculties with tripping of one
sector in MTPCL during data taking in the 1996 run required disconnecting one sense wire group
(corresponding to three pad rows) in MTPCL sector 21. The switching o of sectors and pad rows
is controlled by a newly dened data structure. If no instances of these structures are present when
MTSIM is run, the default conguration that all sectors and pad rows are on is assumed.
Some eects are not included in the parameterized response and are simulated separately.
These include simulation of the distortions and saturation of the readout electronics integrating
ampliers. The largest distortion which occurs in the TPC's is that due to EB eects in the
VTPC's. This distortion can result in displacements up to several centimeters at the corners of the
VTPC's, has a signicant eect on the detector acceptance, and, therefore, must be simulated. The
other distortions are much smaller. For the simulations used in this thesis, these other distortions
were not simulated. Instead, in the reconstruction of the simulations, the corrections for these
distortions were turned o. While it would be more accurate to simulate these distortions and then
correct for them in the reconstruction, it was judged that the small eect of the distortions on the
produced particle distributions did not make this necessary.
The EB distortions are simulated by iteratively tracking a test electron from the simulated
track space point, through the magnetic eld map and vertical electric eld, and to the readout
plane. After each iteration, the position of the space point along the track is adjusted so that
the test electron is forced to arrive closer to the pad row mid-plane. In this way, the idealized
space point position dened by the intersection of the particle trajectory with the vertical plane
representing the pad row is translated to the position dened by the trajectory's intersection with
the distorted surface along which ionization drifts. This calculation is accomplished by the computer
program EXB. The originally generated ideal space point position, the true, distorted position, and
the apparent position as viewed by the readout plane are recorded in the space point. Recording all
of this information simplies the matching of the reconstructed clusters to the original space points.
1
Not all of these known detector eects are simulated. For reconstructing actual data, corrections for these eects
are applied in the reconstruction [Rol99]. Corrections for those eects that are not simulated are turned o in the
reconstruction chain when reconstructing simulated or embedded data.
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A new model of saturation of the TPC readout electronics was implemented for this work.
A channel can become saturated either when many tracks pass beneath that channel or when a
Æ-electron spirals tightly in the dipole magnetic eld. For the highest multiplicity events, saturation
occurs over a signicant fraction of the readout channels in the regions of the TPC's with the highest
density of tracks. The saturation eectively turns o channels at late drift times depending on the
amount charge already integrated by the channel readout. The distribution in saturation charge
was determined by studying the recorded data. Although the readout electronics were loaded on the
chamber so that front-end cards having the largest as-built dynamic range were used in the highest
density regions in the TPC's, the saturation model does not take this into account. Instead, the
model randomly assigns a saturation charge value to each channel based on a normal distribution
with a mean (4500 ADC counts) and a standard deviation (400 ADC counts), which were found
when studying the response of all TPC channels together.
In order to optimize computing time, simulation of the electronics saturation is actually
implemented in the computer program GTEMBED, which carries out the embedding step of the
simulation procedure and which is described in section D.1.4. When embedding, a decision of
whether or not a channel has become saturated depends on both the raw data and the simulated
data that is being embedded. Both the embedding and the simulation of the channel saturation
require unpacking and repacking of the digitized data on a channel-by-channel basis. By combining
these two steps, the unpacking and repacking are done only once.
D.1.4 Embedding of Simulated Data into Raw Data
The computer program GTEMBED is based on the MTPC embedding program, MTEM-
BED, described in [Toy99]. Other than adding the capability for embedding VTPC digitized data,
the only substantial addition is the simulation of the saturation of the TPC readout electronics, de-
scribed in section D.1.3. For simulating full event generator events, GTEMBED can also be run in
a mode which does no embedding but only implements the simulation of the electronics saturation.
D.1.5 Evaluation
Matching a reconstructed track to the simulated trajectory from which it originates involves
rst matching the reconstructed clusters to the simulated space points from which they originate.
This is done by a correlation in position over a predened search area in the pad row plane. The
search area used is a square of 0:50:5cm, which is large enough to ensure matching even when
relatively large cluster displacements occur due to cluster merging. This large search area can result
in multiple matches between clusters and space points. All matches are recorded in linked lists and
ambiguities are resolved at the track matching level.
Track matching is accomplished by nding GNA49 tracks whose space points are matched
with a minimum number of reconstructed points on a reconstructed track. This analysis is done
rst on the track segments within each TPC and the results are then tabulated for the full length
of the global track over several TPC's. For this thesis, loose track matching criteria were used (5
matched points in VTPC's and 10 matched points in MTPC's). While this was usually suÆcient
to resolve ambiguities between point matches, occasional spurious track matches were later rejected
by ensuring that the majority of clusters on reconstructed TPC track segments were matched to
original space points.
The computer program MATCH which implements this evaluation is based on MTEVAL,
described in [Toy99]. MTEVAL was modied to perform the matching in the VTPC's and to utilize
the NA49 data structures for global tracks.
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Figure D.2: Comparison of actual ( ) and simulated (symbols) cluster characteristics. Character-













). The probability distributions () and the variation of the mean (N) and
standard deviation (M) of these characteristics as functions of the cluster vertical position (y) and
sense wire () and pad () crossing angles are shown.
D.2 Comparisons to Data
In order to validate the TPC response simulation and improve the agreement between the
simulation and the data, measures of cluster and track properties were developed for comparing
the simulation to the data. The properties measured were cluster spatial size, shape, and charge
amplitude, cluster residuals relative to the reconstructed track, and the number of clusters per
track. These properties were studied as a function of position in the TPC's and as a function of
track geometry. The agreement between the simulation and data was improved by an iterative
procedure where several of the tunable parameters in MTSIM were adjusted based only on the
dierences in the real and simulated cluster characteristics. The tunable parameters, which include
diusion coeÆcients, pad and time response widths, noise level, and TPC gains, are described in
the comments contained in the MTSIM header le mtsim_t.h.
Sample distributions of cluster characteristics are shown in Figure D.2 (9 distributions out
of 144 used are shown). The cluster sizes, shown in the rst row of panels, are measured by the
standard deviation () of the cluster charge distribution in either the horizontal direction (x) or
the vertical drift direction (y). Clusters broaden with decreasing height in the chamber due to
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b) MTR SR’ x-residual
Figure D.3: Comparison of actual ( ) and simulated (N) cluster residuals. The plots show the






) as a function of the vertical
position of the clusters or of the pad crossing angle () of the track.
diusion over increasing drift distance. Clusters are also broader when tracks cross at angles to the
pad direction () simply due to geometry and also when they cross at angles not normal to the
wire direction () due to the wire EB eect [BR93]. These eects are included in the MTSIM




) shown in the middle row
of panels of Figure D.2 were rst studied in NA49 in [Tra96]. They measure the correlation between
the dimensions of a cluster in the pad and drift directions in units of time bin and pad width. The
peak in the distribution of 
pm
at about -0.5, which is shown in panel d), arises because the time
sampling of the readout electronics is nearly twice the horizontal sampling provided by the pad plane
segmentation. This produces clusters that are on average longer in number of time bins than they
are wide in number of pads. Variation in the eccentricities of clusters arises from non-zero track
crossing angles in either or both of the horizontal or vertical directions. Good agreement between the
simulation and the data in these measures indicates that the MTSIM charge distributions for tracks
with non-zero crossing angles are adequate. The bottom row of panels in Figure D.2 shows the total
cluster charge (Q
TOT
) and the cluster maximum ADC value in any single time bin (Q
MAX
). The
total cluster charge varies due to several eects, including the distribution in particle species and
momentum, track crossing angles, and charge loss during drift. The variation in Q
MAX
with drift
distance is also due to diusion. Good agreement between the simulation and the data, especially
when studied dierentially as a function of momentum, angles, and drift distance, indicate that
the initial ionization (from GEANT/GNA49) and the charge loss and diusion (from MTSIM) are
adequately simulated.
Sample distributions of the comparisons between the cluster residuals are shown in Fig-
ure D.3. For the cluster residuals, the agreement between the simulation and the data is not as
good as it was for the other cluster characteristics. This is most likely due to the fact that the un-
certainties in the several distortion corrections applied to the data are not taken into account in the
simulation. This would be an area for future possible improvement. However, it is not believed that
these residuals have a large impact on the eÆciency of nding tracks since the actual widths of the
cluster residual distributions are signicantly smaller than the tolerances in the tracking algorithms
for associating clusters with tracks. Improving the simulation of the cluster residuals would improve
the measure of the momentum resolution (see section D.3).
The comparisons between the distributions in the number of clusters on tracks, for each
TPC separately, are shown in Figure D.4. The agreement between the simulation and data for the
VTPC's is good. Features in these distributions are mostly due to the geometry of the detector.
2
2
VTPC1 and VTPC2 are divided into sectors with 24 pad rows each. The gaps between sectors are larger than
the gaps between pad rows within a single sector. As a result, more tracks can leave the detector in the inter-sector
gaps than can leave the detector in the nearby pad row gaps. If all potential clusters on tracks were found, peaks
should occur at 24 and 48 clusters, followed by dips at just above 24 and 48 clusters since an extra one or two clusters
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Figure D.4: Comparison of the actual ( ) and simulated () number of clusters on tracks.
For the MTPC's, simulated tracks with a high number of points have several more points than tracks
from real data. Since track quality cuts are placed at a number of points which is below where this
deviation is seen, and the integral of both curves above such a cut is the same, this deviation is not
expected to degrade the tracking eÆciency calculations. Recent study of the dierence indicates
that this is probably not due to a problem with the simulation, but rather to a dierence between
the reconstruction chains used for simulated and actual data. The main dierences, as discussed
in section D.1.3, are in the application of distortion corrections and in the correction for non-ideal
detector and electronics behavior. Identifying the actual source of this dierence and correcting it
requires further work.
Overall, the agreement between the simulation and the data is suÆcient for the simulation
to be used for determining correction factors to be applied to measured results. Care must be
exercised, however, as there may be specic spatial or phase space regions which are not signicantly
weighted in the comparison distributions studied and which may still have signicant deviations.
In this work, an attempt was made to identify those regions by looking for corrected momentum
distributions which are not smooth. One such location occurs just above mid-rapidity for pions
and at low p
?
where tracks pass through VTPC1, miss VTPC2, and leave a short segment in the
MTPC. This problem region was addressed by studying the corrected distributions as the track
quality cuts are relaxed. While the corrected distributions remained stable over the remainder of
the TPC acceptances, there was substantial variation in this problem region, and here a larger
systematic error was assigned to the corrected result.
D.3 Results
The simulations are used to estimate the acceptance and tracking eÆciency for primary
vertex tracks, and the backgrounds from strange particle decays. For all of these estimates, the
results from the reconstruction of embedded events were accumulated in small bins in log(p) or y,
p
?
, and . The acceptance is dened in each bin by comparing both the number of space points
which come from each GNA49 track and which are matched to reconstructed clusters (N
cl;matched
)
with the number of those same clusters that are actually used on the reconstructed tracks (N
cl;used
).
If any GNA49 tracks which fall into that bin produced no reconstructed clusters (N
cl;matched
= 0),
the entire bin is dened to be outside the acceptance. While this denition causes loss of some
actual acceptance at the edge of the TPC's, it minimizes the edge eects caused by the nite bin
sizes. For bins which pass this acceptance denition, the number of potential points for tracks in
that bin is dened by the maximum of the N
cl;used
distribution. Tracks of high quality will have a
in the adjacent sector are often lost. Since some loss of clusters occurs for other reasons, these peaks and dips shift
to slightly lower numbers of clusters.
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b) p = 2.2 GeV/c (VT1 only)
p = 11 GeV/c (MT/VT)
p = 55 GeV/c (MT/VT)
Figure D.5: NA49 momentum resolution. Panel a) shows the relative resolution in total momentum
for several tracks classes. Panel b) shows the absolute resolution in p
?
.
large fraction of this number of potential points.
Both the eÆciency and background corrections are calculated by counting in each bin the
GNA49 input tracks and the number of reconstructed tracks that both pass all imposed track quality
cuts and are matched to the input tracks. In making this count, phase space weights are used to
transform the simulation input distribution which is at in y and p
?
to the estimate of the actual
distribution. The corrections are the ratio of these two values. The statistical error on the corrections
is estimated by dividing the input sample into three separate samples, calculating the corrections
for each third, and calculating the standard deviation of the three results.
The simulation is also used to estimate the resolution of the charged particle momentum
determination. This resolution is obtained by comparing the particle momentumfrom the simulation
input to the momentum of the track to which it is matched. Figure D.5 shows results for the relative
resolution in total momentum (p=p) and the absolute resolution in p
?
. The results shown are for
tracks with jj < 20
Æ
and for p=p (left panel), at xed values of p
?
, or for p
?
(right panel), at
xed values of p. In addition, VTPC1 only tracks are considered separately from those tracks that
have track segments in at least two TPC's. At low momentum, the momentum resolution is limited
by multiple scattering. At high momentum, the resolution is limited by the position resolution and
the resulting uncertainty in measuring track curvature. The measured resolution in p is essentially
negligible in comparison to the size of the log(p) or y bins (0.2, which corresponds to p=p  20%)
used in this thesis. The measured resolution in p
?
(. 5 MeV=c) is also negligible in comparison to





Model Predictions of Particle
Distributions
In several places in this thesis, model calculations are used to make corrections to measured
particle distributions and for comparing to physics results. This appendix describes some of the
details concerning the methods and validity of the calculations. Section E.1 describes the use of
RQMD 2.3 to estimate the p p and B B distributions which would be produced in the hypothetical




) which contains the same isospin content at Pb + Pb.
Section E.2 describes the use of RQMD 2.3 and VENUS 4.12 to extrapolate the p   p rapidity
distributions to B B. Section E.3 describes the Glauber calculations of the number of participants
and the distribution in number of collisions that the participants suer in a Pb + Pb collision at
xed b.





The p   p distributions measured in p + p collisions are not directly comparable to p   p
distributions from A + A collisions, and cannot be used compare the baryon stopping. This is
because neutrons in A + A collisions may undergo a charge exchange and produce a proton in the
nal state. As shown by data on neutron production in p + p collisions at the ISR [En
+
75], the
rapidity distribution of nucleons which have undergone charge exchange is dierent from those that
have not. In addition, since only a fraction of nucleons actually undergo charge exchange, the total
yield of p p, when normalized by the number of participating nucleons, is reduced relative to p+p
collisions. The result is that the N + N collision system that is comparable to an A + A collision
has both a reduction in the yield and a change in the shape of the p  p rapidity distribution, when
compared to p + p.
A N+N collision system appropriate for comparison to A+A collisions can be constructed
by taking a weighted average of p+p, p+n, n+p, and n+n collisions, with weights chosen according
to the p=n content of the nucleus. This averaging is further simplied by noting the isospin symmetry
of
n + n ! (p  p) + X () p + p ! (n  n) + X
and of the summed reactions
p + n!(p   p) + X
+








p + p!(p   p) + X
+




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure E.3: Transfer function h(y) for estimating proton feed-down. h(y) is the fraction of hyperons
produced at a given y which result in a decay proton with a trajectory that is consistent with one
from a proton directly produced in the collision. The small dierences between the two models result
from dierences in their hyperon p
?
distributions.
proportional to the total yield of Y   Y. This fact is used to scale the model predictions of the
hyperon distributions to obtain a more realistic input for the feed-down correction and B   B


























While the actual corrections for proton and p feed-down account for the rapidity shift between the
parent hyperon and decay proton or p, in practice the rapidity shift is nearly always small and the











Figure E.3 shows h(y) for the most central and most peripheral bins for RQMD (left panel) and
VENUS (right panel).
2
In terms of the uncorrected proton or p measurement and the input Y or Y
















When added in quadrature with the other uncertainties in the uncorrected proton and p distributions,
the estimated uncertainty in the hyperon distribution is scaled by the square of h(y).


















The function h(y) depends on the quality cuts imposed on the reconstructed tracks. In particular, cuts on how
close tracks project back to the Pb + Pb interaction point reject a larger fraction of tracks from decays than tracks

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure E.5: Geometry used for Glauber calculations. The projectile nucleus A and the target nucleus


















The area density of nucleons in one nucleus in the plane perpendicular to the z direction






































































The total number of wounded nucleons at xed b is calculated by integrating this expression over s.
In order to calculate the distribution in number of collisions which nucleons suer, consider
the tube at s with area 
NN









































































































































Results from these calculations, averaged over the estimated b distributions of the six centrality bins,
are shown in Figure 4.12 and Table 4.1.
3
This calculation ignores the correlations between nucleon positions within the nucleus. In particular, nucleons are
allowed to overlap and the probability of nding large numbers of nucleons within this tube is overestimated, which
also results in a slight distortion of P
m;n















Appendix B describes how to transform these distributions to other kinematic variables. The results







are not tabulated but only shown graphically. They can be obtained
at http://na49info.cern.ch. Data points at y = 0 are absolutely normalized and shown as open
symbols. Data points away from y = 0 are scaled by successive factors of 10 for display purposes
and shown as lled symbols. Each m
?
distribution which has a suÆcient number of data points is
parameterized using the plotted function. dN=dy and the other parameters used are tabulated in
the rst table on each page. Where there are an insuÆcient number of data points for determining
the yield or parameterization, these spaces are left blank. Both dN=dy and the m
?
distribution
parameters are further parameterized as functions of y, and these parameters are tabulated in the
second table. The dN=dy distribution and its parameterization are shown in the inset to the gure.
In the graphical display of the m
?
-distributions, only statistical and particle identication t errors
are displayed. In the dN=dy distributions, all errors, including the systematic error estimated for the
feed-down correction, are displayed. The following sections describe the parameterizations employed
for each particle species.
F.1 Pions
The transverse distributions of 

are characterized by an exponential behavior at large
p
?
and an excess over this exponential at small p
?
























































describing the low p
?
enhancement, is found to
parameterize the distributions well. The parameter 
2
is the fraction of the total yield which is
contained in the low p
?
enhancement. The parameter T
1










dN=dy distributions are well parameterized with a single Gaussian distribution




















with standard deviation 
y




























































dN=dy distributions are reasonably well parameterized by two Gaussian distribu-




































are the osets from y = 0, 
y
is the common standard deviation, and A is the total yield.
The y dependence of the m
?








The transverse distributions of protons are characterized by an exponential behavior at
large p
?
and a decit from this exponential at small p
?

























































describing the low p
?
decit, is found to parameterize
the distributions well. The parameter 
2
is the fraction of the total yield which the low p
?
decit
represents. The parameter T
1





which corresponds to p
?
> 0:8 GeV=c.
The proton dN=dy distributions are reasonably well parameterized by two Gaussian distri-




































are the osets from y = 0 and 
y
is the common standard deviation. The parameter A
gives the total area under the distributions if extended to 1. However, these distributions and

























































The p dN=dy distributions are reasonably well parameterized with a single Gaussian dis-




















with standard deviation 
y
and total yield A. The y dependence of the m
?
distribution parameter


























-0.8 120.81.5 0.1950.004 0.220.03 0.1030.009
-0.6 131.21.5 0.1990.004 0.210.03 0.0930.008
-0.4 140.31.5 0.2070.004 0.200.02 0.0790.007
-0.2 147.01.9 0.2100.004 0.270.02 0.0860.005
0.0 152.92.4 0.2030.004 0.230.02 0.0840.006
0.2 151.41.7 0.2080.004 0.250.02 0.0840.006
0.4 144.62.3 0.2130.004 0.270.02 0.0880.006
0.6 137.51.7 0.2100.004 0.240.02 0.0900.007
0.8 132.21.5 0.2070.003 0.220.02 0.0950.007
1.0 125.51.4 0.2060.004 0.240.02 0.0920.006
1.2 117.41.3 0.2020.004 0.250.02 0.0890.006
1.4 104.41.2 0.2020.004 0.300.02 0.0950.005
1.6 94.01.1 0.1970.005 0.280.03 0.0920.006
1.8 80.61.0 0.1930.006 0.290.03 0.0880.006
2.0 65.71.1 0.1810.008 0.250.04 0.0810.009
2.2 53.51.0 0.1740.010 0.260.05 0.0800.010
2.4 41.71.0 0.1660.015 0.280.07 0.0800.013






























































































-0.8 100.10.9 0.2000.004 0.290.02 0.1070.006
-0.6 105.71.0 0.2020.003 0.250.02 0.0950.006
-0.4 113.71.0 0.2050.003 0.190.01 0.0720.006
-0.2 121.61.1 0.2120.003 0.270.02 0.0850.004
0.0 124.11.1 0.2110.004 0.290.02 0.0890.004
0.2 123.51.1 0.2160.004 0.290.02 0.0870.004
0.4 117.61.2 0.2140.004 0.290.02 0.0880.005
0.6 112.61.1 0.2080.003 0.260.02 0.0910.005
0.8 107.92.8 0.2080.003 0.260.02 0.0930.005
1.0 102.00.8 0.2060.003 0.260.02 0.0890.004
1.2 94.10.8 0.2010.003 0.260.02 0.0880.004
1.4 84.50.8 0.2000.004 0.300.02 0.0940.004
1.6 76.50.7 0.1940.004 0.270.02 0.0900.005
1.8 65.90.7 0.1880.005 0.270.02 0.0840.005
2.0 55.10.7 0.1830.007 0.260.03 0.0800.006
2.2 44.50.8 0.1700.009 0.220.04 0.0740.009
2.4 34.50.7 0.1600.014 0.240.07 0.0780.013
2.6 26.50.6 0.1470.018 0.220.07 0.0710.016



























































































-0.8 74.20.6 0.1960.003 0.270.02 0.1020.005
-0.6 77.90.6 0.1990.003 0.240.02 0.0900.005
-0.4 83.60.6 0.2070.003 0.200.01 0.0700.005
-0.2 88.60.6 0.2110.003 0.260.01 0.0820.003
0.0 91.00.6 0.2050.003 0.250.01 0.0830.004
0.2 90.50.7 0.2050.003 0.240.01 0.0780.004
0.4 86.50.7 0.2070.003 0.260.01 0.0820.004
0.6 82.60.7 0.2040.003 0.260.02 0.0870.004
0.8 78.70.6 0.2050.003 0.280.01 0.0910.004
1.0 74.60.6 0.2040.003 0.270.01 0.0870.004
1.2 69.82.9 0.2020.003 0.260.01 0.0850.004
1.4 62.81.0 0.2010.004 0.310.02 0.0910.004
1.6 56.50.5 0.1910.004 0.260.02 0.0860.005
1.8 49.20.5 0.1880.005 0.270.02 0.0810.005
2.0 41.40.5 0.1820.006 0.270.02 0.0790.005
2.2 33.90.4 0.1710.008 0.260.03 0.0790.007
2.4 26.30.5 0.1610.012 0.280.05 0.0780.009



























































































-0.8 51.80.4 0.2020.003 0.310.02 0.0990.004
-0.6 53.80.4 0.1980.003 0.240.02 0.0850.005
-0.4 56.80.4 0.2040.003 0.200.01 0.0680.005
-0.2 60.20.9 0.2080.003 0.260.01 0.0780.004
0.0 62.20.4 0.2090.003 0.290.01 0.0850.003
0.2 62.10.4 0.2080.003 0.290.01 0.0860.003
0.4 59.50.5 0.2050.003 0.280.01 0.0840.004
0.6 56.80.5 0.2030.003 0.270.01 0.0840.004
0.8 54.53.1 0.2010.003 0.270.02 0.0850.004
1.0 528 0.1990.003 0.260.01 0.0830.004
1.2 47.90.5 0.1980.003 0.260.02 0.0850.004
1.4 43.50.4 0.1980.004 0.320.02 0.0920.004
1.6 39.30.4 0.1880.005 0.280.02 0.0870.005
1.8 34.720.33 0.1870.005 0.290.02 0.0830.005
2.0 29.200.34 0.1770.006 0.260.03 0.0760.006
2.2 23.840.33 0.1670.009 0.260.04 0.0760.007
2.4 18.940.31 0.1500.012 0.200.05 0.0700.011




























































































-0.8 35.150.32 0.2060.004 0.330.02 0.1000.004
-0.6 36.240.33 0.1970.004 0.230.02 0.0800.005
-0.4 38.420.33 0.2030.003 0.180.01 0.0600.006
-0.2 40.770.34 0.2130.003 0.290.01 0.0820.004
0.0 42.310.34 0.2080.004 0.290.01 0.0830.004
0.2 41.90.4 0.2090.004 0.300.02 0.0850.004
0.4 40.380.35 0.2060.004 0.290.02 0.0820.004
0.6 38.390.33 0.1970.003 0.260.02 0.0810.004
0.8 36.600.32 0.2000.003 0.280.02 0.0840.004
1.0 35.070.31 0.1980.004 0.260.02 0.0820.004
1.2 32.960.30 0.1960.004 0.270.02 0.0830.004
1.4 29.830.28 0.1950.005 0.310.02 0.0910.005
1.6 27.240.28 0.1860.005 0.270.02 0.0840.006
1.8 23.920.29 0.1830.006 0.280.03 0.0830.006
2.0 20.390.28 0.1720.009 0.250.03 0.0770.007

































































































-0.8 21.770.21 0.1960.004 0.290.02 0.0940.005
-0.6 22.450.20 0.1950.004 0.210.02 0.0720.005
-0.4 23.720.21 0.1970.003 0.180.01 0.0560.005
-0.2 25.060.21 0.2020.004 0.260.01 0.0760.004
0.0 25.810.21 0.1930.004 0.230.02 0.0770.004
0.2 25.880.21 0.1930.004 0.250.02 0.0800.004
0.4 25.000.22 0.1940.004 0.260.02 0.0810.004
0.6 23.990.21 0.1920.004 0.260.02 0.0810.005
0.8 22.840.20 0.1980.004 0.300.02 0.0870.004
1.0 21.740.19 0.1960.004 0.280.02 0.0850.004
1.2 20.280.18 0.1880.004 0.250.02 0.0830.005
1.4 18.520.18 0.1900.005 0.320.03 0.0900.005
1.6 17.210.17 0.1840.005 0.280.03 0.0860.006
1.8 15.350.18 0.1760.006 0.250.03 0.0810.007
2.0 13.130.17 0.1650.009 0.220.03 0.0730.008





























































































-0.8 1368 0.2030.002 0.240.01 0.0820.005
-0.6 147.21.4 0.2080.002 0.270.01 0.0830.003
-0.4 158.91.4 0.2110.002 0.260.01 0.0840.003
-0.2 162.71.5 0.2090.002 0.240.01 0.0850.004
0.0 163.51.6 0.2100.003 0.260.01 0.0860.004
0.2 162.71.4 0.2090.002 0.250.01 0.0800.004
0.4 154.61.4 0.2130.002 0.280.01 0.0890.004
0.6 149.41.5 0.2080.002 0.280.01 0.0910.004
0.8 144.81.4 0.2030.002 0.270.01 0.0890.004
1.0 136.81.2 0.2000.002 0.260.01 0.0820.004
1.2 126.81.1 0.1930.003 0.240.01 0.0770.004
1.4 113.50.9 0.1880.002 0.260.01 0.0790.003
1.6 99.70.8 0.1840.002 0.270.01 0.0750.003
1.8 84.00.7 0.1740.002 0.260.01 0.0720.003
2.0 67.70.6 0.1600.003 0.230.02 0.0700.005
2.2 53.20.6 0.1530.004 0.280.02 0.0730.005

































































































-0.8 107.60.8 0.2070.002 0.270.01 0.0850.003
-0.6 119.30.9 0.2050.002 0.250.01 0.0750.003
-0.4 128.30.9 0.2080.002 0.260.01 0.0800.003
-0.2 130.70.9 0.2120.002 0.270.01 0.0850.003
0.0 132.20.9 0.2090.002 0.270.01 0.0850.003
0.2 131.90.9 0.2100.002 0.280.01 0.0840.003
0.4 126.11.0 0.2100.002 0.270.01 0.0860.003
0.6 121.60.9 0.2070.002 0.280.01 0.0850.003
0.8 116.50.8 0.2050.002 0.280.01 0.0840.003
1.0 110.00.8 0.2010.002 0.270.01 0.0800.003
1.2 101.90.8 0.1960.002 0.260.01 0.0780.003
1.4 92.00.6 0.1920.002 0.280.01 0.0800.003
1.6 81.20.6 0.1860.002 0.290.01 0.0780.003
1.8 69.50.5 0.1770.002 0.280.01 0.0750.003
2.0 57.30.5 0.1680.003 0.290.01 0.0720.003
2.2 45.40.4 0.1540.004 0.310.02 0.0710.004
































































































-0.8 80.10.5 0.2030.001 0.240.01 0.0800.003
-0.6 87.80.6 0.2040.001 0.270.01 0.0790.002
-0.4 94.10.6 0.2080.001 0.280.01 0.0790.002
-0.2 95.80.6 0.2100.002 0.280.01 0.0830.002
0.0 96.80.6 0.2070.002 0.270.01 0.0820.003
0.2 96.30.6 0.2110.002 0.300.01 0.0840.002
0.4 92.50.6 0.2110.002 0.300.01 0.0880.002
0.6 88.90.6 0.2050.002 0.290.01 0.0860.003
0.8 85.20.5 0.2030.002 0.280.01 0.0820.002
1.0 80.70.5 0.2020.002 0.280.01 0.0810.002
1.2 75.00.5 0.1940.002 0.250.01 0.0750.003
1.4 67.90.4 0.1880.002 0.260.01 0.0770.003
1.6 60.30.4 0.1830.002 0.280.01 0.0770.003
1.8 51.980.34 0.1760.002 0.270.01 0.0720.003
2.0 43.090.30 0.1660.002 0.290.01 0.0700.003
2.2 35.070.26 0.1580.003 0.340.01 0.0710.003
2.4 27.560.22 0.1580.004 0.450.02 0.0710.002
2.6 21.420.20 0.1460.007 0.430.02 0.0600.002




























































































-0.8 55.20.4 0.2010.002 0.250.01 0.0780.003
-0.6 60.60.4 0.2040.002 0.280.01 0.0780.002
-0.4 63.60.4 0.2060.002 0.280.01 0.0790.002
-0.2 64.90.4 0.2060.002 0.280.01 0.0830.002
0.0 65.80.4 0.2060.002 0.290.01 0.0830.002
0.2 66.10.4 0.2060.002 0.280.01 0.0820.002
0.4 63.70.4 0.2040.002 0.280.01 0.0860.003
0.6 61.10.4 0.2010.002 0.280.01 0.0830.002
0.8 58.60.4 0.2020.002 0.300.01 0.0810.002
1.0 55.140.33 0.2020.002 0.290.01 0.0780.002
1.2 51.280.31 0.1960.002 0.270.01 0.0760.003
1.4 46.740.28 0.1870.002 0.260.01 0.0780.003
1.6 41.880.26 0.1810.002 0.270.01 0.0750.003
1.8 36.670.26 0.1730.002 0.270.01 0.0720.003
2.0 30.850.24 0.1630.003 0.290.01 0.0690.003
2.2 25.540.21 0.1540.003 0.310.01 0.0670.003
































































































-0.8 38.22.3 0.2000.002 0.270.01 0.0790.003
-0.6 40.750.30 0.2000.002 0.270.01 0.0740.003
-0.4 43.300.30 0.2020.002 0.280.01 0.0780.003
-0.2 43.840.30 0.2020.002 0.270.01 0.0810.003
0.0 44.350.32 0.1990.003 0.260.01 0.0790.003
0.2 44.630.31 0.2000.002 0.270.01 0.0780.003
0.4 43.030.31 0.1990.002 0.270.01 0.0830.003
0.6 41.430.29 0.1980.002 0.270.01 0.0810.003
0.8 39.440.28 0.1990.002 0.290.01 0.0790.003
1.0 37.560.26 0.1960.002 0.270.01 0.0770.003
1.2 35.120.26 0.1900.003 0.260.01 0.0750.003
1.4 32.260.24 0.1870.003 0.270.01 0.0780.003
1.6 29.180.24 0.1830.003 0.300.01 0.0790.003
1.8 25.800.21 0.1720.003 0.270.01 0.0710.004
2.0 22.140.20 0.1620.003 0.270.01 0.0670.004
2.2 18.560.17 0.1490.004 0.270.02 0.0620.004


































































































-0.8 23.61.4 0.2000.003 0.280.01 0.0820.003
-0.6 24.81.4 0.1950.002 0.260.01 0.0740.003
-0.4 26.740.18 0.1980.002 0.270.01 0.0760.003
-0.2 26.960.20 0.1960.003 0.250.01 0.0790.003
0.0 27.180.22 0.1910.003 0.230.01 0.0760.003
0.2 27.390.22 0.1890.003 0.230.01 0.0750.003
0.4 26.500.19 0.1950.003 0.280.01 0.0850.003
0.6 25.830.18 0.1950.002 0.280.01 0.0820.003
0.8 24.580.17 0.1910.002 0.280.01 0.0800.003
1.0 23.420.16 0.1910.002 0.260.01 0.0780.003
1.2 22.010.16 0.1880.003 0.260.01 0.0790.003
1.4 20.330.15 0.1810.003 0.250.01 0.0800.004
1.6 18.400.15 0.1760.003 0.280.01 0.0780.004
1.8 16.380.15 0.1630.003 0.230.02 0.0670.005
2.0 14.300.16 0.1550.004 0.240.02 0.0640.005
2.2 12.270.12 0.1460.005 0.280.02 0.0640.004








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































-0.4 17.11.3 0.330.04 0.030.02 0.0470.028
-0.2 17.81.4 0.3600.028 0.050.04 0.110.05
0.0 18.21.2 0.3220.019 0.130.05 0.1370.029
0.2 20.40.8 0.3190.010 0.090.03 0.1280.022
0.4 22.50.6 0.2990.007 0.090.02 0.1070.014
0.6 22.60.6 0.2830.006 0.120.02 0.1070.011
0.8 24.20.6 0.2880.006 0.090.02 0.0980.012
1.0 26.90.6 0.2780.005 0.120.02 0.1120.011
1.2 27.10.6 0.2660.006 0.090.02 0.0980.012
1.4 27.40.6 0.2560.006 0.090.02 0.0960.011
1.6 29.00.6 0.2430.006 0.070.02 0.0880.013
1.8 27.60.5 0.2170.007 0.100.02 0.0850.011
2.0 23.60.5 0.1940.010 0.140.04 0.0900.014


































































































-0.4 15.20.9 0.2970.021 0.090.04 0.1040.028
-0.2 15.10.7 0.2770.014 0.170.06 0.1300.022
0.0 14.80.8 0.3200.020 0.060.03 0.1000.028
0.2 16.10.6 0.3090.010 0.100.04 0.1380.025
0.4 17.90.4 0.2890.006 0.090.02 0.1160.016
0.6 18.30.4 0.2790.005 0.120.02 0.1100.011
0.8 19.80.4 0.2780.005 0.100.02 0.1040.011
1.0 21.90.4 0.2790.005 0.080.02 0.1030.013
1.2 22.30.4 0.2600.005 0.080.02 0.0910.010
1.4 23.60.4 0.2520.005 0.070.02 0.0910.012
1.6 24.50.4 0.2390.005 0.080.02 0.0940.013
1.8 24.50.4 0.2240.005 0.070.02 0.0850.015
2.0 21.80.4 0.1970.006 0.090.03 0.0810.014


































































































-0.4 10.70.5 0.2840.020 0.050.03 0.0720.026
-0.2 11.30.4 0.2770.011 0.110.04 0.1120.021
0.0 11.10.4 0.2840.011 0.120.04 0.1210.018
0.2 11.720.32 0.3000.008 0.080.02 0.1130.019
0.4 12.920.29 0.2870.006 0.070.02 0.1020.016
0.6 13.130.28 0.2780.005 0.080.02 0.0980.012
0.8 14.660.30 0.2840.005 0.080.02 0.1090.013
1.0 16.400.30 0.2790.004 0.060.01 0.0940.012
1.2 16.680.25 0.2500.004 0.100.02 0.1010.009
1.4 17.840.25 0.2540.003 0.070.01 0.0920.010
1.6 19.400.24 0.2450.004 0.050.01 0.0920.015
1.8 20.250.24 0.2210.004 0.040.01 0.0700.014
2.0 19.040.25 0.2050.005 0.030.02 0.0610.021







































































































-0.4 7.30.4 0.3180.033 0.010.01 0.060.08
-0.2 7.50.4 0.3100.021 0.030.04 0.120.07
0.0 7.70.4 0.2910.018 0.110.06 0.140.04
0.2 7.820.25 0.2940.012 0.040.03 0.110.04
0.4 8.700.23 0.2760.008 0.050.02 0.1010.024
0.6 9.110.19 0.2590.005 0.090.02 0.1020.013
0.8 10.250.23 0.2840.008 0.030.02 0.0860.026
1.0 11.270.21 0.2640.006 0.030.01 0.0690.017
1.2 12.170.20 0.2530.006 0.050.01 0.0880.015
1.4 13.480.23 0.2430.005 0.040.01 0.0840.016
1.6 14.670.21 0.2310.005 0.030.01 0.0800.020
1.8 15.470.22 0.2180.004 0.020.01 0.0520.018
2.0 15.330.20 0.2070.005 0.010.07 0.0110.017





































































































-0.4 4.40.4 0.280.06 0.040.03 0.070.04
-0.2 4.880.34 0.2760.032 0.080.09 0.120.06
0.0 4.780.23 0.2470.021 0.240.14 0.1380.032
0.2 5.350.23 0.2770.014 0.050.03 0.110.04
0.4 5.750.18 0.2840.012 0.010.01 0.060.07
0.6 5.940.19 0.2790.010 0.010.01 0.040.06
0.8 6.830.19 0.2630.009 0.030.02 0.0830.032
1.0 7.570.18 0.2560.008 0.020.01 0.0600.024
1.2 8.310.22 0.2460.008 0.020.02 0.080.04
1.4 9.250.22 0.2380.007 0.020.01 0.0560.025
1.6 10.650.20 0.2210.006 0.010.01 0.0490.030
1.8 11.950.23 0.2080.006 0.020.01 0.0550.020
2.0 11.960.19 0.1890.006 0.020.01 0.0630.027




































































































0.0 2.710.18 0.240.04 0.050.06 0.090.06
0.2 3.050.17 0.2570.022 0.030.07 0.100.11
0.4 3.430.14 0.2820.019 0.000.01 0.110.21
0.6 3.530.12 0.2640.015 0.000.07 0.010.16
0.8 3.920.12 0.2590.013 0.010.17 0.010.05
1.0 4.540.15 0.2440.011 0.010.01 0.030.06
1.2 5.070.15 0.2350.010 0.010.02 0.060.05
1.4 5.620.15 0.2400.010 0.000.01 0.110.21
1.6 6.940.14 0.2150.007 0.010.09 0.0120.031
1.8 8.140.13 0.2000.006 0.010.10 0.0120.028
2.0 8.870.14 0.1780.006 0.010.11 0.010.04
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