n and N . A sharp bound is not known. When N < n, the only smooth CR mappings between M and M ′ are constant, and thus of degree 0. When n ≤ N ≤ 2n−2, the only smooth CR mappings between M and M ′ are linear fractional transformations [Fa1] , and hence of degree at most 1. When N = 2n − 1 there are mappings of degree 2, and for n ≥ 3 and N = 2n − 1, the degree is at most 2. When n = 2 and 3 = N = 2n − 1, the maximum degree is 3. [Fa2] . When n = 2, and the components of f are assumed to be monomials, the degree is at most 2N − 3, and this result is sharp. [DKR] . See also [D3] , [F2] , [H] , and [HJ] for related results concerning mappings between spheres and see [BH] , [EHZ1] , and [EHZ2] for generalizations to mappings between hyperquadrics.
Rational CR mappings between spheres become more complicated when the target dimension N increases while the domain dimension n remains fixed. When n is fixed, for example, the degree of possible rational examples tends to infinity as N does. The author ([D3] ), based on work with Catlin ( [CD1] , [CD2] ) proved the following result which strongly illustrates how the complexity of possible mappings grows with N .
Theorem 0. Let f = p q be a rational mapping from C n (minus the zero set of q) to C K such that ||f (z)|| 2 < 1 when ||z|| 2 ≤ 1. Then there exist an integer L and a polynomial g : C n → C L such that
when ||z|| 2 = 1.
In particular the dimension of the moduli space of smooth CR mappings between spheres tends to infinity as the target dimension tends to infinity. If we allow the target dimension to be arbitrary, then we can do almost whatever we want as long as we stay in the rational category. For a fixed target dimension the degree of f is controlled (although establishing a sharp bound is an open problem) by the dimension of the target sphere.
The following simple examples reveal a basic difference between the sphere and other hyperquadrics, by showing that even more examples are possible. Let Q(a, b) denote the hyperquadric in C a+b defined by the equation |z 1 | 2 + ... + |z a | 2 − |z a+1 | 2 − ... − |z a+b | 2 = 1.
In this notation the sphere S 2n−1 is also the hyperquadric Q(n, 0). We give two examples involving an arbitrary holomorphic function h on C 2 . Define f : C 2 → C 4 by f (z 1 , z 2 ) = (z 1 , h(z 1 , z 2 ), z 2 , h(z 1 , z 2 )).
It is evident that f (Q(1, 1)) ⊂ Q(2, 2). Next define g : C 2 → C 4 by g(z 1 , z 2 ) = (1, z 1 h(z 1 , z 2 ), z 2 h(z 1 , z 2 ), h(z 1 , z 2 )).
Then g(Q(2, 0)) ⊂ Q(3, 1). In each case we cannot control the complexity of the mapping by some measure such as the degree of a rational function, because h is arbitrary. The examples have one difference. The mapping f has linearly dependent components, and hence the phenomenon (the lack of control of h) seems to be an artifact of linear dependence. The mapping g, however, has linearly independent components (unless h is constant), and yet we still have no control on h.
In each of these two cases, the number of negative eigenvalues in the defining equation of the target hyperquadric exceeds the number of negative eigenvalues in the defining equation of the domain hyperquadric. See [BH] for a super-rigidity result for mappings between hyperquadrics when this number is not allowed to increase. One could also eliminate such mappings from consideration by placing additional geometric assumptions such as transversality conditions on the mappings allowed.
Some general properties of mappings between hyperquadrics do closely mimic those of mappings between spheres. In Theorem 2 from Section 2 we find all homogeneous polynomial mappings (with minimal target dimension) between hyperquadrics. We also provide a simple method for generating polynomial mappings between hyperquadrics. This method plays a key role in the study of polynomial mappings between spheres. See [D1, D2, D3] .
In this paper we will approach the issue of complexity by studying a certain variety X f associated with a holomorphic mapping f which restricts to a CR mapping between real-analytic hypersurfaces. For spheres this variety plays an important role in Forstneric's proof of rationality [F1] . An efficient method for computing X f for spheres appears in [D4] and is recalled and generalized in this paper.
Let M and M ′ be real-analytic real hypersurfaces in complex Euclidean spaces, with local defining equations ρ = 0 near a point p ∈ M and ρ ′ = 0 near a point p ′ ∈ M ′ . Let f be a holomorphic mapping, defined in a neighborhood of p, with
The definition of X f will be given in terms of ρ and ρ ′ ; the form of the definition makes it obvious that X f does not depend on the choice of defining equations.
Suppose f is holomorphic and f (M ) ⊂ M ′ . We then have the crucial equation
Polarizing (5) as usual we obtain
Many authors have used (6) to provide reflection principles. See for example [DF] , [DW] , [La] , [P] , and [W] . The variety X f is obtained by generalizing (6).
Definition of X f . Let M ⊂ C n and M ′ ⊂ C N be real-analytic real hypersurfaces, and let U be a neighborhood of p ∈ M . Suppose f : U ⊂ C n → C N is holomorphic and f (M ) ⊂ M ′ . Let ρ and ρ ′ be local defining equations near p and f (p). The X-variety X f is the subset of Domain(f ) × Target(f ) defined by
By (6) it follows that X f contains the graph of f . In general X f is a larger set; we can use properties of X f to obtain some understanding of the complexity of f .
We note one subtle point before we go on. When M is a hyperquadric, ρ(z, w) = z, w − 1, where , denotes a sesquilinear Hermitian form. The condition z, w = 1 is vacuous when w = 0, and thus pairs (0, ζ) are not included in X f . It seems that they should be included, and therefore one should extend the definition of X f to include 0. The idea amounts to including the hyperplane at infinity when one works projectively. The formula in Theorem 1 for X f makes sense when w = 0. At the end of Section 1 we use Theorem 1 to define the extended variety Y f so as to include the case w = 0.
Then Y f is an algebraic variety naturally associated with f , and Y f contains the graph of f .
Let L(C N , H(n, d)) denote the vector space of linear transformations from C N to the space of homogeneous polynomials of degree d in n variables. Theorem 1, our main result, exhibits a polynomial mapping w → C(w) ∈ L(C N , H(n, d)) which determines X f . The matrix of C(w) can be computed explicitly and easily, thus making Theorem 1 easy to use. Theorem 1. Let , denote both a nondegenerate Hermitian form on C n and one on C N . Let M denote the hyperquadric in C n defined by {z : z, z = 1}, and let M ′ be the hyperquadric in C N defined by {ζ : ζ, ζ = 1}. Let f be a rational function such that f (M ) ⊂ M ′ . Let d denote the degree of the numerator of f when f is reduced to lowest terms. Then there is a polynomial mapping
An immediate corollary of Theorem 1 is that X f is an affine space. A corollary of the proof is that X f is an affine bundle whenever f is a homogeneous polynomial mapping. We provide examples to show, even in the polynomial case, that X f need not be the graph of f , need not be a bundle, and so on. We also provide examples where the kernel of C(w) is trivial for all w, and hence X f is the graph of f , even though f itself is rather complicated. We also compute X f and Y f for some mappings invariant under finite unitary groups.
In Section 2 we consider homogeneous mappings. We determine the homogeneous polynomial mappings between hyperquadrics. We see in particular, for any homogeneous polynomial mapping of degree d mapping a hyperquadric to a hyperquadric, that the coefficient vectors of the monomials of degree d are linearly independent. This result provides the minimum target dimension for such maps. See Theorem 2 and Corollary 5. We provide an elementary procedure for writing down many mappings between hyperquadrics. In the special case of spheres we show that the homogeneous mappings can be characterized as extremals in terms of the volumes of proper holomorphic images of balls. This paper is dedicated to Salah Baouendi, whose work in CR Geometry has profoundly influenced the author in many ways. He would also like to acknowledge Franc Forstneric and Peter Ebenfelt for useful comments on ideas related to this paper.
The author acknowledges support from NSF grant DMS 05-00765.
1. Computation of the X-variety for mappings between hyperquadrics. Let M and M ′ denote real-analytic hypersurfaces. We recall from the introduction the definition of X f when f is a holomorphic mapping which maps M into M ′ .
Let ρ and ρ ′ be local defining equations near p and f (p). The X-variety X f is the subset of Domain(f ) × Target(f ) defined by
To understand this definition and to anticipate Theorem 1, we begin by calculating X L for a linear mapping from C n to C N such that ||L(z)|| = 1 when ||z|| = 1.
Such an L must be injective. Since the dimensions need not be equal, L is not necessarily unitary. In Example 1 , denotes the usual Euclidean inner product, although afterwards we will let , denote an arbitrary nondegenerate, not necessarily positive definite, Hermitian form.
To verify this fact, combine (9) and (6) using ρ ′ = , − 1 to obtain
Introducing the adjoint L * we obtain
Since both equations in (11) are homogeneous in z, (11) can hold only if its first equation holds for all z. Hence for w = 0, (w, ζ) ∈ X L if and only if
Formula (12) is the famous equation for least squares regression, arising from seeking the minimum distance of a given vector to the image of L. In our context (12) shows that X L is an affine bundle. For each w, the fibre over w is L(w) + Kernel(L * ); the dimension does not vary with w, Furthermore, since L * is injective here if and only if L is equi-dimensional and unitary, it follows that X L equals the graph of L if and only if L is an equi-dimensional mapping. The fibre dimension of X L measures precisely the excess in target dimension. In Example 1 it is natural to define the fibre over w = 0 also to be the kernel of L * . This comment presages Definition 2 of the extended variety Y L . We see, for all (w, ζ), that (w, ζ) ∈ Y L if and only if (12) holds.
The ideas of Example 1 generalize significantly. The main difference will be that the fibre over w will change from point to point. We will compute X f and study its properties whenever f is a rational mapping between non-degenerate hyperquadrics. Thus we write , to denote a nondegenerate Hermitian form on C K for some unspecified K. The nondegeneracy condition is of course that ζ, µ = 0 for all ζ implies µ = 0. By elementary linear algebra one can always choose coordinates such that
and a + b = K. Thus Q(a, b) is the level set given by {ζ : ζ, ζ = 1}. Let H(n, d) denote the complex vector space of homogeneous polynomials of degree d in n variables. One can think of H(n, d) as the space of sections of the d-th tensor power of the hyperplane section bundle over complex projective space P n−1 , but we will not require this interpretation here. Let L(C N , H(n, d)) denote the vector space of linear mappings from C N to H(n, d). After choosing bases we can think of elements of L(C N , H(n, d)) as matrices with N columns and
rows. We are now ready to compute X f . Theorem 1. Let , denote both a nondegenerate Hermitian form on C n and one on C N . Let M denote the hyperquadric in C n defined by {z : z, z = 1}, and let M ′ be the hyperquadric in C N defined by {ζ : ζ, ζ = 1}. Let f be a rational function such that f (M ) ⊂ M ′ . Let d denote the degree of the numerator of f when f is reduced to lowest terms. Then there is a polynomial mapping
Proof. By (9) we have
By linearity of the form we have
We are assuming that f = p q is rational, and we may assume that f is reduced to lowest terms. Write d for the degree of p. In case M and M ′ are spheres, it is easy to see that the degree of p must be at least the degree of q.
We multiply the equation in (15) by q(z) to obtain
We may write p = d j=ν p j , where each p j is homogeneous of degree j. Define a homogeneous polynomial T w :
Since z, w = 1 in (16), we can rewrite (16) using (17). We obtain
We define C(w) by the formula:
It is evident that µ → C(w)(µ) is linear in µ, and that its output is a homogeneous polynomial of degree d in z. Fix w = 0. By (18) and (19) the homogeneous polynomial
vanishes on z, w = 1. For λ = 0, we see from homogeneity that the polynomial in (20) vanishes when z, w = λ. By continuity it vanishes for all z. For w = 0, we conclude that (w, ζ) ∈ X f if and only if
Thus (w, ζ) ∈ X f if and only if ζ − f (w) is in the kernel of C(w), and hence (14) holds.
Theorem 1 has several immediate corollaries. In each of these corollaries we assume the hypotheses from the theorem without stating them explicitly. It is useful also because the computations can be done so easily. In the case of spheres [D4] provides an integral formula for C(w). Before turning to the corollaries we note that the formula for C(w) depends only upon the numerator of f . This superficially strange fact becomes sensible when one realizes that the numerator determines the denominator.
Corollary 1. X f is an affine space.
Corollary 2. X f equals the graph of f if and only if C(w) is injective for all w (here w = 0). Also, X f is an affine bundle if and only if the kernel of C(w) has constant dimension.
Corollary 3. If f is homogeneous, then C(w) is independent of w, and consequently X f is an affine bundle. If also the target dimension is minimal, then X f is the graph of f . If f is not homogeneous, then C(w) depends on w. In this case X f is generally not a bundle, but for some f it is a bundle.
Proof. It follows from (17) and (19) that the map w → C(w) is a polynomial in w of degree equal to d−ν, where d is the degree of the numerator p of f and ν is the order of vanishing of p. In particular when f is homogeneous, C(w) is independent of w, and its kernel is independent of w, and hence X f is an affine bundle. It is not hard to see that the target dimension N is minimal for a homogeneous polynomial mapping of degree d precisely when N = n+d−1 d
. See Theorem 2. In this case the map C(w) is an isomorphism, and thus its kernel is trivial. When f is not homogeneous, C(w) depends on w, and examples below show that both possibilities occur even for polynomial f . . By elementary linear algebra we obtain
Since the nullity of a linear mapping depends lower semi-continuously on parameters, the dimension of the fibre of X f over w depends lower-semi-continuously on w. Thus the exceptional points are where the fibre dimension increases. Since the entries of the matrix C(w) are polynomials in w, we see also that X f is itself an algebraic variety defined by the system of polynomial equations
where f = p q . We next give some examples which illustrate some of the possibilities for X f .
Example 2. Put f (z 1 , z 2 ) = (z 1 , z 1 z 2 , z 1 z 2 2 , z 3 2 ). Then f maps the sphere S 3 to the sphere S 7 . This mapping results from applying two restricted tensor product operations. See Section 2 and [D3] . We find X f by finding C(w) and using Theorem 1. After homogenizing and choosing bases we obtain
It is evident that the kernel is trivial for w 1 = 0, and hence the fibre over such w is simply f (w). For w 1 = 0, however, the kernel is two-dimensional, with basis given by (1, 0, −w 2 2 , 0) and (0, 1, −w 2 , 0). Example 3. Here we map the sphere Q(2, 0) in C 2 to the sphere Q(5, 0) in C 5 . With f defined by (25), it is easy to check that f (Q(2, 0)) ⊂ Q(5, 0).
The mapping f is invariant under the cyclic unitary group G of order four generated by multiplication by i, and it thus induces a CR mapping from S 3 /G to S 9 . This example should be contrasted with Example 4, where a different representation of a cyclic group of order four yields a rather different result. Using Corollary 3, we obtain C(w):
From (26) we see that X f is the graph of f . Nothing unusual happens at w = 0.
Example 4. Here we map the sphere Q(2, 0) in C 2 to the hyperquadric Q(3, 1) in C 4 . Define f by (27):
Here f is invariant under the cyclic unitary group Γ of order four generated by (z 1 , z 2 ) → (iz 1 , −iz 2 ). Then f (S 3 ) ⊂ Q(3, 1), and f induces a CR mapping from S 3 /Γ to Q(3, 1). Using Theorem 1 we compute the matrix C(w), obtaining
From (28) it is evident that X f is the graph of f ; the only point where the kernel of C(w) is not trivial is the origin, which is excluded from the discussion because the equation z, w = 1 is vacuous for w = 0.
We next consider the special point w = 0 in the case of mappings between hyperquadrics, leading to the definition of the extended variety Y f . Because the condition z, w = 1 is vacuous when w = 0, the point w = 0 is not considered in the definition of X f . On the other hand, C(w) (as a matrix of polynomials in w) makes perfectly good sense at w = 0. We therefore extend the variety X f by including also the points
For clarity we write Y f for the resulting union.
Definition 2. Assume the set-up from Theorem 1. The extended variety Y f is the subset of Domain(f ) × Target(f ) defined by
We can easily interpret the new fibre. By the proof of Theorem 1, the matrix C(0) has maximum rank if and only if the highest order part (terms of order d) of the numerator p of f includes all monomials of degree d. In order that Y f be a bundle, the dimension of the fibre over w = 0 must be the same as at other points. For this to hold it is necessary that the highest order part of p contain all monomials of that degree. In Example 4, although X f is the graph of f , Y f is not the graph of f . The fibre over w = 0 is one-dimensional.
We summarize these remarks in the next proposition.
Proposition 1. Let f = p q be a rational mapping such that f (M ) ⊂ M ′ for nondegenerate hyperquadrics. Define C(w) by (19). The algebraic subvariety Y f defined by (31) then extends the definition of X f to include the exceptional point w = 0.
Example 5. Define f :
From (32) it follows that the fibre over w is f (w), at all points except w = 0, where the fibre is two-dimensional. Thus X f is the graph of f , whereas Y f is not. The mapping f is group-invariant under a cyclic unitary group of order five, and thus f induces a map from a Lens space to a sphere.
We close this section with a rational example. This example is interesting partly because it maps Q(1, 1) to the sphere Q(2, 0). Also any point where w 1 = 0 must be excluded because f is not holomorphic there.
The kernel of C(w) is trivial except where w 1 = 0, but such points are not in the domain of f . Thus X f is the graph of f .
Homogeneous mappings between hyperquadrics.
In this section we consider the homogeneous case in more detail. In Theorem 2 we determine all homogeneous polynomial mappings f between hyperquadrics and with minimal target dimension. It follows from Corollary 3 that Y f equals the graph of f in this case.
Let , be a nondegenerate Hermitian form on C N ; there are integers a, b and coordinates such that
We let U (a, b) denote the group of linear transformations L : C N → C N preserving the form in (33). Thus L ∈ U (a, b) if and only if Lζ, Lη = ζ, η for all ζ and η.
We begin with a simple way to construct homogeneous polynomial mappings f : C n → C N such that f (z), f (z) = 1 (for an appropriate Hermitian form) on z, z = 1. Given the form z, w on C n and a positive integer d, the expression z, w d is a Hermitian symmetric bihomogeneous polynomial. There are unique nonnegative integers a and b and (not unique) linearly independent homogeneous polynomials A j and B j of degree d for which we can write
The right-hand side of (34) can be written f (z), f (w) with , as in (33) for the homogeneous polynomial mapping f = A ⊕ B. Then f (z), f (w) = 1 on z, w = 1. This naive idea combines with linear algebra to provide all homogeneous examples.
We mention in passing that when the form on C n is positive definite, the form in (34) will also be positive definite and thus b = 0. In general the form in (34) will have many negative eigenvalues. For n ≥ 2 this number b must grow as d grows. The next result generalizes a result for the sphere ([D2] , [R] ) that plays a crucial role in [D1] and [D3] .
Theorem 2. Let , denote nondegenerate Hermitian forms on both C n and C N . Let f : C n → C N be a homogeneous polynomial mapping of degree d such that f (z), f (z) = 1 whenever z, z = 1. Then, for all z and w,
. Furthermore, if g and f both satisfy these hypotheses and
The coefficient vectors C α then satisfy C α , C β = 0 for α = β and C α , C α = ± d α . Proof. Suppose that f (z), f (z) = 1 whenever z, z = 1. We polarize this condition and conclude that f (z), f (w) = 1 whenever z, w = 1. Next suppose that z, w = λ = 0. Then z λ , w = 1, so we conclude that
Both f and , d are homogeneous of degree d in z, so (37) yields (35) for all z and w such that z, w = 0. By continuity, (35) holds for all z and w, giving the first conclusion.
Before considering the second conclusion we write (36) for some coefficient vectors C α . Suppose that the form on C n has k positive eigenvalues. We may write
where ±(j) = 1 for j ≤ k and ±(j) = −1 for j > k. Expanding (38) by the multinomial theorem yields
where each a(α) = ±1.
Plugging (39) and (36) into (35) yields
Varying z and w separately in (40) and equating coefficients gives the formulas for the C α , C β . Since C α , C α = 0 for all α, all the coefficient vectors are not zero. Since C α , C β = 0 for α = β and the Hermitian form is nondegenerate, the coefficient vectors are linearly independent. Thus N is at least as large as the dimension of H(n, d), which is Given a homogeneous polynomial map
We can detect such compositions of maps because Y g must have positive dimensional fibres. Using these ideas it is possible to combine Theorem 2 with the rigidity results in [BH] .
It is also easy to construct general polynomial examples. In a future paper we will describe a procedure for homogenization analogous to the orthogonal homogenization procedure from [D1] and [D2] stated in Theorem 3 below.
Let u be a polynomial in one variable with u(1) = 1. We may expand u( z, w ), and choose signs such that (41) holds for some polynomial mapping f and appropriate form on the target of f :
Using this method we can construct as many examples as we wish of polynomial mappings between hyperquadrics, as long as we allow the form in the target space to have enough negative eigenvalues. Again we observe the complexity issue. See [BH] and [EHZ1] for what happens when one restricts the number of negative eigenvalues. The homogeneous polynomial mappings taking spheres to spheres play a key role in the classification problem and have many additional interesting properties. We can use them to study arbitrary polynomial maps taking spheres to spheres. We do so by considering the volume of the image of the unit ball B n under such maps.
Let f : B n → C N be a holomorphic mapping. Recall that the volume (with multiplicity counted) of the image of the ball B n under f is given by
In (42) the sum is taken over all choices of n-tuples of components of f , and J denotes the Jacobian determinant. In the second term H(f ) denotes the determinant of the complex Hessian of f . Using wedge products one can easily verify that the two integrands in (42) are the same. In case f is homogeneous of degree d, the volume turns out to be d n π n n! , independent of the target dimension. See [D1] . In [D2] and [D3] the homogeneous maps between spheres are used to classify all polynomial maps between spheres, via a tensor product operation. We briefly sketch these ideas. Let H m denote a homogeneous polynomial mapping of degree m whose components are linearly independent and for which ||H m (z)|| 2 = ||z|| 2m .
It is evident from (43) that H m maps the sphere in its domain to the sphere in its target. Its components are linearly independent and they must also span the space of homogeneous polynomials of degree m in n variables for (43) to hold. Theorem 2 therefore implies that H m is determined up to a unitary map by (43) . (See also [D2] and [R] .) Corollary 3 guarantees that the X-variety for H m is its graph. Each polynomial mapping of degree m between spheres can be "tensored" into H m . Each tensor operation increases the volume of the image of the ball. Let A be a subspace of C N with orthogonal complement A ⊥ . Let π denote the orthogonal projection onto A. Given a function p with values in C N we naturally write p = (1 − π)(p) ⊕ π(p).
Let g be a function with the same domain as p and with values in some C k . We define a mapping E A (p, g) by
In case p and g map the sphere to the sphere, a simple calculation shows that E A (p, g) also does. Notice that the target dimension of E A (p, g) is (N − a) + ak, where a = dim(A) (hence N − a = dim(A ⊥ )) and k is the dimension of the target of g.
When g is the identity mapping z, the restricted tensor product operation p → E A (p, g) is a kind of orthogonal homogenization, closely related to the homogenization part of the proof of Theorem 1. The inverse operation sending E A (p, g) → p is a kind of orthogonal dehomogenization. When the subspace A is one-dimensional, say the span of the vector e 1 , we have E A (f, z) = (z 1 f 1 , ..., z n f 1 , f 2 , ..., f N ) . (46) The inverse operation replaces the right-hand side of (46) with f . The author [D2] and [D3] ) obtained the following result as part of the classification problem for proper polynomial mappings between balls.
