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Abstract 
 
A Question of Capacity 
Assessing CO2 Sequestration Potential in Texas Offshore Lands 
 
Erin Noel Miller, M.S.Geo.Sci 
The University of Texas at Austin, 2012 
 
Co-Supervisors:  Scott W. Tinker and Timothy A. Meckel 
 
The combustion of fossil fuels results in the release of carbon dioxide to the 
atmosphere, a known greenhouse gas.  Evidence suggests that “most of the observed 
increase in global average temperatures…is very likely due to the observed increase in 
anthropogenic greenhouse gas concentrations” (IPCC, 2007).  One solution currently 
being examined is carbon capture and storage (CCS).  The advantage of CCS is that it 
does not require an actual reduction in the amount of carbon dioxide emissions created, 
but reduces emissions to the atmosphere by storing the greenhouse gases in the 
subsurface.  Fundamentally, CCS works in the reverse of oil and gas production.  Instead 
of extracting fluids from the subsurface, CCS injects carbon dioxide (CO2) into the pore 
spaces of developed oil and gas reservoirs, saline aquifers, or coal bed seams (Bachu, 
2007), where it exists in a dense but low-viscosity phase (Supercritical state).   
The Gulf Coast Carbon Center, based at the University of Texas at Austin’s 
Bureau of Economic Geology, is currently evaluating the State of Texas Offshore Lands 
(STOL) in the Gulf of Mexico (GOM) in order to evaluate the carbon-storage capacity in 
 vii 
the state owned lands.  “Capacity is defined as the volume fraction of the subsurface 
within a stratigraphic interval available for [CO2] sequestration” (Hovorka, 2004). There 
are a variety of methods currently used to calculate capacity.  With so many options, how 
does a project decide which method to employ in determining capacity?  This paper 
discusses the methods, presents an analysis of the benefits and drawbacks of the various 
methods, and develops a process for future projects to utilize in determining which 
methodology to employ.  Additionally, storage capacity is calculated using the various 
methods presented, in order to compare the methods and understand their various 
advantages and drawbacks.  Reservoir specific simulations are expected to predict 
smaller capacities in comparison to more broad static methods.  This will provide end 
member predictions of capacity, shedding light on what can be expected in best case and 
worst case scenarios.  The lessons learned from this study can be applied to future 
endeavors and formations all over the world. 
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1. INTRODUCTION 
 
1.1 Background 
The combustion of fossil fuels, resulting in the release of carbon dioxide to the 
atmosphere, is currently an environmental concern.  For decades, climate scientists have 
been studying the link between carbon dioxide emissions and global warming.  Evidence 
suggests that “most of the warming observed over the past fifty years is attributable to 
human activities” (Metz, 2005).  This nexus, between human activity and global 
warming, implies that in addition to being the cause, humans are also the solution.  With 
global emissions currently at 30.3 gigatons per year, and projected to reach 37 gigatons 
per year by 2035 (IEA, 2012), immediate action is necessary in order to minimize the 
consequences of anthropogenic carbon dioxide emissions linked to the greenhouse gas 
effect.  One such solution currently being examined and implemented is carbon capture 
and storage (CCS).  The advantage of CCS is that it does not require an actual reduction 
in the amount of carbon dioxide emissions created, but reduces emissions to the 
atmosphere by storing the greenhouse gases in the subsurface.  The use of coal, which 
creates carbon dioxide emissions, is directly related to economic growth.  CCS does not 
require a reduction in emissions or industrial output directly, so it may not inhibit 
industrial growth. CCS will, however, make power produced from coal or natural gas 
more expensive and does have an energy penalty.  With an increasing world population, 
it is unrealistic to anticipate a decline in energy consumption or reduced emissions.    
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Sequestering carbon dioxide in the subsurface is an immediately implementable option 
achieving the goal of reducing greenhouse gases being released into the atmosphere.       
Fundamentally, CCS works in the reverse of oil and gas production.  Instead of 
extracting fluids from the subsurface, CCS injects carbon dioxide (CO2) into the pore 
spaces of developed oil and gas reservoirs, saline aquifers, or coal bed seams (Bachu, 
2007), where it exists in a dense but low-viscosity buoyant phase (supercritical state).  
Numerous processes, such as structural trapping, residual CO2 trapping and solubility 
trapping, act over varying time scales, trapping the carbon dioxide in the pore spaces and 
preventing the release of anthropogenic carbon dioxide to the atmosphere.  Permanent 
storage of the carbon dioxide is a result of structural and stratigraphic trapping, 
hydrodynamic trapping, residual trapping, dissolution, mineralization, and adsorption in 
order of increasing time scale (IPCC, 2007; Figure 1.1).  Site selection relies on 
characterization of a formation’s geologic properties in order to properly predict how the 
trapping processes will act over time, specific to that site.  Implementation of carbon 
dioxide injection is currently underway at various sites including Sleipner Field in the 
North Sea (Dooley, 2009), In Salah in Algeria (Mathieson, 2011), and Cranfield Site in 
Mississippi (Hovorka, 2011).  As these successful sites exhibit, CCS is an available and 
currently implementable technology able to help achieve greenhouse gas mitigation. New 
projects utilizing anthropogenic CO2 are currently being planned on the Gulf Coast, with 
significant infrastructure for transporting CO2 having been built in the last few years.  
 
 
 
 3 
 
 
Figure 1.1: Time vs. Trapping Mechanism (IPCC, 2007); initially structural and 
stratigraphic trapping are the largest contributor, but over time residual, solubility and 
mineral trapping take over, securing the CO2 in the subsurface 
 
1.2 Location 
In addition to the previously mentioned CCS test sites and commercial activity, 
many other areas are being assessed in order to determine their potential for 
sequestration.  The Gulf Coast Carbon Center, based at the University of Texas at 
Austin’s Bureau of Economic Geology, is currently evaluating the State of Texas 
Offshore Lands (STOL) in the Gulf of Mexico (GOM) in order to determine the capacity 
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in the state owned lands.  “Capacity is defined as the volume fraction of the subsurface 
within a stratigraphic interval available for sequestration” (Hovorka, 2004).  The area 
being reviewed for capacity in Texas extends offshore 10 miles from the coastline 
(Figure 1.2). 
 
 
Figure 1.2: Area of Review; STOL extend 10 miles into the GOM (red line), runs 
approximately 367 miles along the coast of Texas. 
 
 
The assessment area is selected for numerous reasons including the potential 
site’s proximity to a large industrial point source of carbon dioxide emissions (Figure 
1.2), and the expansive size of the area, approximately 3,600 square miles.  An extensive 
amount of geological information is available owing to decades of oil and gas 
exploration, with production in the GOM beginning in 1947 at the Ship Shoal Block 32 
 5 
field (Shirley, 2003).  Additionally, there is a reduced risk to the underground source of 
drinking water (USDW) as a result of any potential injection site’s offshore location.  
Finally, the ownership of the Texas submerged lands by a single entity, the Texas 
General Land Office (GLO), affords a simpler landowner relationship.  Negotiating with 
multiple landowners can be difficult and costly, requiring entirely separate departments 
within oil companies to be dedicated solely to land negotiations.  Since the state is 
interested in receiving revenue from this pore space they are encouraged to see the lands 
leased for sequestration.  That implies a positive relationship with the landowner (the 
State), one in which the only two parties involved are interested in the same result.  This 
simplification eliminates the need to unitize onshore oil and gas fields, which can be 
costly and difficult since it involves multiple landowners.  The benefits to Texas are 
numerous, potentially generating income back to State residents via the Permanent 
Education Fund.   
This study concentrates on Miocene age stratigraphy, referred to as Miocene in 
this paper, for a variety of reasons.  The significant oil and gas production along the 
northern rim of the Gulf Coast (Morton, 1988) from the Miocene provides a unique 
analog for sequestration, as it clearly indicates significant charge and subsequent trapping 
occurred in Miocene age stratigraphy.  The implications of this are the improved 
likelihood that the formation would trap future carbon dioxide, given a charge.  The 
formation’s depth, 2,500-10,000 feet is ideal for sequestration as it satisfies pressure and 
temperature conditions required for supercritical (i.e. high-density) carbon dioxide.  A 
larger volume of carbon dioxide can exist in a given space, as a high-density liquid than 
in the gaseous phase due to the large difference in density between liquid-phase and gas-
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phase carbon dioxide (NETL appendix B).  The conditions that create supercritical 
carbon dioxide are temperatures above 88 °F and pressures above 1,072 psi (Angus, 
1976) which generally occur at depths greater than 800 meters (NETL appendix B) or 
approximately 2,600’.  Another excellent attribute of the Miocene is the thickness, which 
ranges anywhere from 4 to 7,000’ with 20 feet being the average thickness occurring in 
the data set used for this study.  Finally, the advantageous deltaic successions “with 
endless repetitions of reservoir and seal lithologies” (Thompson, 1987) provide numerous 
opportunities for ideal sequestration sites.  These properties make the Miocene 
stratigraphic interval extremely advantageous for finding suitable candidates for injection 
of large volumes of carbon dioxide. 
 
1.3 Research Goals 
Storage capacity is a fundamental aspect to any sequestration project, and one that 
has received significant attention in the last decade.  This parameter determines whether a 
site is viable or not, affects how the injection program is planned and how infrastructure, 
including pipelines, are developed.  Inaccuracies in capacity assessments may 
significantly affect project economics.  Because early projects have the potential to affect 
all future CCS activities, accurate estimates of available pore space are essential to the 
nascent CCS industry.  Unfortunately, capacity is arguably the most complex, least 
understood aspect in any sequestration study.  In response to the complexity surrounding 
sequestration and estimated capacity, this work presents three primary investigations in 
subsequent chapters (two, three, and four) in order to elucidate the problems and offer 
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solutions: 1) for improved methodology selection, 2) identification of ideal traps for 
sequestration (if any exist) and 3) improved efficiency factors informed from dynamic 
simulations.   
 There are a variety of methods currently used to calculate capacity.  This paper 
discusses two methods, analyzes the benefits and drawbacks, and develops a process for 
others to consider for future methodology selection.  The two main approaches are the 
static method and the dynamic method.  The static approach assesses pore volume in the 
area and asserts that a percentage of that volume is available, depending on a variety of 
factors.  The dynamic approach considers factors beyond pore volume in order to 
determine capacity.  It is imperative that capacity methodologies are evaluated, not only 
for this investigation, but for future sequestration studies as well.  There should be an 
agreed upon process (standards) for calculating capacity of an area, since different 
entities are assessing capacity in a variety of locations across the country.  A standard 
approach would serve to improve policy maker and regulator confidence in volumes 
reported by the scientific community.   
Additionally, historic production data for the GOM, from the Mineral 
Management Service’s (MMS; now Bureau of Ocean Energy Management, Regulation 
and Enforcement (BOEMRE)) 2006 Sands Database, is examined, evaluating trap 
performance in the GOM.   If there is an inherit difference in various trap type’s ability to 
capture fluids, it would prove beneficial to focus on the traps that perform the best for 
sequestration.  A static volumetric calculation is made for the 2006 Sands Database to 
facilitate a comparison of static estimations of available capacity for carbon dioxide to 
proven values of actual gas in place (GIP) for the same reservoirs.  The immense amount 
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of reservoir and production data available in this area, dating back to 1948, provides a 
unique opportunity to understand how static value estimates compare to known volumes 
of hydrocarbons for the same area.  If historical trap capacity converges with injection 
capacity, then confidence is gained that estimates are not wrong, but further work is 
needed to confirm that estimates are reasonable.  If they do not converge, an effort must 
be made to understand and explain why.   
The dynamic method is evaluated to determine which parameters, both reservoir 
specific and injection specific, have the largest impact on calculated injection volumes.  
This calculation permits insight into how injection rates, boundary conditions, and time 
required to place a specific volume underground (fill time) effect estimates.  Fill time, a 
critical factor in actual sequestration projects, is not accounted for in static estimates.  
Since fill time can impact the economics of a project, it is necessary to understand its 
effect on capacity estimates.  Dynamic capacity calculations are made on the same data 
set as static estimations, allowing direct comparison. 
A working hypothesis is that the static calculation will result in values similar to 
GIP values reported in the BOEMRE database.  Additionally, it is expected that the 
dynamic capacity estimates will be smaller than the static estimates owing to the 
boundary condition constraints, as well as the limitation placed on allowed time for 
injection (100 years) in the dynamic calculation.  The difference between the two 
estimates should be consistent for the varying reservoirs, resulting in an estimate of how 
to discount the static values in order to arrive at more reasonable capacity estimates.   
This product, the discount factor, is a very useful tool.  The time it takes to make a 
static calculation is significantly less than a dynamic calculation.  Being able to arrive at 
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an estimation as accurate as a dynamic calculation but only requiring the time of static 
calculation would drastically affect the CCS industry.  The more accurate an estimation, 
the better and more effectively a project can be planned.  By comparing the two methods, 
and determining the most accurate discount factor, future entities can determine the most 
accurate estimates, while not extending the time it takes to make the capacity calculation.  
The value in this is immense, as the more time a calculation takes, the more expensive the 
project.  Reducing the cost of the initial stages of CCS improves the economics of a 
project, potentially affecting whether or not a project gets off the ground.    
There is a significant amount of knowledge to be gained in the sequestration 
industry as injection projects get off the ground.  The contributions from this study are: 
 Understanding the importance of the capacity calculation methodology. As will 
be demonstrated, the static results are inherently different from the dynamic 
results.  This difference emphasizes the influence that specific input variables 
have on capacity estimates. The calculations made here illuminate the effect of 
boundary conditions, injection time, allotted pressure elevation, and relative 
permeability.   
 The identification of factors contributing the most to improved volume 
estimations.  While additional parameters considered in a calculation improve the 
estimation, there comes a point of diminishing returns. This study identifies which 
factors contribute and which factors do little in the way of improving estimates.  
 Clarification of estimate reductions applied to static volume calculations.  In 
order to take values with theoretical significance and turn them into appraisals of 
injection volumes that could reasonably be anticipated, a discount factor taking 
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into consideration parameters accounted for in dynamic calculations needs to be 
utilized.   
The lessons learned from this work can be useful to future sequestration projects in 
similar geologic settings globally.  
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2. DETERMINING HOW TO CALCULATE CAPACITY  
The comparison of methodologies is undertaken to assist in capacity estimates for 
a current research project examining storage options in the State of Texas Offshore Lands 
(STOL), the DOE funded Texas Offshore Repository Project.  The results of the 
comparison, can also serve to assist those undertaking similar projects elsewhere. 
2.1 Necessity for Methodology Assessment 
Although the majority of the efforts in subsurface CO2 storage capacity estimation 
over the last two decades generally support the viability of geologic storage of carbon 
dioxide and available subsurface capacity, the topic is one of continual discussion in the 
regulatory and research communities.   Debate on subsurface capacity persists, in part 
because naturally occurring fluids in the subsurface, which serve as an analog for 
sequestration, are charged and trapped at completely different rates than what the CCS 
industry must achieve for injection of carbon dioxide.  There is little doubt that there is 
“pore space” underground; the question is whether CCS-programs can engineer injections 
at rates and volumes necessary to achieve mitigation in a safe and affordable way that 
does not risk the integrity of the porous media.  Sustained debate centers on a variety of 
factors, all of which serve to significantly reduce the ultimate realized storage volume 
compared to the total pore volume.  Here, total pore volume represents the theoretical 
amount of storage available for sequestration, and is the “physical [upper] limit of the 
rock pore volume, therefore an impractical value” (Bradshaw, 2009).  On the other hand, 
ultimate realized storage volume is defined as what could actually be injected into the 
subsurface when “operational, economic, legislative, environmental, or source-sink 
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matching considerations” (Bradshaw, 2009) are taken into account.  Evaluations using 
end-member methodologies result in everything from more-than-sufficient, to negligible 
available capacity.  In large part, these estimates serve as starting points for validation via 
additional modeling and pilot tests.  However, fairly simple initial considerations become 
complicated by a variety of factors relating to geologic characterization and complexities 
relating to multi-phase fluid flow involving buoyant injectate (CO2) in geologic systems 
with a variety of natural geologic heterogeneities and boundary conditions.   
Rather than representing an inconsistent understanding of subsurface capacity, the 
various methodologies are a demonstration of the evolved sophistication of the topic in 
response to recognition of the myriad factors that can influence a calculation.  There is no 
single best way to calculate capacity for all prospective storage sites, but rather a variety 
of techniques that speak to the different backgrounds and needs of the practitioners.  To 
put the current variety of methodologies in their present context, it is useful to review the 
development of the topic to understand the variety of ways that capacity is defined.   
Initially capacity was related primarily to the subsurface pore volume and fluid 
flow properties, which is a standard geologic consideration for evaluating fluid volumes 
in the subsurface in both the hydrologic and hydrocarbon exploration communities.  Over 
time, discussion shifted to topics of CO2 solubility in brine, pressurization in the 
formation and surrounding media, and displacement of native brine fluids (Haszeldine, 
2009).  The current transition in emphasis has evolved the focus towards geocellular 
modeling and flow simulation rather than standard volumetric calculations.  The 
evolution of the methodologies also serves to highlight boundary condition concerns.  
Controversy over open versus closed boundary conditions, highlighted by Ehlig- 
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Economides and Economides (2010) persist as assumptions for calculations dramatically 
impact the resulting capacity estimates.  Many criticisms are made of closed boundary 
conditions, including the responses to Ehlig-Economides and Economides by Chadwick 
(2010) and Dooley (2010).  The main criticism of closed boundary conditions is that it is 
unrealistic to anticipate reservoirs in the subsurface that have no communication with the 
surrounding media.  It is much more realistic to anticipate sequestration sites where 
reservoirs are “surrounded by rocks which are variably porous and permeable” 
(Chadwick, 2010) allowing pressure increases to bleed off into surrounding media.  
Decades of oil production have proven that most reservoirs have some amount of 
communication with the surrounding rocks, indicated by the volume of water produced 
during hydrocarbon production.  Of the 13,020 sands in the 2006 Sands database, 10,611 
are classified as water drive or partial water drive.  This drive mechanism indicates 
connectivity with surrounding aquifers, providing fluids at rates and pressures that can 
drive production.  The produced volume exceeds the reservoir volume of the field, 
indicating active migration.   
Most realistically, capacity determinations are site-specific and the comment of 
Haszeldine (2009) that the true capacity of saline formations will only emerge in light of 
industrial scale storage projects over the next decade seems a pragmatic recognition.  
Rather than reprising the various lines of debate, this work attempts to understand and 
compare a variety of published methodologies in order to identify the critical aspects that 
may be of interest for efficient implementation by today’s practitioner. 
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A similar effort to the comparison presented by this paper is conducted by Popova 
(2012) which compares assessment methodologies “in terms of physical setting, physical 
processes, key equations, input parameters, and storage efficiencies” (Popova, 2012).  
However, all three methodologies analyzed in Popova are static volumetric methods and 
as such, no insight is gained as to how static and dynamic approaches vary.  This paper 
focuses on the differences between the two main approaches, static and dynamic, and as 
such diverges from previous efforts analyzing sequestration methodology.         
2.2 Approach 
Despite the incipient nature of carbon capture and storage, a breadth of research 
literature from a multitude of sources exists.  The topic of the papers reviewed varies, 
ranging from trapping mechanisms, capacity calculation, site selection, or any 
combination at varying depths.  Before site selection could occur for the Texas Offshore 
Repository Project, a method for calculating capacity was needed.  In order to better 
understand all of the calculated methodologies available, a literature review of the 
premier work being conducted was undertaken (Table 2.1).  
A vast majority of the papers present at least one method for calculating storage 
capacity, which highlights the types of approaches that exist.  Four general methods 
based on theory and algorithms (Table 2.2) exist:  
 volumetric based estimation 
 coefficient concept method 
 injection rate method 
 boundary condition/compressibility method 
 15 
 
These four methods can be lumped into two fundamental approaches in the field of 
capacity.  The first fundamental approach is static, which includes the volumetric based 
estimation method and the coefficient concept method.  Static approaches use reservoir 
and fluid properties, which are not a function of time, to calculate a volume of carbon 
dioxide that can be stored.   The second fundamental approach is dynamic, which 
encompasses the injection rate method and the boundary condition/compressibility 
method, and does consider properties that are a function of time, which ultimately 
constrains the final injected volume. 
 No new methods are developed as part of this research, only existing 
methodologies and equations are reviewed.  
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Table 2.1: List of references reviewed in the study 
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Table 2.2: Categorization of references for comparison of methodologies by reference number 
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2.3 Results 
2.3.1 APPROACH #1: STATIC ESTIMATIONS 
The static approach includes two methods: a volumetric method which calculates 
capacity as a function of pore space, and a coefficient concept method. 
2.3.1.1 Volumetric 
There are two volumetric calculations that can be distinguished based on how 
they address aspects of residual fluids.  Importantly, the composition and flow behavior 
of residual fluids in a reservoir impact pore volume available to CO2 injectate.  Although 
the calculations are similar, they vary as a function of original saturation composition 
before CO2 injection: either saline water (brine) or hydrocarbons. 
2.3.1.1.1 Saline Aquifers 
The most commonly encountered volumetric calculation is the volumetric based 
estimation for saline aquifers.  It calculates the mass that can “fit” in the pore space.  Pore 
space is almost universally calculated as shown in Equation 2.1 (Brennan, 2010): 
 
 hAVp  
Equation 2.1: Total pore volume of a formation 
For Equation 2.1, Vp is the pore volume, A is area of the formation, h is the thickness of 
the unit, and Φ represents porosity.  Unfortunately, not all of this pore space is available 
to store CO2.  A reduction of volume is sensible considering residual fluids in the pore 
space (Equation 2.2) giving the theoretical volume available for CO2 (Bachu, 2007): 
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Equation 2.2: Theoretical pore volume available for CO2 
where Swirr represents irreducible water saturation of the formation.  In order to determine 
the mass of CO2 that can be stored, CO2 density (ρ) must be multiplied by the volume, 
arriving at a mass. CO2 density is a function of subsurface temperature and pressure.  
These two variables can be determined from local gradients or downhole wireline log 
data.  Once temperature and pressure values are known, Span & Wagner (1996) tables 
can be utilized to determine the reservoir-specific CO2 density, resulting in the mass of 
CO2 that can be stored (Equation 2.3): 
 
22 COpCO VM   
Equation 2.3: Theoretical mass of CO2 that can be stored 
Refining the mass calculation to reflect how much of the reservoir (Vp, Eq. 2.1) the CO2 
may actually come in contact with is traditionally addressed by using an efficiency factor, 
E.  “Efficiency is the multiplicative combination of volumetric parameters that reflect the 
portion of a basin’s total pore volume that CO2 is expected to actually contact” (NETL, 
Appendix A) and can significantly reduce estimations of “available space”.  Efficiency 
factors range from 0.04% (Goodman, 2011) to 4% (NETL A, 2007). This is the final 
consideration in estimating the ultimate mass of CO2 a formation can hold using the static 
volumetric method (Equation 2.4; NETL A, 2007; Bradshaw, 2009; Van der Meer, 
2009):   
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EVM 22 COpCO  
 
Equation 2.4: Ultimate mass of CO2 that can be stored 
The value resulting from the use of E is a constant estimation of the mass of CO2 that can 
be injected into a particular subsurface area.  No consideration is made for parameters 
that may change during injection, as each parameter is assumed to remain constant (see 
Discussion). 
 
2.3.1.1.2 Oil & Gas Reservoirs 
The second static volumetric calculation is for oil and gas reservoirs.  Estimates 
for depleted oil and gas reservoirs calculate original oil in place (OOIP) or original gas in 
place (OGIP), multiply by CO2 density and formation volume factor, and reduce the 
estimate with E (Equation 2.5). 
 
oCOpCO BEVM 22    
Equation 2.5: Mass of CO2 that can be stored in an oil/gas reservoir 
E for depleted oil and gas reservoirs “reflects a fraction of the total pore volume from 
which oil/gas has been produced and can be filled” (NETL A, 2007).   Industry standards 
to calculate OOIP or OGIP estimate pore volume (Vp) and include an additional 
parameter, reservoir volume factor (Bo).  The Bo parameter converts surface volume to 
subsurface volume.  This is an important factor to consider in converting OOIP/OGIP 
estimates to sequestration capacities.  Oil and gas expand upon reaching the surface as 
temperatures and pressures decrease.  If the sequestration capacity estimate did not 
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include Bo, then the capacity estimate (MCO2) would be grossly overestimated since the 
expansion of oil or gas at the surface will not affect the available pore space in the 
ground, but does affect the volume of hydrocarbons at the surface. 
 
 2.3.1.2 Coefficient Concept  
The second static method to calculate capacity is the coefficient concept method 
(Equation 2.6).  This method differs from the volumetric methods in that it assigns 
coefficients to account for various parameters that affect a reservoir’s ability to trap CO2.  
The four sources that describe this approach (seen in Table 2.2) present different 
coefficients, but they generally account for fluid mobility and buoyancy, as well as 
reservoir heterogeneity and geometry (Bachu, 2004, Bachu, 2007; Hovorka, 2004; Kopp, 
2008). 
 hgi CCCC  
Equation 2.6: Coefficient Concept approach to capacity calculation 
Specifically, this coefficient concept method considers intrinsic capacity (Ci), geometric 
capacity (Cg), and heterogeneity (Ch).  Ci is defined as the fraction of pore space 
occupied by CO2 assuming radial flow through uniform medium, is controlled by multi-
phase flow and is additive between gas and aqueous phases.  Cg accounts for departures 
from idealized radial flow geometry assumed for Ci and is controlled by formation and 
injection geometry.  Ch accounts for bypass flow arising from geological heterogeneity, 
and is also known as horizontal sweep efficiency.  These variables are “not generally 
possible to identify … unambiguously” (Hovorka, 2004) rendering this approach less 
applicable.   
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2.3.2 APPROACH #2: DYNAMIC ESTIMATIONS 
 
The other approach currently available is the dynamic approach.  Dynamic 
approaches consider any combination of injection rates, reservoir pressure evolution, and 
compressibility effects as a function of time in order to determine available capacity.  The 
dynamic approach considers how the formation will change during CCS operations, and 
how these changes will accommodate or affect ultimate CO2 storage. As such, they are a 
fundamentally different from static approaches at evaluating storage capacity. 
 2.3.2.1 Injection Rate Based Method 
The first dynamic method incorporates changing injection rate (Equation 2.7) 
based on decline curve analysis.  The injection rate based method is presented by a single 
source (Reference 7, in Tables 2.1 and 2.2). It is applicable if injection rate varies with 
time due to pseudo-state conditions, entailing increasing pressure in the formation and 
decreasing injection rate with time (NETL B, 2008).  Pseudo-steady state flow is defined 
as a situation where “pressure at every point in the reservoir is changing at the same rate, 
suggesting that the average reservoir pressure is also changing at the same rate” (Craft, 
1991).  Although the equation here does not apply an efficiency factor, Reference 7 
discusses the potential use of an efficiency factor, similar to that described above 
(Equation 2.4) which would serve to further refine the estimation of predicted capacity. 
D
)q(q
G
22i
2
COCO
CO

  
Equation 2.7: Calculating capacity based on injection rate 
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For this method, qCO2i is initial injection rate, qCO2 is injection rate, and D is a decline 
coefficient reflecting various flow characteristics (NETL B, 2008).  Calculation of 
injection rate (qCO2) is (Equation 2.8): 
Dt
COCO eqq 2i2
  
Equation 2.8: Determining injection rate 
 
The parameter t, which represents time, is implemented for determining injection rates 
that may vary as a function of time, as pressure increases in the formation, making a 
reduction in injection rates necessary.  Unfortunately, no details are provided for 
calculating the factor D, which renders Equations 2.7 and 2.8 difficult to calculate and 
implement as part of a realistic and reasonable capacity calculation. 
2.3.2.2 Boundary Conditions/Compressibility Method 
Three methods utilizing compressibility and pressure as factors to determine 
capacity of CO2 are presented below, highlighting boundary condition assumptions.  
Closed boundary conditions dictate that all sides of a reservoir receiving injection of CO2 
are impervious.  This closed boundary assumption means that increased pressure in the 
reservoir cannot dissipate through the surrounding rock.  On the other hand, open 
boundary conditions assume that surrounding rock, with the exception of the overlying 
seal, are variably porous and permeable.  This assumption means that increased pressure 
in the reservoir can dissipate, to varying degrees, in the surrounding media.  Boundary 
conditions matter for dynamic calculations since pressures in the reservoir cannot exceed 
fracture pressure as dictated by regulatory agencies.  If increased pressure cannot 
dissipate into surrounding rock, then injections will be shut off significantly earlier in 
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comparison to open boundary injections.  Injection shutting-off earlier will result in 
significant decreases in available capacity.   
The first method (Equation 2.9) is applicable to single-phase oil reservoirs and 
confined saline water formations (NETL B, 2008) and assumes closed system conditions: 
 otwowCO ppcVΔVG 2   
Equation 2.9: Capacity based on compressibility & pressure increase 
 
where GCO2 is the projected CO2 capacity, ΔVw is the compressed water volume, ΔVwo is 
the original water volume (a function of area, thickness and porosity), ct is the sum of 
formation pore compressibility (cp) and in-situ water compressibility (cw), and p-po is the 
increase in pressure from initial (the maximum value for p is the maximum capillary 
pressure).  Gorecki et al. also discusses this method (Reference 11 seen in Table 2.2 
(2009). 
The second method, discussed by Economides (Equation 2.10) and involving 
multiple steps, assumes that the system is closed and that pseudo-steady state conditions 
exist.  This first step is similar to Equation 2.9. 
  triCO cVppV 2   
Equation 2.10: Economides determination of capacity 
 
where VCO2 is the total volume of CO2 injected over the life of sequestration, p is the 
average reservoir pressure, pi is the initial reservoir pressure, Vr is the minimum required 
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aquifer pore volume to store VCO2, and ct is the total compressibility accounting for CO2, 
brine, and rock compressibility.  To calculate p  (Equation 2.11): 
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Equation 2.11: Determining average reservoir pressure 
 
where Pwi is the wellbore injection pressure, k is the permeability (mD), h is depth (ft), 
qCO2 is the downhole injection rate (bpd), µg is the CO2 viscosity (cp), kr,sg =1 is the 
relative permeability of CO2 in the single phase region, rdry is the outer radii of single 
phase CO2 (ft), rw is the well radius (ft), krg is the relative CO2 permeability, krw is the 
relative water permeability, µw is the brine viscosity (cp), rBL is the radii of 2-phase 
Buckley-Leverett front (ft), and re is the radii of single phase brine.  Economides also 
presents a way to determine Pwi, the wellbore injection pressure (Equation 2.12): 
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Equation 2.12: Determining wellbore injection pressure 
 
where t is time (hours), Φ is porosity, and cti is initial total compressibility (psi
-1
).  This is 
a controversial approach due to the assumptions of closed reservoirs, calculation 
conducted on a single thin sand (for entire reservoir), exclusion of depleted hydrocarbon 
reservoirs, removal of any outcropping aquifer from consideration, and dismissal of 
dissolution, in the paper.  The Economides paper dismisses CCS based on the use of a 
completely closed reservoir example, which they then extrapolate the results from to 
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make “commentary on a regional storage capacity” (Chadwick, 2010) level.  A single, 
limiting example cannot comment on an entire region.  Furthermore, the Economides 
paper misrepresents findings from Sleipner field and is plagued by inconsistent 
calculations, comparisons, and contradictions with data and concluding dismissal of CCS.   
For semi-closed systems, Zhou (2008) (Reference 8) presents a method to 
calculate CO2 volume (Equation 2.13).  The equation that expresses that CO2 volume is a 
function of three contributing factors: storage volume in the formation, expanded storage 
volume in the seals contained within the system, and volumetric leakage of brine into 
formations above the upper seal and below the lower seal.  The first two parts of the sum 
are specific versions of previous compressibility equations, but the third part of the sum 
is a new consideration not seen in the other equations, because it considers leakage across 
the seals, above and below the injection formation.  
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Equation 2.13: Calculating capacity for a semi-closed system 
 
where VCO2(ti) is the total pore volume occupied by injected CO2 under final storage 
condition, ti is the given injection time, βp is pore compressibility of the storage 
formation, βw is the native brine compressibility, Δp(ti) is the pressure buildup at time ti, 
Vf is the initial total pore volume, is the seal pore compressibility, Vs is the total pore 
volume of the upper and lower seals, A is the horizontal area, Ks is the seal permeability, 
Δp(t) is the transient pressure buildup from beginning to end of injection (t = [0,ti]), μw is 
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the viscosity of native brine, and Bs is the seal thickness.  Pore and brine compressibility 
are calculated (Equations 2.14 and 2.15): 
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Equation 2.14: Calculating pore compressibility 
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Equation 2.15: Calculating native brine compressibility 
 
 
where Ф'f is storage formation porosity (dependent on pressure change and excludes 
vertical formation expansion) which reflects confining pressure and overburden stress 
prior to injection and ρw is the brine density.  Formation volume and seal volume are 
calculated (Equations 2.16 and 2.17):  
fff ABV 
 
Equation 2.16: Determining formation volume 
 
sss AB2V   
Equation 2.17: Determining upper and lower seal volume 
 
where the subscript f stands for formation and s stands for seal, V represents volume, phi 
is porosity, A is horizontal area, and B is thickness. 
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2.4 Discussion 
So how does one decide which method to implement?  The volumetric method 
lends itself to relative ease of execution, since the parameters do not require numerical 
simulation as they are not assumed to vary temporally as a result of injection.  The 
coefficient concept method is being implemented less frequently, as there is little 
direction in how a project, beyond theory, might go about calculating the coefficients in 
practical execution.  For the dynamic approach, the injection rate-based method and the 
boundary condition/compressibility method, while not as ubiquitous in the literature, 
present variables that will play a major role in sequestration and should be considered for 
the STOL study.  Focusing on the differences between the two main approaches 
highlights the impacts made by both the static and dynamic approach on the ultimate 
reported volume available for storage, assisting in the important step of selecting a 
methodology for volume estimations.     
There is a reason the static volumetric calculation is so popular.  Armed with 
basic reservoir properties, one can achieve an estimate for sequestration potential without 
having to construct geologic models and devote time to simulation, which is timely and 
expensive.  The value of the static volumetrics is solely dependent on the accuracy 
(considering heterogeneous systems) of the input.  The technique is similar to 
calculations of gas in place (GIP), which is a very well accepted approach in the oil and 
gas industry for calculating volumetrics.  Since the pore volume equation is a function of 
geologic parameters (area, thickness, porosity), it only calculates the total or theoretically 
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available pore volume, not how much of the pore volume will likely be accessed by the 
injected CO2.  In order to consider the CO2 contact volume with the reservoir, an 
efficiency factor is applied (Equation 2.4).   
The efficiency factor is a discount factor that “gauges the fraction of the 
accessible pore volume that will be occupied by the injected CO2” (Goodman, 2011).  
The geologic and fluid parameters taken into consideration when calculating the 
efficiency factor are net-to-total reservoir area, net-to-gross reservoir thickness, effective-
to-total porosity, heterogeneity both laterally and vertically, gravity effects, and 
irreducible water saturation.  The efficiency factor is calculated in various ways by 
different entities, including Monte Carlo numerical simulations (DOE, National Energy 
Technology Laboratory) and reservoir flow simulation via TOUGH2 simulator (Hovorka, 
2004).  The range of E varies depending on the simulations conducted, but the lowest 
value of E reported is 0.4% (Goodman, 2011), while the highest value of E reported is 
6% (Van der Meer, 2005), depending on formation lithology and percent probability 
range (P10, P50, P90). 
The static volumetric based method, while valuable and relevant, is not the most 
accurate method of calculating capacity.  Even though the efficiency factor serves to 
refine estimates, there are parameters that are time dependent that are not considered 
anywhere in the volumetric equation.  Natural systems are charged with hydrocarbons on 
a very different time scale than the one necessary for injecting carbon dioxide on scales 
large enough to make an impact on carbon dioxide emissions.  The time required to place 
a volume of CO2 underground must be considered as it affects the economics of a project.  
Additionally, injecting CO2 will result in an increase in reservoir pressures that must be 
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monitored in order to prevent seal failure.  None of the static volumetric equations take 
the time factor or pressure elevation in the reservoir into account.  The lack of 
consideration for these properties may result in an over estimation of volume that can be 
injected in the reservoir realistically.  Dynamic estimates on the other hand do consider 
both time and pressure elevation constraints when calculating the ultimate volume 
available for CO2 injectate.  This paper presents dynamic calculations in order to 
understand how injection time and limited pressure elevation affect capacity. 
 
2.5 Conclusion 
No single method for calculating subsurface capacity for CO2 storage is suitable 
for every geologic setting and type of formation.  Each method lends its self towards a 
certain type of formation due to the assumptions made in the calculation.  In selecting a 
method for the Texas Offshore Repository Project, which is prospecting for saline 
aquifers for potential sequestration, all methods have been considered.  The coefficient 
concept method is ruled out for this assessment owing to the fact that the coefficients are 
“not generally possible to identify …unambiguously” (Hovorka, 2004) rendering the 
method less applicable for this study.  The injection rate method is also ruled out, owing 
to the challenges of determining the factor D, found throughout the method.  The last two 
candidates, static volumetric based method and boundary condition/compressibility 
method, are both strong methods with applicability available for saline aquifer 
assessment.  The static volumetric based method is widely accepted and currently used in 
the majority of assessments both nationally and internationally.  However, there is room 
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for improvement in calculating capacity, by using the dynamic boundary 
condition/compressibility method.  With this in consideration, the Texas Offshore 
Repository Project capacity will be calculated via both the static volumetric method and 
the dynamic boundary condition/compressibility method in the following chapters.  This 
facilitates direct comparison of the methods, better insight of the area’s potential 
capacity, and an improved estimation of the efficiency factor, which plays a significant 
role in the static volumetric equation.   
A testable hypothesis is that the dynamic calculation will result in an order of 
magnitude smaller estimation versus the static calculation, since the consideration of both 
injection time and allowable pressure elevation are expected to be limiting factors.  The 
difference between the calculated capacities using the two methods should relate to the 
use of constraints considered in the dynamic calculation, injection time and pressure 
elevation.  These two factors will play a major role in actual implementation of CO2 
sequestration storage projects.  Therefore, in the sections that follow, their effects will be 
considered, compared, and understood when calculating capacity in order to prevent over 
estimation or selection of an unsuitable site. 
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3. GEOLOGIC PROPERTIES OF THE DATASET UTILIZED IN 
CAPACITY CALCULATIONS FOR THE GOM 
In order to understand capacity calculations, it is important to first discuss the 
basic characteristics of the dataset. The Atlas of Gulf of Mexico Gas and Oil Sands (Seni, 
2006) data base is analyzed in this study in order to make capacity calculations for the 
region.  Being informed of the type and size of accumulations naturally occurring in the 
Gulf of Mexico improves understanding of the capacity calculation results.  The Atlas of 
Gulf of Mexico Gas and Oil Sands was published in 1999, and updated in 2001, 2003, 
2004, 2005, and 2006.  This investigation is performed on the 2006 sands file, which 
provides data for sands productive of hydrocarbons reported as part of standard 
regulatory practices.  While the data accounts for producing oil and gas reservoirs, it is 
serving as an analog for saline aquifers in the same region.  Saline aquifers are not 
economic to explore, leaving little information available on them, while there exists a 
plethora of data on hydrocarbon reservoirs.  Thus, the analysis presented here assumes 
that saline aquifers in the Gulf of Mexico are similar in reservoir properties and geologic 
setting to the documented hydrocarbon sands.  Specifically, each hydrocarbon producing 
sand is assumed to represent a viable CO2 storage target in a non-hydrocarbon bearing 
setting.  The data base consists of 91 separate categories of information for 13,020 unique 
productive sands in the Outer Continental Shelf (OCS) Region.  Location data exists for 
2,225 unique productive sands (Figure 3.1), 566 of which are in the Miocene subset and 
of those, 226 are in the near State/Federal Line subset.  The area is owned by the U.S. 
Federal Government and regulated by the Bureau of Ocean Energy Management, 
Regulation, and Enforcement (BOEMRE), formerly the Minerals Management Service 
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(MMS).  The MMS commissioned the Bureau of Economic Geology to compile the 
information for the area in 1997 with updates occurring every couple of years.  Reported 
values for Gas in Place (GIP) for the reservoirs provide an opportunity for direct 
comparison of calculated volumes of injected CO2 with natural accumulation sizes that 
are known to be retained over geologic timescales.   
 
Figure 3.1: Well location for 2006 Sands Dataset geographical information; (Wallace, 
2012) 
 
3.1 Geologic characterization of reservoirs 
 Petrophysics is “the study of physical and chemical rock properties and their 
interactions with fluids” (Tiab, 2011).  By improving rock fluid understanding, the oil 
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and gas industry is more capable of predicting subsurface behavior and producing 
hydrocarbons in the most efficient manner.  The CCS community can learn from the 
same ideas, improving prediction of injection behavior.  Key relationships in rock 
properties have been well established, but insight continues to improve with 
technological advancements.   Knowledge of basic petrophysical relationships, coupled 
with the use of the 2006 Sands database in this study, allows for an extensive analysis of 
reservoirs in the region.   The selection of the 2006 Sands database is due to the 
abundance of rock property and production data in the Gulf of Mexico.  Additionally, the 
extent and type of data fosters an understanding of key relationships between rock 
properties and available capacity, specific to the Gulf of Mexico, an available and 
potentially ideal candidate for sequestration. 
3.1.1 POROSITY 
 Porosity, defined as the fraction of the bulk volume of the reservoir that is not 
occupied by the solid framework of the reservoir (Tiab, 2011) is one of the most 
important characteristics of a formation as “it is a measure of the ability of that rock to 
store fluids” (Tiab, 2011).  The porosity in a given area within a defined thickness is 
referred to as pore volume.  For CO2 sequestration, a rock’s ability to store fluids, via 
pore volume, is imperative in order to realistically inject and trap fluids in the subsurface.  
In sandstone reservoirs, porosity is affected by an assortment of texture factors including 
grain size, grain shape and distribution, packing of the grains cementation, and 
compaction (Tiab, 2011).  Porosity, if created syndepositionally, is referred to as primary 
porosity.  If the porosity is created post-depositionally due to diagenesis, catagenesis, or 
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earth stresses, it is designated secondary porosity (Tiab, 2011).  When the pores are 
interconnected, porosity is defined as effective.  Effective porosity excludes closed pores 
since they are inaccessible and unavailable for storage due to lack of fluid conductivity 
through those pores.  Numerous relationships between porosity and various reservoir 
properties are demonstrated through experiments, core analysis, and petrophysical 
measurements from wireline logging tools, providing useful insight as to how these 
properties are related.   
A fundamental relationship is how porosity behaves as a function of depth.  
During burial, overburden stress increases on a layer of sediment as subsequent layers of 
sediment are deposited on top of it.  The increase in overburden stress results in 
compaction of the sediments, decreasing porosity in the formation as grains are crushed 
and compacted.  The rate of decreasing porosity with increasing depth is logarithmic 
(Tiab, 2011).  The specific rate of change, or shape of the curve, is dependent on the type 
of sediment and the subsurface environment (Figure 3.2 and Figure 3.3) (Tiab, 2011). 
The data show a range in values for a given depth. This may be, in part, a function of 
various reporting techniques employed by the plethora of producers in the field, or the 
way the value is reported as a “weighted average of all sandstone-body reservoirs in [the 
hydrocarbon] pool” (MMS, 2006).  Other possible explanations may be due to rapid 
burial, where pore fluids cannot escape, preventing large decreases in porosity, or burial 
of sediments at depths much greater than present day, that reduced porosity much more.  
Despite the variability, the decreasing porosity with increasing depth the database 
exhibits a typical decrease in porosity with depth.     
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 Porosity is also related to permeability (Chilingarian, 1963; Timur, 1968; Pittman, 
1992).  The relationship is a function of the rock fabric, but consistently exhibits a 
positive correlation between porosity and permeability (Figure 3.4).  The data in the 2006 
sands database has similar porosity to permeability trends, positive correlation, as 
previous papers have discussed (Chilingarian, 1963; Timur, 1968; Pittman, 1992) albeit 
with more scatter for the dataset in this study. 
Although there is a degree of variability in porosity’s behavior with depth and 
permeability, the data follow predictable trends and indicates that Miocene-age strata in 
the Gulf of Mexico are representative of much of what is in the basin.  
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Figure 3.2: Porosity vs. Depth for 2006 sands database; inset: idealized porosity versus depth graph (Tiab, 2011); gray points 
are for the entire database, the blue data points are for Miocene classified sands only, and the red points are for Miocene 
classified sands that exist near the State/Federal line (10 miles off the coast). 
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Figure 3.3: Box & Whisker Diagram for Porosity; displaying the minimum, lower quartile, median, upper quartile, and 
maximum for porosities of 20%, 25%, 30%, and 35%.
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Figure 3.4: Porosity vs. Permeability for 2006 Sands dataset; striping exists as an artifact from how values are reported as 
whole numbers
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3.1.2 PRESSURE AND TEMPERATURE 
 Pressure and temperature are key factors for injection of carbon dioxide, as 
density of injected CO2 is a function of both temperature and pressure.  While increasing 
pressure results in a higher density, increasing temperature for the same pressure results 
in a density decrease.  The volume available in the formation does not change, but the 
mass of carbon dioxide that can be stored in a particular volume is affected by pressure 
and temperature.  Both factors are known to increase with depth.   
Pressure is one of the most important characteristics of a reservoir, and dictates 
whether a reservoir can accept injectate or not.  The EPA created Federal Requirements 
under the Underground Injection Control (UIC) Program for Carbon Dioxide in 
December, 2010.  The guidelines classify operations under Class VI wells, limiting 
injection pressure to “not exceed 90 percent of the fracture pressure of the injection zone” 
(EPA, 2010).   This regulation renders correct knowledge of reservoir pressure necessary 
in order to calculate fracture pressure, and limit injection pressure to U.S. Federal 
standards.  If a reservoir is normally pressured, then the pore pressure is equal to the 
hydrostatic pressure.  Hydrostatic pressure describes “the pressure associated with a 
column of water from the surface to the depth of interest” (Zoback, 2010).  This value is 
about 0.44 psi/ft, depending on salinity (Figure 3.5). 
If a reservoir is normally pressured, it “implies an open and interconnected pore 
and fracture network from the earth’s surface to the depth of measurement” (Zoback, 
2010) which is often not the case.  Where the depth of interest is not “open and 
interconnected” to the earth’s surface, overpressure is encountered.  The limit for pore 
pressure is the overburden pressure.  Overburden pressure is equal to the lithostatic 
pressure, “caused by the density of the rocks and transmitted through the grain-to-grain 
 41 
contacts of successive layers of rocks” (Tiab, 2011), plus fluid pressure.  This gradient is 
generally accepted to be 1 psi/foot (Tiab, 2011) (Figure 3.5).  The majority of the 
reservoirs are over-pressured (at pressure beyond hydrostatic), but do not exceed fracture 
pressure. Some reservoirs have pressures at or exceeding overburden gradient and are 
unsuitable for injection.  The pressure difference between a data point representing a 
reservoir pressure and overburden gradient is the allowable pressure elevation in that 
reservoir that will preclude fracturing.  For added precaution, capacity calculations for 
this study do not exceed 80 percent of fracture pressure. 
 Temperatures in the basin are not as tightly constrained as pressure for a given 
depth (Figure 3.6).  The entire dataset has a large range in temperatures for any given 
depth, but the smaller Miocene subset (blue points) range is less variable. 
Depth
eTemperatur SurfaceeTemperatur hole Bottom
Gradient Geothermal

  
Equation 3.1: Calculating Geothermal Gradient (Tiab, 2011) 
From the Miocene subset, a bottomhole temperature of 296˚F, an annual surface 
temperature of 70˚F, and a depth of 15,472’, the gradient is 1.46˚F/100ft (Figure 3.6).  
Globally, a ratio of 1˚F/100ft is generally accepted.  This 2006 sands dataset has a higher 
thermal gradient, which is not the focus of this study, but should be noted when 
considering ideal depths for injection of CO2 as temperature effects density, which in turn 
affects the associated mass of CO2.
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Figure 3.5: Pressure vs. Depth for the 2006 Sands Dataset 
 43 
 
 
Figure 3.6: Temperature vs. Depth for the 2006 Sands dataset
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3.1.3 RESIDUAL WATER SATURATION 
 Water saturation is critical for carbon dioxide sequestration, as storage is heavily 
dependent on connate water moving out of the pore space in order to make room for the 
injectate.  Water saturation exhibits a less well constrained relationship versus 
temperature or pressure with depth.  For this data set there does not appear to be a 
correlation between depth and water saturation (Figure 3.7).  Additionally, despite 
research by Timur (1968) showing a relationship between porosity, water saturation and 
permeability, there does not appear to be any correlation between porosity and residual 
water saturation for this data set (Figure 3.8).  However there is a trend between 
permeability and water saturation (Figure 3.9).  Increasing permeability leads to overall 
lower residual water saturations.  This may be explained by higher permeabilities 
allowing easier escape of connate water when other fluids are introduced to the system.  
Lower permeabilities do not allow conductivity of fluids as easily, hindering connate 
water escape.  Lower residual water saturations are ideal, because it indicates that the 
formation is capable of allowing in situ fluids to be pushed out easier than formations 
with higher residual water saturations.  The Texas Offshore Repository Project intends to 
identify locations in State waters for potential sequestration, where less data on reservoir 
characterization is available.   Fortunately, the Miocene-age reservoirs, and those near the 
Texas State waters, behave similarly to the entire Miocene dataset.  Further analysis will 
focus on the Miocene subset, assuming Miocene stratigraphy in Texas State waters 
behaves similarly to Miocene stratigraphy in Federal waters.
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Figure 3.7: Water Saturation vs. Depth for the 2006 Sands Dataset; gray points represent the entire 2006 sands database, blue 
points are a subset representing the lower, middle, and upper Miocene reservoirs, and the red points indicate the 
Miocene subset that is near Texas State waters 
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Figure 3.8: Porosity vs. Water Saturation for the 2006 Sands Dataset; gray points represent the entire 2006 sands database, blue 
points are a subset representing the lower, middle, and upper Miocene reservoirs, and the red points indicate the 
Miocene subset that is near Texas State waters 
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Figure 3.9: Permeability vs. Residual Water Saturation for the 2006 Sands dataset; gray points represent the entire 2006 sands 
database, blue points are a subset representing the lower, middle, and upper Miocene reservoirs, and the red 
points indicate the Miocene subset that is near Texas State waters
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. 3.2 TRAP ANALYSIS 
 There are a variety of hydrocarbon trap types in the Gulf of Mexico If one or 
more trap types indicate a higher cumulative probability of trapping hydrocarbons than 
other trap types, there is an innate advantage to focusing on it for sequestration.  If no 
trap type outperforms the others, this study can focus on all trap types for sequestration 
potential.   
3.2.1 TRAP OCCURRENCE 
 Of the sixteen reported trap types for the 2006 Sands dataset, eight occur often 
enough to analyze their frequency and relative ability to trap hydrocarbons, i.e. their 
efficiency.  Eight trap types do not occur with sufficient frequency in the database to 
analyze meaningfully.  They are reverse faults, turtle structures, caprock, permeability 
trap, onlap sands, angular unconformity, patch reef, and subsalt.  The subsequent analysis 
will exclude these eight trap types.  There are 618 reservoirs not assigned a trap type.  
The remaining eight trap types (Table 3.1) occur a combined 12,184 times.  The four 
most frequently occurring trap types (Figure 3.10) in the Gulf of Mexico are Faulted 
Anticline (3,903), Flank Trap associated with salt/shale diapirs (3,260), Normal Fault 
(2,053), and Rollover Anticline (1,505). 
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Trap Type Schematic of Trap Type 
Anticline 
 
Faulted Anticline 
 
Rollover Anticline 
 
Normal Fault 
 
Flank Traps associated with Salt/Shale 
Diapir 
 
Sediments Overlying Dome 
 
Updip Facies Change 
 
Updip Pinchout 
 
Table 3.1: Schematic of trap types analyzed; www.earthsci.org
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Figure 3.10: Trap Type vs. Occurrence for 2006 Sands Dataset 
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3.2.2 NET RESERVOIR THICKNESS 
 Thickness of a reservoir has a direct impact on pore volume available.  For the 
eight trap types occurring most often in the Gulf of Mexico, there is a peak in thickness 
frequency occurring between ten and twenty feet (Figures 3.11 & 3.12).  The Miocene 
reservoirs (3,685 sands) display a similar result, frequency peaking at 20 feet (Figure 
3.13).      
3.2.3 HYDROCARBONS PER TRAP TYPE 
 Trap type impacts the volume of hydrocarbons that are trapped, but that does not 
necessarily indicate that one trap type is better at capturing hydrocarbons than another.  
Paying attention to cumulative hydrocarbon volume per occurrence, all eight trap types 
appear to perform similarly (Figure 3.14) a point further illustrated by the cumulative 
distribution function (CDF) of gas in place from the database for the eight trap types of 
interest (Figure 3.15).  There is some spread in the CDF plots of the eight trap types.  
However this range is very small, as portrayed by the similar shape of the eight curves 
(the ninth curve represents all trap types). 
There is some variability in trap occurrence, but when population of trap type is 
considered, all eight trap types exhibit similar hydrocarbon accumulation potential.  
Furthermore, it does not appear that faulting influences the distribution of accumulation 
size.  This study will not focus on a specific trap type for future analysis, but will use the 
entire sub population of eight to analyze potential for carbon dioxide sequestration in the 
Gulf of Mexico. 
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Figure 3.11: Net Reservoir thickness per Trap Type
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Figure 3.12: Net Reservoir Thickness Cumulative Distribution Function
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Figure 3.13: Frequency of Reservoir Thickness for Miocene age stratigraphy 
 55 
 
Figure: 3.14: Cumulative hydrocarbons per Trap Type and Trap Occurrence; large occurrence equates to large volumes of 
hydrocarbons, but normalizing for frequency, all have similar hydrocarbon volumes
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Figure 3.15: Trap Type Cumulative Distribution Function
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3.3 Capacity Calculations using the Static Volumetric Method 
 The NETL calculation (Equation 2.4) is here applied to the 2006 sands data set, 
resulting in static volumetric capacity for saline aquifers having characteristics of the 
sands in the database.  In order to understand what this value means, pore volume, pore 
volume less water saturation, and Gas in Place (GIP) values are compared (Figure 3.16) 
to determine how each variable in the calculation affects the capacity estimate.  Pore 
volume is the maximum allowable space available.  The static volumetric method and the 
pore volume less water saturation are significantly lower than the pore volume.  The 
GIPCH4 is a value provided by the dataset, indicating the hydrocarbon volume in place but 
at surface conditions.  GIPCH4 is a function of the reservoir properties and is calculated by 
multiplying area, height, porosity, gas saturation (1-Sw (water saturation)), and the gas 
formation volume factor, BGI, for methane (also, provided by the dataset).  The GIPCO2 is 
calculated (Equation 3.1) for this study, in order to understand how much carbon dioxide 
relative to methane can fit in the same reservoir,.  The CO2 BGI is calculated using 
Equation 3.1 (Craft, 1991): 
cuft/SCF
P
zT
.BGI 028290  
Equation 3.2: Calculating gas formation volume factor 
The compressibility factor, z, is calculated using reduced temperatures and pressures with 
WinProp: Phase Behavior and Property Program (CMG, 2012).  The only difference 
between the two GIP plots (Figure 3.16) is BGI.  For a given temperature and pressure, 
the CO2 BGI is higher than the CH4 BGI (Figure 3.17).  Since the two GIP values are the 
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same thing except for the BGI factor, the larger CO2 BGI results in larger GIP values in 
comparison to the CH4 BGI.  Understanding these conversions is important.  Ensuring 
that both volumes are being discussed in the same terms (subsurface or surface) is crucial 
as the different gases behave differently at the surface.  While the values in the 
subsurface may be similar, they equate to very large differences at the surface. 
 Employing Equation 2.4, a static calculation is made for the entire Texas State 
Lands by Kerstan Wallace (GCCC).  Using a 3% efficiency factor, the capacity in the 10 
mile offshore area is: 86Gt.  Chapter 4 will look at how the static volumetric method 
calculations compare to dynamic method calculations for the same data set.
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Volumetric Calculations
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Figure 3.16: Volumetric Estimation: The 2 GIP values are two orders of magnitude larger than pore volume due to their 
respective BGI’s (subsurface volume to surface volume); Static calculation is much smaller pore volume and GIP plots due to 
the large reduction from efficiency factor. 
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Figure 3.17: Methane and CO2 formation volume factor CDF for each of the 3,685 reservoirs in the dataset.
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4. DYNAMIC CAPACITY CALCULATIONS ON THE 2006 SANDS 
DATASET 
 In order to understand how time and pressure constraints affect projected capacity 
volumes, a dynamic capacity calculation is made on the 2006 Sands dataset.  It is 
predicted that time limits and pressure constraints at the boundary will reduce estimated 
capacity in comparison to static approaches.   A code that models the injection of carbon 
dioxide into the subsurface is used to calculate dynamic capacity.  The code is similar to 
the dynamic approaches presented in 2.3.2 of this work in that it calculates injection 
pressure, injection rate, and the location of the CO2 and the CO2 plus brine fluid fronts 
through time in order to determine the capacity.   
   
4.1 Introduction 
 Dynamic capacity, in contrast to static capacity, provides unique insight into the 
sequestration potential of a reservoir by indicating the time required to place a specific 
fluid volume in the subsurface.  Presuming the equations properly model the system, the 
consideration of boundary conditions, injection rates, and relative permeability reduce 
capacity estimates towards more realistic volumes and associated fill times since 
variables that will affect sequestration projects are taken into consideration in the 
dynamic approach, which are not in the static approach.  Because time (duration of 
injection) is a major consideration for implementation in any project, knowing how long 
a particular volume of carbon dioxide requires for underground injection is crucial in 
determining if a particular site is suitable.  This concept, dynamic storage capacity, goes 
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beyond static volumetric estimations by providing more informed values of capacity with 
an associated fill time.  The only drawback to the dynamic approach used here is that 
there is a simplification of reservoir heterogeneity assumed for simple computation.   
   
4.1.1 THEORY AND CODE 
 The theory and code presented and discussed here are from Jain (2010), currently 
a Petroleum Engineering Ph.D. candidate at The University of Texas at Austin.  The 
codes were developed during his prior MS thesis work, also at UT-Austin. Use of this 
particular code allows for trouble-shooting and interaction with the developer throughout 
the simulation process to ensure proper execution and reliable results.  The code is run in 
Matlab™ and is a semi-analytical solution.  Semi-analytical solutions are ones that while 
not analytical (the solution can be evaluated to any desired degree of accuracy) they still 
use analytical solution derivations to refine an approximation (Craig, 2010).  For any 
given reservoir in the database, fundamental reservoir properties are known.  These 
include familiar properties such as porosity and permeability, but also other parameters 
such as trap type.  Using theory presented by Noh et al (2007) and Burton et al (2009) as 
implemented by Jain (2010), injection can be simulated into each reservoir by solving 
analytical solutions for flow and pressure evolution.  The simulations on the 2006 Sands 
dataset considers reservoir parameters, flow rate, flow fronts, and pressure at the 
boundary in order to calculate injection rate, volume injected, and fill time.  The 
simulation is set up such that there is a continuous line of injectors in the middle of an 
idealized square-shaped reservoir, the size (area and thickness) of which is determined by 
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the reported values.  The left and right boundaries are open and the top and bottom 
boundaries are closed, facilitating two-dimensional analytical solutions. The open lateral 
boundaries lead toward infinite-acting reservoir conditions from a modeling perspective.  
The simulation assumes CO2 is incompressible, that the pressure disturbance reaches the 
defined boundary instantaneously, and that the sands in the database are suitable 
reservoirs for storage.  Additionally the calculation assumes all reservoirs are 
geologically homogeneous, making areal, vertical, and gravity sweep efficiencies equal 
to unity (1).  These assumptions mean capacity values reported should be reduced by an 
order of magnitude (Jain, 2010).  Heterogeneity plays a role in how fluids move through 
porous media.  Since heterogeneity is not considered in the simulation, fluids move in a 
plug flow fashion (no gravity over-ride) which leads to an overestimate of fluid flow 
efficiencies.     
 The injection simulation assumes initial pressure distribution equal to the reported 
reservoir pressure, which is different for each reservoir depending on depth and local 
conditions, and typically slightly above hydrostatic.  Injection commences with a 
constant injection pressure 500 psi above the reservoir pressure (Base Case).  The 
solution is semi analytical since the mobility of the fluid being injected is different from 
the in situ fluid.  The injection rate at each time step is calculated using a three-region 
model for CO2 injection from Burton et al. (2009).  The three flow regions (Figure 4.1) 
are: Region I, a single phase CO2 flow near the injection line; Region II, a two phase 
(brine and CO2) flow; and Region III, a single phase brine flow.  The front between 
Region I and Region II is the drying front (DF) and the front between Region II and 
Region III is the Buckley-Leverett front (BL).  The DF is a pressure front, while the BL 
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is a saturation front and is used to model two phase flow in porous media (Buckley, 
1942).  The velocity of the fronts through a reservoir over time is determined by the 
fractional flow theory (Noh et. al 2007; Burton et al. 2009).  Pressure at the reservoir 
boundary is updated with each time step and injection rate changes with time due to 
mobility of the system and the increase in reservoir pressure. 
 A given reservoir simulation terminates injection for one of three prescribed 
reasons.  The first reason injection ceases in a simulation is that the Buckley-Leverett 
Front reaches the defined reservoir boundary.  This indicates that carbon dioxide has 
reached the edge of the reservoir, that saturation is at its maximum (dependent on the 
specific relative permeability curve used), and that no more CO2 can enter the system 
without potentially pushing some of the injectate beyond the known boundary of the 
reservoir (i.e. potentially off-structure).  Retaining CO2 within the structural closure is 
one of the main goals of sequestration, to ensure containment. 
The second reason injection ceases is that the pressure at the boundary equals the 
pressure in the reservoir at the injection well.  In essence, pressure of magnitude equal to 
the injection pressure has arrived at the reservoir boundary before the BL front has. In 
this case, the reservoir is not at maximum saturation when injection ceases, but due to 
regulatory constraints, it may no longer be safe to inject carbon dioxide as fracture 
pressure may be exceeded if injection continues. 
The final reason injection ceases is that the simulation has run for 100 years.  The 
100 year maximum simulation run time is implemented because more than 100 years of 
injection is impractical for realistic sequestration projects and in addition it would take a 
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significantly longer amount of computational time to run each reservoir until the 
Buckley-Leverett Front reaches the boundary for each sand.  
 
 
Figure 4.1: General schematic for reservoir simulations showing flow regions with 
boundaries between the 3 regions determined as in Burton et al, 2008. Image from Jain 
(2010). 
 
4.1.2 DEFINITIONS 
 The terminology this paper uses to discuss the dynamic simulations is defined 
here for clarification and future reference. 
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 Reservoir Pressure (Pres) is the initial reservoir pressure defined by the 2006 sands 
database. 
 Limit is the pressure increase greater than Pres at the injection well, and is 500 psi 
unless otherwise noted. 
 Injection pressure (Pinj) is reservoir pressure plus Limit, but changes with time as 
a result of mobility of the system and increasing reservoir pressure. 
 Maximum allowable pressure (Pmax) is taken arbitrarily to be 80% of the 
overburden lithostatic pressure, and is nominally the assumed fracture pressure.  
 Boundary pressure (Pbound) is initially Pres at the start of the simulation, but 
increases with time as determined by the analytical aquifer model for linear 
aquifers at constant flux (Nabor, 1961). 
 Boundary is defined as one half of the square root of the area; also referred to as 
Length. 
 Volume injected (Volinj) is the amount of supercritical carbon dioxide injected into 
a particular sand reservoir; the simulation reports the value in cubic feet (reservoir 
volume); using a gas formation volume factor the value can be converted to 
standard cubic feet (surface volume). 
 Fill time (Tfill) is the associated time required to place the volume injected in the 
subsurface. 
 Initial injection rate (Qi) is the subsurface volume injected per day (ft
3
/day) when 
injection starts; it is a function of Limit, permeability, thickness, Length, and 
water viscosity. 
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 Injection rate (Q) is the subsurface volume injected per day (ft3/day); it is 
temporally variable as a result of constant injection pressure and is a function of 
Pinj, Pbound, permeability, thickness, Length, CO2 viscosity, brine viscosity, area, 
porosity, and relative permeability. 
4.2 Model Parameters 
4.2.1 RESERVOIR PROPERTIES 
 Pinj and Q for a given simulation are partially a function of reservoir properties.  
Reservoir pressure (Pres) and depth determine injection pressure and maximum pressure 
allowable (Pmax).  Initial injection rate is a function of reservoir pressure, permeability, 
thickness, and length of the structure.  Additionally the advancing position of the drying 
front (DF) and the Buckley-Leverett (BL) front are determined by the injection rate, 
porosity, and gas saturation.  Subsequent injection rates, as time progresses, take into 
account the advancing front position and pressure at the boundary in addition to the 
parameters considered in initial injection rate.  Finally, boundary pressure is initially the 
reservoir pressure and increases with time, but must remain less than the injection 
pressure (Pres+Limit).  All the reservoir properties used in the simulation are from the 
2006 Sands dataset.  To prevent calculating capacity for sands that are unrealistic for 
injection, minimum criteria (cut-offs) for these reservoir parameters are taken into 
consideration.  The simulation does not run on any sand with an area (A) less than 50 
acres, a thickness (h) less than 5 feet, a reservoir pressure less than 3,000 psi, or that has a 
permeability (K) less than 10 mD.  The cutoffs ensure that the calculated volume injected 
represents injection in prospects that have a large enough area to take the amount of CO2 
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that makes drilling an injection well worthwhile, that the sand has a reasonable injectivity 
(K*h), and that the injectate will be in a supercritical state, requiring pressures above 
1,071 psi (Angus, 1976).        
       
4.2.2 VISCOSITY 
 For the 2006sands dataset, brine and CO2 viscosities are calculated using 
WinProp: Phase Behavior and Property Program, from Computer Modeling Group.  
Using the pressure and temperature for a specific sand from the database, the program 
utilizes the Kestin (1981) correlation to calculate viscosity in centistokes (cSt).  Brine 
viscosity does not vary much with pressure, but does exhibit a negative linear correlation 
with temperature (Figure 4.2). On the other hand, CO2 viscosity does not vary much with 
temperature, but does exhibit a positive linear correlation with pressure (Figure 4.3). At 
each time step the brine and CO2 viscosities are used to calculate the position of the 
Drying Front, Buckley-Leverett Front, and the injection rate at the next time step.  In 
addition, brine viscosity is used to calculate the initial injection rate.  Brine and CO2 
viscosities remain constant throughout the simulation and are not updated with increasing 
pressure.  Since the range for both viscosities are so small, the constant value (as opposed 
to an updated value throughout the simulation) should have negligible effect in terms of 
the calculated capacity.     
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Figure 4.2: Temperature vs. Brine Viscosity; Brine viscosity ranges from 0.17 cSt to 0.31 cSt 
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Figure 4.3: Pressure vs. CO2 Viscosity; CO2 Viscosity ranges from 0.02 cSt to 0.1cSt
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4.2.3 RELATIVE PERMEABILITY 
 In addition to reservoir-specific properties and the calculated brine and CO2 
viscosities, a relative permeability curve is needed in order to calculate the position of the 
DF and BL fronts.  Obtaining a relative permeability curve for each sand in the database 
is unrealistic, requiring experiments injecting CO2 on core samples.  The 2006 Sands 
dataset does not include core samples, making it necessary to use data from other 
experiments testing relative permeability of CO2/brine on core plugs.  Fortunately, Dr. 
Brant Bennion (Hycal Energy Research Laboratories) and Dr. Stefan Bachu (Alberta 
Energy Resources Conservation Board) have conducted such experiments on seven core 
plugs with a wide range of lithologies (Bennion & Bachu, 2008).  The two curves used in 
the simulation (Figure 4.4) are both for sandstones.  A relative permeability curve from a 
sample most similar to the Miocene age stratigraphy, the Ellerslie Sandstone, is selected 
for the the majority of the simulations reported below.  Subsequently, in order to test the 
sensitivity of the simulation with respect to relative permeability, the dataset was run with 
another relative permeability curve with a different end point saturation, as well as M and 
N coefficients (see below).  The second relative permeability curve, used for comparison 
of results is for the Viking Sandstone.   The unitless M and N exponents, derived from 
Archie’s equation (Archie, 1942), represent the cementation exponent and the saturation 
exponent respectively (Tiab, 2011).  Values of M for sandstones vary from 1.8-2 and 
values for N are generally close to 2 for sandstones (Tiab, 2011).  The results of varying 
the relative permeability curve are discussed later (Section 4.3).   
 72 
 
Figure 4.4: Relative permeability curve for 2 samples used in simulation; (b)Ellerslie 
Sandstone, (g) Basal Cambrian Sandstone (Bennion & Bachu, 2008) 
 
4.2.4 WATER SATURATION 
 For runs on the 2006sands database, water saturation is assigned from the dataset, 
and is reservoir-specific. This means that the point where the relative permeability to 
water curve crosses the x-axis is from the dataset.  The M and N exponents determine the 
shape of the relative permeability to CO2 and water curves, and the end point water 
saturation and end point CO2 saturation are constant for a given simulation.  In order to 
test the sensitivity of volume injected to water saturation, a single case is run where the 
water saturation value is taken from the relative permeability curve instead of the 
informed value from the dataset in order to compare to the base case.  The results of this 
sensitivity analysis are discussed in Section 4.3.   
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4.3 Results 
This section presents results from running the time weighted capacity code on the 
Miocene age stratigraphy sands from the 2006 Sands dataset.  The base case is presented 
first, and various departures from the base case conditions (e.g. injection pressure, etc.) 
are presented sequentially.
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Case Pbound Limit Relative Perm Water Saturation Vol_inj (cf) 
1: Base Case <Pres+Limit 500 4 MMS 1.1847x10^11 
2 <Pres+0.9Limit 500 4 MMS 2.3231x10^10 
3 <Pres+0.8Limit 500 4 MMS 8.5544x10^9 
4 <Pres+0.7Limit 500 4 MMS 4.5332x10^9 
5 <Pres+0.6Limit 500 4 MMS 2.7598x10^9 
6 <Pres+0.5Limit 500 4 MMS 1.8139x10^9 
7 <Pres+0.4Limit 500 4 MMS 1.28x10^9 
8 <Pres+0.3Limit 500 4 MMS 9.89x10^8 
9 <Pres+0.2Limit 500 4 MMS 8.4624x10^8 
10 <Pres+0.1Limit 500 4 MMS 8.0276x10^8 
11 <Pres+Limit 700 4 MMS 1.4318x10^11 
12 <Pres+Limit 300 4 MMS 9.0144x10^10 
13 <Pres+Limit 500 2 MMS 1.1615x10^11 
14 <Pres+Limit 500 4 Swr=relp(rel,5) 7.2309x10^10 
Table 4.1: Parameters for each simulation run and resulting volume injected
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4.3.1 BASE CASE (CASE 1) 
 For the base case considered, the Pbound must remain less than Pinj, Limit is equal 
to 500 psi, the relative permeability curve is from the Ellerslie Sandstone, and end point 
water saturation values are from the dataset.  This run is classified as the base case 
because it implements injection conditions considered to most accurately reflect 
regulatory constraints for injection of CO2 and it utilizes the parameters of a particular 
sand injection simulation.  Out of the 3,685 Miocene-age stratigraphy sands, 2,276 meet 
the lower limits for area, thickness, pressure, and permeability.  For the sake of 
computational time, the simulation is run on half of these reservoirs, 1,138 individual 
sands.   
The volume injected for all 1,138 sands is 1.18x10
11
 cubic feet (cf).  This value 
represents the volume in the subsurface.  In order to understand how much CO2 this 
represents compared to emissions, the volume needs to be converted to mass. After 
converting from cf (subsurface) to m
3
, one can multiply the volume by the density 
(Kg/m
3
) to arrive at a mass in kilograms.  The mass in Kg can be divided by 1,000 in 
order to convert from Kg to metric tonnes.  For the base case, 1,138 sands can accept a 
mass injected of 2.57 billion tonnes in a summed time of 56,997 reservoir-years.  
Reservoirs are considered to be utilized concurrently.  Reservoir-years are defined as the 
sum of the total time it takes to fill the reservoirs with the Volinj for all the reservoirs 
simulated for that run.  As mentioned previously, this value needs to be reduced by an 
order to magnitude due to the assumption of a homogeneous structure and sweep 
efficiency of unity.  Additionally this simulation assumes that all the sands undergo 
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simultaneous injection, without any pressure disturbance from the surrounding injections.  
This assumption may result in an over estimation of volume injected.  The order or 
magnitude reduction, resulting in a capacity of 250 million metric tonnes is still a 
reasonable capacity, since the STOL project is attempting to identify 30 million ton (Mt) 
capacity sites.  There is a range in sizes that sum to the 250 million metric tons, but the 
larger reservoirs approach the 30 Mt capacity that is sought currently.   
A histogram of the volumes injected into each of the reservoirs (Figure 4.5) shows 
a large number of sands that can accept a smaller volume, and fewer that can accept 
larger volumes.  The associated fill times (Figure 4.6) indicate that a subset sees a 
pressure increase that approaches the Pmax and shuts off injection indicated by plotting on 
the zero line of time, a larger subset experiences the BL front reaching the boundary at 
various times, and another medium subset that even at 100 years could accept more 
injectate. 
The three termination of injection scenarios (Flag 1, Flag 2, and Flag 3) (Figure 
4.7) show CO2 injected versus methane original gas in place.  The larger the y-axis value, 
the closer to OGIP the volume injected comes. Flag 1 (blue) depicts when the BL front 
reaches the boundary in the simulation.  Flag 2 (green) is when simulation is terminated 
early because the pressure at the boundary began approaching injection pressure almost 
instantly.  This is due to the fact that the allowable pressure increase (80% overburden-
reservoir pressure) is very small for the associated sands.  Flag 3 (red) is when the 
simulation stops at 100 years since injection beyond 100 years is impractical for realistic 
sequestration projects. One of the advantages of this study is that since the sands have 
produced hydrocarbons, knowledge of OGIP is available (Figure 4.8).  Hydrocarbons and 
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CO2 have different formation volume factors (BGI), so understanding the volumes in 
terms of standard cubic feet (scf), representing volume at the surface, allows us to more 
directly compare.  The three groups that represent the different calculation termination 
conditions are seen in the plot (color coded).  The one-to-one line represents an injected 
volume equal to OGIP.  The reason some of the points exceed the one-to-one line is 
because for all reservoirs, the CO2 formation volume factor (BGI) is larger than the 
methane BGI.  The red and green clusters fall off the one-to-one line because the BL 
front does not reach the boundary, the sand is not at maximum CO2 saturation, and 
injected volumes are low.  From this plot it becomes obvious that dynamic capacity is 
likely to always be less than static, despite some values reaching the 1:1 line.  Many do 
not reach the 1:1 line, and that equates to a reduction in capacity that becomes apparent in 
dynamic calculations.  
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Figure 4.5: Volume Injected vs. Number of reservoirs with that Volume 
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Figure 4.6: Base case - Fill time vs. Number of reservoirs with that fill time 
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Figure 4.7: Termination reason (Flag) vs. Normalized volume 
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Figure 4.8: Volume Injected (scf) vs. GIP (scf); blue is Flag 1 (BL front reaches the boundary), green is Flag 2 (injection 
terminates because Pbound is too high), and red is Flag 3 (injection terminates at 100 years).
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4.3.2 EXAMINING THE INFLUENCE OF BOUNDARY CONDITIONS (CASES 2-10) 
 In order to understand how capacity might be affected by variable boundary 
conditions, simulations are conducted with decreasing Pbound.  Instead of limited to < Pinj, 
the code is modified such that Pbound < Pres+n*Limit, with n running from 0.9 to 0.1 
(Figure 4.9).  Initial decreases in the Pbound (0.9-0.7 of Pinj) result in large decreases in 
associated Volinj (9.52x10
10
-4.02x10
9
).  As Pbound continues to decrease though (0.6-0.1 of 
Pinj), the sequential decreases in Volinj become smaller (1.77x10
9
-4.34x10
7
).  This 
indicates nonlinear decreases in volume injected with decreasing Pbound.  The implication 
is that, even slightly less permeable boundary conditions, in comparison to infinite acting 
boundary conditions, can result in massive reductions in volume injected (Figure 4.9).  
This indicates that selection of a truly infinite acting aquifer is beneficial to sequestration, 
since for the same area and reservoir parameters, larger volumes of CO2 can be 
sequestered in reservoirs with infinite acting boundary conditions.  
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Figure 4.9: Effects of Restricting Pbound. When Pbound is <Pinj, volume injected decreases non-linearly. With moderate 
constraints imposed on boundary conditions with respect to the allowable pressure elevation, injected volume decreases 
significantly. Note semi-log scale
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4.3.3 EXAMINING THE INFLUENCE OF  INJECTION RATE (CASES 11 & 12) 
 Injection rate is a function of Pres and Limit (500 psi).  Initial injection rate and 
ongoing injection rate are a function of Limit, affecting volume injected.  How does 
changing Limit affect volume injected (Figure 10) and associated Tfill? 
Increasing Limit from 500 psi (Base Case) to 700 psi, increases Volinj (Figure 
4.11) by 2.47x10
10
 cf, equating to a Volinj of 1.43x10
11
 cf, equivalent to 3.1 billion metric 
tons, (base-case is 2.57 billion metric tons).  It takes a summed time of 38,753 reservoir-
years, 18,244 less reservoir-years compared to the base case (Figure 4.12).  Increased 
injection pressure allows more of the sands that terminated injection at 100 years in the 
base case (but were not fully saturated) to have the Buckley-Leverett front reach the 
boundary and become fully saturated (Figure 4.13).  This is displayed in Figure 4.13 by 
the increased amount of sands reaching maximum saturation (blue points) plotting near 
the one-to-one line and a concurrent decrease in sands that are still injecting at 100 years 
and are still not fully saturated (red points) as compared to Figure 4.8.   
      Decreasing the Limit to 300 psi results in a decrease of 2.8x10
10
 cf of injected 
CO2, making the total volume injected equal to 9.01x10
10
 cf (Figure 4.14).  This volume 
is equivalent to 195 million tons, in comparison to the base case value of 2.57 billion 
metric tons.  A larger amount of time, 26,988 reservoir-years, is required to inject the 
smaller CO2 volume (Figure 4.15) requiring 83,985 reservoir-years.  The smaller volume 
results from fewer BL fronts meeting the boundary, depicted by fewer blue points (Figure 
4.16).  The larger number of under-saturated sands (red points) means pore volume that is 
available, but was not accessed due to low injection pressures. 
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Figure 4.10: Time vs. Cumulative Injected for varying Limits
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Figure 4.11: Volume Injected vs. Number of reservoirs associated with that volume for Limit=700 psi 
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Figure 4.12: Fill time vs. Number of reservoirs associated with that time for Limit=700 psi 
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Figure 4.13: Volume Injected vs. OGIP for Limit=700 psi; blue is Flag 1 (BL front reaches the boundary), green is Flag 2 
(injection terminates because Pbound is too high), and red is Flag 3 (injection terminates at 100 years). 
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Figure 4.14: Volume Injected vs. Number of associated reservoirs for Limit=300 psi 
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Figure 4.15: Fill time vs. Number of reservoirs associated with that time for Limit=300 psi  
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Figure 4.16: Volume injected vs. OGIP for Limit=300 psi; blue is Flag 1 (BL front reaches the boundary), green is Flag 2 
(injection terminates because Pbound is too high), and red is Flag 3 (injection terminates at 100 years).
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4.3.4 EXAMINING THE INFLUENCE OF RELATIVE PERMEABILITY (CASE 13) 
 All of the simulations up to this point used the curve for the Ellerslie Sandstone.  
In order to understand relative permeability impacts on capacity estimates, the Basal 
Cambrian Sandstone curve is used for a single simulation, keeping all other parameters 
the same as the base case (Figure 4.4).  The result of running the simulation with the 
Viking Sandstone relative permeability curve indicates that there is negligible effect on 
Volinj compared to the base case.  Figures 4.17-4.19 show the small change in Volinj, Tfill, 
and the reason each simulation is terminated for the simulation using the Basal Cambrian 
Sandstone relative permeability curve.  Since the residual water saturation remains a 
constant but unique value for each reservoir (from the dataset), only the shape and 
endpoints of the curve are affected by using the different curves.  The shape of the 
curves, and the end point saturations have a smaller effect on Volinj than the residual 
water saturation.  While the use of the best data available is always ideal, the fact that this 
simulation does not have relative permeability data for CO2/brine systems from GOM 
sandstones has little impact in calculated volumes of capacity.  Using a relative 
permeability curve from a different sandstone from the one being investigated is 
acceptable, as even wide ranges in curves produce small to negligible effects in 
calculated capacity.
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Figure 4.17: Volume Injected vs. Number of associated reservoirs for alternate relative permeability curve 
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Figure 4.18: Fill time vs. Number of reservoirs associated with that time for alternate relative permeability curve 
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Figure 4.19: Volume Injected vs OGIP, for alternate relative permeability curve; blue is Flag 1 (BL front reaches the 
boundary), green is Flag 2 (injection terminates because Pbound is too high), red is Flag 3 (injection terminates at 100 years).
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4.3.5 EXAMINING THE EFFECTS OF RESIDUAL WATER SATURATION (CASE 14) 
 How does end point (residual) water saturation affect capacity?  In order to 
understand this parameter, a simulation is run where the residual water saturation value is 
taken from the Ellerslie relative permeability curve for all 1,138 sands, instead of from 
the data set.  This means that, instead of each sand having a residual water saturation 
value informed from the database, all the sands have the same arbitrary value of 65.9%.  
This results in a decrease in Volinj by 4.6x10
10
 cf (Figure 4.20).  The associated fill time 
is 30,651 summed reservoir-years, 26,346 reservoir-years less than the base case (Figure 
4.21).  The reason for this decrease is that many sands from the database have smaller 
residual water saturations than the average value being used from the Ellerslie relative 
permeability curve (Figure 4.22).  Smaller residual water saturation allows for more 
water to be displaced and more CO2 to come into contact with the pore volume.  Residual 
water saturation has a more profound impact in capacity estimates than subtleties in the 
shape of the relative permeability curves. Using the most informed data is ideal when 
available and improves estimates of capacity.  The impact of using uniformed water 
saturation is likely to be a large decrease in the volume injected.   
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Figure 4.20: Volume injected vs. Number of associated reservoirs for constant Swr; a larger  
amount of reservoirs have less than 2x108 cf of volume injected in comparison to the base case.  
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Figure 4.21: Fill time vs. Number of associated reservoirs for a constant Swr; many more reservoirs experience the Buckley-
Leverett front reaching the boundary, but since the Swr is higher there is a lower CO2 saturation.  
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Figure 4.22: CDF plot of 2006sands Swr; almost all database values are less than the Swr from the Ellerslie relative 
permeability curve. Almost all the Swr from the dataset are less than from the relative permeability curve.  Lower Swr means 
more water can be displaced, resulting in more CO2 being able to enter the system.  
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4.4 Discussion 
 The results of the dynamic calculation are valuable and insightful.  But how do 
the results compare to static values for the same reservoirs?  Four examples are presented 
in order to shed light on the difference between the two approaches (static vs. dynamic).  
The base case dynamic calculation is used for the comparison.   
The four examples are analyzed in order to understand the role that time, pressure 
constraints, and relative permeability play in capacity estimates.  The parameters used for 
the static calculations vary slightly in comparison to the dynamic calculations.  An 
efficiency factor (Section 2.3.1) is applied to the static case and not to the dynamic case, 
so the gross thickness and total area are used for the static calculations instead of net 
thickness and net area, which are used in the dynamic calculations.  The efficiency factor 
takes into account net to gross thickness, net to total area, effective to total porosity, 
sweep efficiencies, displacement efficiencies, and gravity override due to the behavior of 
CO2.  The dynamic examples sum the capacity of separate sands in a defined area, 
ranging from 9-15 sands (Figure 4.23) and compares the value to a static calculation for 
the same area.  The cases are presented below with parameters defined for each example 
(Table 4.2). 
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 Example 1 Example 2 Example 3 Example 4 
Area (acres) 262-2048 275-1330 267-3398 70-2395 
Thickness (ft) 5-20 6-12 6-31 8-46 
Porosity (%) 25-29 23-30 23-34 26-35 
Permeability (mD) 24-177 138-547 43-1048 44-1079 
Reservoir Pressure (psi) 3737-4434 3000-3602 3190-4523 3136-4515 
Temperature (˚F) 171-189 146-163 156-185 140-196 
Residual Water Saturation (%) 30-49 19-33 20-41 16-47 
Gas Viscosity 0.052-0.062 0.049-0.054 0.049-0.06 0.049-0.062 
Water Viscosity .025-0.26 0.265-0.276 0.253-0.269 0.246-0.28 
 
Table 4.2: Examples 1-4 with properties used for dynamic and static calculations for each 
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Figure 4.23: Schematic of examples; colored boxes represent dynamic sands summed to 
compare to static values (shaded region) 
4.4.1 EXAMPLE ONE 
 The values used to make the static calculation are 2,048 total acres, 1,600 feet 
gross thickness, total porosity of 26%, and an efficiency factor of 3% (Equation 2.4).  
The area comes from the 2006 Sands dataset.  It is the largest area for the nine sands that 
exist in the 3.18 square mile area that is used in the dynamic capacity calculation.  The 
thickness comes from a well log, for the associated API for the nine sands used in the 
dynamic calculation, in Petra.  Gross thickness is calculated by summing all sands in the 
Miocene that meet SP and resistivity cutoffs.  The porosity is averaged over the gross 
thickness for the well log.   The density is calculated in Petra by using temperature and 
pressure gradients at the average point in the thickness over the area.  Once the efficiency 
factor is applied and the volume is converted to mass by multiplying by the density, the 
static capacity is calculated as 22.5 Mt.   
For the dynamic calculation in the same area, injection into nine separate sands is 
simulated as above.  They each have a unique area, thickness, porosity, permeability, 
reservoir pressure, temperature and gas and water viscosities.  The ranges for the 
parameters are 262-2,048 acres for area with 1,353 acres being the average, 5-20 feet for 
thickness with 12 feet being the average, 25-29% for porosity, 24-177mD for 
permeability, 3,737-4,434 psi for reservoir pressure, 171-189 °F for temperature, 30-49% 
for water saturation, 0.052-0.062 cSt for gas viscosity, and 0.25-0.26 cSt for water 
viscosity.   The simulation is run separately on each sand and the volume injected is 
summed for all nine sands.  Each sand experiences full saturation as the BL front reaches 
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the boundary.  The total mass injected is 16.8 Mt, 25% less than the equivalent static 
calculation.  This does not include the order of magnitude reduction in order to account 
for areal, vertical, and gravity sweep efficiencies.          
 
4.4.2 EXAMPLE TWO 
 The values for the static calculation in the second example are 1,330 acres for 
area (2.08 square miles), 1,600 feet for gross thickness, a total porosity of 26%, and an 
efficiency factor of 3%.  The parameter values come from the same methods seen in 
Example One, resulting in a mass of 20.9 Mt. 
For the dynamic calculation in the same area, nine separate sands are injected.  
They each have a unique area, thickness, porosity, permeability, reservoir pressure, 
temperature and gas and water viscosities.  The ranges for the parameters are 275-1,330 
acres for area with 538 acres being the average, 6-12 feet for thickness with 9 feet being 
the average, 23-30% for porosity, 138-547mD for permeability, 3,000-3,602 psi for 
reservoir pressure, 146-163 °F for temperature, 19-33% for water saturation, 0.049-0.054 
cSt for gas viscosity, and 0.265-0.276 cSt for water viscosity.   The simulation is run 
separately on each sand and the volume injected is summed. Each sand experiences full 
saturation as the BL front reaches the boundary.  The total mass injected is 6.9 Mt, 67% 
less than the static calculation.  This does not include the order of magnitude reduction in 
order to account for areal, vertical, and gravity sweep efficiencies.  Despite the higher 
permeability and lower water saturation in comparison to Example One, the capacity is 
lower.  This is due to the smaller area and thickness.  This indicates that the smaller 
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average area and thickness plays more of a roll than the larger permeability and lower 
water saturation. 
 
4.4.3 EXAMPLE THREE 
 The third example uses 3,398 acres for area (5.3 square miles), 1,600 feet for 
thickness, 26% for porosity and 3% for efficiency factor to calculate the static capacity.  
The parameter values come from the same methods seen in Example One, and the 
calculated mass is 61.9 Mt (Equation 2.4). 
For the dynamic calculation in the same area, ten separate sands are injected.  
They each have a unique area, thickness, porosity, permeability, reservoir pressure, 
temperature and gas and water viscosities.  The ranges for the parameters are 267-3,398 
acres for area with 1,695 acres being the average, 6-31 feet for thickness with 14 feet 
being the average, 23-34% for porosity, 43-1,048 mD for permeability, 3,190-4,523 psi 
for reservoir pressure, 156-185 °F for temperature, 20-41% for water saturation, 0.049-
0.06 cSt for gas viscosity, and 0.253-0.269 cSt for water viscosity.   The simulation is run 
separately on each sand and the volume injected is summed. Each sand experiences full 
saturation as the BL front reaches the boundary.  The total mass injected is 32.7 Mt, 47% 
less than the static calculation.  This does not include the order of magnitude reduction in 
order to account for areal, vertical, and gravity sweep efficiencies.  In addition to having 
a much larger average area and slightly larger average thickness, the permeability range 
is significantly larger for Example Three.  All three of these factors, area, thickness, and 
permeability contribute to this set having the largest dynamic capacity.    
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4.4.4 EXAMPLE FOUR 
 The fourth and final example uses 2,395 acres for area (3.74 square miles), 2,205 
feet for gross thickness, 26% for porosity and 3% for efficiency factor to calculate the 
static capacity.  The parameter values come from the same methods seen in Example One 
and the calculated mass is 28.6 Mt (Equation 2.4). 
For the dynamic calculation in the same area, fifteen separate sands are injected.  
They each have a unique area, thickness, porosity, permeability, reservoir pressure, 
temperature and gas and water viscosities.  The ranges for the parameters are 70-2,395 
acres for area with 584 acres being the average, 8-46 feet for thickness with 17 feet being 
the average, 26-35% for porosity, 44-1,079 mD for permeability, 3,136-4,515 psi for 
reservoir pressure, 140-196 °F for temperature, 16-47% for water saturation, 0.049-0.062 
cSt for gas viscosity, and 0.246-0.28 cSt for water viscosity.   The simulation is run 
separately on each sand and the volume injected is summed. Each sand experiences full 
saturation as the BL front reaches the boundary.  The total mass injected is 17.1 Mt, 40% 
less than the static calculation.  This does not include the order of magnitude reduction in 
order to account for areal, vertical, and gravity sweep efficiencies.  Example Four has 
similar area, thickness, and porosity in comparison to Example One, but it has a lower 
water saturation which allows for a slightly higher volume injected.   
 
4.5 Conclusion 
 Certain parameters have larger impacts on volume injected and required fill time 
than other parameters.  The plots for the base case, (Figures 4.24-4.27), indicate which 
variables are the most important for sequestration. Area has the largest impact on volume 
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injected, which sees three orders of magnitude change in volume injected for the range of 
areas tested, 50-10,000 acres (Figure 4.24).  This indicates that the CCS industry should 
be focusing on area (i.e. structural closure primarily) of a potential sequestration site 
when determining where to inject CO2 as this parameter makes the single largest impact 
on available capacity.  This indicates that static calculations do consider the single most 
important variable in determining capacity of a sequestration site, improving the trust one 
can place in the static volumetric calculation.   
The other two main variables affecting capacity are thickness and irreducible 
water saturation.  Thickness is considered in the static volumetric equation, but 
irreducible water saturation sometimes is not.  While there is a place holder for it in some 
of the equations, when data is unavailable, irreducible water saturation is not considered 
in pore volume.  This indicates that even though the static equation does consider two of 
the three most important variables, by not including irreducible water saturation in the 
calculation, which will reduce the capacity, overestimates are likely in calculated static 
capacities.   
In addition to input parameters, certain conditions considered during injection 
have more of an impact on volume injected than other conditions.  Limiting pressure at 
the boundary results in the largest decrease in injected volume.  The non-linearity of this 
effect is rarely appreciated. These changes in volume injected are the highest from any of 
the cases considered.  Changing residual water saturation also has a large impact on 
volume injected.  By using the relative permeability determined irreducible water 
saturation of 65.9% there is a reduction in volume injected by 38% from the base case.  
Almost all of the sands simulated have a lower reported water saturation value.  That 
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means that less of the sand can be filled with CO2 since brine is essentially stuck in 
65.9% of the pore space, in comparison to the median water saturation value, 30%.  
Increasing or decreasing injection pressure by 200 psi results in about a 22% change in 
volume injected, higher for increasing Pinj, lower for decreasing Pinj.  The smallest 
change in volume injected seen in the simulations is by changing the relative 
permeability curve to another sandstone.  The resulting change is a 12% decrease in 
volume injected.  This is because the irreducible water saturation is held constant for each 
sand as the reported water saturation value.  The only changes are seen in the end point 
for water and gas and the shape of the curves.  Ultimately little change occurs when 
changing the relative permeability curve due to the fact that irreducible water saturation 
does not change.        
  The results of dynamic calculations are consistently smaller than static 
calculations in the range of 25-67% (Examples 1-4).  This is before the order of 
magnitude reduction is applied to the dynamic calculations to account for areal, vertical, 
and gravity efficiencies.  When the reduction is applied, the percent change increases 
from 25-67% to 92-97%.  This means that current static estimates using a 3% efficiency 
factor needs to be reduced by 92-97%.  This is a significant reduction in estimated 
capacities.  Does this mean that all volumetric estimations (static) to date need to be 
reduced by an order of magnitude?  Since dynamic simulation is a more informed 
prediction of available capacity, by considering time constraints and boundary conditions, 
it is recommended that static capacity estimates produced by the GCCC for STOL be 
reduced by an order of magnitude.  Currently there is work in progress with in the GCCC 
to confirm these dynamic calculations with specific reservoir simulations.  
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Figure 4.24: Area vs. Volume Injected; positive correlation exists between the variables 
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Figure 4.25: Net Thickness vs. Volume Injected; positive correlation exists between the two variables 
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Figure 4.26: Porosity vs. Volume Injected; no correlation exists between the two variables 
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Figure 4.27: Permeability vs. Volume Injected; small positive correlation between the two variables
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5. CONCLUSION 
 
Sequestration is a viable and relevant solution to the immediate problem of 
reducing anthropogenic CO2 emissions.  Early commercial sites, academic test sites, and 
EOR projects demonstrate that injection of supercritical CO2 in the subsurface is both 
safe and effective, if not yet affordable at scale.  In order to guarantee the growth and 
success of the CCS industry, site selection must be enhanced by proper reservoir 
characterization and accurate capacity estimates. 
This study focuses on determining subsurface capacity, and evaluating the 
efficacy of the two main approaches, static and dynamic, for calculating capacity.  With 
so many methods currently employed in estimating capacity, it is hard to know which 
method is the best for any given project.  By testing methods from the main two 
approaches this paper compares the estimates each approach takes and highlights which 
variables have the largest impact on estimates.   
Since the static volumetric method requires fewer variables than a dynamic 
approach, it is easier to implement, requiring less time to estimate “available space”.  On 
the other hand, the dynamic boundary condition method provides a more accurate but 
significantly reduced estimate of “available storage space” since it considers reasonable 
injection times, injection rates, boundary conditions, and relative permeability.  The 
drawback to the dynamic approach is that it requires more time, energy, and expertise in 
order to code and run a simulation.   
The static estimate is always larger than the dynamic estimate, on the order of 25-
60%.  If the static estimate is consistently larger than a more rigorous dynamic estimate, 
future calculations could be made using the static approach, which can then be further 
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reduced by a percentage, informed from this study.  This would allow an easier approach 
to be utilized, saving time and money, while rendering results on the order of a more in 
depth dynamic approach.  This paper recommends a hybrid approach.   
Use of the static volumetric method is recommended for future projects, but the 
efficiency factor should be reduced.  Based on direct comparison of the two approaches 
(sections 4.4.1-4.4.4), it is recommended that the efficiency factor be reduced from 3% 
(NETL) to 0.1%.  Despite the dynamic approach considering more parameters than the 
static approach, it still did not fully consider heterogeneity.  So in addition to the 25-60% 
reduction, there should be an order of magnitude reduction applied to any static 
calculation currently employing a 3% efficiency factor.  Heterogeneity will play a 
significant role in how CO2 moves through the subsurface, ultimately impacting the 
volume of CO2 that is sequestered.  Therefore, the order of magnitude reduction accounts 
for the lack of consideration for heterogeneity in the simulation.  The static calculation 
for the Texas State Lands produced by Kerstan Wallace (GCCC), using a 3% efficiency 
factor results in a capacity of 86Gt.  By reducing the efficiency factor from 3% to 0.1%, 
the capacity is reduced to 2.9Gt.  That is still a large capacity, 95.5 times larger than the 
size the STOL study is trying to identify.  The reduced capacity (2.9Gt) is a more realistic 
value, as it considers the time it takes to place the volume in the ground, and the 
boundary conditions that will affect the “available space”.   
While dynamic estimates are more informative, certain studies will require faster 
methods of calculating capacity.  In those instances, implementing the static volumetric 
method is reasonable, using the reduced efficiency factor of 0.1%.  
The sensitivity study performed by the dynamic approach calculations allows one 
to see which parameters, both reservoir specific, and simulation specific make the most 
impact on capacity.  Area of a reservoir has the largest impact on available capacity 
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(Chapter 4).  This indicates that site selection should focus on reservoir area (structural 
closure primarily) when choosing where to build pipelines and invest in the infrastructure 
necessary to inject supercritical CO2.  In addition to area, boundary conditions are also an 
important variable in determining available space.  The largest reductions in volume 
injected where made when the pressure at the boundary was restricted, emulating a semi-
closed to closed system.  Regulations for injection of CO2 do not allow reservoir pressure 
to exceed fracture pressure and if the boundaries cannot dissipate increased pressure due 
to injection of fluids, the capacity is severely limited as it does not take much injectate to 
raise reservoir pressure.  This indicates that in addition to focusing on large areas for 
sequestration, the CCS industry should also concentrate on open boundary reservoirs as 
opposed to compartmentalized reservoirs. 
Additionally, historical production data from the GOM was analyzed in order to 
assess trap performance.  If one particular trap type out performs in capturing fluids, then 
it should be focused on for sequestration.  Upon inspection though, when production is 
normalized to trap occurrence (frequency), all trap types perform equally.  That is given 
the opportunity, all eight trap types in the GOM are equally successful at capturing 
hydrocarbons, an analog to future ability of capturing CO2.  Furthermore, it does not 
appear that faulting in anyway hinders traps from capturing and sequestering fluids.  No 
particular trap type should be focused on over others as a result of this analysis.  
Using a data set that lends itself to both static and dynamic calculations allows 
this study to identify the parameters that site selection should focus on and increase the 
validity of a static approach, by informing the efficiency factor with factors considered in 
dynamic estimates.  When time and money are available, dynamic simulations should be 
employed, but in cases where it is not possible, an improved static estimate with the 0.1% 
efficiency factor produces reasonable estimates of available capacity. 
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