The synoptic variability of a two-level quasigeostrophic flow in response to plausible changes in the forcing of a localized baroclinic jet is investigated in the context of the midwinter minimum of the Pacific storm track (MWM). The changes in the model forcing are introduced in terms of a reference potential vorticity field that is associated with plausible changes in the global baroclinicity, zonal variation of the baroclinicity, and horizontal deformation over the Pacific from early winter to midwinter conditions. It is found that the modal instability growth rate of perturbation in such a localized jet is significantly reduced in spite of an increase in the local baroclinicity. The dynamical nature of such an effect can be interpreted as a generalized barotropic governor effect on localized baroclinic instability. The existence of three instability regimes is established on the basis of energetics characteristics. The intensity of the nonlinear model storm track is reduced by about 30% in response to a change in the forcing condition from early to midwinter. The characteristics of the linear model storm track and nonlinear model storm track are compared. The overall results support a hypothesis that MWM could stem from a sufficiently large increase in the stabilizing influence of the local barotropic process in spite of a simultaneous increase in its local baroclinicity in the Pacific jet from early to midwinter.
Introduction
The North Pacific and North Atlantic storm tracks are two major statistical features of synoptic variability in the winter general circulation of the Northern Hemisphere. Much has been learned about the storm track dynamics as a result of many studies (see a recent review by Chang et al. 2002) . One aspect of it is, however, still puzzling. While the intensity of the Atlantic storm track is largely in phase with the seasonal march (i.e., most intense in midwinter), the Pacific storm track is not. The Pacific storm track is often distinctly weaker in midwinter than in early or late winter (Nakamura 1992; Nakamura et al. 2002) . This is referred to as the midwinter minimum of the Pacific storm track (MWM). This intriguing feature is counterintuitive because it occurs when the background baroclinicity, as manifested by the strength of the Pacific jet, is strongest.
Although general circulation models (GCM) have no difficulty in simulating MWM, it is not clear from such simulations what the dynamical cause might be (e.g., Christoph et al. 1997) . There is a report of unsuccessful simulation of MWM with a stochastically forced linear two-level quasigeostrophic model (Whitaker and Sardeshmukh 1998) . One possible reason is that the November and January mean flows in the period of 1982-95 were used as the basic flows in that model. Only about two-thirds of the years in that period had MWM. The monthly mean flows for the whole period are therefore not optimally representative of the condition for MWM to occur. In contrast, Zhang and Held (1999) report a more realistic simulation of MWM with a stochastically forced linear primitive equation model. The seasonally varying mean flow of a GCM that does simulate MWM is used as the basic flow of different months in their linear model. The authors, however, did not identify the specific properties of those background flows that might be responsible for the model MWM. Such a result suggests that 1) the occurrence of MWM is crucially dependent upon the structure of the allimportant time mean background flow, and 2) condensational heating need not be an indispensable factor directly responsible for MWM, although it may be a significant forcing of the basic flow. In light of these uncertainties, MWM still remains largely unexplained.
A relevant question to ask is: What might be the crucial changes in the background flow from early to midwinter responsible for MWM? There would be corresponding changes in the forcing. In trying to identify such changes, we examine the monthly mean potential vorticity (PV) field on an isentropic surface such as the 345 K in different stages of a winter season. That isentropic surface is chosen because it typically intersects the tropopause near 35°N over the winter jet where the gradient of potential vorticity is most pronounced. Since the winter of 1990-91 has a pronounced MWM, it would be instructive to closely examine those background states. The PV fields on 345-K surface in November 1990 and January and March 1991 constructed with the National Centers for Environmental Prediction (NCEP) reanalysis data are compared in Fig. 1 . The most striking difference among these three plots is that the PV contours in the western North Pacific region are much closer together in January than in November or March. No comparably pronounced change is found over the North Atlantic. There is effectively a PV discontinuity across the instantaneous dynamic tropopause on isentropic surfaces. Such an idealized representation of PV in the reference state is consistent with Swanson's (2001) finding that the time mean 345-K PV distribution may be visualized as a single discrete wandering PV jump marking the tropopause.
Associated with the strong PV gradient over the western Pacific is a localized jet in the upper troposphere. The changes in the width and strength of the jet in those three months are indeed pronounced as seen in the latitude-height cross sections of the zonal wind at 152.5°E (Fig. 2) . The zonal variation of the baroclinicity may be assessed from the monthly mean zonal velocity difference between 300 and 700 mb (U 300 Ϫ U 700 ) averaged over 20°and 70°N (Fig. 3 ). An appropriate estimate of the zonal variation of the baroclinicity in a region may be defined as ␥ ϵ [(U 300 Ϫ U 700 ) max Ϫ (U 300 Ϫ U 700 ) min ]/(U 300 Ϫ U 700 ) max . We deduce from the data in Fig. 3 , ␥ ϭ 4.5/17.5 ϭ 0.26 for November and 8.0/20.5 ϭ 0.39 for January over the western North Pacific. It is therefore larger in January than in November by about (0.39 Ϫ 0.26)/0.39 ϭ 33%. A related feature of the Pacific jet is that it has markedly stronger stretching and shearing deformation in the upper troposphere in midwinter. Furthermore, the regional mean component of the baroclinicity over the Asian and western North Pacific sector typically in- creases by about 10% from November to January. These are the key properties of the pertinent monthly mean flows. The key parameter values of a model for MWM therefore should be such that the changes in its global baroclinicity and zonal asymmetry of baroclinicity from early winter to midwinter are comparable with the observed counterparts. It is pertinent to consider the influence of horizontal shear on the instability of a three-dimensional shear flow. A special case is that of a zonally uniform baroclinic jet. The meridional shear is known to reduce the growth rate of such instability and is referred to as the barotropic governor effect (James 1987) . The meridional shear limits the region of baroclinic conversion of energy to the width of the jet and decreases it by modifying the disturbance's vertical tilt. The reduction of growth rate is also partly due to a barotropic transfer of kinetic energy from the unstable disturbance to the jet. It is explicitly indicated by an arrow pointing from K E to K z in a schematic diagram of James (1987, his Fig.   1 ) and is discussed in the summary section of that paper. This energy transfer in an unstable disturbance is associated with its horizontal tilt, which is oriented in the direction of the basic shear itself (i.e., not "leaning" against the shear). The tilt is inevitably induced by the meridional shear. The importance of this intrinsic aspect of barotropic governor effect has received little emphasis. In the general case of a localized baroclinic jet, the horizontal shear has components in both zonal and meridional directions. It may be quantified in terms of a deformation field. Such shear may be also expected to have a stabilizing effect on the instability of a localized jet. This extended perspective of barotropic governor effect will be referred to as a "generalized barotropic governor effect" for short.
Since the shearing/stretching deformation of the Pacific jet is stronger in midwinter than in early winter, the generalized barotropic governor effect should be stronger in midwinter. We therefore hypothesize that MWM may result from a significant increase in the shearing/ stretching deformation of the jet over the western North Pacific. This hypothesis will be first tested by means of a linear instability analysis. Since storm-track dynamics is fundamentally nonlinear in character, we will also test the validity of this hypothesis with a complementary nonlinear analysis.
The design of our model analysis is described in section 2. The essential characteristics of the linear instability of this model pertinent to MWM under plausible early and midwinter conditions are presented in section 3. Section 4 reports the variation of the corresponding nonlinear model storm tracks. The paper ends with some concluding remarks in section 5. 
Model framework
where subscripts 1 and 2 refer to the upper and lower levels, respectively. Also, J(A, B) ϭ ‫ץ‬A/‫ץ‬x ‫ץ‬B/‫ץ‬y Ϫ ‫ץ‬A/ ‫ץ‬y ‫ץ‬B/‫ץ‬x is the Jacobian; P i and i are the quasigeostrophic PV and streamfunction, respectively. The second term on the right-hand side represents a linear damping with a time scale . A hyperdiffusion term is also incorporated to suppress spurious accumulation of enstrophy at the short end of the spectrum. Length, velocity, and time are measured in units of L, U, and L / U, respectively. The domain is a rectangular cyclical channel 24 000 km long and 6 000 km wide with rigid meridional boundaries. With U ϭ 10 m s Ϫ1 and L ϭ 1000 km the domain is | x | Յ X ϭ 12 and | y| Յ Y ϭ 3, respectively. The time unit is L / U ϭ 10 5 s Ϸ 1 day. The external forcing F i may be introduced in terms of an equivalent reference state. The streamfunction i and potential vorticity q i of the reference state are to be related to F i , satisfying
i and q i , in turn, are related through
where " Ϫ1 ϩ ␤y" is the planetary vorticity with ϭ U/f o L ϭ 0.1 and ␤ ϭ ␤ dim L 2 /U ϭ 1.6. Here, dim ϭ f o /͌(␦p) is the reciprocal of the radius of deformation with f o , , and ␦p being the Coriolis parameter, the static stability parameter, and the thickness of a layer in pressure unit, respectively. For a static stability parameter value ϭ 2.0 ϫ 10 Ϫ6 m 2 Pa Ϫ2 s Ϫ2 , f o ϭ 10 Ϫ4 s Ϫ1 , and ␦p ϭ 500mb (5 ϫ 10 4 Pa), we have 2 ϭ 2. Writing the total field as i ϭ i ϩ i and P i ϭ q i ϩ q i , substituting them into (1) and making use of (2), we obtain the following prognostic equation for the departure PV q i :
͑4͒
It is supplemented with two diagnostic equations relating i to q i , namely:
The appropriate boundary conditions are
Equation (6c) follows from the requirement that the domain average vorticity of each level conserves in the absence of forcing or dissipation. When i and q i are known at a given time, the values of q i at a future time can be obtained by integrating (4). The q i field can be used in turn to determine i at that new time with (5) satisfying (6).
Reference state
Since large-scale dynamics may be most succinctly examined from the vantage point of PV, we choose to prescribe a reference state in terms of its PV field q instead of its velocity field. Each of (q i Ϫ Ϫ1 Ϫ ␤y) and the corresponding i may be regarded as a sum of two components without loss of generality. Thus, we set q i Ϫ Ϫ1 Ϫ ␤y ϭ q i ϩ q i and i ϭ i ϩ i . The zonal mean component of the reference state is denoted by a "hat," and the zonally varying component by a "tilde." Denoting a constant zonal mean component in the zonal velocity of the reference state at the two levels by Û i , we specifically set q 1 ϭ Ϫq 2 ϭ 2 (Û 1 Ϫ Û 2 )y ϵ 2 Û T y. Here, Û T is a parameter for global baroclinicity. It follows that 1 ϭ ϪÛ 1 y and 2 ϭ ϪÛ 2 y. It is relevant to consider Û 1 Ͼ 0 and Û 2 ϭ 0, for the extratropics in winter.
The zonal inhomogeneity of a forcing is introduced solely through q i . We set q 2 ϭ 0 and introduce an idealized but plausible structure for q 1 (x, y) for simplicity as follows:
where a, b, ⌬, y 0 , are constants. Fig. 4 shows the reference PV field for a ϭ 1.5, b ϭ 1.5, and y 0 ϭ b ϩ 0.1. The constant value of Ϫ1 ϭ 10 is not included in these plots. The corresponding i are computed on the basis of q i according to (5). The parameters in q 1 (x, y) are used to control the spatial structure of the velocity field of a localized jet in the reference state.
When the upper-level PV of a particular reference flow pattern in our model has a stronger local gradient, say by increasing the strength of the PV jump ⌬, the horizontal shear in the corresponding flow field would be greater. This relation can be directly verified from the corresponding velocity field determined by PV inversion. Our model setting serves to mimic a simultaneous increase in the PV gradient and horizontal shear of an observed jet by increasing ⌬. Therefore, an effect due to an increase in the PV gradient in this particular setting can be interpreted as an effect due to a corresponding increase in the barotropic shear. This is always true when we compare the gradient of a specific PV field with that of another PV field as long as they have the same pattern. However, we cannot make the same inference if two PV distributions with different patterns are compared. This is an important point to keep in mind in order to avoid unnecessary confusion.
The two key parameters that strongly affect the instability in this model are Û T and ⌬. Since Û T is a model counterpart of the global measure of baroclinicity, it should increase by about 10% from early to midwinter. One must take special care in interpreting the implication of a particular value of ⌬ in relation to a winter mean flow. By PV inversion, we determine the velocity field of a reference state for given Û T and ⌬. A meaningful value of ⌬ should be prescribed on the basis that its corresponding velocity field is compatible with the observed time mean wind field. In particular, we quantify the degree of zonal variation in the basic baroclinicity by
where U i is the zonal velocity of the reference state. If we use (Û T , ⌬) ϭ (2.2, 5.5) as a midwinter condition, we get (U 1 Ϫ U 2 ) max ϭ 4.5 and (U 1 Ϫ U 2 ) min ϭ 2.4. The corresponding value of ␥ is equal to 0.47. If we use (Û T , ⌬) ϭ (2., 2.5) as an early winter condition, we get ␥ ϭ 0.35 because the corresponding values for (U 1 Ϫ U 2 ) max and (U 1 Ϫ U 2 ) min are 3.1 and 2.0, respectively. Therefore, the zonal asymmetry of baroclinicity used in such a model analysis only increases by (0.47 Ϫ 0.35)/0.35 ϭ 34%. It should be emphasized that more than doubling the value of ⌬ only implies an increase of 34% in the zonal asymmetry of baroclinicity. Such a change is compatible with the counterpart observed change noted in the introduction. It is therefore justifiable to use (Û T , ⌬) ϭ (2., 2.5) and (Û T , ⌬) ϭ (2.2, 5.5) in this study as plausible early and midwinter conditions, respectively, for the purpose of investigating the dynamics of MWM. The flow of the reference state is indeed a localized baroclinic jet much stronger in the upper level under the model midwinter condition, Û T ϭ 2.2 and ⌬ ϭ 5.5 (Fig. 5) . The localized jet is about 7000 km long. It has a meaningful maximum speed of 73.7 m s Ϫ1 in the upper level and a maximum speed of 27.4 m s Ϫ1 in the lower level. The jet is centered at x ϭ Ϯ12 and has a downstream diffluence/confluence region between the two waveguides at y ϭ ϮG. These characteristics are compatible with those of the observed Pacific jet. 
Linear instability analysis
The hypothesis is first tested with an inviscid linear instability analysis. The nonlinear term J( i , q i ) and damping terms [(Ϫq i /) Ϫ ٌ 4 q i ] in Eq. (4) are omitted for the moment. All spatial derivatives are cast in center-difference form. The horizontal domain is depicted with 121 ϫ 51 grid points. The dimensional grid intervals are ⌬x ϭ 200 km, ⌬y ϭ 120 km. Such resolution is adequate because we obtain essentially the same instability properties when only 97 ϫ 41 grid points are used. The time scheme for integrating Eq. (4) is an Eulerbackward scheme. This numerical scheme is known to have a weak damping influence on the evolution. The time step is ␦t ϭ 0.01, which corresponds to about 17 min.
A very weak PV perturbation containing 10 waves of equal amplitude at both levels is used as an unbiased initial disturbance in the analysis, namely,
with q o1 ϭ q o2 ϭ 10 Ϫ6 . In the special case of a horizontally uniform baroclinic flow (Û T 0, ⌬ ϭ 0), the condition of marginal instability is Û T ϭ 0.8 for the values of ␤ and under consideration.
a. Reduction of growth rate
The instantaneous growth rate is defined by
where
]dxdy is the domain-integrated energy of the disturbance. Let us begin by examining how the growth rate would vary with ⌬ for a fixed value of Û T . The evolution of the instantaneous growth rate for ⌬ ϭ 0, 2.5, 4.5, and 5.5 with a fixed value of Û T ϭ 2.0 are shown in Fig. 6 . The asymptotic growth rate is largest for the case of a horizontally uniform baroclinic shear flow (Û T ϭ 2., ⌬ ϭ 0). It is ϳ0.68, corresponding to an e-folding time of ϳ1.5 days. For a localized baroclinic jet with ⌬ ϭ 2.5, the asymptotic growth rate lowers to ϳ0.39, corresponding to an e-folding time of ϳ2.5 days. For a more localized basic baroclinic jet characterized by ⌬ ϭ 4.5 and 5.5, the growth rate decreases to 0.26 and 0.2, respectively. As an unstable disturbance propagates through a more localized baroclinic jet, its structure varies more substantially. The rate of extracting energy from the basic flow correspondingly fluctuates more in time. This is why the asymptotic growth rate for the case of ⌬ ϭ 5.5 oscillates in time.
As noted earlier, Û T ϭ 2. and ⌬ ϭ 2.5 may be taken to be the relevant values for early winter (November), and Û T ϭ 2.2 and ⌬ ϭ 5.5 for midwinter (January). For Û T ϭ 2.2 and ⌬ ϭ 5.5, the growth rate is found to be 0.28. Hence, the growth rate is reduced by (0.39 Ϫ 0.28)/0.39 ϭ 28% from the model early winter condition to the model midwinter condition. Such result is consistent with a reduction of the intensity of the storm track. In summary, the linear instability analysis confirms that the growth rate under plausible model midwinter condition is indeed significantly smaller than that under plausible early winter condition.
b. Structure and local energetics
Additional insight into the nature of the instability for a midwinter condition may be gained from an examination of its structure and local energetics (generation and redistribution processes). A snapshot of the unstable perturbation streamfunctions 1 and 2 at large time (effectively the most unstable normal mode) is shown in Fig. 7 . Variable i is normalized to maximum unit magnitude at the upper level. The dominant wavelength is ϳ5 000 km. The most intense wave packets are found slightly downstream of the jet core, in the region Ϫ12 Յ x Յ Ϫ6. The disturbance in the upper level is about 3 times stronger than that in the lower level. There is a distinct westward vertical tilt. The horizontal tilt at both levels is generally in the direction of the basic horizontal shear in the jet exit region (i.e., not leaning against the shear). These tilts have clear implications on the local energetics of the disturbance.
The distributions of the rms of 1 and 2 of the most unstable normal mode can be used as an estimate of a model storm track according to linear dynamics. Since only the pattern of 1 is unique, we normalize the rms values to a maximum of unity at the upper level. Figure  8 shows the result of i as calculated from the streamfunction field from t ϭ 180 to 240 in our model integration. The result shows a highly localized model storm track at the upper level with its center being slightly downstream of the background jet. The synoptic variability is much weaker in the diffluent/confluent region of the background flow. The model storm track at the lower level is also located downstream of the jet.
The intensity of the lower-level storm track is about 35% of that of the upper level.
The vertically integrated local perturbation energy equations for this model can be written as follows (Cai and Mak 1990) :
) is the total local perturbation kinetic energy with v ϭ (u i, i ) being the perturbation velocity; {P}ϭ 2 2 2 is the local perturbation potential energy with ϭ ( 1 Ϫ 2 )/2. Here, {ϪV · ٌK} ϭ Ϫ͚ iϭ1,2 V i · ٌK i and {ϪV · ٌP} ϭ Ϫ(V 1 ϩ V 2 )/2ٌ{P} are the advection of perturbation kinetic energy and potential energy by the basic flow, respectively. Also, V i is the basic velocity, v d is the irrotational part of the ageostrophic wind, and a is the ageostrophic part of the geopotential. energy flux associated with the ageostrophic component of the flow and {E · D} ϭ ͚ iϭ1,2 E i · D i is the local generation rate of kinetic energy to be calculated as a scalar product of two pseudovectors. Vector
] is a measure of the local structure of the disturbance at each level, and vector D i ϭ (‫ץ‬U i /‫ץ‬x Ϫ ‫ץ‬V i /‫ץ‬y, ‫ץ‬V i /‫ץ‬x ϩ ‫ץ‬U i /‫ץ‬y) is a measure of the stretching and shearing deformation of the basic flow at each level. The vertical velocity at the midlevel is w ϭ Ϫ. The term {F · T} represents the net generation rate of perturbation potential energy. It has two parts, {F · T} ϭ
Ϫ1 w with ϭ ( 1 ϩ 2 )/2, ⌰ ϭ ( 1 Ϫ 2 )/2. The former represents a conversion rate from basic potential energy to perturbation potential energy. The latter represents a conversion rate from perturbation kinetic energy to perturbation potential energy. The local conversion from perturbation potential energy to kinetic energy is therefore C(PЈ, KЈ) ϵ Ϫ {F (3) T (3) }. A normalized perturbation with unit domainaveraged perturbation energy will be used in the computations of its local energetics. Figure 9a shows that C(PЈ, KЈ) is positive almost everywhere and has a narrow band of particularly large values distinctly downstream of the jet core. The domain-integrated value of ͗C(PЈ, KЈ)͘ is 119.6. The baroclinic energy conversion is associated with the westward tilt of the wave packets at the upper level relative to those at the lower level.
A wave packet also tends to be meridionally strained as it approaches the diffluent part of the basic flow. This process weakens a wave packet and even splits it into three separate wave packets as seen in Fig. 7a . Figure  9b shows that nevertheless there is some local barotropic conversion from the basic flow to the disturbance in a narrow zone near y ϭ 0 particularly in the region upstream of the jet. The related positive values of E · D contribute to local elongation of the unstable wave packets. The domain-integrated value of ͗E · D͘ is, however, negative, Ϫ49.6. This value is significant because |͗E · D͘| /͗C(PЈ. KЈ)͘ ϭ 41%. As discussed in the introduction, the nature of instability of a localized jet with such a characteristic may be interpreted as a generalized barotropic governor effect. This stabilization influence is the consequence of an increase in the local deformation of the basic flow from early to midwinter in spite of a simultaneous enhancement of the local baroclinicity. 
c. Linear instability regimes
In order to get a broad perspective of the instability of a localized baroclinic jet, we repeat the instability calculations for different combinations of (Û T , ⌬) in a substantial range of the two key parameters. The ratio of the two fundamental energy conversion rates, ␣ ϵ ͗E · D͘/͗C(PЈ, KЈ)͘, is a meaningful indicator of the physical nature of the instability. For instance, along the Û T axis of Fig. 10 (⌬ ϭ 0) , we have ␣ ϭ 0 because barotropic process is absent by definition. Three instability regimes are identified when we use the sign of ␣ to broadly distinguish the nature of the instability (Fig.  10) . The instability regime relevant to our hypothesis for MWM is characterized by ␣ Ͻ 0 with ͗C(PЈ, KЈ)͘ Ͼ 0 and ͗E · D͘ Ͻ 0. It is referred to as regime I.
The changes in the structure of the time mean flow from November to January generally differ from year to year. The model counterpart of such possible changes are indicated by arrows with labels A, B, or C in Fig. 10 . The MWM in a particular year would be expected to be less pronounced if the transition is close to arrow C; whereas it would be more pronounced if the transition is close to arrow A. Arrow B is representa- tive for a year with an average MWM. Calculations confirm that a combination of a relatively small value of Û T and a relatively large value of ⌬ in midwinter would be a favorable condition for MWM, and vice versa. If we move along a path of decreasing Û T and increasing ⌬ in Fig. 10 , we would deal with a more and more zonally localized basic flow. The barotropic process would play a more and more positive role. The instability would change progressively from being primarily baroclinic to primarily barotropic in character. We refer to the instability solely attributable to the barotropic process as regime III. The regime in which both baroclinic and barotropic processes contribute positively to the instability is referred to as regime II. A more elaborated discussion of the nature of regimes II and III is given in the appendix.
Nonlinear analysis a. Nonlinear model storm track
We next test our hypothesis for MWM in the context of nonlinear dynamics. Our computations use (Û T ϭ 2., ⌬ ϭ 2.5) and (Û T ϭ 2.2, ⌬ ϭ 5.5) as plausible settings for the forcing in early winter and midwinter, respectively. Noting that (6c) is a boundary condition for the zonal mean part of i , we separately determine the zonal mean part and the wave part of i for given q i fields. Denoting them by square bracket and asterisk, respectively, we define
The wave part * I can be solved straightforwardly from the known q* i since they are related by
with boundary conditions
Taking the y derivative and the zonal mean of (5) 
Equation (17) with condition (18) can be then solved numerically in a gridpoint representation. We numerically integrate Eq. (4) for about 450 days in each case, whereby robust statistical properties of the flow can be established. The damping parameters are ϭ 30 and ϭ 4.15 ϫ 10 Ϫ4 , which correspond to 1-h damping time for the smallest scale. The numerical scheme has an additional weak damping effect. A normalized unstable normal mode of the corresponding reference state is used as the initial disturbance. The maximum velocity of the initial disturbance is chosen to be 5 m s Ϫ1 . This disturbance quickly equilibrates by the nonlinear feedback and damping process. The model output is archived twice a day and the evolution in the last 300 days is used to diagnose its statistical properties.
The bandpass filter in Blackmon (1976) is used to isolate the fluctuations at each grid point that has time scales primarily between 2.5 and 6 days. The rootmean-square of the bandpass i (rms{ i } B for short) shows that the model produces and maintains a welldefined model storm track under early winter condition, Û T ϭ 2., ⌬ ϭ 2.5 (Fig. 11) . The maximum intensity of rms{ 1 } B is slightly more than twice as strong as rms{ 2 } B , 0.62 versus 0.27. These intensities correspond to about 62 and 27 m in upper-and lower-level geopotential heights respectively. This model storm track is located distinctly downstream of the reference baroclinic jet. It is encouraging to find such qualitative similarity between this model storm track and observation.
The model storm track under midwinter condition, Û T ϭ 2.2, ⌬ ϭ 5.5, is shown in Fig. 12 It is also instructive to compare the linear model storm track with the nonlinear model storm track (Fig. 12 and Fig. 8) . They are fairly similar to one another. The nonlinear storm track at the upper level has a smoother structure in the diffluent/confluent region than that of the linear storm track, as expected. The nonlinear storm track at the lower level is also more localized than the linear counterpart. The results of both linear and nonlinear analyses therefore support the hypothesis that MWM is partly a consequence of enhanced negative impact upon the eddies by the barotropic process associated with the deformation field of the Pacific jet in spite of an increase in its local baroclinicity from early to midwinter.
b. Model time mean flow and nonlinear feedback of the eddies
Recall that we have used the observed monthly mean flows as a guide for prescribing the two key forcing parameters (Û T , ⌬) of the reference state for early and midwinter. It is therefore necessary to check a posteriori whether the nonlinear model time mean flow has reasonable resemblance to the corresponding reference flow. If not, the forcing condition cannot be regarded as being appropriate for that time of year. Figure 13 shows the model time mean wind field under the midwinter forcing condition. The time mean flow in the upper level is only slightly different from Fig. 5a . The time mean flow in the lower level is also quite similar to Fig.  5b , although it is noticeably stronger. It means that the background baroclinicity has been generally reduced and the barotropic component of the flow has been significantly strengthened because of the feedback effects of the eddies. The same is also true for the early winter case. These results provide reassurance that the difference in the model forcing between early and midwinter is relevant to the corresponding difference in the atmosphere. We highlight the feedback effects of the eddies by calculating
where u i are the zonal velocities of the departure flow component. The results for the midwinter condition are shown in Fig. 14 . These values are small compared to the counterparts of the reference state. It is confirmed that there is an overall reduction in the baroclinicity since the domain-average value in Fig. 14a is negative. It is of interest to find a small increase in the downstream region of the background jet. Figure 14b reveals that the barotropic feedback is much stronger. The positive values in the central region together with the negative values on both sides would enhance the meridional shear particularly in the downstream region of the jet. The feedback effect of the eddies on the background flow can be most succinctly diagnosed from the perspective of PV. Figure 15 shows the time mean departure component of the PV field at the upper and lower levels for midwinter condition (Û T , ⌬) ϭ (2.2, 5.5).
These values are such that the net PV gradient along the two background waveguides is reduced. The largest modification occurs in the central region of the domain between the two waveguides at the upper level of the reference state. For example, the PV is increased (decreased) in the northern (southern) portion of this region. Furthermore, the PV in the northern (southern) half of the domain at the lower level is increased (decreased). In other words, the eddies statistically transport PV in the down-gradient direction as they must, giving rise to a total flow with weaker PV gradient. We may infer that the flow is stabilized to the greatest possible extent by eddies in the equilibrated state. Since the instability is stronger under early winter conditions, the feedback effects are found to be correspondingly stronger.
Concluding remarks
The dynamics of MWM is investigated with an idealized two-level quasigeostrophic model under supposedly meaningful parameter conditions. The model global baroclinicity increases by about 10% and the zonal variation of the model local baroclinicity increases by about 30% from early to midwinter. We propose a hypothesis that MWM is a dynamical consequence of a significant enhancement of the horizontal shearing and stretching deformation of the flow in the Pacific jet in spite of a simultaneous increase in the local baroclinicity. This mechanism may be thought of as a generalized barotropic governor effect. We have tested the hypothesis with a linear instability and a nonlinear simulation. The linear instability analysis confirms that there would be indeed a significant reduction in the growth rate of unstable perturbations (ϳ28%). We also find a reduction of about 30% in the strength of the model storm track in the nonlinear simulation.
The design of this model also allows us to delineate the nature of the linear instability of a general localized baroclinic jet. We have established three linear instability regimes in the key parameter plane (Û T , ⌬). They are characterized by having different signs in the barotropic energy conversion rate, the baroclinic energy conversion rate, and their ratio. When the basic flow is very strongly localized, the barotropic process would replace baroclinic process as the main contributor to the growth of eddies.
An idealized model analysis such as this one, of course, has obvious and great limitations. We only mean to use it for verifying the intrinsic validity of our hypothesis about the dynamical nature of MWM. To put this hypothesis on a firmer footing, we will need to further test it with a counterpart multilevel primitive equation model in a spherical setting. A related fundamental issue is to account for the dynamical origin of those crucial changes in the structure of the Pacific jet from early to midwinter. Those changes are manifestations of changes in the planetary wave field. In the last analysis, our understanding of MWM hinges upon our understanding of the quantitative relationship between synoptic variability and planetary variability.
Ming Cai as well as those from the reviewers are much appreciated.
APPENDIX

Instability regimes II and III
The instability in regime II is characterized by positive value of ␣ ϵ ͗E · D͘/͗C(PЈ, KЈ)͘ with both ͗E · D͘ and ͗C(PЈ, KЈ)͘ being positive. Both baroclinic and barotropic processes then contribute to the instability. The growth rate has local minimum values along the boundary between regimes I and II. The nature of the instability of a localized baroclinic jet may be described in terms of PV dynamics as visualized with the notion of a wave-packet resonance mechanism. The simplest form of such notion has been used for interpreting the instability of a localized barotropic jet (Mak 2002) . But since a considerable number of individual PV anomalies are present in an unstable wave packet at each level of this model, a description of the mutual interactions among them is unavoidably qualitative. For brevity, we will not go into those details here.
The characteristic of the instability in regime III is qualitatively different. Consider, for example, the case of Û T ϭ 0.25 and ⌬ ϭ 4.0. The corresponding basic flow has (U 1 Ϫ U 2 ) max ϭ 2.01, (U 1 Ϫ U 2 ) min ϭ 0.40, and hence by (9) ␥ ϭ 0.8. It means that the zonal variation of the baroclinicity is fractionally large. The asymptotic linear growth rate for this localized jet is quite small, 0.04. The disturbance has a small eastward rather than a westward vertical tilt (Fig. A1) . It follows that the baroclinic conversion rate has small negative values at most locations with a domain-integrated value of ͗C(PЈ, KЈ)͘ ϭ Ϫ2.7 (Fig. A2a) . In contrast, the value of E · D is positive almost everywhere and the domainintegrated value is ͗E · D͘ ϭ 18.7 (Fig. A2b) . The sum of ͗E · D͘ and ͗C(PЈ, KЈ)͘ is therefore positive and the instability is barotropic in nature. This stabilizing effect of the baroclinic process may be called a generalized baroclinic governor effect. It is the counterpart of the generalized barotropic governor effect in regime I.
