Abstract-The multilevel structure of the N -QAM modulation constellations is exploited to significantly reduce the complexity of the sequential Gaussian approximation (SGA) algorithm [1] for near optimal symbol detection in spatial multiplexing multipleinput multiple-output (MIMO) system. We propose two multilevel SGA algorithms (MSGA) which are based on depthfirst search (DFS) and breadth-first search (BFS) respectively. Additionally, an important methodological contribution to this multilevel technique is proposed where the mismatch between the pseudo symbols and the true symbols is taken into consideration for the computation of posterior probabilities of symbol combinations. We justify this from a theoretical perspective as well as with numerical results. Simulation results show that the performance of the two proposed multilevel algorithms can approach that of the optimal a posteriori probability (APP) detector while its total computation cost is at most 81% and 48% of that of the original SGA algorithm for 16QAM and 64QAM modulation MIMO systems with 4 transmit/receive antennas respectively.
channel and SNR dependent [7] . Other approaches include algorithms based on the Gaussian approximation principle, a.k.a. probabilistic data association (PDA) [8] [9] [10] , but these results do not carry on to high order modulations (16QAM/64QAM).
The sequential Gaussian approximation (SGA) algorithm [1] has been demonstrated to achieve near optimal performance with fixed complexity and memory requirement. The key step of the SGA algorithm consists of sequentially identifying a reduced number M of highly probable symbol combinations for antennas 1, . . . , j with j = 1, . . . , N T . In each step, only the M significant symbol combinations are selected via evaluating the likelihoods of all MN possibilities (N is the number of symbols in modulation alphabet A) and kept for the next step, until the N T -th antenna is reached. Then, the M significant symbol combinations for all the antennas are used in order to compute the marginal posterior probabilities. This results in a significant complexity reduction and very good performance has been observed in computer simulations. Although the complexity of the SGA algorithm is less than that of the SD [12] , it does not lend itself to an efficient implementation for MIMO systems with large constellation size, in particular due to the evaluation and sorting of the likelihoods involved in the algorithm.
Fortunately, large QAM constellations exhibit a natural multilevel structure. The N -QAM constellations can be decomposed into L def = log 4 (N ) levels 1 where in each level a set of pseudosymbols can be constructed from pseudosymbols set in a lower level.
The multilevel structure of the N -QAM constellation has been widely exploited in the literature for complexity reduction purpose. In [13] [14] [15] , an iterative tree search (ITS) algorithm is proposed for turbo detection of MIMO systems. The ITS scheme is based on a reduced search space via the use of the M algorithm [17] in conjunction with the use of multilevel bit mappings. It is also shown that the complexity of ITS per bit is only dependent on the the length of information blocks and independent of the constellation size N . In [16] , a multilevel sampling scheme is proposed to reduce the complexity of the mixture Kalman filter for adaptive detection of 16-QAM symbols over flat-fading channels. The simulation results show that the proposed multilevel mixture Kalman filter achieves a performance similar to that of the original mixture 1 L can only be an integer.
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In this paper, we propose two reduced complexity SGA algorithms that exploit the natural hierarchical approximating structure which has been suggested for QAM constellations. The first proposed multilevel scheme is based on a depthfirst search (DFS) which has been proposed previously in the literature [13] [14] [15] [16] , but not in the context of the SGA algorithm. The second one is based on the breadth-first search (BFS) which has not been suggested in the multilevel literature. Both algorithms (MSGA-DFS and MSGA-BFS) aim to select a set of M most significant symbol combinations for computation of the posterior marginal symbol probabilities. The complexity burden of computation and sorting of likelihoods involved in the MSGA algorithms is only 1/2 and 3/16 of that of the SGA algorithm for MIMO systems with 16QAM and 64QAM constellations respectively. The exact complexity reduction will be explained later.
Additionally, in the course of this research, we have made an important methodological contribution to the multilevel literature, for which we have developed a theoretical justification. For both MSGA algorithms (MSGA-DFS and MSGA-BFS), the mismatch between the pseudosymbols and the true symbols is taken into consideration for the computation of posterior probabilities of symbol combinations. More specifically, a penalty term is derived from the Gaussian approximation to compensate for this mismatch. This is a significant advance in the area of multilevel approximation where the likelihoods of symbol combinations with pseudosymbols are computed as if the pseudosymbols were truly in the constellation. The need for this penalty in the approximation is justified theoretically and its effectiveness is illustrated via computer simulations. This paper is organized as follows. Section II describes the system model. The multilevel structure of the N -QAM constellation exploited by our algorithms is illustrated in Section III. The identification step of the two proposed multilevel SGA algorithms (MSGA-BFS, MSGA-DFS) are described on examples in Section IV and Section V respectively. In Section VI, simulation results are provided to illustrate the near-optimal performance of the proposed algorithms and we compare the complexities of the proposed algorithms with that of the SGA algorithm. In addition, a complexity reduction method via recursive update is explained in Appendix B. The task of a space-time decoder is to estimate the transmitted symbol x from the observation y given the channel state information H. More precisely, we are interested in the marginal posterior distributions p(x j |y, H) for j = 1, 2, . . . , N T (in what follows, conditioning on H will be implicit, and omitted).
II. SYSTEM MODEL
The exact computation of the marginal posterior distributions p(x j |y) which requires an exhaustive search of all the possible symbol combinations can be efficiently approximated via the M most significant symbol combinations:
where x −j refers to all the antennas except antenna j and D −j is the set which contains the N NT −1 possible values of
In the SGA algorithm [1] , the identification of M most significant symbol combinations involves the computation and sorting of MN likelihoods for N T steps.
In the following sections, we will explain the multilevel structure of the N -QAM constellation and develop two multilevel SGA algorithms with depth-first search and breadth-first search to identify M significant symbol combinations with this multilevel structure. The computation of the marginal symbol probabilities from those M identified symbol combinations is the same as Step 3 in [1, Section IV] and will be omitted here. Note that these approximations define a quadtree, see Fig. 2 . We will later on refer to parents and children on this tree.
More precisely, the definitions for the pseudosymbols are as follows. The set of pseudosymbols at the l-th level of approximation is defined as follows: 
As it is seen in the above definition of the pseudosymbols and the hierarchical structure of the constellation, a specific symbol a k ∈ A is only coupled to its ancestor a l,s at the l-th level 2 . To this end, we model the joint probability as:
where
. . , L and s = 1, . . . , N l . Thus, the marginal probability for pseudo symbol a l,s is as follows:
IV. MULTILEVEL SGA DETECTOR WITH DEPTH-FIRST SEARCHING

A. Basic Idea
Suppose that we have symbol sequences up to the (j − 1)-th antenna for system with 64QAM constellation. For the j-th antenna, the SGA algorithm evaluates 64 × M symbol combinations for selection. 2 The relationship can also be interpreted as follows: the conditional probability p(a l,s |a k ) is 1 if a l,s is an ancestor of a k , or 0 otherwise. In the MSGA-DFS algorithm, the selection consists of three steps. One first considers the approximation at level l = L = 3 (the stars), which results in 4 × M likelihood estimations. The M significant symbol combinations are kept. Then we move on to the better approximation at level l = 2. We constrain the search of the significant symbols at level l = 2 to the children of the symbols selected at level l = 3, where only 4 × M likelihoods are evaluated and sorted. Typically this is expected to reduce significantly the number of likelihood evaluations required. Then we repeat this down to the lowest approximation level l = 1. The total number of likelihoods that are evaluated in this process is 12 × M , which is only 3/16 of that of the SGA algorithm.
A key element to the success of this process consists of taking into account the constellation approximation in the computation of the likelihood of symbol sequences with a pseudo symbol. We will describe the detailed algorithm and explain the effect of a multilevel constellation approximation theoretically in the next subsection. In order to select the pseudo symbol combinations, we must evaluate the approximate probabilities of
B. Algorithm Description
(1), we have:
where the vector e k is a column vector whose elements are all zeroes, but the k-th which is 1. Before proceeding to the next step, we would like to compute the mean and variance of different items in the above 
As a result, the mean and variance ofn 
where 3 w
It is worth commenting on that we use γ and γ l in the above approximated likelihoods computation. The term γ accounts for the uncertainty introduced by the undetected symbols from antennas j + 1, . . . , N T , which has been suggested in the SGA algorithm. The term γ l accounts for the additional uncertainty introduced by using the pseudosymbols x j,l , which has never been proposed before (even in the multilevel literature [13] [14] [15] [16] ).
Taking γ l into consideration for computing the likelihoods is an important methodological contribution to the multilevel literature. In order to further explain the effect of this term from a theoretical perspective, we can obtain the following equation using the Sherman-Morrison-Woodbury formula: j,l , which is derived from the Gaussian approximation, compensates for the mismatch between the multilevel pseudosymbols x j,l ∈ A l and the actual transmitted symbols which take values in A. The beneficial effect of taking this penalty term into consideration is confirmed in simulations.
Finally 
V. MULTILEVEL SGA DETECTOR WITH BREADTH-FIRST SEARCHING
A. Basic Idea
The multilevel algorithms proposed in the last section (MSGA-DFS) as well as in the literature (the multilevel mixture Kalman filter [16] and the ITS detector [13] [14] [15] ) are all based on the depth-first search described in the last section.
In this section, we propose a breadth-first search based multilevel SGA algorithm (MSGA-BFS). The MSGA-BFS algorithm consists of considering the multilevel approximation for the pseudosymbols from all the antennas at level l = L first, and then refine the approximations at levels l = L − 1, . . . , 1 sequentially.
Again we use a 64QAM constellation for the purpose of illustration. Firstly, we consider all the possible pseudosymbol combinations at level 3. There are 4
NT pseudo symbol combinations (4 possible pseudosymbols per antenna) in total. The sequential identification procedure proposed in the SGA algorithm is employed to identify the set of M significant pseudo symbol combinations taking into account the multilevel approximation, i.e. the term γ L as explained in the last section. The total cost for this identification procedure comes from the computing and sorting of 4M likelihoods for N T steps. Then we move down to the next level with the set of the 3rd level pseudo symbol combinations defined as follows: The above procedure is repeated for l = 1 and finally the M significant symbol combinations can be obtained for the computation of the posterior symbol probabilities. The total number of likelihoods that are computed and sorted is the same as that of the MSGA-DFS algorithm.
In the next section, a detailed description of the MSGA-BFS algorithm is presented.
B. Algorithm Description 1) Selection Procedure for the Highest Level (l = L):
The aim of the identification procedure at the highest level l = L is to select the set of M pseudo symbol combinations:
from all the possible 4 NT pseudo symbol combinations for j = 1, . . . , N T . The identification procedure is similar to that of the SGA algorithm where in the j-th step, the likelihoods of 4M symbol combinations are computed and sorted to select the M highly probable ones for the next step, given the set of pseudo symbol combinations from the j − 1-th step defined as follows:
To compute the required likelihoods, we first rewrite the system model as follows:
. (9) where the mean and variance of x k w.r.t. the uniform distribution are zero and γ respectively. The mean and variance of x k − x k,L are zero and γ L respectively. Thus, the variance 
where w 
NT ,l+1 |y can be computed via a Gaussian approximation. First we rewrite the decorrelating model as follows:
(11) 5 The terms Λ, γ and γ L are defined in the previous section.
where 
) and
NT ,l+1 , m = 1, . . . ,M }. 
VI. SIMULATION RESULTS
In this section, we demonstrate the near-optimal performance of the proposed MSGA-DFS and MSGA-BFS algorithms in various scenarios and the importance of the correction term of the multilevel approximation. In all our simulations, we set N T = N R = 4 and consider 16QAM/64QAM modulation systems with 1152 bits per frame before channel coding. The SNR is defined as E{||Hx|| 2 }/E{||n||
A 1/2 rate turbo code with polynomials 7 and 5 is used at the transmitter and a BCJR channel decoder with 4 iterations is used at the receiver. There are no outer iterations, i.e. the MIMO decoder processes the data only once. For each SNR we randomly generate 5×10 4 channel realizations, which were processed by all algorithms.
A. Effect of the Gaussian Approximation
The effect of the Gaussian approximation is investigated via comparison with two algorithms termed the depth-first search (DFS) and breadth-first search (BFS) algorithms. Both algorithms (DFS and BFS) are with Gaussian approximation variance term γ, but without proper Gaussian approximation for multilevel pseudo symbols.
1) The DFS algorithm is similar to the MSGA-DFS algorithm described in section IV-C except that the variance terms and γ l , l = L, . . . , 2 are set to 0.
2) The BFS algorithm is similar to the MSGA-BFS algorithm described in section V-C except that the variance terms γ l , l = L, . . . , 2 are set to 0. (17) for the MSGA-DFS algorithm. As a result, the additional complexity is negligible (less than 1%) in total.
B. Performance Comparison of MSGA-DFS and MSGA-BFS Algorithms
The uncoded and coded performance of the a posterior probability (APP), complex formulation PDA algorithm (CPDA) [10] , SGA, MSGA-DFS and MSGA-BFS algorithms with M = 20 is presented in Fig. 5 for a 16QAM 4 × 4 system. It is seen that the performance of MSGA-DFS and Fig . 6 shows performance of the Max-log SD [12] 7 , SGA, MSGA-DFS and MSGA-BFS for 64QAM, 4×4 system. In the uncoded case, performance of the MSGA and SGA algorithms is slightly worse than that of SD for high SNR levels. It is also noticed that performance of the MSGA-BFS algorithms is slightly better than that of the MSGA-DFS algorithm (with the same M ). In the coded case, the performance of the SD algorithm is similar to that of the SGA and MSGA algorithms with M = 40. Table I shows the algebraic complexity of the SGA algorithm and MSGA algorithms (MSGA-DFS, MSGA-BFS) 8 for selection of M symbol combinations for one antenna. It is seen that the comparisons required in the MSGA algorithms should be significantly smaller than that in SGA algorithm. Table II shows the number of real operations (MUL+ADD+COMP) per time instant for the SGA algorithm, the SD algorithm [12] and the proposed MSGA-DFS/MSGA-BFS algorithms for 4×4, 16QAM/64QAM systems. The number of operations of the SD algorithm is averaged over 1000 channel realizations with SNR=16 dB for 16QAM constellation and SNR=24dB for 64QAM constellation respectively.
C. Complexity Comparison
It is noticed that the complexities of the three SGA based algorithms (SGA,MSGA-DFS,MSGA-BFS) are much lower than the average complexity of the SD algorithm. The complexity of the MSGA algorithms is only around 81% and 48% of that of the original SGA algorithm for the 16QAM and 64QAM systems respectively. 7 The SD algorithm [12] used here is a benchmark which has been shown superior to standard list SD [4] . There are many further improvements about SD with pre-processing and post-processing methods proposed recently. But we opt for a standard implementation. 8 The recursive updating method proposed in Appendix B is used to reduce the complexity of the SGA, MSGA-DFS and MSGA-BFS algorithms. It is assumed that the heap sorting algorithm is used for partial sorting in the SGA, SGA-DFS and SGA-BFS algorithms, which has a average complexity of O (MN log(MN) ) VII. CONCLUSIONS In this paper, two multilevel SGA algorithms with depth-first searching (MSGA-DFS) and breadth-first searching (MSGA-BFS) are proposed to reduce the complexity of the original SGA algorithm for near-optimal detection of MIMO system with higher order QAM constellations (16QAM/64QAM).
The two methods exploit the multilevel structure of QAM constellations to reduce the effect of large constellation size on computation and sorting. Simulation results demonstrate that both of the algorithms can achieve near-optimal (APP) performance in both coded and uncoded systems for a complexity which is only around 81% and 48% of that of the original SGA algorithm for MIMO system with 4 transmit and receive antennas and 16QAM, 64QAM modulation constellations, respectively.
VIII. APPENDIX A. Computation of γ l
The detailed computation of γ l is given as follows:
where the joint probability p(x j , x l,k ) is given in Eq. (4), the mean and variance of x j,l w.r.t. a uniform distribution are zero and 1 N l a l,k ∈A l |a l,k | 2 respectively for l = 1, . . . , L. These calculations can straightforwardly be altered in order to consider the case where a non-uniform prior is used, such as in a Turbo decoding framework.
B. Complexity Reductions
In this section, we propose recursively update methods to reduce the complexity of the proposed MSGA-DFS and MSGA-BFS algorithms via the matrix inversion lemma.
1) Recursive Update of ψ η
