Energy is the most precious resource in sensor networks. The ability to move energy around makes it feasible to build distributed energy storage systems that can robustly extend the lifetime of networked sensor systems. eShare supports the concept of energy sharing among multiple embedded sensor devices by providing designs for energy routers (i.e., energy storage and routing devices) and related energy access and network protocols. In a nutshell, energy routers exchange energy sharing control information using their data network while sharing energy freely among connected embedded sensor devices using their energy network. To improve sharing efficiency subject to energy leakage, we develop an effective energy charging and discharging mechanism using an array of ultra-capacitors as the main component of an energy router. We extensively evaluate our system under seven real-world settings. Results indicate our charging and discharging control can effectively minimize the energy leaked away. Moreover, the energy sharing protocol can quantitatively share 113J energy with 96.82% accuracy in less than 2 seconds.
INTRODUCTION
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In this scenario, if we connect the energy storage of the embedded sensor devices with each other and enable energy sharing among these devices, the energy harvested by the devices that are directly exposed to sunlight can be utilized to power the devices that are in shadow. In this way, the lifetime of the whole network can be prolonged. Given the dynamic changes in the environmental energy, each energy sharing operation among these devices should be finished within a short duration of time. We note that the greenhouse infrastructure provides a very good platform to connect the devices by using wires. Moreover, distributed energy sharing protocols are needed in large-scale greenhouse applications.
Scenario 2: Wearable Computing Applications. In wearable computing applications, Dr. Abowd's team has empirically studied the expected harvesting power from six body locations. Their results [Yun et al. 2008] indicate that devices at different locations have significantly different energy harvesting power (e.g., 115 ± 106μW on the wrist and 1.01 ± 0.46mW on the arm). Moreover, the harvesting power varies over time.
In this scenario, there is temporal and spatial diversity in the harvesting power of each device. If we enable energy sharing among these devices, the energy generated from the device on the arm can be utilized to power the device on the wrist. Moreover, the temporal variations in the harvesting power also require the device on the wrist to share energy with the device on the arm during the period when only the device on the wrist can harvest energy. Given the low harvesting power of individual devices, highly efficient and quantitatively controllable energy sharing is needed to maintain the aliveness of all the devices. Moreover, these devices can be connected using wires integrated in clothing. In such a design, distributed energy storages are desired to ensure that devices can use their local energy storage units to power themselves after wiring failures.
Capacitors vs. Battery-Driven Storage
The two scenarios discussed before illustrate the benefit of energy sharing features and also indicate the requirements of energy sharing: it must be (i) fast, (ii) highly efficient, and (iii) quantitatively controllable. Theoretically, the energy sharing concept can be applied to battery-based systems, but the performance of these systems is significantly affected by the limitations of batteries: (i) low charge efficiency (as low as 6% [Foster 2012 ]) due to electro-chemical conversion, (ii) limited charge current, and (iii) inaccurate remaining energy prediction, which results in inaccurate control of energy sharing. In contrast, capacitors do not have these limitations.
However, ultra-capacitors also have a major limitation, namely, leakage, which introduces a design challenge for a capacitor-driven energy storage system. To investigate the leakage property of the ultra-capacitor, we conducted experiments over a period of six weeks using ten types of ultra-capacitors, ranging from 22F to 3,000F. After an ultra-capacitor was fully charged, we isolated it and continuously monitored its remaining voltage over 1,000 hours. Figure 1(a) reveals that the ultra-capacitors have a very large amount of energy (e.g., 22.9% of total energy for 3,000F) leaked away during the first 48 hours, but little energy (e.g., 21.98% for 3,000F) leaked away during the following 952 hours (i.e., 39.7 days). At the end of the 1,000 hours, the 3,000F capacitor still has 2.003V of remaining voltage. These results indicate that ultra-capacitors have a leakage performance that is comparable to that of batteries (e.g., 15% per month for an NiMH battery [Sea-Bird Electronics, Inc. 2009 ]) when voltage is controlled under an appropriate level. However, ultra-capacitors suffer severe energy leakage when they are charged to the limit. We also investigated the correlation between the voltage and leakage of ultra-capacitors. Figure 1 (b) shows that when the voltage of ultra-capacitors approaches its limit, the value of leakage power increases significantly. For example, when the voltage of the 400F ultra-capacitor increases to 2.5V (shown in Figure 1 (b)), its leakage power is 24.65 mW, which is equivalent to the power needed for powering a MICAz mote to work under more than a 30% duty cycle.
SYSTEM OVERVIEW
The eShare system uses energy routers to share energy among multiple networked embedded sensor devices. Since the main storage component of an energy router is an array of ultra-capacitors, we need to address the energy leakage issue as revealed by the empirical study in Section 2. To provide energy sharing with leakage control, we propose a three-layer design, as shown in Figure 2. -The hardware layer (Section 4) uses: (i) multiple ultra-capacitors to form a capacitor array as the only energy storage unit to power the system and (ii) a series of control switches to control different types of connections between the ultra-capacitors (i.e., in parallel, series, or hybrid). To achieve fast and efficient energy sharing, we use N-MOSFETs as switches, which support a large amount of current, low energy consumption, and extremely short switching time (at the level of ns). This layer also provides an energy harvesting circuit (e.g., solar panel or wind generator) to harvest the environmental energy. Moreover, this layer: (i) monitors the remaining energy inside ultra-capacitors and (ii) samples the harvesting power from the energy harvesting circuit. These two pieces of information are then fed into the control layer. -The control layer (Section 5) serves as a bridge between the hardware layer and the energy sharing layer. It plays two important roles: (i) it calculates the energy 32:6 T. Zhu et al. Fig. 3 . Relationship between the data network and the energy network.
leakage rate online based on the remaining energy inside each ultra-capacitor and then forwards the leakage information (together with the remaining and harvesting energy) to the energy sharing layer; and (ii) based on the leakage model and the energy supply and demand request from the energy sharing layer, it controls the working state (i.e., discharging or charging) of the energy storage system by sending a control signal to the hardware layer to control the on/off state of the control switches. Since the control layer has all of the energy information (including leakage information), it can conduct fine-grained control (including energy sharing). -The energy sharing layer (Section 6) consists of an energy access protocol and an energy network protocol. Similar to the role of data-link and network protocols in a data network, an energy access protocol controls energy exchange between a pair of neighboring nodes and an energy network protocol decides the most efficient routes for energy distribution, respectively. By using the energy information forwarded from the control layer, the energy sharing layer calculates the energy gap between the actually available energy and the expected energy requirement. To close this gap, the energy sharing layer sends quantitative energy supply and demand requests via the data network and then exchanges energy via an energy network. Figure 3 shows the relationship between the data network and the energy network. In the energy network, there are local energy storage units which store harvested environmental energy and provide local energy supply to the corresponding embedded devices. These energy storage units are connected by using energy routers (described in Section 4.3). In the data network, embedded devices execute the energy access protocol and the energy network protocol, and periodically exchange energy supply and demand messages. When there is a need to share energy, embedded devices send control signals to the corresponding energy routers so that energy is routed from one energy storage unit to another energy storage unit in the energy network.
HARDWARE LAYER
The design goal of the hardware layer is to build a distributed energy storage system with minimum leakage. Although a centralized energy storage system can be used to power all nodes if they are connected together, it has a few limitations. For instance, in WSNs, energy is normally harvested and consumed in a distributed manner. Due to the energy loss in wires, it would be wasteful to store energy in a central storage and then redistribute the energy to individual devices. Moreover, a distributed energy storage is more robust than a centralized one when the system encounters failures such as wire failure.
Energy Storage Design: Capacitor Array
A straightforward choice for energy storage is to use a single large ultra-capacitor. However, this suffers from a slow boot-up time (to reach operational voltage), high remaining energy (detailed in Section 5.3), and inflexibility in fine-grained control (due to the limited granularity of the A/D converter inside sensor devices). For example, MICAz uses a 10-bit A/D converter. When being charged or discharged with the same amount of energy, a single large capacitor's voltage value does not change as significantly as a small capacitor, which causes inaccurate charging and discharging control (detailed in Sections 5.2 and 5.3). In our design, we build the energy router using an array of ultra-capacitors that have different levels of capacitances. This capacitor array is designed to satisfy the following three requirements.
-Generality. The circuit should be easily extended to n capacitors. Moreover, the capacitors can be connected in different types of connections (e.g., series, parallel, or hybrid) by using this circuit. -Simplicity. It should expose a minimum number of interfaces for control purposes. -Stability. It needs to have a stable and simultaneous charging and discharging capability. In other words, during the charging state, the circuit still needs to output energy to power the embedded sensor device. Moreover, it is important to stably and smoothly change the connection type (e.g., from parallel to series) of the capacitors during the charging/discharging state.
The circuit we designed successfully achieves the preceding three design goals. Figure 4 (a) shows the circuit for two capacitors, which can be easily extended to support n capacitors (shown in Figure 4 (b)). Moreover, this circuit can achieve different combinations of connections (shown in Table I ). Here we use 0/1 to indicate the on/off state of the switches. All of these switches can be controlled by an embedded sensor device through the serial to the parallel control signal converter (shown in Figure 5 ), which introduces a minimum number of control interfaces to the sensor device. The output 32:8 T. Zhu et al. of the circuit is connected to a step-up DC/DC converter. Since a DC/DC converter normally has a very wide input voltage range (e.g., 0.7V ∼ 5V for MAX1676), our circuit can still provide a constant voltage from the output of the DC/DC converter when the capacitors are changing their connections (e.g., from parallel to series).
Connection Types
K 11 K 12 K 13 K 14 K 21 K 22 Discharge C 1 , Disconnect C 2 0 1 0 1 0 0 Discharge C 1 , Charge C 2 0 1 0 1 1 0 Charge & Discharge C 1 simultaneously 1 1 0 1 0 0 Discharge C 2 , Disconnect C 1 0 0 0 1 0 1 Discharge C 2 , Charge C 1 1 0 0 1 0 1 Charge & Discharge C 2 simultaneously 0 0 0 1 1 1 Discharge C 1 , C 2 in parallel 0 1 0 1 0 1 Charge & Discharge C 1 , C 2 in parallel 1 1 0 1 1 1 Discharge C 1 , C 2 in series 0 1 1 0 0 0 Charge & Discharge C 1 , C 2 in series 1 1 1 0 1 0
Capacitor Selection
As discussed in Section 2.1, energy leakage in ultra-capacitors is nonnegligible. For a capacitor-array energy storage system, it is important to select capacitors so that the total amount of energy leaked away is minimized during the service time. In other words, capacitor selection can increase the service time of the system. This section discusses how to select capacitors based on their leakage property. In order to keep functioning, a device is designed to have a fixed amount of local energy storage capacitance C. Then the capacitor selection problem is as follows: There are n different capacitors, 1 through n, on the market. Each capacitor i has a capacitance c i and an energy leakage parameter L i . x i is the number of capacitor i that is needed to be selected. Since different capacitors have different amount of energy leaked away over time (shown in Figure 1(a) ), L i is defined to be the energy leaked away at a userdefined service time (e.g., 24 hours). We want to select the capacitors so that the total energy leaked away is minimized over time and the summation of these capacitors'
capacitance is larger than C. This problem can be formulated as
This problem is similar to the unbounded knapsack problem except here we need to minimize the total energy leaked away subject to the constraint that the total capacitance is larger than C. This problem can be solved by using dynamic programming. For each j ≤ C, we define M( j) to be the minimum leakage value that can be attained with total capacitance larger than or equal to j. Then M(C) is the solution to the problem. Observe that M( j) has the following properties.
M(0) = ∞ (i.e., the summation of the empty set)
Here the minimum of the empty set is taken to be zero. Tabulating the results from M(0) up through M(C) gives the solution. The pseudocode of the capacitor selection algorithm is shown in Algorithm 1. This is a bottom-up approach. The whole algorithm can be divided into two parts: (i) calculate the minimum leakage value M(C) (lines 1 to 7); and (ii) retrieve the list of selected capacitors (lines 8 to 12). For every capacitance value j ∈ {1, . . . , C}, the minimum leakage value M( j) is initialized to ∞ (line 2). Then for each j, we walk through every capacitor with capacitance c i by trying to add c i into the selected capacitor list and calculate the corresponding energy leakage value Temp( j) (lines 3 to 5). Using ∞ allows us to effectively ignore any impossible solution (e.g., c i > j in line 4). Lines 6 and 7 select the capacitor c i with the minimum Temp( j) value to update the minimum leakage value M( j) and store c i in a string S( j) which is used to retrieve the capacitor list. The minimum leakage value M(C) is obtained when the j value reaches C. Then starting from S(C), the capacitor list can be retrieved backwardly (lines 8 to 12). Since the calculation of each M( j) involves examining n capacitors, and there are C values of M( j) to calculate, the running time of the capacitor selection algorithm is O(nC). In practice, due to the limited types of the capacitors available on the market, the capacitor selection algorithm can be quickly computed.
Hardware Platform
The energy router is an add-on power board that supports multiple ultra-capacitors to form an array as the only energy storage unit so as to overcome the intrinsic limitations of batteries (e.g., energy uncertainty, limited recharge cycles, low conversion efficiency, and environment unfriendliness). The architecture of the energy router is shown in Figure 5 . It consists of: (i) solar panels and a peripheral circuit for energy harvesting; (ii) a harvesting power measurement circuit; (iii) an ultra-capacitor-based energy storage and control switches, which can directly share energy with the other energy storage and supply devices; (iv) a serial to parallel control signal converter; and (v) a smart power supply circuit with a DC/DC converter for powering the embedded sensor device that is attached to the energy router board. The corresponding printed circuit board is shown in Figure 6 .
CONTROL LAYER
By interacting with the hardware layer, the control layer is responsible for two basic functions: energy charging and energy discharging, which are the building blocks for energy sharing within a network. To improve the charge and discharging efficiency, we need to balance the energy stored within an array of capacitors according to their energy leakage model so that total leakage can be minimized during the charge, discharge, and storage stages.
Energy Leakage Model
Based on our empirical study in Section 2.1, we formulate a leakage model to characterize the relationship between the voltage in the ultra-capacitor and the leakage power. The embedded sensor device builds the leakage model by storing the value of the leakage power P L and the corresponding capacitor's voltage value V c in its memory. Figure 7 (a) shows the empirical leakage data of the leakage model for diverse capacitors. To express the model mathematically and reduce the storage space for the model, we use a piecewise linear approximation of the leakage curve. We define turning points as the points in the curve with considerable slope change, which are used to decide the start and end points of line segments. Therefore, the whole leakage model can be represented by a set of linear functions, as shown in Eq. (2).
Here V 1 , V 2 , . . . , V n+1 are the remaining energy values corresponding to the turning points of the segments. a 1 , a 2 , . . . , a n and b 1 , b 2 , . . . , b n are the coefficients for each line segment. Figure 7 (b) shows an example for the line-segment-based modeling of the leakage power for a 400F capacitor. The square dots represent the turning points. The model we built accurately matches the empirical results.
Charging
As shown in Section 5.1, energy leakage is mainly affected by the remaining energy within an ultra-capacitor and its leakage model. Energy storage efficiency is reduced if we charge an array of capacitors in a sequential manner (i.e., one by one), because energy leakage increases rapidly when a capacitor approaches its capacity. The design goal of the charging control is to balance the energy stored in an array of capacitors so that energy can be stored for a long period with minimal energy leakage.
Basic Alternative Charging Control. As an example, Figure 8 shows the charging control of two capacitors (C 1 and C 2 ), which belong to a single capacitor array. Initially, switches K 11 and K 21 are turned off. When the charging control is conducted, the control layer measures the voltage values (V C 1 and V C 2 ) of these two capacitors and calculates the corresponding leakage powers (P L 1 and P L 2 ) based on the leakage model. If P L 1 is less than or equal to P L 2 (shown in Figure 8 (a)), the control layer decides to charge C 1 32:12 T. Zhu et al. by turning on K 11 . In the case that P L 1 is greater than P L 2 (shown in Figure 8 (b)), C 2 is charged. The charging control transfers energy between C 1 and C 2 alternatively with time interval T until there is no external energy available or all the capacitors are fully charged.
Adaptive Charging Control.
As an all-purpose energy storage system, it is important that the system can be charged by different energy sources (e.g., environmental energy or DC power supply). However, these diverse energy sources introduce a challenge to the design of the charging control because their charge current varies over orders of magnitude (ranging from less than 1mA for environmental energy to more than 10A for DC power supply). If the charging control is conducted with a fixed short time interval (in favor of the large charge current), unnecessary voltage measurements and comparisons are conducted when the capacitor is charged with a small current and its voltage increases slowly, whereas if the time interval is large (in favor of the small charge current), more energy is leaked away when the charge current is large.
To minimize the energy leaked away and reduce the control overhead, we propose an adaptive charging control, which conducts the charging control operation with an adaptive time interval based on the charge current. Algorithm 2 illustrates the control algorithm for n capacitors. Initially, the controller turns off all the switches and calculates the leakage power of all the capacitors based on the measured voltage values of these capacitors (lines 1 to 3). Then the controller turns on the switch that connects to the capacitor with the smallest leakage power and sets the timer with the smallest time interval T (lines 4 and 5). Since we allow simultaneous charging and discharging, when the timer fires, the controller needs to recalculate the leakage power of all the capacitors based on the newly measured voltage values of those capacitors (lines 7 to 8). If the capacitor with the smallest leakage power is the same as the one in the previous cycle (indicating the current time interval T is too short), the time interval is doubled (lines 9 and 10). Otherwise, the controller turns off the switch that connects to the previous capacitor and turns on the switch that connects to the capacitor that currently has the smallest leakage power (lines 11 to 13). The aforesaid control procedure 
ALGORITHM 2: Adaptive Charging Control
5 Set timer with interval T ; 6 while timer fired do repeats every time interval T until all of the capacitors are fully charged or there is no external energy available (lines 14 to 15).
Discharging
The ability to move energy around depends on how much energy can be discharged. For a given energy budget, the less energy inside the capacitor array at the end of the discharging process, the more energy that can be shared. This section describes how to smartly discharge the capacitor array to share a maximum amount of energy.
Voltage Values for Minimal Remaining Energy.
Since the output of the capacitor array serves as the input of the DC/DC converter that has the minimum input voltage (e.g., 0.7V for MAX1676), to minimize the remaining energy inside the capacitor array, the capacitors are connected in series so that the sum of their voltages is greater than the minimum input voltage of the DC/DC converter. However, for a fixed summation, different combinations of the capacitors' voltage values result in different remaining energy levels inside the capacitor array. As an example, Figure 9 shows that a 100F and a 300F capacitor are connected in a series to provide the same sum of 0.7V. However, the remaining energy is dramatically different for different combinations of the voltage values of the 100F and 300F capacitors. To minimize the remaining energy inside the series of capacitors, we need to determine the voltage value of each capacitor. The problem can be formulated as.
Here, we define C =
. V min is the minimum input voltage of DC/DC converter. This is a quadratic programming problem and the analytic solution is as follows.
Here c total is the total capacitance of all the capacitors in series and c total =
Discharge Procedure.
From the preceding, we get the voltage values of a series of capacitors with the minimum remaining energy. However, initially all of the capacitors have voltage values larger than the minimum input voltage of the DC/DC converter. In order to minimize the energy leaked away, only the capacitor with the highest leakage power is selected as the input of the DC/DC converter; all the other capacitors are originally disconnected from each other. To achieve the minimum remaining energy, we need to decide when to connect all of these capacitors in a series. If we connect them in a series too early (or late), their voltage values may be different, which causes the remaining energy not to be the minimum. By investigating Eq. (4) carefully, one can find that the voltage values of each capacitor share a common factor V min · c total . Moreover, these voltage values are reverse proportional to their capacitance. Our further experiments reveal that if the capacitors are discharged in a series with their initial voltage values reverse proportional to their capacitance, their voltage value will maintain this relation until the end of the discharge. Furthermore, the capacitor with the largest capacitance has the smallest voltage value. For example, in Figure 9 , if the initial voltage values of the 100F and 300F capacitors are 2.1V and 0.7V, respectively, after they are discharged in series, their voltage value will maintain the relation in which the voltage value of 100F is 3 times more than the voltage value of 300F.
Guided by the previous observation, we can calculate the minimum voltage values of these capacitors before they are connected in a series.
. . . ;
Here we assume that capacitor c i has the largest capacitance, which results in the smallest voltage value. Since all of the parameters in Eq. (5) are determined before conducting the discharging control, we can use an indexed lookup table, which is calculated offline, to reduce runtime computational overhead of Eq. (5). In summary, the discharging control algorithm is straightforward and can be described as follows: Initially, all of the capacitors are adaptively discharged based on which capacitor has the highest leakage power. If the voltage value of the capacitor reaches the minimum voltage value calculated from Eq. (5), this capacitor is excluded from the adaptive discharging. When all of the capacitors have voltage values less than or equal to the voltage in Eq. (5), these capacitors are connected in a series and conduct discharging until their total voltage value is less than the minimum input voltage of the DC/DC converter.
We note that there is a trade-off between minimizing the leaked energy and minimizing the remaining energy. Here minimizing the remaining energy has higher priority than minimizing the leaked energy. This is because when the capacitors start to be connected in a series, their leakage power is very low. We only optimize the energy utilization efficiency on the capacitor side without considering the DC/DC converter's efficiency. The reason is that the change of a DC/DC converter's efficiency is very small and can be ignored when the input voltage value changes. For example, when the input voltage changes from 1.2V to 2.4V, MAX1676 (the DC/DC converter used in our experiment) only increases its efficiency by 2%, which is negligible.
ENERGY ACCESS AND NETWORK PROTOCOL
Similar to data-link and network protocols used for data sharing, energy sharing shall be controlled by energy access and network protocols. The former controls energy exchange between a pair of neighboring devices, and the latter decides the most efficient routes for energy distribution.
Energy Access Protocol
Without losing generality, we assume that supplier i wants to share some energy with receiver j (shown in Figure 10 ). To achieve the design goal of being fast and highly efficient, instead of going through the DC/DC converter, the energy is directly shared between the capacitor arrays inside supplier i and receiver j. This is because the DC/DC converter's output current is limited, which significantly increases the time duration of the energy sharing. One may think that lower current will result in lower energy loss. However, our empirical study reveals that the DC/DC converter consumes a very large amount of energy, especially when its input voltage is low. Therefore, using a DC/DC converter is less energy efficient than directly connecting two capacitor arrays. As shown in Figure 10 , the output of i is directly connected to the input of j through power cords. For high-efficiency purposes, we use power cords instead of a wireless charging interface. In our design, a device can be connected to multiple neighboring devices by using power cords. Interestingly, increasing the number of neighboring devices will not increase the energy leakage or affect the energy sharing efficiency. This is because only one power cord is used to transfer energy during the energy sharing process, the circuits that connect all the other power cords are open and consequently there is no electric current in these power cords. For example, in Figure 10 , if i does not share energy with j, j always turns off its switches K 11 and K 21 , which results in an open circuit. Therefore, no electric current goes through the power cord.
The energy access protocol is a receiver-initiated protocol. After receiving the energy sharing control from the network layer, the receiver j sends out the SH ARE ST ART packet to the supplier i and prepares for charging. Upon receiving the SH ARE ST ART packet, i turns on the switch K S and conducts the discharging control. During the discharging control, the supplier i periodically monitors the On the receiver j side, the charging control is conducted. j also periodically monitors the energy received by sampling the voltage of its capacitors and calculating its remaining energy. When the expected energy is received, j turns off the charging switches (i.e., K 11 and K 21 in Figure 10 ) and sends out the SH ARE ST OP packet to i telling i that the energy sharing is terminated. Since j can accurately monitor the increased remaining energy inside its capacitor, it can terminate the energy sharing process with high accuracy. In our energy access protocol, both the supplier and the receiver can decide when to terminate the energy sharing process. Therefore, it is robust to the failure of supplier or receiver.
Energy Network Protocol
In this section, we introduce our energy network protocol, which is aimed at efficiently utilizing the energy inside the whole network and therefore prolonging the network lifetime. Here we define the network lifetime as the period of time during which all the embedded sensor devices inside the network have sufficient energy to execute the assigned tasks.
6.2.1. Finding the Minimum Energy-Loss Path. In order to share energy within the whole network, essentially we need to efficiently route the energy stored in one device to another device through one or multiple hops. However, when sharing energy between a pair of devices, a certain amount of energy will be lost due to factors such as energy loss within the power cord, diodes, and switches. Therefore, in order to achieve the goal of efficiently sharing energy within the whole network, similar to data packet routing in data communication networks, we need to find the minimum energy-loss path between any pair of sensor devices in the network. Specifically, given a set of energy harvesting devices and the interconnection of power cords among those energy harvesting devices, we can derive a graph that is similar to traditional communication network graphs. In such a graph, the vertices are the energy harvesting devices and the edges are the power cords. The weight of each edge is the efficiency of energy transfer between the pair of sensor devices that is incident to this edge. Figure 11 shows an example of such an energy sharing network. In Figure 11 , the value on each edge denotes the energy transfer efficiency along this edge. For example, if we assume the energy transfer efficiency (e ab ) between device a and b is 70% and the total amount of energy transferred between device a and device b is 100J, then the energy loss during the sharing procedure is 100 * (1 − 0.7) = 30J.
By applying any distributed shortest path algorithm [Ciancio et al. 2006 ] on such an energy sharing network, we can easily obtain the minimum energy-loss path between each device and any other devices in the network. Specifically, each device i in the network maintains a metric called energy sharing efficiency for any other device j in the network (ESE ij ). Energy sharing efficiency is symmetric (i.e., ESE ij = ESE ji ). In Figure 11 , we also show the energy sharing efficiency metric values for all devices towards device a. For example, the minimum energy sharing efficiency between device a and device d is e ac × e cd = 0.81 by going through path a → c → d. 6.2.2. Energy-Optimal Sharing Among Devices. In an energy harvesting network, due to unbalanced energy harvesting rates and varying workloads at individual devices, it is essential to share the energy within the whole network so as to improve network efficiency and to reduce unnecessary energy wastage due to energy leakage. In this section, we introduce optimal solutions for routing energy within the network with minimum energy loss. In the following sections, we discuss scenarios for accumulating and distributing energy at a device, respectively.
Accumulating Energy at a Device. If a specific device i in the network experiences a low energy harvesting rate or high workload, it may lack energy to complete all of its tasks. Under such conditions, this device would request that other devices share their energy with it and accumulate enough energy to support its operations. The main challenge here, therefore, is to ensure minimum energy loss due to the energy transfer for energy accumulation at this device i.
In a loss-prone energy sharing network, the less energy transferred in the network, the less energy loss would be incurred during the energy transfer process. Consequently, depending on the current energy harvesting and consumption rate, device i first calculates the minimum amount of energy that has to be accumulated from other devices. Then, based on the knowledge of the energy sharing efficiency from all other devices to device i, device i would sequentially request energy sharing from devices Send a data message to the device that is corresponding to sorted ESE m , request energy sharing of E ;
5
Receive E m from the requested device ;
with the maximal energy sharing efficiencies until it has accumulated enough energy.
The detailed procedure at the energy requester device i is shown in Protocol 3. When device j receives an energy sharing request from device i with energy accumulation budget E, it calculates the amount of energy it can afford to share with device i (E j ), and then transfers Min(E,
) energy through the minimum energy-loss path to device i.
Proof of optimality.
To prove the optimality of the preceding energy accumulation protocol, it is sufficient to show both the greedy choice and the optimal substructure properties. For the greedy choice property, since at each iteration we request energy from the device with the largest energy sharing efficiency to device i, we minimize the energy loss of energy transfer for the remaining energy needed at device i. This property can be proved by simple contradiction. Assume the remaining needed energy can be optimally transferred from n devices, then the total energy loss (1
, where E j is the energy transferred from device j and j = 1, 2, . . . , n. If there exists a ESE n+1,i which is larger than ESE ki , k = 1, 2, . . . , n, then accumulating energy from device k can result in more energy loss than accumulating energy from device n + 1 first and then from device k. This can be formulated
), which contradicts the optimality claim. Consequently, the greedy choice property holds. The optimal substructure property is straightforward since after each iteration, we reduce the problem to accumulating E − E k amount of energy, where E and E k are the energy budget and the energy accumulated from device k at the previous iteration, respectively. By combining the previous two properties, we prove that our proposed energy accumulation protocol is optimal in terms of minimum energy loss during the energy sharing process.
Case Study. To further illustrate the aforeside energy accumulation process, we provide a simple walkthrough for the energy sharing network shown in Figure 11 . Assume device a needs to accumulate 100J from the network. First it will request energy sharing with device c, which has the best energy sharing efficiency of 90% to device a. If device c decides it can share 80J of energy with device a, then device a would receive 80 * 0.9 = 72J from device c. Since 72J < 100J, device a would request that device d share 28J energy with it. Assuming device d can share up to 50J energy with device a, it then will transfer 28 0.81 = 34.6J energy to device a, so as to meet the energy accumulation budget at device a by considering energy loss during the energy sharing process.
Distributing Energy at a Device.
If a device i can harvest the excess amount of energy from the surrounding environment and has a low workload, then it would accumulate a large amount of energy at its ultra-capacitors, which would consequently lead to a large energy leakage. In order to conserve such otherwise leaked energy, device i should try to distribute its excessive energy throughout the network.
Specifically, depending on the current energy harvesting rate, energy consumption rate, and energy level at the local capacitor array, device i decides the amount of energy to distribute to other devices in the network. Then, similar to the energy accumulation process introduced in the previous section, device i attempts to distribute its energy to the devices with the best energy sharing efficiencies one by one until it has successfully distributed all its extra energy. Again, this greedy energy distribution process is optimal in terms of energy loss during energy sharing. The proof is also similar to that for energy accumulation in the previous section.
In summary, on top of the pairwise energy sharing primitive that is provided by the control layer, at the network-wide energy sharing layer we provide optimal solutions for controlling energy flow within the network for both accumulating and distributing energy at individual devices. Such network-wide energy sharing enables dynamic, efficient distribution of energy for improved system performance and energy efficiency in energy-dynamic energy harvesting systems with varying workloads. Our energy sharing design is compatible with all the other energy and activity prediction algorithms in the literature. For sensor network applications, sensor devices normally work under certain duty cycles with a specific time period. Therefore, the activities of sensor devices can be predicted based on these devices' previous activities. Since the environmental energy changes dynamically, instead of predicting the future available energy, the devices make energy sharing decisions based on their current remaining energy.
In our design, the data communication network does not need to match the energy network. In other words, our design does not require that all nodes are within communication range of each other. Our energy access and network protocols are compatible with existing MAC protocols. We note that MAC protocol design in the data communication network is not the focus of this article. Among existing MAC protocols, we believe that ADV-MAC protocol [Ray et al. 2009 ] is the best choice, because it provides high energy efficiency and low latency. By using ADV-MAC, sensor devices can periodically wake up at the same time and update their energy information. By doing this, we can avoid the scenario in which a sender tries to reach a sleeping receiver. Similar to IEEE 802.11, ADV-MAC avoids collision by sending out RTS and CTS packets.
Although low-power listening MAC protocols (such as X-MAC [Buettner et al. 2006 ] and B-MAC [Polastre et al. 2004 ]) are energy efficient and easy to implement, they have relatively high latency. These protocols can be implemented in some energy sharing network applications which have a coarse time granularity and can tolerate relatively high latency. For example, in greenhouse applications, the environmental energy will not significantly change within a short time interval (e.g., one minute). Our energysharing network is also compatible with receiver-initiated MAC protocols, such as RI-MAC , which avoid the long preambles of sender-initiated lowpower listening and support many low-power services including broadcast and anycast. However, receiver-initiated MAC protocols need to probe channel periodically even under no-data conditions. Therefore, these protocols can be implemented in some energy sharing network applications which have high data rate. In our simulation, we implemented a MAC protocol similar to ADV-MAC.
EVALUATION OF EFFECTIVE CONTROL
In this section, we evaluate the effectiveness of the control-layer design under different types of real-world settings. 
Evaluation Baselines and Metrics
In our experiment, we set the total capacitance to be 400F. To reduce the boot-up time and leakage, we use a combination of a 100F and a 300F capacitor, which are controlled by our efficient charging and discharging control algorithms. We call this approach the Efficient Control (EC), which is compared with the following baseline.
-No Efficient Control (NEC).
This approach uses the same array of capacitors but provides no efficient control by simply connecting the capacitors in parallel to power the system.
The key advantage of our system design is that it efficiently minimizes the energy leaked away inside the energy storage system. Since it is hard to measure how much energy is leaked away, the metric used to evaluate the system is the remaining energy, the energy inside the capacitors that can be calculated based on the measured voltage values of the capacitors. With the same amount of energy charged both into the system and consumed, the larger the value of the remaining energy, the less the amount of energy leaked away.
Implementation
As shown in Figure 6 in Section 4, our hardware contains a custom circuit board that harvests energy to power the sensor device. As a proof of concept, we used a MICAz node as a sensor device that is powered by our energy storage system. We designed and implemented the control layer using TinyOS and NesC. The MICAz node normally works in sleeping mode, waking up only to conduct the charging and discharging control. Besides the control operations, it also measures the remaining energy inside the capacitor array and logs that data into the flash for the purpose of offline analysis of the system's performance. 
Different Experiment Scenarios
We carefully selected the experiment scenarios to represent a wide range of system working environments: (i) indoor energy harvesting, for investigating the charging control effectiveness; (ii) typical energy consumption pattern of an embedded mobile device, for studying the discharging control effectiveness; and (iii) outdoor energy harvesting, for exploring the hybrid charging and discharging control under a periodic and dynamic environment. For each scenario, we used two sets of hardware, one with Efficient Control (EC), the second one with No Efficient Control (NEC).
7.3.1. Indoor Energy Harvesting Experiment. The indoor energy harvesting experiment supports such potential applications as building automation and facility management. As shown in Figure 12 (a), two sets of hardware were deployed near each other under a ceiling light so that they harvested a similar amount of environmental energy. The total time duration for this experiment was 56 hours. The light was turned on all that time.
Figure 12(b) shows the remaining energy over time inside these two systems. With efficient control, the EC system always has greater remaining energy than the NEC system. At the end of the experiment, the remaining energy inside the EC system is 48.7J more than the remaining energy inside the NEC system. By showing the voltage values of the capacitors over time, Figure 12 (c) reveals that the efficient charging control always selects the capacitor with the lowest leakage power to store the energy, which reduces the energy leaked away and results in the large voltage gap between the 100F capacitor and the 300F capacitor in the EC system. 7.3.2. Mobile Phone Discharging Experiment. The mobile phone discharging experiment supports such potential applications as content sharing [Shen et al. 2007; Zhu et al. 2010a ], human-centric participatory sensing [Lu et al. 2009 ], and localization [Azizyan et al. 2009 ] using mobile phones. In this experiment, the mobile phone (Motorola V557) worked in the standby mode and was powered by one of these two systems at a time (shown in Figure 13(a) ). By discharging the capacitor with the highest leakage power first (shown in Figure 13 (c)), the EC system always maintains more remaining energy than the NEC system (shown in Figure 13(b) ). Moreover, with effective switching from the parallel connection to the serial connection during the discharging, the EC system further prolongs the service time of the system. The total service time of the EC system is 19 hours, which is 17.3% more than the service time of the NEC system. 7.3.3. Outdoor Energy Harvesting Experiment. The outdoor energy harvesting experiment supports such potential applications as environmental monitoring [Allred et al. 2007; Barrenetxea et al. 2008 ] and habitat monitoring [Zhang et al. 2004] . In this experiment, we deployed our systems inside a weatherproof enclosure that was set facing south and at a 40
• angle to the ground (shown in Figure 14(a) ). The total time duration of the experiment was 96 hours. Figure 15 shows the energy harvested by these systems. We placed the solar panels of these systems close to each other to harvest similar amounts of energy from the environment. The MICAz nodes of these systems ran at a 10% duty cycle to consume the same amount of energy all the time. As shown in Figure 14(b) , the EC system can efficiently maintain the remaining energy at a higher level than the NEC systems. At the end of the experiment, the remaining energy inside the EC system is 872.8J, which is 14.4% more than the remaining energy inside the NEC system. Figure 14 (c) shows that our capacitor array circuit can smoothly conduct the charging and discharging controls.
7.3.4. Summary. We have evaluated our system under different energy patterns. Since the capacitor array in our evaluation contains only 2 capacitors, the gains shown in Figures 12, 13 , and 14 are relatively modest. When the number of capacitors in a capacitor array increases, a better performance is expected. Moreover, the gains are not trivial for a small system such as a sensor device. For example, in Figure 12 , the EC system has 48.7J more remaining energy than the NEC system. This amount of energy can power a MICAz mote to work under a 1% duty cycle for more than 16 hours.
EVALUATION OF ENERGY SHARING
In Section 7, we have demonstrated the effectiveness of our hardware and control layer design. In this section, we evaluate the energy sharing layer design, which includes an energy access protocol and an energy network protocol.
Evaluation of Energy Access Protocol
Our hardware design and the energy access protocol not only support energy sharing from one sensor device to another sensor device (one-to-one), but also support energy sharing from multiple devices to a single device (many-to-one). In this section, we evaluate and compare the energy sharing in these two scenarios.
8.1.1. One-to-One. As shown in Figure 16 (a), the output of the supplier S 1 is connected to the input of the receptor R 1 . The capacitors in S 1 are connected in parallel and their initial voltages are 2.5V each while the capacitors in R 1 are connected in series and their total voltage value is 1.6V (i.e., 0.4V for 300F and 1.2V for 100F). The equivalent circuit is shown in Figure 16 (b). Figure 16(c) shows the voltage values of the capacitors during the energy sharing process. The energy sharing process starts at time 1 second and ends at time 3.1 seconds, for a total time duration of 2.1 seconds. At the end of the sharing process, the voltage value of the capacitors in S 1 is 2.37V each, and the voltage values of the 300F and 100F capacitors in R 1 are 0.64V and 1.71V, respectively. From the voltage values, we can calculate that the total energy lost in S 1 is 126.62J and the total energy received in R 1 is 113J, which can be used to power the MICAz mote to work in a 1% duty cycle for more than 38 hours. 8.1.2. Many-to-One. In this experiment, we evaluated the quantitative energy sharing among two suppliers (S 1 and S 2 ) and one receptor R 1 (shown in Figure 17(a) ). For comparison purposes, the receptor R 1 was required to get the same amount of energy as that gained in the one-to-one experiment (i.e., 113J). As shown in Figure 17(b) , the capacitors inside S 1 and S 2 were connected in parallel and the capacitors inside R 1 were connected in series. Initially the voltage values of the capacitors were precharged to the same values as those used in the one-to-one experiment (shown in Figure 17(c) ).
R 1 started the energy sharing process at time 1 second and periodically sampled the total voltage value of the 100F and 300F capacitors with a time interval of 5ms until the voltage value reached the predefined value (2.35V in this case). Then R 1 turned off the switch K (shown in Figure 17(b) ) and broadcasted the SH ARE ST OP packet to S 1 and S 2 indicating the end of the energy sharing (i.e., at time 2.3 second in Figure 17(c) ). Due to the granularity of the A/D converter, the actual total voltage value of the 100F and the 300F capacitors was slightly higher (i.e., 2.378V) than the predefined value (i.e., 2.35V) at the end of the experiment. However, our system still achieved very high accuracy. Compared with the predefined energy gain of 113J, the actual energy gain was 116.59J, which results in a transfer accuracy of 96.82%. Comparison. This section compares the performance of the energy sharing in the one-to-one and many-to-one scenarios. Comparing Figure 16 (c) with Figure 17(c) shows that the many-to-one configuration shares energy faster than the one-to-one configuration. If we define the energy sharing efficiency as the ratio of the energy received to the energy supplied, then the two-to-one configuration achieves a lower energy sharing efficiency (i.e., 84.46%) than the one-to-one configuration (i.e., 89.24% shown in Table II ). One of the reasons is that the two-to-one configuration has more devices than the one-to-one configuration during the energy sharing process, which causes more energy loss.
Evaluation of Energy Network Protocol
Energy network protocols support a lot of applications, such as oil pipeline monitoring and climate monitoring. In this section, we run our system under two different scenarios (i.e., outdoor building and wearable device) and evaluate the system performance under different settings. These two scenarios are carefully selected to represent two applications (i.e., the greenhouse application and the wearable computing application) described in Section 2. Since this work is the first one investigating energy sharing applications, the state-of-the-art research (e.g., energy conservation) is complementary, but provides no appropriate baseline for comparison. Therefore, we compare the system that enables network-wide Global Energy Sharing (GES) with the same system working under the following two modes: -No Energy Sharing (NES). The devices cannot share energy between each other within the network. 
-Local Energy Sharing (LES).
Each device shares energy only with its directly connected neighboring devices. For example, in Figure 11 , device a shares energy only with devices b and c. This system serves as a baseline to evaluate the effectiveness of the network-wide energy sharing protocols.
Two metrics are used to evaluate the system performance.
-Network Lifetime. The time duration before the first device inside the network runs out of power. -Wasted Energy. The summation of the energy leaked away and the energy loss during the energy sharing process. Here the energy loss includes three parts: (i) energy leaked away inside the capacitor array, (ii) energy consumption of the energy sharing control and communication, and (iii) energy loss when energy flows from one device to the other.
Outdoor Building Experiment
In this experiment, we continuously collected solar energy harvesting patterns from 14 locations outside of a 150-feet by 70-feet building (shown in Figure 18 ) for two days. The average distance between two locations is 31.43 feet. Therefore, we connected two devices using a 31-foot power cord and measured these two devices' energy sharing efficiency which is 83.76%. In our simulation, each device pair's energy sharing efficiency is the measured energy sharing efficiency (i.e., 83.76%) multiplied by a random value which is between 0.9 and 1.1. The collected energy harvesting pattern and the generated energy sharing efficiency values are used as an input to simulate the performance of connected energy routers that work under 3 different modes: Global Energy Sharing (GES), Local Energy Sharing (LES), and No Energy Sharing (NES), for 48 hours per mode. Each device works under a set of randomly generated working patterns with the mean value of the duty cycle equaling 5%. The same working pattern is applied to the systems with global energy sharing, local energy sharing, and no energy sharing. Each data point on a graph represents the averaged value of 10 runs, and the 95% confidence intervals of the data are within 2 ∼ 7% of the mean shown. Figure 19 compares the performance of the systems working under no energy sharing (NES), local energy sharing (LES), and global energy sharing (GES) modes. Figure 19(a) shows that the system working under the GES mode maintains the aliveness of all the devices during the whole experiment period, so its network lifetime is 48 hours. Without network-wide energy sharing optimization, the devices working under the LES mode share energy only with their directly connected neighbors. The devices run out of energy when their neighbors do not have enough energy to share with them. This is the reason that the system working under the LES mode has a network lifetime of only 34.5 hours. Without energy sharing, the system working under the NES mode can keep all the devices alive for only 25.8 hours. Figure 19 (b) compares the total amount of energy wasted during the experiments. Without energy sharing, 8406J energy is leaked away inside the capacitor arrays of all the devices that are working under the NES mode. Energy sharing between neighboring devices can significantly reduce the energy leaked away. The devices working under the LES mode have a total of 5819.406J energy wasted, which includes: (i) 5332J energy leaked away, (ii) 487J energy loss during the energy sharing process, and (iii) 0.406J energy consumed by sending the energy sharing control messages.
With network-wide energy sharing optimization, the devices working under the GES mode can further reduce the total amount of energy wasted to 4306.784J, which includes: (i) 3930J energy leaked away, (ii) 376J energy loss during the energy sharing process, and (iii) 0.7836J energy consumed by sending the energy sharing control messages. One may notice that GES has less energy loss during the energy sharing than LES. To understand the reason behind it, we can look at an example shown in Figure 11 . Assume both device b and device d have extra energy to share with device a. LES selects device b to share energy with a. However, GES chooses device d to share energy with a by going through path d → c → a, because ESE ad has higher value than ESE ab . By choosing the most energy-efficient path to share energy, the devices working under the GES mode have less energy loss than those working under the LES mode. The experiment results also show that the energy consumption overhead of sending the energy sharing control messages is negligible. 
Wearable Device Experiment
In this experiment, the number of sensor devices is 20. All of these devices are identical in terms of their energy storage capacity. We use the 3-day real energy traces collected from a solar panel which is mounted on a graduate student (shown in Figure 20 ) as a baseline, and generate an energy pattern in which the harvested power varied by a random amount that is −10% to 10% of the baseline for each device. We connected two devices using an 8-inch power cord and measured these two devices' energy sharing efficiency which is 92.07%. In our simulation, each device pair's energy sharing efficiency is the measured energy sharing efficiency (i.e., 92.07%) multiplied by a random value which is between 0.95 and 1.05. Each device works under a randomly generated working pattern with the mean value of the duty cycle varying from 0.5% to 5%. The same working pattern is applied to the systems with global energy sharing, local energy sharing, and no energy sharing. Each data point on a graph represents the averaged value of 10 runs, and the 95% confidence intervals of the data are within 3 ∼ 8% of the mean shown. Figure 21 compares the performance of the systems working under no energy sharing (NES), local energy sharing (LES), and global energy sharing (GES) modes. Figure 21(a) shows that the system working under the GES mode maintains the aliveness of all the devices during the whole experiment period, so its network lifetime is 72 hours. The system working under the LES mode has a network lifetime of only 42.5 hours. This is because the devices are working under the LES mode do not have networkwide energy sharing optimization and share energy only with their directly connected neighbors. The devices run out of energy when their neighbors do not have enough energy to share with them. Since the environmental energy is scarce, without energy sharing, the system working under the NES mode can keep all the devices alive for only 11.3 hours. Figure 21 (b) compares the total amount of energy wasted during the experiments. Without energy sharing, 2521.8J energy is leaked away inside the capacitor arrays of all the devices that are working under the NES mode. Energy sharing between neighboring devices can significantly reduce the energy leaked away. The devices working under the LES mode have a total of 1625.7J energy wasted. With network-wide energy sharing optimization, the devices working under the GES mode can further reduce the total amount of energy wasted to 1072.5J which is only 42.5% of the energy wasted when the devices working under the NES mode. The experiment results show that the energy consumption overhead of sending the energy sharing control messages is negligible.
System Sensitivity Analysis
Since our system is designed for many applications in different environments, it is very important to investigate the system's behavior and sensitivity under diverse settings.
Impact of Energy Sharing Efficiency.
In this section, we analyze the impact of energy sharing efficiency by varying the value of energy sharing efficiency from 0% to 100%. Figure 22(a) shows the lifetime of the systems working under no energy sharing (NES), local energy sharing (LES), and global energy sharing (GES) modes in the outdoor building experiment. When the energy sharing efficiency equals 0, the systems with local energy sharing and global energy sharing have the same lifetime as the system with no energy sharing. As the energy sharing efficiency increases, the network lifetimes of the two systems with energy sharing also increase. When the energy sharing efficiency equals 100%, all of the devices in the system with global energy sharing are alive all the time (i.e., network lifetime is 48 hours). However, the system with no energy sharing has a network lifetime of only 25.8 hours. Similar results can be found in the wearable device experiment (shown in Figure 22(b) ). Since the charge efficiency of rechargeable batteries is as low as 6% [Foster 2012 8.5.2. Impact of Energy Sharing Error. As discussed in Section 8.1.2, the granularity of the A/D converter may introduce error during the energy sharing. In this experiment, we evaluated the impact of energy sharing error, which varies from −25% to 25%. Here we use a negative value to indicate that the actual energy received is less than the energy expected. For example, if device A wants to receive 100J energy from device B, −25% means device A actually only receives 75J. As shown in Figures 23(a) and 23(b), this energy sharing error could reduce the network lifetime. Moreover, a negative error has more impact on the system performance than a positive error. This is because less energy received by an energy-deficient device could reduce the lifetime of that device. 8.5.3. Impact of Unbalanced Workload. Different applications require the devices inside the network to work under different workloads. For example, the sensor devices near the base station have a higher communication workload to forward the data packets than the sensor devices that are far away from the base station. In this section, we investigate the impact of unbalanced workloads. Each device works under a series of randomly generated working patterns that have the same mean value of duty cycles but varied standard deviation values.
Figures 24(a) and 24(b) show that the lifetimes of the local energy sharing and no energy sharing systems decrease as the value of the standard deviation increases from 1% to 10%. With network-wide energy sharing optimization, however, the global energy sharing system can always maintain the aliveness of all the devices under different standard deviation values and achieve the network lifetime of 48 hours and 72 hours in the outdoor building experiment and the wearable device experiment, respectively.
DISCUSSION
In this section, we discuss some of the design trade-offs and limitations of the approach, and some applications enabled by this work.
Design Trade-Offs
Before we started this work, we carefully compared different approaches. In this section, we discuss some of the design trade-offs.
9.1.1. Distributed vs. Centralized. In this work, each device has its own local energy harvesting units (i.e., solar panels) and energy storage units (i.e., ultracapacitors). Energy is harvested and consumed by these devices in a distributed mode. One may suggest to use a centralized power source (e.g., a big solar panel in the middle) to provide energy for all the devices. The reasons for using a distributed solution are as follows.
-Scalability. Compared with the centralized solution, a distributed solution is more scalable. It can support a large network which contains thousands of devices. For example, when the physical size of the network increases, a big solar panel in the middle may not be able to harvest sufficient energy to support the whole network. -Efficiency. The energy loss on the wires increases when distributing energy over long distances. In our distributed solution, the devices only share energy when needed, therefore the distributed solution provides higher energy efficiency than the centralized solution. -Robustness. The distributed solution is much more robust than the centralized solution to deal with failures. For example, in the centralized solution, a device does not have local energy storage, and it will lose power supply when the wire between itself and the centralized power source is broken. By contrast, in our distributed solution, the device can still use its local energy storage to power itself when the wire is broken.
9.1.2. Wired vs. Wireless. To achieve highly efficient energy sharing among devices, our hardware platform requires devices to be connected by using wires. Wireless energy transfer technology provides a very good alternative opportunity to our energy sharing system where interconnecting wires are inconvenient, hazardous, or impossible. However, current wireless energy transfer technology is not mature yet. It provides low energy transfer efficiency and requires large physical size of facility. For example, a research group at MIT developed a wireless energy transfer device [Kurs et al. 2007 ] which requires 60 cm-diameter coils and has only 40% energy transfer efficiency at a 2 meters distance. Since energy is one of the most precious resources in sensor networks, low energy sharing efficiency will significantly affect the performance of the system.
We note that the distribution of energy does not require a fully connected network. In other words, the energy sharing network does not need to connect nodes that have similar energy harvesting and consumption patterns. We only need to use wires to connect nodes that have different energy harvesting or consumption patterns. Therefore, we need wireless communication in the energy sharing network.
Limitations
Since this work is pioneering research on the design of ultra-capacitor-based energy storage and sharing systems, the outcome of our research has some limitations which are due to the limitations of current ultra-capacitor design and immature wireless energy transfer technology. However, these limitations also open new doors for further investigation in improving technologies in these areas. In this section, we discuss the limitations of our system and propose the potential opportunities.
9.2.1. Wires. Although using wires to transfer energy significantly increases energy transfer efficiency, it also increases complexity and limits the potential applications of our work. However, our energy network protocol design does not require a fully connected energy network. The devices with similar energy harvest patterns do not need to be connected with wires. We only connect the devices with highly diverse energy patterns. By doing this, we can significantly reduce the number of wires needed inside the network.
Moreover, some applications provide infrastructure to support wires. For example, in the greenhouse application, the structure of the greenhouse provides a very good platform to support the wires needed by our system. Similarly, in wearable computing applications, the devices can be integrated in clothing, which can support wires.
9.2.2. Size. Although the design of ultra-capacitors has improved significantly recently, the energy density of ultra-capacitors is still relatively lower than that of batteries. Moreover, ultra-capacitors are more expensive than batteries. All of the preceding limitations of ultra-capacitors counteract the applications of ultra-capacitors. We acknowledge that our technology might not be economically feasible in the current market, however, slow development in battery technology and rapid advances in ultracapacitor design make it possible to have a paradigm shift from a battery-based to an ultra-capacitor-based design for all kinds of embedded systems. Therefore, our research provides a fundamental framework and opens new doors for further investigation into the ultra-capacitor-based systems.
Enabled Applications
Besides the applications discussed in Section 2, our eShare design also enables other applications such as smart microgrids and remote area monitoring. In this section, we briefly introduce these applications.
9.3.1. Smart Microgrid. A microgrid is a virtual integration of distributed energy resources consisting of dozens to hundreds of small local generation facilities, from rooftop solar panels and backyard windmills to gas fueled generators. Our capacitorarray-based hardware design provides an energy-efficient and smart solution which stores the locally generated energy when energy is abundant and utilizes the energy during the peak time. Moreover, our effective charging and discharging control can minimize the energy leaked away inside the capacitor arrays.
9.3.2. Remote Area Monitoring. Since our capacitor-driven energy storage and sharing design provides unique features such as high energy sharing efficiency and accuracy, the design enables remote area monitoring applications such as remote bridge monitoring [Roberts et al. 2003 ] and remote railway monitoring . In these applications, devices are deployed at different locations in which the devices may always receive different levels of sunlight and the sunlight varies significantly over time. Moreover, different devices may have different workloads. For example, devices near the base station need to forward all the data packets to the base station while devices at the border only need to send back their own packets. Therefore, the devices near the base station have heavier workloads and consume more energy than the devices at the border. In order to maintain the aliveness of all the devices inside the network, energy sharing among these devices is very necessary.
RELATED WORK
A number of sensor network systems have been deployed for applications such as military surveillance and tracking [Kulathumani et al. 2009 ], assisted living [Lymberopoulos et al. 2008] , green buildings [Gauger et al. 2009; Jiang et al. 2009 ], content sharing [Shen et al. 2007; Hauer et al. 2008; Li et al. 2007 ], localization [Kusy et al. 2007; Chang et al. 2008; Zhang and Martonosi 2008] , and video-enabled monitoring [Rowe et al. 2007; Shin et al. 2007 ]. However, most of the sensor devices for the preceding systems are powered by batteries. According to R.A. Powers, battery capacity only doubles in 35 years [Kiehne 2003; Powers 1995] . On the other hand, there is a growing need for the sustainable deployment of sensor systems [Cerpa et al. 2001; Szewczyk et al. 2004; Xu et al. 2004 ] to reduce operational costs and ensure service continuity. To bridge such an expanding gap between limited energy supply and increasing energy demands in many long-term applications, developers normally have two options: energy harvesting or energy conservation.
Energy harvesting is the conversion of ambient energy into usable electrical energy. Several technologies have been developed for extracting energy from the environment, including solar [Jiang et al. 2005a; Zhu et al. 2010b] , wind [Park and Chou 2006] , kinetic, and vibrational [Meninger et al. 1999] energy. With these energy-harvesting technologies, researchers have designed various types of platforms to collect ambient energy from human activity or environments [Dutta et al. 2006a; Lin et al. 2005; Park and Chou 2006; Jiang et al. 2005a] . Notable ones designed especially for sensor networks are Heliomote [Lin et al. 2005; Kansal et al. 2007 ], Prometheus [Jiang et al. 2005a] , Trio [Dutta et al. 2006a] , AmbiMax [Park and Chou 2006] , and PUMA [Park and Chou 2004] . According to the type of energy storage used, these platforms can be separated into three categories: (i) rechargeable battery-based platforms [Kansal et al. 2007 ], (ii) designs combining ultra-capacitors and rechargeable batteries [Dutta et al. 2006a; Jiang et al. 2005a] , and (iii) capacitor-based designs.
Energy conservation and management is an intensively studied area. Many solutions have been proposed at different layers, including physical-layer energy optimization , I/O interface design [Klues et al. 2007 ], OS-layer design [Brouwers et al. 2009; Cooprider et al. 2007 ], topology management ], node placement , sensing coverage [Kang et al. 2008] , data aggregation [Madden et al. 2002] , data placement [Bhattacharya et al. 2003; Sadler and Martonosi 2007] , link-layer design [Gummeson et al. 2009 ], network-layer design [Cerpa and Estrin 2004; Nath and Gibbons 2007; Zhu et al. 2010c; Gu et al. 2009] , and application-level energy-aware designs [Benson et al. 2008; Frank and Römer 2005; Sharma et al. 2010] . However, only a few works have focused on energy adaptation [Liu et al. 2008; Vigorito et al. 2007] and energy storage systems [Dutta et al. 2006b; Jiang et al. 2005b ]. The differences between these works and ours are that: (i) they focus on battery modeling or application adaptations, while ours focuses on capacitor-driven storage system design and control, and (ii) they currently do not incorporate the benefit of energy sharing among multiple devices.
The most closely related work is Zhu et al. [2009] , which focuses on adjusting the sensor device's activities to synchronize the energy demand with supply in a small system powered by a single ultra-capacitor. Instead of adapting the sensor device's activities locally, this article focuses on energy sharing between sensor devices. In addition, some researchers have investigated the use of multicell power sources [Shibata et al. 2001; Wiegers et al. 2006] . Unlike previous approaches, however, this article introduces energy routers and investigates the energy access and routing protocols among multiple multicell power sources.
CONCLUSION
This work supports the concept of energy sharing among networked sensor devices using energy routers. By using a provable optimal energy accumulation and distribution network protocol, we can balance energy supply and demand at individual devices so that network lifetime is extended. Moreover, we can store and redistribute energy efficiently by considering the leakage models of connected devices. Although this work focuses on energy sharing using ultra-capacitor-based storages, the notion of energy sharing can be generically applied to other energy storages such as rechargeable batteries. The two additional challenges we shall address in the future are: (i) how to improve charging and discharging efficiency in rechargeable batteries, and (ii) how to accurately predict remaining energy in batteries.
To our knowledge, this work is the first to consider collaboration between data networks and energy networks for efficient energy management. We invested a significant amount of effort to evaluate our design in seven real-world settings. The results indicate the effectiveness of our design compared to other designs. In future work, we shall focus more on the design of applications that can benefit from energy sharing.
