This paper is concerned with the identification problem for multivariable equation-error systems whose disturbance is an autoregressive moving average process. By means of the hierarchical identification principle and the iterative search, a hierarchical least-squares-based iterative (HLSI) identification algorithm is derived and a least-squares-based iterative (LSI) identification algorithm is given for comparison. Furthermore, a hierarchical multi-innovation least-squares-based iterative (HMILSI) identification algorithm is proposed using the multi-innovation theory. Compared with the LSI algorithm, the HLSI algorithm has smaller computational burden and can give more accurate parameter estimates and the HMILSI algorithm can track time-varying parameters. Finally, a simulation example is provided to verify the effectiveness of the proposed algorithms.
Introduction
With the development of modern industry, multivariable systems have provided rich possibilities to system modeling and process control [1, 2] . Compared with scalar systems, multivariable systems have more complex structures, complicated relationships between variables, high dimensions and stochastic disturbances. For decades, multivariable system identification has attracted increasing attention and many identification approaches have been reported [3] . Among them, how to improve the identification accuracy and to increase the identification efficiency of multivariable systems has become the core problems for researchers. Liu et al. proposed a partially-coupled gradient identification algorithm to obtain the more accurate estimates by filtering the input and output data and by transform the system into two subsystems [4] .
Many methods have been used to deal with system identification problems [5] [6] [7] [8] . Minimizing different criterion leads to different identification methods, such as neural network methods, fuzzy logic system identification methods, wavelet network system identification methods and so on. According to certain criterion function adopting different search strategies leads to different identification approaches, such as Newton identification methods, least-squares identification methods [9] and gradient identification methods [10, 11] . The recursive and iterative identification techniques can handle the parameter estimates of the system models. The recursive identification algorithms can avoid the matrix inversion and can be operated on-line [12, 13] and the iterative algorithms can make use of all the given input-output data sufficiently and can improve the parameter estimation accuracy [14] [15] [16] [17] . A filtering based multi-innovation gradient estimation algorithm has been proposed for nonlinear dynamical systems [18] .
On the other hand, some identification principles are widely applied to parameter estimation for linear and nonlinear systems and many methods have been obtained for identifying multi-input multi-output systems. The multi-innovation identification theory is beneficial for deriving more accurate estimation algorithms by expanding the innovation from a scalar to a vector and from the vector to the matrix. The hierarchical identification principle is a decomposition-based identification technique, whose key is to decompose a system into several subsystems which can be identified easier by using the gradient-based or the least-squares-based identification algorithms. Hierarchical identification methods are suitable for large-scale and complex systems since they can reduce the dimension of the systems to be identified and reduce the computation load. The filtering technique is potential for identifying systems with colored noises [19, 20] . An adaptive filtering based multi-innovation stochastic gradient algorithm was derived for bilinear systems with colored noise and can give small parameter estimation errors as the innovation length increases [21] . A multi-innovation gradient algorithm was developed based on the Kalman filtering to solve the joint state and parameter estimation problem for a nonlinear state space system with time-delay [22] . Many identification methods can be found in [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] and they can be applied to many areas [33] [34] [35] [36] [37] .
Recently, using the hierarchical identification principle and the multi-innovation identification theory, some algorithms have been proposed to track the parameters of nonlinear systems and multivariable systems [38, 39] . Considering that the least-squares algorithms have high estimation accuracy and rapid convergence [40] [41] [42] , this paper focuses on the parameter identification problem of multivariable equation-error systems with autoregressive moving average noise process and presents iterative identification algorithms using the hierarchical identification principle and the multi-innovation method. The key is to decompose a system into two subsystems and to iteratively estimate the matrix of unknown parameters of each subsystem separately. The main contribution of this work are as follows.
•
A decomposition least-squares-based iterative identification algorithm is derived for multivariable equation-error autoregressive moving average systems by using the hierarchical identification principle.
Compared with the least-squares-based iterative algorithm, the proposed algorithm can improve the estimation accuracy and decrease the computation burden. • A hierarchical multi-innovation least-squares-based iterative identification algorithm is proposed by using the multi-innovation theory, which can track time-varying parameters.
The remainder of the paper is organized as follows. Section 2 derives the identification models of multivariable equation-error systems with different forms of colored noise processes. A Leastsquares-based iterative identification algorithm is introduced in Section 3. In Section 4, a hierarchical least-squares-based iterative algorithm is derived. Section 5 presents a hierarchial multi-innovation least-squares-based iterative identification algorithm. The numerical example results are presented to illustrate the effectiveness of the proposed algorithms in Section 6. Finally, Section 7 concludes the work.
System Description and Identification Model

Symbols Meaning 0:
The zero matrix of appropriate sizes. 1 m×n :
An m × n matrix whose entries are all 1. 1 n :
An n dimensional column vector whose entries are all 1.
1.
The first form is w(s) = d(r) c(r) v(s) ∈ R m , where v(s) ∈ R m is a white noise vector, and c(r) and d(r) are scalar polynomials in r −1 with degrees n c and n d , which are expressed as
2.
The second form is w(s) = d(r)C −1 (r)v(s) ∈ R m , where d(r) is a scalar polynomial and C(r) is a matrix polynomial in r −1 , which is expressed as
is a scalar polynomial and D(r) is a matrix polynomial in r −1 , which is expressed as
4.
The last form is w(s) = C −1 (r)D(r)v(s) ∈ R m , where C(r) and D(r) are matrix polynomials in r −1 with degrees n c and n d .
Without loss of generality, we consider the multivariable systems with ARMA noise process, i.e.,
A(r)y(s) = B(r)u(s)
where A i , B i , C i and D i are the coefficient matrices to be estimated. Assume that the orders n a , n b , n c and n d are known and n := mn a + rn b + mn c + mn d , n 1 := mn a + rn b , n 2 := mn c + mn d , u(s) = 0, y(s) = 0 and v(s) = 0 for s 0.
Define the parameter matrices θ, α and β as
and the information vectors ϕ(s), φ α (s) and ψ(s) as
It follows that,
Substituting Equation (5) 
In this identification model, θ is the parameter matrix to be identified, which consists of two parameter matrices: the parameter matrix α of the system model and the parameter matrix β of the noise model.
Note that the unknown parameter matrices A i , B i , C i and D i are included in θ, the identification problem has many parameters to be estimated and it is significant to enhance the computational efficiency of the multivariable system identification algorithms. Aiming at this goal, this work studies the decomposition least-squares-based iterative estimation algorithms for the multivariable CARARMA systems by using the hierarchical identification principle from the measured input-output data {u(s), y(s): s = 1, 2, · · · , L} (L denotes the data length).
The Least-Squares-Based Iterative Algorithm
Let k = 1, 2, 3, · · · be an iterative variable andθ k := α k β k be the estimate of θ = α β at iteration k. Assume that L is the data length (L n). According to the data {u(s), y(s): s = 1, 2, · · · , L} and based on Equation (7), define the stacked output matrix Y(L) as Y(L) = [y(1), y(2), · · · , y(L)] ∈ R m×L , and the stacked information matrix Ω(L) is defined as
Define a quadratic criterion function,
To minimize J(θ), letting its partial derivatives with θ at θ =θ be zero gives
Then, the estimates of the parameter matrix θ is given bŷ
It is observed that the information vector ϕ(s) in Ω(L) involves the unknown noise terms w(s − i) (i = 1, 2, · · · , n c ) and v(s − j) (j = 1, 2, · · · , n d ), therefore the estimateθ in Equation (9) cannot been computed. To resolve this problem, we replace the unknown noise terms w(s − i) and v(s − j) in ϕ(s) with their corresponding estimatesŵ k−1 (s − i) andv k−1 (s − j) at iteration k − 1. Then, we can obtain the least-squares-based iterative (LSI) algorithm as follows:
The computational efficiency of the LSI algorithm for the multivariable CARARMA systems is given in Table 1 . Table 1 . The computational efficiency of the least-squares-based iterative identification algorithm.
Expressions
Number of Multiplications Number of Additionŝ
θ k = S k β k ∈ R n×m mn 2 k mn(n − 1)k S k := S −1 k ∈ R n×n (n 3 + n 2 − n + 1)k (n 3 + n 2 − 2n)k S k :=Ω k (L)Ω T k (L) ∈ R n×n n 2 Lk n 2 (L − 1)k β k :=Ω k (L)Y T (L) ∈ R n×m mnLk mn(L − 1)k w k (s) = y(s) −α T k φ α (s) ∈ R m mn 1 Lk mn 1 Lk v k (s) =ŵ k −β T kψ k (s) ∈ R m mn 2 Lk mn 2 Lk Sum (Number of multiplications) n 3 + (m + 1 + L)n 2 + (2mL − 1)n + 1 k Sum (Number of additions) n 3 + (m + L)n 2 + 2(mL − m − 1)n k Total flops N 1 := 2n 3 + (2m + 2L + 1)n 2 + (4mL − 2m − 3)n + 1 k
The Hierarchical Least-Squares-Based Iterative Algorithm
The multivariable system in Equation (6) is decomposed into two subsystems, one containing α and the other containing β, and each subsystem is identified separately by using the hierarchical identification principle and the iterative technique. Define two intermediate variables,
The system in Equation (1) can be decomposed into the following two fictitious subsystems:
Let L be the data length (L n) and define the stacked output matrices Y(L), H(L), W (L) and the stacked information matrices Φ(L) and Ψ(L) as
From Equations (20) and (21), we have
Define quadratic criterion functions:
Let k = 1, 2, 3, · · · be an iterative variable, andα k andβ k be the estimates of parameter matrices α and β at iteration k, respectively. Minimizing J 1 (α) and J 2 (β) and letting their partial derivatives with respect to α and β be zero, we can obtain the least-squares-based iterative relations, respectively:
Then, the estimates of the parameter matrices α and β are given bŷ
Notice that the information vector ψ(s) in Ψ(L) contains the unknown noise items w(s − i) and v(s − j), thus the algorithm in Equations (28) and (29) 
Replacing the unknown parameter matrix α in Equation (21) with its estimateα k , we have the estimate of w(s) at iteration k asŵ
According to Equations (5) and (23), replacing w(s) and α with their estimatesŵ k (s) andα k , we have the estimate of v(s) at iteration k aŝ
Replacing β, α and Ψ(L) in Equations (28) and (29) with their estimatesβ k−1 ,α k−1 andΨ k (L), and combining Equations (24), (25), (33), (3), and (30)-(32), we have the hierarchical least-squares-based iterative (HLSI) identification algorithm as follows:
The steps of the HLSI algorithm to compute the parameter estimatesα k andβ k are listed as follows.
1.
To initialize, let k = 1, give the data length L (L n) and some small positive ε, and set the initial values:α 0 = 1 n 1 ×m /p 0 ,β 0 = 1 n 2 ×m /p 0 , p 0 = 10 6 .
2.
Collect the input-output data {u(s), y(s): s = 1, 2, · · · , L}. Letŵ 0 (s) andv 0 (s) be random variables, and form the information vector φ α (s) by Equation (39), the stacked output matrix Y(L) by Equation (36) and the stacked information matrix Φ(L) by Equation (37).
3.
Form the information vectorψ k (s) by Equation (40), s = 1, 2, · · · , L, and form the stacked information matrixΨ k (L) by Equation (38).
4.
Update the parameter estimatesα k by Equation (34) andβ k by Equation (35).
5.
Computeŵ k (s) andv k (s) by Equations (41) and (42).
6.
If α k −α k−1 + β k −β k−1 > ε, increase k by 1 and go to Step 3; otherwise, obtain the iterative time k and the estimatesα k andβ k , and terminate this procedure.
Remark 1.
In the above algorithms, the unknown variables are replaced with their corresponding previous iteration estimates. Under some conditions and ensuring that the information matrices are persistently exciting, the identification algorithms based on the replacement of the unknown variables with their estimates can give satisfactory parameter estimates.
Remark 2.
The computation is very important to evaluate the performance of the algorithm and it can be measured by the numbers of multiplication and addition operations. In particular, one division operation can be counted as one multiplication operation and one subtraction operation can be counted as one addition operation. One multiplication or one addition operation is called one floating point operation (flop for short). Here, we give the computational efficiency by measuring the flop numbers involved in the identification algorithms.
The multiplication and addition numbers of the HLSI algorithm are shown in Table 2 . Table 2 . The computational efficiency of the hierarchical least-squares-based iterative identification algorithm.
Expressions
Number of Multiplications Number of Additionŝ
The amount of calculations of the LSI and HLSI identification algorithms are compared as follows
It is obvious that the HLSI identification algorithm requires less computation than the LSI identification algorithm.
Compared with the LSI algorithm, the HLSI algorithm can obtain more accurate parameter estimates and higher computational efficiency for multivariable systems with the colored noise. Furthermore, the proposed approaches in the paper can combine other mathematical optimization approaches [43] [44] [45] [46] [47] and statistical strategies [48] [49] [50] [51] [52] [53] [54] to study the parameter estimation problems of linear and nonlinear systems with different disturbances [55] [56] [57] [58] [59] [60] , and can be applied to other fields [61] [62] [63] [64] such as signal processing [65] [66] [67] [68] [69] [70] .
The Hierarchical Multi-Innovation Least-Squares-Based Iterative Identification Algorithm
To possess higher identification accuracy of the HLSI algorithm, we propose a hierarchical multi-innovation least-squares-based iterative algorithm by using the multi-innovation identification theory in this section.
Let p be the innovation length. Consider the data from time l = s − p + 1 to l = s and define the stacked information matrices: From the identification model in Equation (6), we define two cost functions:
Letα k (s) andβ k (s) be the kth iterative estimates of α and β at the current time s. Minimizing J 3 (α) and J 4 (β), we have the iterative relations as follows:
Notice that the information vector ψ(s) in Ψ(p, s) contains the unmeasured variables w(s − i) and v(s − j), thus the algorithm in Equations (49) and (50) 
Replacing the unknown parameter matrix α in Equation (22) 
Define the estimateΨ k (p, s) of Ψ(p, s) with the estimateψ k (s) of ψ(s) aŝ
Replacing β, α and Ψ(p, t) in Equations (49) and (50) with their estimatesβ k−1 (s),α k−1 (s) andΨ k (p, t), and combining Equations (46), (47), (54), (3), and (51)-(53), we have the hierarchical multi-innovation least-squares-based iterative identification algorithm for the multivariable CARARMA systems as follows:
The steps of the HMIGI algorithm for computingα k (s) andβ k (s) are listed as follows.
1.
To initialize, choose an innovation length p, let s = p, give some small positive ε and set the maximum iterative number k max . Set the initial values:θ 0 = α 0 (s) β 0 (s) = 1 n×m /p 0 ,ŵ 0 (s) and v 0 (s) to be random vectors.
2.
Let k = 1 and collect the input-output data {u(s), y(s)}. Form the stacked output matrix Y(p, s) by Equation (57), form the information vector φ α (s) by Equation (60) and the stacked information matrix Φ(p, s) by Equation (58).
3.
Form the information vectorψ k (s) by Equation (61) and the stacked information matrixΨ k (p, s) by Equation (59).
4.
Update the parameter estimatesα k (s) by Equation (55) andβ k (s) by Equation (56).
5.
Computeŵ k (s) andv k (s) by Equations (62) and (63). 6.
If k < k max , increase k by 1 and go to Step 3; otherwise, proceed to the next step. obtain the iterative estimateθ k (s) and terminate this procedure.
Example
Consider the following simulation system
A(r)y(s) = B(r)u(s) + C −1 (r)D(r)v(s),
In simulation, {u 1 (s)} and {u 2 (s)} are taken as two independent persistent excitation signal sequences with zero mean and unit variances, {v 1 (s)} and {v 2 (s)} as two independent white noise sequences with zero mean and variances σ 2 1 for v 1 (s) and σ 2 2 for v 2 (s). Taking the data length L = 3000, σ 2 1 = σ 2 2 = 0.05 2 , σ 2 1 = σ 2 2 = 1.00 2 and σ 2 1 = σ 2 2 = 2.00 2 , respectively. Applying the LSI and HLSI algorithms to estimate the parameters of this example system, the parameter estimates and the estimation errors δ := θ k − θ / θ of the LSI algorithm are shown in Tables 3-5 , and the parameter estimates and the estimation errors δ := α k −α 2 + β k −β 2 α 2 + β 2 of the HLSI algorithm are shown in Tables 6-8 . Table 3 . The LSI estimates and errors (σ 2 1 = σ 2 2 = 0.50 2 ). From the simulation results in Tables 3-8 , we can draw the following conclusions.
•
The estimation errors given by the LSI and HLSI algorithms become smaller as the iterative variable k increases (see the estimation errors δ in Tables 3-8 ).
• The HLSI algorithm leads to smaller parameter estimation errors than the LSI algorithm for the same data length L and noise level (see Tables 4 and 7) .
With iterations increase, the parameter estimations given by the HLSI algorithm are close to the true parameters, which verify the effectiveness of the HLSI algorithm proposed in this paper (see Tables 6-8) .
To validate the obtained model, we use the LSI estimates and the HLSI estimates to construct the estimated model, respectively. The predicted outputs arê
Using the LSI parameter estimates in Table 4 with the noise variance σ 2 1 = σ 2 2 = 0.50 2 and k = 10 to construct the LSI estimated model:
Using the HLSI parameter estimates in Table 7 with the noise variance σ 2 1 = σ 2 2 = 0.50 2 and k = 10 to construct the HLSI estimated model aŝ 
For model validation, we use a different dataset with a length of L r = 100, whose data are from s = L + 1 to s = L + L r , to compute the predicted outputsŷ(s) = [ŷ 1 (s),ŷ 2 (s)] T ∈ R 2 of the system. The actual outputs y i (s) (i = 1, 2), the predicted outputŷ LSI (s) based on the LSI parameter estimates, and the predicted outputŷ HLSI (s) based on the HLSI parameter estimates are plotted in 
Using the estimated outputs to compute the root-mean-square errors for the LSI and HLSI estimated models as Remark 3. Figures 1 and 2 demonstrate that the predicted outputs are close to the measurement outputs, which means that the LSI and HLSI estimation algorithms are effective and they can give accurate estimates of the multivariable CARARMA systems.
Remark 4.
In Figures 1 and 2 , we can see that the predicted outputs of the LSI and HLSI algorithms are close to true values for y 1 (s). However, for y 2 (s), the predicted outputs of the LSI algorithm has a significant discrepancy while the HLSI estimates remain close to true values, which shows that the LSI method has a limitation for application to this example. On the other hand, the proposed HLSI algorithm achieves good estimation performance for identifying the multivariable CARARMA systems. Generally speaking, the combination of the decomposition techniques and the iterative technique results in more accurate parameter estimates and better computational efficiency for multivariable systems.
Conclusions
This work proposes a hierarchical least-squares-based iterative identification algorithm and a hierarchical multi-innovation least-squares-based iterative identification algorithm for multivariable CARARMA systems based on the hierarchical identification principle and the iterative technique. Compared with the least-squares-based iterative identification algorithm, the proposed algorithms achieve highly accurate parameter estimates and improve the performance the algorithms. The proposed decomposition least-squares-based iterative identification algorithms for multivariable equation-error autoregressive moving average systems can combine other estimation methods [71] [72] [73] [74] and the mathematical techniques [75] [76] [77] to explore the parameter identification methods of other scalar, multivariable linear, nonlinear systems with colored noises [78] [79] [80] , and can be extended to other scientific fields [81] [82] [83] [84] [85] [86] [87] [88] such as signal modeling and communication networked systems [89] [90] [91] [92] .
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