In an experimental standard Cournot oligopoly we test the importance of models of behaviour characterised by imitation of successful behaviour, in particular when the environment becomes more complex. We find that the players do not rely more on imitation in more demanding environments. We explain that the different pattern of output decisions in such environments seems predominantly related to a general disorientation of the players, and more specifically to a significant decrease of best-responses.
symmetric game facilitates imitation of successful behaviour. Absence of imitation in such games would be damaging evidence against the prevalence of imitation.
Our experimental results show that even in complicated environments in which imitation seems straightforward, subjects are reluctant to resort to it. This suggests that subjects need not be naive learners, and that even in a difficult Cournot environment, they recognise that imitation of successful behaviour may reduce their profits. To infer from our results that imitation is not a good description of individual behaviour in markets may be stretching our observations excessively. After all, in real markets, forces may be at play that are kept out of our experiments. Nevertheless, our results certainly question any uncritical acceptance of imitation as a prevalent mode of behaviour in markets.
The remainder of this paper is organised as follows. In Section 1, we discuss Cournot oligopoly models. In Section 2, we present our experimental design. Section 3 contains the analysis of the data, and Section 4 compares our results with some other experiments, while Section 5 concludes.
Competitive Output in Cournot Markets
As is well known, output levels in Cournot markets may approach competitive output levels as the number of firms increases, because the Cournot-Nash equilibrium converges to the Walrasian competitive output. But there are two forms of behaviour that can sustain the competitive (Walrasian) equilibrium, even in Cournot markets with few players.
First, agents may have a preference for beating their opponents. This can be identified with what has been called spiteful behaviour, i.e., choosing an action that hurts oneself, but others even more. As explained in Appendix A, 2 in a Cournot market, a firm that stays closer to its Walrasian output tends to realise higher profits than its competitors. The classic reference in the experimental economics literature is Fouraker and Siegel (1963) , which is a detailed study of (rivalistic) behaviour in oligopolies. In later experimental work (Holt, 1995 , Davis, 1995 , spiteful behaviour has been observed occasionally. It is asserted, then, that some players simply like to beat their opponents, even at the cost of spoiling the party; see also Levine (1998) .
The second way to reach the Walrasian equilibrium in a Cournot market with few firms is through the adaptive behaviour of boundedly rational players. This approach goes back to Hamilton (1970) , who introduced the dynamic implications of a spite effect in an evolutionary context, showing how a species impairing itself might increase its likelihood of surviving selection pressure if it harms other species even more. Schaffer (1988a Schaffer ( , b, 1989 followed this line of argument in an economic context, showing that it is not necessarily the optimising firms that dominate markets if economic natural selection does its work, and explaining how the Walrasian competitive output would be a Symmetric Evolutionary Equilibrium in a Cournot oligopoly. discussed two levels at which economic natural selection can take place: the level of the firms, and the level of individual agents (managers). One could also think of such a selection process operating at the level of actions or strategies chosen by these agents (as a process of learning or adaptive behaviour). Vega-Redondo (1997) provides a dynamic analysis of this, showing that a process in which the action that led to the highest payoff in the previous period is chosen with a certain probability eventually leads to the Walrasian equilibrium in Cournot markets, provided there is some noise that eventually goes to zero; see also Rhode and Stegeman (1995) . As Vega-Redondo (1997) argues, this is not because of the specifics of a particular example or of the narrow imitation process assumed. However, it is true with great generality in symmetric Cournot oligopoly games and holds for a more general class of imitation dynamics. The bottom line of this literature is the following qualitative insight. If players are more likely to imitate recently more successful behaviour, output levels tend to move to the Walrasian competitive equilibrium.
Experimental Design
We conducted seven experimental sessions in the computerised experimental laboratory LeeX at the Universitat Pompeu Fabra in Barcelona in Winter/Spring 1997. The subjects were undergraduate students in Humanities, Commercial Studies, Business Administration, and Economics, in approximately equal numbers. 3 The experiment was based on the classic Cournot duopoly and triopoly experiments designed by Fouraker and Siegel (1963) , and subsequently modified; see Holt (1985) . For both the duopolies and triopolies we used three treatments based on different information setups. 4 For each treatment there were 18 players simultaneously in the laboratory. Players sat in front of personal computers, and could not observe the screens of other players nor communicate with them. As will be explained below, the time that a session lasted depended on the treatment. It ranged from about one to about two hours. The average payment over the 126 players was 2,200 pesetas (%US$ 15 at that time). Examples of the instructions given to the players can be found in Appendix B (see www.res.org).
The Standard Cournot Model
We consider a standard symmetric Cournot oligopoly. There is a number n of firms producing the same homogeneous commodity. The only decision variable for firm i is the quantity q i to be produced. We assume that the inverse demand function is P(Q) ¼ a + bQ, where Q ¼ Rq i , a > 0, and b < 0, with the exact values of a and b differing from treatment to treatment (see below). The n players are firms competing in the same market for 22 consecutive periods. The total costs for a firm are given by C(q) ¼ kq + K, with k > 0, and K < 0, ensuring positive profits at Walrasian output levels. Given the market price P, the profit V for an individual player is computed as follows: V ¼ Pq ) C.
Treatments: Duopolies and Triopolies
Since there were always 18 players simultaneously in the laboratory, 9 duopoly or 6 triopoly markets were going on at the same time. The players were matched randomly and anonymously to form markets. They played for consecutive 22 periods in the same market. In our experiment, unlike in Fouraker and Siegel (1963) , subjects knew the length of the experimental sessions. Players also knew whether it was a duopoly or triopoly they were in, but they did not know who was in their market. In the duopolies, the inverse demand curve was P ¼ 414 ) 4Q, and the cost function C ¼ 174q ) 146. In the triopoly these were: P ¼ 530 ) 4Q, and C ¼ 174q ) 266.
Three symmetric pure strategy profiles stand out in the static Cournot game: the joint-monopoly Pareto (P), the Cournot-Nash (N), and the competitive Walrasian output (W). Given the specifications of the demand and cost functions, these three output levels in the duopoly are Q P ¼ . Players can choose a quantity from 8 to 32 and are allowed to enter only integer values for their output levels. 5 Notice that the Walrasian individual output level of 30 is near the upper bound of the output range. Had we allowed for a higher range of output, random output choice or choice in the middle of the output range might have resulted in market output levels close to Walras, confounding the effect of imitation of successful firms. We consider three different treatments that differ in the way the information is provided, and the time pressure put on the players. Yet, the underlying market is exactly the same in the three treatments, and in fact, the objectively 'available' information is essentially the same too in each treatment. Consequently, the theoretical benchmarks computed above are appropriate for all treatments. If some important pieces of information were objectively missing in one treatment, even fully rational agents might choose different output levels.
We call these three treatments 'easy', 'hard', and 'hardest' since, as we move from 'easy' to 'hardest', subjects have less time to make their decisions and the 5 Appendix A (on www.res.org) presents a formal analysis of the Cournot oligopoly. Due to the integer restriction, there are some asymmetric strategy profiles that are closely related as well. In the duopoly, one firm producing 19, and the other 21 would be an asymmetric Cournot-Nash equilibrium. In the triopoly Q P ¼ 45 gives the only symmetric Pareto output, but Q ¼ 44 would give the same total profits. Also the Cournot-Nash equilibrium leading to Q N ¼ 66 is not strict since one player could deviate to q N ¼ 23 and be equally well-off. In fact, Q N ¼ 67 is an asymmetric Cournot-Nash equilibrium. The Walrasian equilibrium occurs at Q W ¼ 89. Hence, when all firms produce 29, two want to deviate to 30, and when all produce 30, one wants to deviate to 29. Nevertheless, q W ¼ 30 stands out in the sense that it is the only symmetric output where no player would realise a higher profit than the other two by deviating unilaterally. 6 One could likewise argue against placing the Walrasian output close to the end of the output interval, on the basis that players might be reluctant to make choices that seem extreme to them. But, as we will see in Section 2.4, the experimental evidence shows that the players in our Cournot markets are not reluctant to go towards the boundary if they think it appropriate to do so. information is provided in a more confusing format. In the 'easy' treatment there is no time pressure on the players. They can spend as much time as they want. In the 'hard' and 'hardest' treatments, players have just one minute to decide on their output level. The differences in information format of the three treatments are more involved. In neither of them did the players get the demand and cost functions as such.
In the 'easy' version, the players were given a profit table that conveniently summarised all the information concerning the inverse demand curve and the cost function (see Appendix B). This profit table contains for each combination of outputs the profits for the firms. The column entry shows the output of firmX, and the row entry the output of the other firm (duopoly) or the average output level of the other firms (triopoly). The cells show the profits of firmX and the profits of the other firm (duopoly) or the average of the profits of the other firms (triopoly). In this treatment, after each period, each player gets information about the actions of each of the other players in the same market, but not about their profits. Notice, however, that if they wanted, they could look up the profits of the other players in the profit table. In addition, in the 'easy' version a player always gets a complete history of his own past actions and profits (see Figure B1 in Appendix B on www.res.org).
In the 'hard' version, the players did not get the convenient profit table. Instead, they got an inconveniently arranged enumeration of the market prices associated with all possible aggregate output levels. They got a similarly arranged enumeration of all possible cost levels. Since the players knew that their profits were simply their revenues minus their costs and that all firms were identical, they had exactly the same information as in the 'easy' version, although less discernible. In this treatment, after each period, both the actions of all players in the same market in that period, and the profits obtained by each player were given on the screen (see Figure B2 in Appendix B). In addition, to make sure that subjects did not miss what output decision had led to the highest profit, it was explicitly stated in the instructions that this output level would appear on the screen, as it does, with a border of *s. Finally, no history of past individual decisions was provided in this and the next treatment, to have subjects concentrate on the decisions taken in the previous period.
The 'hardest' version differed from the 'hard' treatment in that the information about the demand side of the market was limited to the statement that 'the price level depends on aggregate output'.
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The differences between the 'easy', and the 'hard' and 'hardest' versions can be summarised as follows. In the 'easy' version, by providing subjects with a convenient profit table, we minimise the need for further learning about the environment, thus facilitating best-replies. As we move into the 'hard' and 'hardest' versions, we scramble the information about the market, increasing the subjects' need to learn about the environment. This, combined with the one-minute time pressure, becomes an obstacle to 'doing the best one can'. In addition, we provide flashing information about the most successful decision in each period, facilitating imitation of it.
Conventional wisdom claims that imitation should be more prevalent the more complex the subjects' decision task is. Therefore, we will use the 'easy' treatment as a benchmark. The question, then, is to what extent is imitation more frequent in more difficult environments, i.e., when time and information constraints are tighter. The purpose of the second and third treatments is to explore this question.
Monetary Incentives
In all treatments, each player gets a 'show-up' fee of 250 pesetas (% US$ 1.65 at that time). If a player realised losses, these would be subtracted from the 'show-up' fee. This was known to the players. No player realised cumulative losses. In addition, players were paid depending on their performance, the details of the payoff scheme applied being known by the players. In the duopolies, the monetary payoff was 0.035 pesetas per profit point realised during periods 1 to 20, and 0.35 pesetas in the last two periods 21 and 22. In the triopolies the coefficients were 0.025 and 0.25. These coefficients varied between duopoly and triopoly in order to compensate for the fact that profit opportunities are different in these markets. The result was identical monetary incentives across the different information treatments.
The decision to make the payoffs of periods 21 and 22 ten times higher reflects our interest, as will be explained in Section 3, in these last two periods. The higher payoffs were incentives for the players to stay concentrated till the very end. In addition, they were meant to reinforce the so-called 'end effect', making collusive and strategic behaviour more unlikely during the last periods, 8 thereby encouraging higher output levels. In these circumstances, levels of output below Walras give additional credibility to a conclusion of little imitation.
In addition to the treatments mentioned above, we also ran a session with an 'easy' duopoly treatment in which players were rewarded by their relative, instead of their absolute, performance. After each period, only the player who made the largest profit received a fixed positive payoff (100 pesetas during each of the periods 1 to 20, and 1,000 pesetas in periods 21 and 22), while the other player(s) got nothing. When two players had the same profit, they shared the monetary reward of the winner. The main purpose of this treatment was to verify that the 'easy' treatment was very easy indeed, and that our experimental set-up did not contain any insurmountable obstacle to the attainment of the Walrasian output expected in such a treatment, given the induced preference to beat their opponents. Indeed, a Walrasian output level of 30 was chosen by 100% of the players in the last two periods in this control treatment.
Analysis
As explained in Section 2, the 'hard' and 'hardest' treatments should be particularly conducive to imitation. The intuition being that when the subjects are more intensely confronted with their bounded rationality, imitation of the successful firm becomes a more prevalent mode of behaviour. We therefore formulate the hypothesis to be tested in the following terms:
Hypothesis. In the 'hard' and 'hardest' treatments, imitation of successful behaviour will be more prevalent than in the 'easy' treatments.
Our analysis of the experimental data proceeds in two stages. In Sections 3.1 and 3.2, based on the literature briefly outlined in Section 1, we take the point of view that imitation can be said to be 'more prevalent' only if is has a significant effect on output levels (approaching Walras). Now, output levels around the Walrasian equilibrium, may or may not be due to imitation. However, if output levels do not approach the competitive output and there is enough noise or experimenting, then we can conclude that imitation of the most profitable decision is not prevalent enough to affect significantly the output levels in the Cournot market. Taking the output levels as a first proxy for the occurrence of imitation of successful behaviour allows us to keep the definition of imitation of successful behaviour relatively open. Then, in Section 3.3, we analyse and explain individual output decisions as such.
To do this, we use a more precise definition of the behavioural rule 'imitation of successful behaviour'.
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These two stages of the analysis, which should be seen as complementary, both point to a rejection of the hypothesis. It appears that the bounded rationality factor introduced in the 'hard' and 'hardest' treatments did not induce players to imitate successful behaviour more often. We now explain in detail how we derive this conclusion.
The Last Two Periods
To start with, we focus on the last two periods, the standard approach when it comes to testing an equilibrium hypothesis; see Crawford (1998) . Table 1 presents the average output level per player in the last two periods for each market in the various treatments. These output levels are the independent observations (9 for each duopoly treatment, and 6 for each triopoly) for all our statistical tests in this Section. For presentational reasons, we also present graphs of the individual output levels in the last two periods. Obviously these 36 individual observations neglect the possible interdependence between the individual output levels in a given market, and they will therefore not be used in our tests. 9 An alternative way of detecting imitation might be to ask the players. This should be done with great care since players need not be aware of fact that they imitate each other, even if they do. For example, a study based on a Fourier analysis of the voices in the Larry King Live talk-show revealed interesting convergence patterns in the frequencies used by the host and his interviewed guests. However, it seems unlikely that they were doing this consciously (Mirsky, 1996) . Figure 1 shows the frequency distribution of actions in the last two periods for the 'easy' duopolies. Notice that a Pareto output of 15 is the most frequently chosen (14 out of 36 times), followed by a Cournot-Nash output (13 times). In period 21 there were ten colluding players, and four of them persisted in colluding in the last period. Since no output larger than 22 was chosen, no subject got close to the Walrasian output of 30. A sign test shows that the 95% confidence interval for the median output ranges from 16 to 19. These results are in agreement with Fouraker and Siegel (1963) , and other previous experiments. But whereas most of those experiments focused on possible explanations for the persistence or unravelling of collusion (see Holt (1995) for a survey), we will merely use the 'easy' markets as the benchmark treatment. The data do not suggest a preference for beating the opponents. Assuming that preferences are constant across the treatments, any differences in the output levels in the other treatments can be attributed to a bounded rationality effect. Will the Walrasian output become more prevalent as the task of learning about the market becomes more and more difficult, at the same time that the decision of the most successful firm is displayed more prominently?
Figures 2(a) and 2(b) give the frequency distributions of the output levels in the last two periods of the 'hard' and 'hardest' duopoly treatments. In the 'hard' case, output is spread along the whole range, and has two peaks corresponding to Cournot and the highest possible output, 32, above Walras. The decrease of collusion with respect to the 'easy' version may be the result of the added difficulty in learning about the environment, making it more difficult to discover the Pareto output, and making it less useful to punish the other player, since punishment makes sense only if one believes the other understands what is expected from him when punished. The spreading out is equally notable in the 'hardest' case, but while the average output increased from 'easy' to 'hard', it slightly fell from 'hard' to 'hardest'. As can be seen from the graphs, this is not due to a fall in the relative frequency of outputs around the Walrasian equilibrium, but to a fall in the frequency of outputs in between Cournot-Nash and Walras, and to a frequency increase for outputs between Pareto and Cournot-Nash. Do these output levels approach the Walrasian competitive equilibrium? First, a Wilcoxon-Mann-Whitney test (Wilcoxon test from here on) shows that the players produce significantly more in the 'hard' version than in the 'easy' version (at 2.5% significance level; 1-sided). Second, using the same test we find that firms in the 'hard' version produce significantly less than the Walrasian output level (significant at 0.5%, 1-sided).
10 Third, we apply the sign test to determine the 95% confidence interval for the median output level. Thanks to the spread in output levels this ranges from 17 to 27, still away from the Walrasian equilibrium, but including the Cournot-Nash equilibrium of 20.
Applying the same tests to the 'hardest' duopolies, we find that they produce significantly more than in the 'easy' duopoly (0.5%, 1-sided Wilcoxon), but less than the Walrasian output of 30 (0.5%, 1-sided Wilcoxon), while there is no significant difference with the 'hard' duopolies. The 95% confidence interval for the median output (20 to 25, sign test) is even farther away from the Walrasian output than in the 'hard' version, including again the Cournot-Nash equilibrium. Hence, the hypothesis that in the 'hard' and 'hardest' treatments the Walrasian equilibrium would be a good description of the market must be rejected for the duopolies. The inference is that imitation was not prevalent. Figure 3 presents the frequency distribution of the individual output levels for the triopolies in the 'easy' treatment, the baseline treatment. We observe that there is a wider spread of output levels than in the baseline duopoly session, and that practically no collusion occurs. The latter is related, according to the usual explanation, to the increased difficulty, with three rather than two subjects, of learning what other players are up to and rewarding and punishing individual players. Since the only available instrument works through the market and does not discriminate between players. The most frequent output levels in the last two periods are 23 (10 times), 22 (6 times), and 21 (4 times). The 95% confidence interval for the median output goes from 22 to 25 (sign test), including the Cournot-Nash equilibrium at 22. This, again, confirms previous experimental observations. We want again to verify whether imitation comes to the fore as we make the players' learning-about-the-environment task more complicated.
The frequency distributions of output levels for the 'hard' and 'hardest' triopoly are given in Figures 4(a) and 4(b). One observation again stands out, which is the wider spreading of choices compared to the 'easy' version. In the 'hard' version, the frequency of the Walrasian output actually decreases, while Cournot-Nash loses in frequency in favour of lower values. The highest frequency in periods 21 and 22 corresponds to outputs of 18, 20, and 25 (4 times each), and the average output in the last two periods is 24.3. The spread is not surprising due to the added difficulty in learning about the environment. It is also an indication that 
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imitation of the successful firms was not frequent. Let us apply the same statistical tests as before. First, a Wilcoxon test cannot reject the null hypothesis that the output levels are from the same distribution against the alternative hypothesis that they are higher in the 'hard' triopoly than in the corresponding 'easy' treatment at any conventional significance level. The same test confirms that they are lower than the Walrasian output levels (significant at 0.5%, 1-sided). Second, a sign test provides us with a 95% confidence interval for the median output level ranging from 19 to 29, including the Cournot-Nash output of 22 but not the Walrasian output of 30.
In the 'hardest' triopolies, the modal output in the last two periods is 24 (6 times), followed by 30 (5 times), with an average of 26.4, and the spread is again considerable. We find that the output in the 'hardest' triopolies is not significantly higher than in the 'easy' triopolies, and there is also no significant difference with the 'hard' triopolies. Moreover, output in the 'hardest' triopolies is significantly lower than the Walrasian level of 30 (0.5%; 1-sided Wilcoxon). The sign test gives a 95% confidence interval for the median output from 21 to 29, including only the Cournot-Nash equilibrium.
Hence, we have to conclude that in the triopoly sessions, a case in favour of the hypothesis seems rather weak at best.
Combining the evidence for the duopolies and triopolies, on the basis of our analysis of the output levels in the last two periods, two conclusions can be drawn. Fact 1. As the learning-about-the-environment task becomes more complex, output choices become more spread out.
The equation between environmental complexity and uncertainty of results seems to be confirmed in all cases. This seems an interesting finding. It confirms that the 'hard' and 'hardest' treatments differ in a significant way from the 'easy' one, that bounded rationality does matter. It also discredits the view that even the 'hardest' Cournot market is simply too easy a game to test for imitation. We will get back to this important difference in behaviour across the treatments in Section 3.3.
Fact 2. As the learning-about-the-environment task becomes more complex, average output increases, but the Walrasian output is not a good description of the output levels observed in the experiment. Figure 5 gives the time series of the average outputs in the duopolies. In the 'easy' duopolies, output starts just below 20, and slowly decreases as collusion builds up. With the collapse of collusion in the last two periods, output shoots up towards Cournot-Nash. In the 'hard' duopolies, output starts slightly below 20 as well, increases to 22.7 in period 2, and then very slowly goes down to 19.4 in period 20, followed by an end effect leading to 23.6 in period 22. Hence, it stays close to Cournot-Nash, and if a trend exists during the first 20 periods, it is downward sloping. We see a very similar pattern in the 'hardest' duopoly treatment. Average output starts at 19.3, reaches a peak in period 4 at 23.1, followed by fluctuations around Cournot-Nash until the last period, where we see a jump to 24.1. The conclusion is that in the 'hard' and 'hardest' duopolies nothing suggests a trend towards Walrasian output levels. Figure 6 shows the average output levels for the triopolies. In the 'easy' triopolies, output starts slightly below 20, increases a little bit until period 5, and then stays relatively constant till the end. There is no end effect, as collusion was never established. In the 'hard' triopolies, output starts at 16.3, increases to 24.9 in period 4 and then slowly decreases to 21.8 in period 16, followed by a slight increase to 22.5 in period 20 (remember Cournot-Nash is at 22) and 24.6 in period 22. Notice that the average output level from period 11 to 20 is always lower than in the 'easy' baseline treatment. The 'hardest' triopolies are somewhat but not excessively different. The average output level in period 1 is 20.2, followed by a quick jump to 24.5 in the second period, and reaches a first peak at 26.8 in period 8. After this, the average output level fluctuates somewhat, with a dip of 23.8 in period 18 and a value in the final period of 25.9. As we see, the series is consistently above the 'easy' and 'hard' series but, apart from the increase in the first periods, there is no upward trend.
In conclusion, the analysis of all the 22 periods of the sessions does not reveal any trend towards the competitive equilibrium in any of the six treatments. Nothing in the observed decisions seems to indicate that the sessions were too short for convergence to the Walrasian equilibrium. Of course, on the basis of our experimental evidence reported here we cannot exclude that such an upward trend itself might start later. But our hypothesis concerned imitation based on bounded rationality; the longer the sessions go on, the less bounded rationality is an issue, because players learn more and more about the environment. Hence, even if a trend were to start later on, it would be hard to explain it in terms of bounded rationality leading to imitation.
However, apart from this logical point, we actually did gather some evidence as to whether an upward trend might start later. In the 'hard' and 'hardest' duopolies and triopolies, once the 22 periods of each session were finished, we informed subjects that since the session had run so smoothly and fast, we still had some time left, and that we would repeat the same experiment with the same matches for another 12 periods, the last two periods having again payoffs ten times the payoffs of the previous periods. In these 12 periods again, there is no sign of a trend towards Walras.
12 Therefore we can state the following. We do not fully report these data since the procedure may be deemed controversial and the results spurious for the strict purpose of the experiment. Yet they throw some light on whether a trend towards Walrasian results was lurking in our sessions of 22 periods. The corresponding graphs are available from the authors upon request.
Fact 3. There is no trend towards the Walrasian equilibrium.
Two points concerning the relation between Sections 3.1 and 3.2 merit a brief discussion. First, one might argue that what happens in the periods 1 to 20 is in some sense 'cheap play', preparing the ground for the last two periods, which offer much higher payoffs. There is no denying that this could be the case. However, if it were so, then we would be dealing with some kind of strategic behaviour, which implies a reasoning process at a higher cognitive level than the learning-throughimitation hypothesis assumes. To the extent that some of this may be happening in the duopoly markets, it reinforces the conclusion that imitation is not a driving force in our experiments.
13 That end effects are hardly noticeable in the triopoly markets indicates that in these markets the first twenty periods are not mere foreplay. The absence of any significant advance towards Walras should be taken at face value.
Second, in Section 3.1 we focused on the last two periods, whereas in this Section, where we search for a trend, we seem to discard the output levels in these last two periods as mere 'end effects'. While this might seem inconsistent at first glance, what we showed in Section 3.1 is that even with an end effect pushing the average output levels up, we do not see the output levels approach Walras in any significant sense. Had we focused on the outputs of all periods, we would have been even farther away from the Walrasian output levels.
Analysis of Individual Decisions
The research question underlying the first stage of the analysis was whether raising the complexity of the environment would lead to such an increase in imitation that the output levels would approach Walras. We concluded that the output levels in the two treatments most conducive to imitation did not get close to Walras in any significant sense. Nevertheless, we observe differences in output patterns between the 'easy' treatment and the other two. Consequently, in this Section we analyse how these output patterns are related to the individual period-to-period decisions and, in particular, what the role is of imitation and other related behavioural rules. Specifically, we pay attention to the set of behavioural rules presented in Table 2 . Each of these rules determines a target output level, possibly more than one, on the basis of previous actions and outcomes for each period after the first. 14 These rules fall broadly into three classes. Rules 1 to 4 belong to the class of so-called belief-based rules. They all explicitly choose a best-response to some belief. The rules from 5 to 8 could be considered some form of imitation. Rules 9 to 16 are versions of reinforcement learning and rule 17 is closely related to this, in the sense that it is also directly and exclusively based on observed profits. For a detailed description of the rules we refer to Appendix C (www.res.org).
We now describe how accurately each behavioural rule predicts the players' actions in each of the treatments. We distinguish two forms of predictive success. First, a rule predicts correctly if a player chooses exactly the target output level. 13 The same argument applies to any other form of dynamically strategic behaviour. 14 The only exception, as we will explain below, is hill climbing.
Second, we also count as correct predictions those cases in which a player moves into the direction of the target without overshooting the target. The quantitative measure of predictive success we use is Selten's (1991) 'Difference measure m', which takes into account both the relative frequency of correct predictions, and the relative size of the set of predicted outcomes. It is defined as follows:
where r ¼ 'hit rate' (relative frequency of correct predictions) and a ¼ 'area' (relative size of the set of predicted outcomes, i.e., the number of predicted outcomes divided by the number of possible outcomes).
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In Table 3 (a) we present the average 'Difference measure m' for each treatment in the duopoly and triopoly settings, focussing on players hitting the targets exactly. 16 To test for differences in the levels of predictive success for given rules across treatments as presented in Table 3 (a), we apply a 2-sided Wilcoxon test, using the Difference measures m for each rule at the market level as independent observations. 17 Applying conventional significance levels, Table 3 (b) indicates which differences are significant. For example, the difference between the 'easy' and the 'hard' duopoly for the adaptive-expectations rule is given as '+ (2%)', meaning that this rule performs better in the 'easy' treatment at a 2% significance level. A blank indicates no significant difference. 15 Notice that a high 'hit rate' means high accuracy, whereas a small 'area' means high precision. Observe that )1 < m < 1, with m ¼ 0 indicating a rule which predicts just as well as uniform random behaviour over output levels (as the expected hit rate r equals the area a when play was in fact uniform random). In other words, m will be positive only if actual behaviour is better described by a given rule than by uniform random behaviour. We refer to Selten (1991) for an analysis of the theoretical properties of this measure. 16 This and subsequent tables have also been produced for players moving in the direction of these targets. As they do not appear substantially different, they are not reproduced here. They are available from the authors upon request.
17 Hence, we have 9 observations for each duopoly treatment, and 6 for each triopoly.
A number of observations can be made about Tables 3(a) and (b). First, if there is a significant difference then this is generally a decrease in performance from 'easy' to 'hard' or from 'easy' to 'hardest'. Second, both in the duopolies and the triopolies, the belief-based rules, rules 1 to 4, largely disappear in the 'hard' and 'hardest' treatments. Third, all imitation type of rules and the cumulative 
HILL reinforcement rules have high scores in the 'easy' duopolies, whereas these rules perform worse in the other treatments. Fourth, in particular, there seems no evidence of an increase for the imitate-the-best rule in the 'hard' and 'hardest' treatments. Fifth, the most successful rule throughout is the stay-put rule, with the only exception being the 'easy' triopoly, where it is closely beaten by one other rule. Sixth, the cumulative reinforcement learning rules seem to do much better than those based on average payoffs, and the extended reinforcement learning rules do systematically worse than the standard reinforcement learning rules.
Fact 4. As the environment becomes more complex, simple rules of behaviour have less predictive success.
In Table 3 (a) we showed, for presentational reasons, the data as averages per treatment, whereas the tests in Table 3 (b) took place at the level of market averages. But of course it might be interesting to take an even closer look at the data, as there might be heterogeneity even below the market level, at the level of the individual players. Table 4 presents for each rule a classification of the individual players, distinguishing five different classes for the 'Difference measure m'. Table 4 confirms that the number of players using frequently one of the simple decision rules decreases with the complexity of the environment.
18 On the basis of the previous observations we can state:
Fact 5. In general there is no increase of imitation as the environment gets more difficult for the players.
One of the things that is clear from the data is that there is an overlap between the targets of various rules. Therefore, we will estimate a model of individual behaviour taking into account these target output levels simultaneously. Whereas the analysis we presented above was centred on the players hitting their targets exactly, we now shift focus to the direction of the players' output decisions. In the model we consider next, the sign of a player's output change, Dq, is a function of the direction, x, indicated by the target output levels according to the various behavioural rules. In other words, the question considered is: If different behavioural rules guide a player to adjust her output into different directions, then to which extent does a player follow each of these rules?
Denoting the individual output level in period t as q(t), distinguishing behavioural rules with the subscript i, and omitting subscripts for the individual players, we define the following variables:
18 If we look at the imitate-the-best rule in the triopolies, we see the appearance of two serious imitators in the 'hardest' treatment (with 0.50 < m £ 0.75) and four players with 0.25 < m £ 0.50. As it turns out, two of these latter four plus the two most serious imitators were playing in the markets 1 and 3, in which average output levels in the last two periods were 28.67 and 29.33 (see Table 1 ), closer to Walrasian output than in any other market in the 'hardest' treatments. 2003 ] 513 To analyse whether the behaviour of the individual players differs across the 'easy', 'hard' and 'hardest' treatments, we estimate ordered-probit models in the following way. We pool all data for the duopolies, and the same for all data for the triopolies. We define two dummy variables. One, d hh i , takes value 1 for the 'hard' and 'hardest' treatments, and another, d h i , takes value 1 for the 'hardest' treatment, while both dummies are 0 otherwise. The ordered-probit model, then, assumes a latent response variable, say z, that is a linear function of the independent variables x i plus a normally distributed error term, u(t):
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We estimate, by maximum-likelihood, the b, c, and d coefficients together with two cut points, a 1 and a 2 , which determine the probability that the estimated linear function, with random error, implies the three possible outcomes ('down', 'same', or 'up') as follows:
The target output levels we consider are determined as follows. Recall (see Table  3 (a)) that for the class of belief-based rules, the best-response rule outperformed the other rules, while the cumulative-reinforcement-learning-with-discounting rule performed best among the reinforcement learning rules. Therefore, in the following analysis, we only include these two rules from these two classes. In addition, we include the imitate-the-best, the imitate-the-average, and the imitate-theexemplary rules.
19 Combined with the dummies, this implies that we have a total of 17 explanatory variables. Starting from the model that includes all variables, we use Likelihood-Ratio tests (applying a 5% significance level) to get a more parsimonious model. The estimated values of the simplified models for the duopolies and triopolies are presented in Table 5 . 20 The estimated bs concern all treatments, the cs show to which extent the 'hard' and 'hardest' treatments differ from the 'easy' one, whereas the ds in turn indicate to what extent the 'hardest' treatment differs from the 'hard' treatment. To find the resulting coefficients for the 'easy' treatments, one simply takes the estimated b values. For the 'hard' treatments, one sums the corresponding values for the b and the c coefficients; for the 'hardest' treatments one adds on top of that the corresponding d values as well. For 19 For each rule i we had to determine the value of the variable x i . As explained above, some behavioural rules sometimes indicate multiple targets. In these cases, we selected the target closest to the output level subsequently chosen by the player. If this still left multiple targets, we picked one of these randomly. 20 v 2 (13) ¼ 10.95 for the restrictions in the duopolies, and v 2 (10) ¼ 17.70 for the triopolies.
example, if we consider the third column of Table 5 , with the coefficients for the triopolies, the estimated values pertaining to the cumulative-reinforcementlearning-with-discounting rule are 0.634 for the 'easy' treatment, 0.082(0.634 ) 0.552) for the 'hard' treatment, and 0.417 (0.082 + 0.335) for the 'hardest' treatment. We draw the following conclusions from these estimated models. First, bestresponses are chosen significantly less in the 'hard' and 'hardest' treatments than in the 'easy' treatments. Second, there is no significant difference for the imitate-thebest rule across treatments. Third, in the duopolies, cumulative-reinforcementlearning-with-discounting is significantly positive only in the 'hard' and 'hardest' treatment. In the triopolies, however, cumulative-reinforcement-learning-with-discounting is already significant in the 'easy' treatment. It is significantly less so in the 'hard' triopolies, although on balance still positive. It becomes more significant again in the 'hardest' triopolies.
If we focus on the effect that the best-response rule has on the probabilities of reducing, maintaining or increasing the output level, we observe differences between the 'easy' treatments on the one hand and the 'hard' and 'hardest' treatments on the other. The probability of changing output in the direction opposite to the one suggested by the best-response rule is larger in the 'hard' and 'hardest' treatments than in the 'easy' treatments. If we now look at the ratio of cases in which the best-response rule suggests an output reduction to those cases where the rule suggests an increase in output in the 'hard' and 'hardest' treatments, we find that it is 1.21 in the duopolies and 2.03 in the triopolies. This may contribute to explain why output levels are slightly higher in the 'hard' and 'hardest' treatments, in particular in the triopolies. 2003 ] 517
Fact 6. As the environment becomes more complex, the players'output decisions are significantly affected by a decline in the level of best-responses.
The overall picture coming out of this analysis of individual period-to-period decisions is that, if anything, imitation of successful behaviour tends to decrease rather than to increase when moving to more complicated environments. Hence, in as far as there is a change in the pattern of output levels in the 'hard' and 'hardest' treatments it is not because of an increase in imitation. Apart from the vanishing of collusion when moving to the 'hard' and 'hardest' treatments (most notably in the duopolies), our experimental evidence suggests the main cause of it is the greater confusion and disorientation of the players in the 'hard' and 'hardest' treatments. This showed not only in the greater spread of output levels but also in the lower predictive success of the behavioural rules considered in this paper and, in particular, of the best-response rule (in both duopolies and triopolies). The latter also explains the slightly higher output levels in the more complicated treatments (most notably in the triopolies).
Comparison with Other Experiments
After we had run our experiments, we learned of some related experiments on Cournot markets; see Huck et al. ( , 2000 , and . 21 These papers differ in two essential ways from ours. First, the prime questions they ask, and hence their main results, concern the relation between the information feedback made available to the players and the resulting output levels. In our paper, the main question is whether people are inclined to imitate successful behaviour and, more particularly, whether this behaviour would be more prevalent in a more demanding environment. Second, and obviously related to the previous point, their experimental designs are different from ours, as they deliberately restrict the information available to the players in the various treatments. Consequently, in some of their treatments players have no information concerning the underlying Cournot market, while in other they have no information about the other individual firms. As a result of the different information provided in their treatments, best-reply behaviour was ruled out a priori in some of them, whereas in others imitation of successful behaviour or collusion were made impossible a priori. Hence, observed changes in behaviour are to a large extent the direct result of the exclusions implied by their experimental designs. In our paper, on the other hand, being interested in the rules that the players themselves would actually choose to use in the various circumstances, we essentially maintained the same information in all treatments. In particular, the option of imitation was available to the players in each of our treatments.
Although the experiment in (HNO henceforth) had been designed to focus on different research questions, there are some treatments that deserve a careful comparison with our findings. In particular, their treatment 'full ' (in which the players are fully informed about the market conditions as well as the actions and outcomes of all individual players in the market) is somewhat similar to our 'easy' treatment, while their 'imit' and 'imit+' treatments bear some resemblance to our 'hard' and 'hardest' treatments. In 'imit', the players were informed about the quantities and profits of all individual players but they did not know anything about the market conditions. Whereas in 'imit+' they also received some minimal qualitative information about the market conditions. The average output level observed in their 'full' treatment is considerably above Cournot-Nash and, in fact, closer to Walras than to Cournot-Nash. The average 'imit+' output choices are close to Walras and, in the 'imit' treatment, output levels are far above Walras. The main difference, then, between HNO and our findings that needs to be explained is that the output levels in all three treatments of HNO considered here are higher than in the corresponding treatments in our experiment.
There are several differences in the experimental design that might play a role in this respect. First, we consider duopolies and triopolies, while there are four firms in HNO. Second, the maximum output for an individual firm is 32 in our experiment, whereas it is 121 in HNO. 22 Third, in HNO there is inertia in the sense that with probability 1 3 an individual player is not allowed to change her output in each given period, while there is no such inertia in our experiment. Fourth, we consider 22 periods, and HNO 40 periods. Below we will offer some conjectures as to how these four factors might explain the general difference in output levels between the two experiments. Some of these conjectures will be based on a computational analysis but we will also offer some logical considerations.
In our computational analysis, we consider a behavioural model based on imitation of successful behaviour with different forms of experimentation as represented by the pseudo-code in Table D1 of Appendix D (on www.res.org). We consider two types of experimentation: local experimentation, and global experimentation. The first is based on Rhode and Stegeman (1995) , the latter on Vega-Redondo (1997) (see Appendix D for details). Combining these two types of experimentation with a range of possible noise levels, with various levels of imitation, and taking into account all combinations of parameter values used either in our experiment or in HNO, this implies 3,600 different parameter configurations. For each of these parameter setups we realise 1,000 repetitions, computing the average output levels in the last two periods. Detailed tables concerning all results are available from the authors upon request. We summarise the findings of our analysis in the following computational results.
Result 1. For any type of experimentation, for any level of noise, for any level of imitation, for any number of firms, for any level of inertia, for any number of periods, the average production level is higher with a high production cap than with a low production cap.
With local experimentation and a high production cap, two things matter. First, for very low noise levels the randomly chosen initial output levels play a relevant role. As these are expected to be relatively high, with very low noise levels, output might still be relatively high after a given number of periods and the convergence rate might be relatively low, where for this computational analysis we define convergence to Walras as the average output during the last two periods of an iteration being between 28 and 32. As the noise levels increase beyond the lowest levels this effect soon disappears. With a low production cap, the initial output levels do not play such a role. Second, with a high production cap, as noise levels further increase, the rate of convergence to Walras goes down, but the expected output level stays rather close to Walras. With a low production cap, however, as the noise levels increase and local experimentation becomes more important relative to imitation, the expected output level is pushed down below Walras, because the low cap prevents players from experimenting far above Walras. That is, output levels fluctuating widely around the Walrasian output cannot occur with a low production cap. In other words, with a low production cap, the expected output level can be close to Walras only if imitation is not dominated by local experimentation, while with a high production cap, output can be close to Walras even with relatively little imitation.
If experimentation is global, the story for the low output cap is similar to the local experimentation case. However, with a high production cap, the expected output level increases considerably above Walras as the noise level increases and experimentation starts to dominate imitation.
What is more, with both local and global experimentation, we see a similar effect when the probability of imitation decreases. With a low output cap the expected output level goes down but with a high cap it goes up. That is, we see again that as noise becomes more important, relative to imitation, it has an opposite effect for the high cap version and the low cap setup.
Result 1, therefore, suggests a possible explanation for the fact that the output levels in our experiment are lower than in HNO, as we use a lower output cap. Notice that result 1 takes the behaviour of the players as given. If, in addition, a higher output cap (by making the environment more complicated) happens to lead to higher noise levels, then, in the case of global experimentation, this would reinforce the average output increase with a high output cap.
23
Result 2. For any type of experimentation, for any level of noise, for any level of imitation, for any production cap, for any level of inertia, for any number of periods, there is more convergence towards Walras the higher the number of firms.
24
Result 2 suggests that output in our experiment would have been higher with four instead of two or three firms (and hence closer to HNO), and that output in the 'full' treatment in HNO would have been lower with only two or three firms (and hence, again, closer to our results). 25 23 For local experimentation this effect does not occur. 24 This difference comes down to zero as the noise level becomes totally dominant (i.e., the support for local experimentation approaching the complete feasible output range or the tremble probability approaching 1.00). 25 The findings of Huck et al. (2001) lend further credibility to this conjecture. Notice, however, that result 2 also suggests that output in the 'imit' and 'imit+' treatments in HNO would have been even higher if they had used two or three players instead of four.
Result 3. The inertia parameter and the numbers of periods considered have hardly any effect in most parameter configurations.
26
Result 3 shows that the numbers of periods used in the two experiments (either 22 or 40) and the inertia parameter do not help to explain the difference between our experiment and HNO. Both the number of periods and the inertia are not an issue with four firms (as in HNO), nor are they an issue for two or three firms with a low production cap (as in our experiment).
27
In addition to these computational results, which apply for given behaviour of the players, there is reason to believe that the different designs of our experiment and of HNO's might have led to different behaviour of the players. This is first of all related to the number of firms. In the easier treatments we observe the well-known phenomenon that collusive behaviour may occur with two firms but not with three or four firms. But the different production caps used in the two experiments might have led to different behaviour of the players as well.
In the treatments in which information about the market conditions is not readily available, the initial output choices tend to cluster around the middle of the feasible output range. In HNO, where individual output levels between 0 and 100 are allowed, this implies an expected initial output of around 50 per player in these treatments. Since the individual Walrasian output level in the Cournot markets studied in HNO is at 24.75, this implies huge expected losses for all players. What is important in this respect is that subjects in economic experiments expect to earn a positive amount of money as a reward for sensible behaviour. Therefore, when players in HNO start out making losses, they just know this cannot be right. Hence, they start seeking to reduce their losses and, sooner or later, they discover they need to reduce their output levels to achieve this. Now, when the players are changing their outputs downwards (whether it is through imitation or through some other algorithm), the first theoretical benchmark they encounter is Walras. This is an important landmark, as it heralds positive profits. In other words, in the experimental design of HNO, Walras is by far the most conspicuous of the three benchmarks considered.
If we compare this with our experiment, we see an important difference. In our experiment, the players expected initial output level is 20. This is right at Cournot-Nash, in the middle of the three theoretical benchmarks. This implies that the players are expected to start with positive profits. They do not, however, know whether these profits are reasonable or not. They will have to find out. Now, if the players start moving towards Walras (e.g., through imitation of successful behaviour), they notice that things are not going well, as they have accumulated in the meantime lots of evidence, through their very own experience, about where they 26 This effect decreases with the number of firms and is smaller for global than for local experimentation. The only case in which output levels are substantially affected occurs with a high production cap and just two firms. If these firms experiment locally, then average output comes down with a higher number of periods and is higher with inertia than without.
27 That the number of periods does not really matter confirms the view of HNO (p. C87), who also conclude that the inertia did not seem to matter in their experiment (p. C81).
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Ó Royal Economic Society 2003 could realise higher profits. Therefore, although the players may not fully understand why, they become reluctant to proceed further in the direction of Walras.
28

Concluding Remarks
Conventional wisdom asserts that in more demanding environments, imitative behaviour is increasingly likely (provided that subjects are 'boundedly rational' and know whom to imitate), as more sophisticated forms of behaviour become harder to apply. Our experiment shows that this view is unwarranted. In spite of our efforts at scrambling information and at flashing the most successful decision on the screen in each period, the amount of imitation of successful behaviour did not increase in the more difficult treatments. Why, then, does bounded rationality not lead to imitation in Cournot markets? On the one hand, it could be that subjects in the more demanding treatments in our experiment were mainly disoriented and just noted that imitation was not a good idea. After all, in the Cournot game, a player would worsen her own payoffs by systematically imitating more successful players. As Bandura (1986) asserts, people tend to imitate only when it is useful. 29 On the other hand, it could be that the players rely on more sophisticated forms of behaviour in more demanding environments than covered by our set of behaviour rules. After all, boundedly rational as subjects can be, they still possess a whole arsenal of responses to somebody else's actions, starting with the use of their imagination; see Selten (1978) . 30 Our conclusion that players are not very impressed by information external to themselves conforms to experimental evidence in a variety of different settings. For example, Allsopp and Hey (1997) test for herd behaviour in an experimental setup and find that players rely much more on their private signals than some theoretical work had suggested; see Banerjee (1992) . Kraemer et al. (2000) report that, in experiments on information aggregation, the players do not aggregate enough and rely too much on private information signals. A similar result was found by in experiments on information cascades.
Economic theory also provides some clues as to why the more complicated environments might not lead the players to move towards Walrasian output levels in Cournot games. Dixon et al. (1995) show that there are evolutionary processes that lead to Pareto outcomes and Eichberger and Kelsey (1999) demonstrate how Knightian uncertainty leads to an equilibrium with output levels below CournotNash in a one-shot Cournot game. 28 Notice that the experimental design of HNO implies that the relevant piece of information inducing this reluctance is much less apparent, as the players in HNO have much less experience of profits around Cournot-Nash. 29 In Björnerstedt and Schlag (1996) terminology, imitating the best is not 'strictly improving' in Cournot markets. That is, when used by everyone, the rule does not enable to learn which action maximises expected payoff. Björnerstedt and Schlag show that such rules might not be evolutionary robust.
30 A Cournot game allows for subtle behaviour. It would be surprising if subjects got stuck in a strategy of plain imitation. Consider, as an example in another context, the richness of reciprocal interactions among boundedly rational beings, in this case guillemots (Uriae algae), as reported by Roberts and Sherratt (1998) .
We have concluded that confronting players more intensely with their bounded rationality does not lead to the prevalence of imitation of successful behaviour in Cournot games. One should bear in mind, however, that the purpose of our paper was not to accept or reject a finished theory of boundedly rational behaviour. Our understanding of boundedly rational behaviour, including imitation, is still limited, and our paper should be seen as a contribution to the long-term goal of understanding this behaviour. The essence of the spite effect is illustrated by the bimatrix game in Figure A1 (Palomino, 1995) , where T and B are the two possible strategies, and the lowercase letters are the payoffs to the row and column player, with a > b > c > d. Clearly, (T, T) is the only Nash equilibrium since no player can improve by deviating from it, and this is the only combination for which this holds. Now, consider the strategy pair (B, T), leading to the payoffs (b, c).
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Hence, by deviating from the Nash equilibrium, the row player hurts her own payoff, but she hurts the column player's payoff even more. Let us now focus on a standard symmetric Cournot oligopoly. There are several symmetrical firms producing the same homogeneous commodity. The only decision variable for firm i is the quantity q i to be produced. Once production has taken place, for all firms simultaneously, the firms bring their output to the market, where the market price P is determined such that demand equals supply. To give the intuition behind the spite effect in this Cournot game, let us consider a simple symmetric Cournot market in which the inverse demand function is P(Q) ¼ a + bQ, where Q ¼ Rq i , and in which the cost function for the individual firm is TC(q) ¼ K + kq . Making the appropriate assumptions on the parameters a and b ensures that the demand curve is downward-sloping. We can distinguish three symmetric output levels of the static Cournot oligopoly game specified above for the case in which the players have complete information. First, suppose that the two firms collude, maximising their joint-profits. This leads to an aggregate output level called Pareto Q P ¼ (k ) a)/(2b). Second, if the firms behave as price-takers in a competitive market, they simply produce up to the point where their marginal costs are equal to the market price P. Given the specification of the oligopoly model above, this implies an aggregate competitive, or Walrasian, output level of Q W ¼ (k ) a)/b. If, instead, the firms realise that they influence the market price through their own output, they produce up to the point where their marginal costs are equal to their marginal revenue. Taking the output level of the other firm as given, this leads to an aggregate Cournot-Nash equilibrium output of Q N ¼ (k ) a)/{b[(1/n) + 1]}. To see how a spite effect might influence the outcomes of a Cournot market game, suppose, to simplify for illustrative convenience, that there are only two firms, that fixed and marginal costs are zero and let us concentrate on the Walrasian equilibrium. Observe that there are two alternative ways to look at it, based on different behavioural assumptions. In both cases it is the spite effect that makes it an equilibrium. First, suppose that the firms' preferences are such that they do not care about absolute payoffs but only about relative payoffs. Any utility function assigning a higher value to an outcome in which the firm beats the other firm and a lower value to an outcome in which it gets beaten will, after elimination of all weakly dominated strategies, leave only one strategy: producing its equal share of Q W . To see why this is the only strategy where a firm is sure it can never be beaten, look at Figure A2 and focus on the Walrasian output Q W . Suppose firm i produces its equal share of the Walrasian output: q i ¼ Q W /2. If firm j does the same, aggregate output is Q W , the market price P is zero and both make a zero profit. What happens when firm j produces more than Q W /2? The price P will become negative, and both firms will make losses. But it is firm i that makes less losses, because it has a lower output level sold at the same market price P. What happens instead if firm j produces less than Q W /2? The price P will be positive and, hence, this will increase firm j's profits. But again it is firm i that makes a greater profit, because it
has a higher output level sold at the same market price P. In some sense, firm i is free riding on firm j's production restraint. Hence, the firm that produces its equal share of Q W will have the highest relative payoff in this Cournot duopoly. Note that this implies in particular the following. If firm i produces its share of the symmetric Walrasian output, while firm j naively chooses the symmetric output level to maximise its absolute payoffs (i.e., its equal share of the Cournot-Nash output), it is firm i that realises the highest profits. Moreover, even if firm j is aware of the fact that firm i is producing at the Walrasian output level, and maximises its profits taking this into account, it is firm i that realises the highest payoffs. If we consider more than two firms, matters become slightly more complicated, but the following holds. Whenever the aggregate output level is below Walras, i.e., on average an individual firm produces less than its share of the Walrasian output level, the price will be positive, and it is the firms with the higher output levels that generate the higher profits. Exactly the reverse holds when aggregate output exceeds the Walrasian output level: the lower a firm's output level, the higher its profits will be. Now, suppose that the firms do not have a preference for beating their competitors but that they are boundedly rational and tend to imitate successful behaviour in the sense that, with a certain probability, they choose the output levels that led to the highest profits in the past. Whenever the average output is below Walras, it is the highest output firm, realising the highest profit, that is most likely to be imitated, and the other way round. As a result, the market will converge to the Walrasian equilibrium.
Table B1
Instructions 'easy' Duopoly
Instructions
Introduction
• This is a decision experiment. The instructions are simple and, if you pay attention, you can gain a reasonable amount of money that will be paid to you at the end of the experiment. From now on till the end of the experiment you are not allowed to communicate with each other. If you have a question, please raise your hand.
• Each of you will play a firm that produces a fictitious good that is sold in a fictitious market.
• Within each market there will be only 2 firms that sell the same good. One is your firm and the other is a firm that is identical to yours. • Who will be this other firm will be decided randomly.
• The other people in the laboratory participate in other markets that have nothing to do with yours. In other words, various markets will operate simultaneously but independently in the laboratory.
• You will never know the identity of the person you are matched with, nor will he be aware of yours.
• The experiment will last 22 consecutive periods and the other firm that participates in your market will be the same during all periods of the experiment.
Decisions and Outcomes
• Each period all firms simultaneously make only 1 decision: the quantity to be produced and supplied to the market. Only integer values from 8 to 32 can be chosen.
• You will get a Table showing the various levels of profit or loss you and the other firms can attain depending upon the quantities chosen by you and the other firm. The quantities one firm (firm X) may produce are listed across the top of the Table, while the quantities produced by the other firm are listed down the left-hand margin. The profits for firm X and for the other firm are given within the body of the Table by the intersection of the quantities produced. The top number in bold gives the profit for firm X, whereas the bottom number in italic gives the profit of the other firm. Since the two firms are identical, at any moment you can identify either yourself or the other firm with firm X. We will do some exercises with the Table in a moment. Table B2 shows the instructions given to the players in the 'hard' duopoly. We only list the subsection 'Decisions and Outcomes', which replaces the corresponding subsection in the 'easy' duopoly. The remainder of the instructions was identical to the 'easy' version.
The only change made in the instructions of the 'hardest' duopoly with respect to the 'hard' version was that the information concerning the market demand was removed, that is, the item marked (•) in Table B2 .
Table B1 Continued
Instructions
• After each period, you will get some information on your screen. At the top of the screen, you will see your output level and that of the other firm in the previous period. At the bottom, you will see the history of your own output levels and profits realised. • There is no time limit for your period to period decisions. Decisions will ordinarily be made every few minutes or so.
Payment
• Each player gets a fixed fee of 250 Pesetas just for participating in the experiment.
• In addition, each player will be paid according to the total profits realised by his firm.
• During periods 1 to 20, the monetary reward will be 0.035 Pesetas for every profit point realised.
• During periods 21 and 22 (the last 2 periods), the monetary reward will be 0.35 Pesetas for each profit point realised. You will receive a reminder of this higher payoff (10 times as high) at the start of period 21.
• Note that losses realised will be subtracted from the 250 Pesetas.
• At the end of the experiment, we will add up your profits and calculate your monetary rewards. This will be done such that you will not see what other players earned.
Keyboard
• To make your choice of output level, please enter a number. Remember that only integer values from 8 to 32 can be chosen.
• To confirm (or not) your choices, enter Y (or N) with your keyboard.
• Please, before confirming your choices, always make sure that you did not make a typing error.
Table B2
Instructions 'hard' Duopoly
Instructions
Decisions and Outcomes
• Each period all firms simultaneously make only 1 decision: the quantity to be produced and supplied to the market. Only integer values from 8 to 32 can be chosen. (•) Given the TOTAL quantity supplied to the market by you and the other firm in a given period, the price is determined by the market. For total output levels from 16 to 64, taking steps of 1, the market prices will be 350 (with total output equal to 16), 346, 342, 338, 334, 330, 326, 322, 318, 314, 310, 306, 302, 298, 294, 290, 286, 282, 278, 274, 270, 266, 262, 258, 254, 250, 246, 242, 238, 234, 230, 226, 222, 218, 214, 210, 206, 202, 198, 194, 190, 186, 182, 178, 174, 170, 166, 162, 158 (64) . This market price implies the revenue a firm gets for EACH UNIT it supplied to the market. Assume that all units produced are actually sold.
• For a given period, the costs to a firm producing a certain quantity in that period are as follows, starting with the minimum output of 8, and going in unit steps to the maximum output of 32: 1246 (with output equal to 8), 1420, 1594, 1768, 1942, 2116, 2290, 2464, 2638, 2812, 2986, 3160, 3334, 3508, 3682, 3856, 4030, 4204, 4378, 4552, 4726, 4900, 5074, 5248, 5422 (32) .
•
The profits to a firm for a given period are simply its revenues minus its costs.
After each period, you will get some information on your screen. You will see your output level and that of the other firm in the previous period, plus the profits realised by you and by the other firms in the that period. We also indicate (with *****) which firm realised the highest profit in the previous period.
There is a 1 minute time limit for your period to period decisions. The experimenter will give a warning after 30 seconds, after 50 seconds and after 60 seconds. Figures B1 and B2 present two examples of the screens faced by the players. First, the 'easy' version of the triopolies in Figure B1 .
The screen faced by the players in the 'hard' and 'hardest' triopolies is shown in Figure B2 . 
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Ó Royal Economic Society 2003 9 AVGRL average reinforcement learning
The average-reinforcement-learning rule selects an output level on the basis of a player's average realised payoffs. For all reinforcement learning rules we use a deterministic version with initial strengths zero, and the target is always the most reinforced output level. 10 AVGRLD average reinforcement learning with discounting
The average-reinforcement-learning-with-discounting rule is similar to the previous rule, but now the average reinforcement is a weighted average of previous performances. Each period, previous performance observations are discounted, multiplying their weight by 0.75. 11 CUMRL cumulative reinforcement learning
The cumulative-reinforcement-learning rule corresponds to the average-reinforcement-learning rule with average reinforcement substituted by reinforcement on the basis of a player's cumulative realised payoffs. 12 CUMRLD cumulative reinforcement learning with discounting
The cumulative-reinforcement-learning-with-discounting rule adds the discounting (as above) to the previous rule. 13 AVGXRL extended average reinforcement learning
The extended reinforcement learning rules differ from the standard reinforcement learning rules in that they also consider the payoffs realised by the other player(s) in the market. That is, apart from experiencing payoffs itself, a firm now also reasons about the actions and payoffs it observes of the other firm(s), and reinforces those actions as if tried by itself. Notice that the extended reinforcement learning rules can be seen as a generalisation of the imitate-the-best rule as they consider not only the most recent period but also earlier payoffs. The extended-average-reinforcementlearning rule is based on average payoffs. 14 AVGXRLD extended average reinforcement learning with discounting
The extended-average-reinforcement-learning-with-discounting rule is doing the same, but this time earlier payoff observations are discounted (as above) every period. Notice that in case of extreme discounting we would be basically back at the imitate-the-best rule.
4
15 CUMXRL extended cumulative reinforcement learning The extended-cumulative-reinforcement-learning rule is similar to the extended-average-reinforcement-learning rule, but now based on cumulative payoffs. 16 CUMXRLD extended cumulative reinforcement learning with discounting
The extended-cumulative-reinforcement-learning-with-discounting rule adds the discounting of earlier payoff observations (as above) to the extended-cumulative-reinforcement-learning rule. 17 HILL hill climbing
The hill-climbing rule works as follows. If a firm had increased its output in the previous period, and its profits went up (down), then the next round its target is the latest output level plus (minus) one. 5 And the opposite if it had decreased its output in the previous period. Obviously this rule cannot be applied in the first two periods. Also, whenever a firm's output or profits had remained unchanged in the previous two periods the rule does not apply (as no gradient can be observed).
Table D1
Pseudo-code Computational Analysis for all players do begin with probability p_inert do stay put else begin with probability p_imit do begin planned output:¼imitation of most successful; if experimentation¼local then new output:¼planned output + x {with x U()X 1 , X 2 )} else if experimentation¼global then begin with probability p_tremble do new output:¼x {with x U(min_prod, max_prod)} else new output:¼planned output; end; end else begin planned output:¼previous output; if experimentation¼local then new output:¼planned output + x {with x U()X 1 , X 2 )} else if experimentation¼global then begin with probability p_tremble do new output:¼x {with x U(min_prod, max_prod)} else new output:¼planned output; end; end; end; end;
