Given functional data samples from a survival process with time dependent covariates, we propose a practical boosting procedure for estimating its hazard function nonparametrically. The estimator is consistent if the model is correctly specified; alternatively an oracle inequality can be demonstrated for tree-based models. To avoid overfitting, boosting employs several regularization devices. One of them is step-size restriction, but the rationale for this is somewhat mysterious from the viewpoint of consistency. Our convergence bounds bring some clarity to this issue by revealing that step-size restriction is a mechanism for preventing the curvature of the risk from derailing convergence. We use our boosting procedure to shed new light on a question from the operations literature concerning the effect of workload on service rates in an emergency department.
1. Introduction. Flexible hazard models involving time-dependent covariates are becoming increasingly important in modern data analysis. In medicine, electronic health records systems make it possible to log patient vitals throughout the day, and these measurements can be used to build real-time warning systems for adverse outcomes such as cancer mortality [2] . In financial technology, lenders track obligors' behaviours over time to assess and revise default rate estimates. It is also used in many other fields of scientific inquiry since it forms the building blocks for transitions within a Markovian state model. Indeed, this work was partly motivated by our study of patient transitions in emergency department queues and in transplant waitlist queues [25] . For example, heart transplant allocation in the U.S. is defined in terms of coarse tiers [30] , and transplant candidates are assigned to tiers based on their health status at the time of listing, and this is rarely updated thereafter. However, a patient's condition may change rapidly while awaiting a heart, and the lack of tier updating means that many die on the waitlist. By landmark analysis, it is generally known that information closest to an untoward event predicts its occurrence more accurately than information from the past. Thus, the current strategy of organ allocation is not looking at the right data, and what is needed are modern statistical tools for updating mortality hazard as a patient's condition changes.
1.1. Boosting and the machine learning paradigm. Over the the last twenty years there has been an increasing shift away from traditional approaches in complex data settings towards machine learning solutions. One of the most successful of these methods is boosting, a concept first described in the pioneering work of Freund and Schapire on the Adaboost algorithm [14, 15, 33, 34] . Although Adaboost was originally intended for classification problems, over time the area of boosting has been extended to other settings, including survival analysis, while continuing to exhibit the same remarkable performance.
The main contribution of this paper is to continue the development of boosting procedures by extending its use in event history analysis. We introduce and study a new boosting procedure for nonparametric hazard estimation in the presence of time-dependent covariates. We contribute to the survival analysis toolkit by proposing a practical and theoretically sound nonparametric estimator in order to handle complex data settings such as those described above.
The predominant method used for boosting today is functional gradient descent [16] . Breiman [6, 7, 8, 9] drew an early connection between Adaboost and gradient descent optimization. Mason [28, 29] described boosting as an iterative convex fuctional optimization procedure in which weak learners approximate the negative gradient direction. Friedman et al. [17] showed that Adaboost could be described as an additive stagewise algorithm. This latter idea was formalized by Friedman [16] who presented a general framework for boosting as an iterative procedure for optimizing a loss function within a space of base learners. Friedman's method is often called the "gradient boosting" approach which is now generally taken to be the modern statistical view of boosting. Specifically, given a loss function L(Y, F ), where F is the target statistical model, and Y is the outcome, gradient boosting seeks to minimize L(Y, ·) iteratively by boosting F using the method of steepest descent. One computes the negative gradient of L(Y, F ), which is then approximated using a base learner φ ∈ F from a predefined class of functions F (this being either parametric; for example linear learners, or nonparametric; for example tree learners). Typically, the optimal base learnerφ is determined using L 2 loss. The base learner is then scaled by a regularization (slow learning) parameter 0 < ν ≤ 1 to obtain the updated estimate of F :
As noted by Friedman [16] , gradient boosting can be viewed as an approximation to matching pursuit [27] .
Survival analysis and time-dependent covariates.
Most boosting approaches to survival analysis focus on Cox regression. The most common approach is to use gradient boosting with the loss function derived from the Cox partial likelihood. This is used in the popular R-packages mboost [10] and gbm [32] , and also in [24] . A related approach is to replace the Cox partial likelihood loss with the loss function from penalized Cox partial likelihood [5] . This method is akin to XGBoost (Chen and Guestrin [12] ) which is a gradient boosting procedure, but where regularization is explicitly imposed through penalization [4] . Other approaches to survival analysis, but not based on Cox regression, include L 2 Boosting [11] using inverse probability of censoring weighting (IPCW) [19, 21] and boosted accelerated failure time models [35] .
The above describe some of the many boosting methods available for survival analysis when covariates are time independent. As mentioned, many of these focus exclusively on Cox regression, or involve strong parametric assumptions. However, when a fully nonparametric analysis is desired, and when covariates are allowed to depend upon time, the challenge to implementing boosting is more problematic.
To illustrate this, and to set the framework for this paper, we consider the survival setting introduced in Aalen [1] which covers a broad variety of problems. Let T denote the potentially unobserved failure time. We assume that, conditional on the history up to time t−, the probability of failing at T ∈ [t, t + dt) equals
Here λ(t, x) denotes the unknown hazard function, X(t) ∈ X ⊆ R p is a predictable covariate process, and Y (t) ∈ {0, 1} is a predictable indicator of whether the subject is at risk at time t. 1 To simplify notation, we normalize the units of time so that Y (t) = 0 for t > 1. In other words, the subject is not at risk after time t = 1, so we can restrict attention to the time interval (0, 1].
If failure occurs at T ∈ (0, 1] then the indicator ∆ = Y (T ) equals 1, otherwise ∆ = 0 and we set T = ∞. Throughout we assume we observe n functional independent and identically distributed data samples
. If the log-hazard function is
then the negative log-likelihood functional is
which we shall refer to as the likelihood risk. Our goal is to estimate F (t, x) nonparametrically using (1).
1.3. The likelihood does not have a gradient. Our approach will be to boost the loghazard from (1) using functional gradient descent. However the chief difficulty with implementing gradient boosting is that the canonical representation of the likelihood risk functional does not have a gradient: Its directional derivative equals
which is the difference of two different inner products exp(F ), f † − 1, f ‡ where
Hence, (2) cannot be expressed as a single inner product of the form g F , f for some function g F (t, x). Were it possible, the gradient function would be given by g F .
In simpler non-functional data settings like regression or classification, the loss can be written as L(Y, F (x)), so the gradient is simply ∂L(Y, F (x))/∂F (x). This does not depend on the space that F belongs to. By contrast, a key insight of this paper is that the gradient ofR n (F ) can only be defined after carefully specifying an appropriate sampledependent domain forR n (F ). The likelihood risk can then be re-expressed as a smooth convex functional, and an analogous representation also exists for the population risk. Both are crucial to establishing guarantees for our estimator. Arriving at this framework for obtaining the representations is not conceptually trivial, and may explain the absence of boosted nonparametric hazard models until now.
1.4. Outline and contributions of paper. Algorithm 1 of Section 2 describes our boosted hazard estimator. The algorithm minimizes the likelihood risk (1) over a suitably defined class F of log-hazard functions defined on the time-covariate domain [0, 1] × X . Identifying this class is the key insight that allows us to rescue the likelihood approach and to derive the gradient needed to implement gradient boosting. Lemma 1 of Section 2 provides a useful representation of the likelihood risk from which several key results follow, including importantly an explicit representation for the gradient. Section 3 establishes the consistency of the procedure. We show that the log-hazard estimator consistently recovers the true minimizer of the population risk and is consistent for log λ if F is correctly specified. Moreover, if F is comprised of flexible piecewise constant functions like trees, then the hazard estimator satisfies an oracle inequality. Formal statements of these results are given in Theorems 1 and 2, respectively.
Another contribution of our work is to clarify the mechanisms used by gradient boosting to avoid overfitting. Gradient boosting typically applies two types of regularization to invoke slow learning: (i) A small step-size is used for the update; and (ii) The number of boosting iterations is capped. The number of iterations used in our algorithm is set using the framework of Zhang and Yu [39] , whose work explains why early stopping is necessary for consistency. On the other hand, the role of step-size restriction is more mysterious. While Zhang and Yu [39] demonstrates small step-sizes are needed to prove consistency, unrestricted greedy step-sizes are already small enough for classification problems [36] and also for commonly used regression losses (see the Appendix of Zhang and Yu [39] ). We show in Section 3 that for the setting considered here, shrinkage acts as a counterweight to the curvature of the risk. Hence if the curvature is unbounded, as is the case for hazard regression, then the step-sizes may need to be explicitly controlled to ensure convergence. This is an important result which adds to our knowledge of numerical convergence of gradient boosting. As noted by Biau and Cadre [4] the literature for this topic is still relatively sparse, and was the motivation for their recent study of numerical convergence of two general types of gradient boosting procedures. Our work adds to this valuable literature by ecompassing boosting algorithms for functional data.
Finally, as proof of concept, Section 4 describes a gradient tree-based implementation of the estimator. Section 5 applies the algorithm to a dataset from an emergency department to shed new light on a question from the operations literature concerning the effect of workload on service rates. Concluding remarks can be found in Section 6. All proofs are provided in the Appendix.
2. The boosted hazard estimator. In this section, we describe our boosted hazard estimator. We begin by defining in Section 2.1 an appropriate sample-dependent domain for the likelihood riskR n . As explained, the key insight of this paper is that this will allow us to re-express the likelihood risk and its population analogue as smooth convex functionals, thereby enabling us to compute their gradients in Lemmas 1 and 2 of Section 2.2. Following this, the boosting algorithm is formally stated in Sections 2.3-2.4.
2.1. Specifying a domain forR n (F ). We will make use of two conditions (A1) and (A2) to define the domain forR n . Condition (A1) below is the same as Condition 1(iv) of Huang and Stone [20] .
Assumption (A1). The true hazard function λ(t, x) is bounded between some interval
Recall we defined X and Y to be predictable processes, and so it can be shown that the integrals and expectations appearing in this paper are all well defined. Denoting the indicator function as I(·), define the following population and empirical sub-probability measures on [0, 1] × X :
and note that Eμ n (B) = µ(B) because the data is i.i.d. by assumption. Intuitively,μ n measures the denseness of the observed sample time-covariate paths on [0, 1] × X . For any integrable f ,
This allows us to define the following (random) norms and inner products
and note that
By design,μ n allows us to specify a natural domain forR n (F ). Let {φ j } d j=1 be a set of bounded functions 
When F is equipped with ·, · μn , we obtain the following sample-dependent subspace of L 2 (μ n ), which is the appropriate domain forR n (F ):
Note that the elements in (F , ·, · μn ) are equivalence classes rather than actual functions that have well-defined values at each (t, x). This is a problem because the likelihood (1) requires evaluating F (t, x) at the points (T i , X i (T i )) where ∆ i = 1. To resolve this, we fix an orthonormal basis {φ j (t, x)} j ⊂ F for (F , ·, · μn ) (for example, obtained from applying the Gram-Schmidt procedure to {φ j } d j=1 ), and represent each member of (F , ·, · μn ) uniquely in the form j c jφj (t, x).
As a concrete example, consider the case of no covariates and only one observation that is at risk until T = 1/4, at which point it experiences failure. Suppose F is spanned by
Then f dμ n = 1/4 0 f (t)dt, and two possible orthonormal bases for (F , ·, · μn ) are {φ 1 (t) = 2φ 1 (t)} or {φ 1 (t) = 2φ 2 (t)}. If we choose the first basis, then every member of (F , ·, · μn ) will be expressed as cφ 1 (t), which equals 2c at t = 1/4. However, if we choose the second basis, then every member of (F , ·, · μn ) will have a value of 0 at t = 1/4. As will be shown after Lemma 1 (see Remark 1), this implies that the smooth representation forR n (F ) may not be coordinate-free, and this has implications for computations.
The second condition we impose is for
is already linearly independent on [0, 1] × X , the condition intuitively requires the set of all possible time-covariate trajectories to be adequately dense in [0, 1] × X to intersect a sufficient amount of the support of every φ j . This is weaker than conditions 1(ii)-1(iii) in Huang and Stone [20] which require X(t) to have a positive joint probability density on [0, 1] × X , thereby ruling out discrete and categorical covariates.
Assumption (A2). The Gram matrix Σ ij = φ i φ j dµ is positive definite.
Integral representations for the likelihood risk.
Having deduced the appropriate domain forR n (F ), we can now recast the risk as a smooth convex functional on (F , ·, · μn ) with explicit closed form expression for the gradient. This representation, however, depends explicitly on the chosen orthonormal basis {φ j (t, x)} j , and is only valid for functions
Lemma 1. The likelihood risk (1) can be written as
Thus there existsρ ∈ (0, 1) (depending on F and f ) for which the Taylor representation
holds, where the gradient
. Hence ifĝ F = 0 then the infimum ofR n (F ) over the span of {φ j (t, x)} j is uniquely attained at F .
Since the remainder term in the Taylor expansion (7) is non-negative due to convexity, R n (F + f ) can only be reduced if and only if ĝ F , f μn < 0. Over such f , the steepest descent is achieved by moving along the direction of the negative gradient f = −ĝ F .
Remark 1.
To see what can go wrong when (6) is applied to functions outside the span of {φ j (t, x)} j , consider the example (5) . If the basis {φ 1 (t) = 2φ 1 (t)} is chosen, then φ 2 (t) = I [0,1/4) (t) is not pointwise spanned byφ 1 (t) even though φ 2 andφ 1 /2 belong to the same equivalence class. Indeed, computingR n (φ 2 ) using (1) gives e/4, while using (6) gives (e φ 2 −λφ 2 )dμ n = e/4 − 1.
The expectation of the likelihood risk also has an integral representation. A special case of the representation (9) below is proved in Proposition 3.2 of Huang and Stone [20] for right-censored data only, under assumptions more stringent than (A1) that do not allow for internal or discrete-valued covariates. In the statement of the lemma below recall that Λ L and Λ U are defined in (A1). The constant α F is defined later in (22) .
Furthermore the restriction of R(F ) to F is coercive:
and it attains its minimum at a unique point F * . If F contains the underlying log-hazard function then F * = log λ.
Remark 2. Coerciveness (10) implies that any F with expected risk R(F ) less than R(0) ≤ 1 < 3 is uniformly bounded:
where the constant
is by design no smaller than 1 in order to simplify subsequent analyses.
2.3. The boosting procedure. Algorithm 1 describes the proposed boosting procedure for estimating λ. A weak learner approximation to the negative gradient −ĝ F is used as the descent direction. Some popular choices are:
1. Stumpy and shallow depth regression trees that are correlated with −ĝ F . This is the framework considered by Friedman [16] .
2. The member of the basis {φ j } j most aligned with −ĝ F . This is a variant of coordinate descent (Chapter 7.2 of Schapire and Freund [34] ).
3. If coordinate descent is used and each φ j depends on only one component of the covariate vector, we obtain componentwise learners as in Bühlmann and Yu [11] .
To model a generic approximation to a non-zero gradient, we introduce the concept of an ε-gradient.
Definition 1.
We say that a unit vectorĝ ε
From the discussion that follows Lemma 1, we see thatR n (F ) can only be decreased along a direction if and only if that direction is a negative ε-gradient. The larger ε is, the closer the alignment is between the gradient and the ε-gradient, and the greater the risk reduction. In particular,ĝ F is the unique 1-gradient with steepest descent and maximal risk reduction. While at first glance, this might seem to suggest that ε-gradients with larger ε should be preferred, it is well known that the statistical performance of gradient descent generally improves when simple base learners are used. This slow learning (regularization) is essentially a trade-off between the complexity of the base learner space and the amount of risk reduction achieved in one boosting iteration. Thus using simpler descent directions with small ε has the balancing effect of improving statistical performance. Our main results, Theorems 1 and 2 of Section 3, qualitatively captures this tradeoff.
2.4. Regularization steps. Algorithm 1 makes use of two parameters, Ψ n and ν n . The first defines the early stopping criterion, while the second controls the step-size. These are two common regularization techniques for boosting:
1. Early stopping. The number of boosting iterationsm is controlled by stopping the algorithm before the uniform norm of the estimator Fm ∞ reaches or exceeds
where W (y) is the branch of the Lambert function that returns the real root of the equation z exp(z) = y for y > 0.
ALGORITHM 1 Boosted nonparametric hazard regression
1: InitializeF 0 = 0, m = 0; set ε ∈ (0, 1], and set Ψ n and ν n according to (14) and (15) Compute a weak learner ε-gradientĝ ε Fm ∈ (F , ·, · μn ) satisfying (13) 4:
Update the log-hazard estimator:
Update m ← m + 1 8:
break 10:
end if 11: end while 12: Setm ← m. The estimators for the log-hazard and hazard functions are respectively:
Step-sizes. Typically, the step-size used in gradient boosting is set to some fixed value 0 < ν ≤ 1. However, the step-size for the m-th iteration in Algorithm 1 is set to ν n /(m + 1), which is controlled in two ways. First, it is made to decrease with each iteration according to the Robbins-Monro condition that the sum of the steps diverges while the sum of squared steps converges. Second, the shrinkage factor ν n is selected to make the step-sizes decay with n at rate
This acts as a counterbalance toR n (F )'s unbounded curvature:
which becomes bounded by exp(Ψ n ) if F ∞ < Ψ n and f μn,2 = 1.
Guarantees of consistency. Under (A1)-(A2)
, guarantees for our log-hazard estimatorFm and hazard estimatorλ boost in Algorithm 1 can be derived for two scenarios of interest. In the following development, recall from Lemma 2 that the unique minimizer of R(F ) is denoted by F * :
As will be shown, guarantees of our estimator will be recast in terms of convergence to F * and λ * = exp(F * ).
1. Consistency when F is correctly specified. If the true log-hazard function log λ is in F , then Lemma 2 asserts that F * = log λ. It will be shown in this case thatFm is consistent:
2. Oracle inequality for regression trees. When F consists of piecewise constant functions like regression trees, it becomes closed under pointwise exponentiation: i.e. exp(F ) ∈ F for all F ∈ F . As a result, it can be shown that among all candidate hazard estimators {exp(F ) : F ∈ F }, λ * is the best piecewise-constant L 2 (µ)-approximation to λ. Moreover, it will be shown thatλ boost converges to this best approximation:
Theorems 1 and 2 below formalize these guarantees. En route to establishing the theorems, Lemma 4 clarifies the role played by step-size restriction in ensuring convergence of the estimator. As explained in the Introduction, explicit shrinkage is not necessary for classification and regression problems where the risk has bounded curvature. Lemma 4 suggests that it may, however, be needed when the risk has unbounded curvature, as is the case withR n (F ). Seen in this light, shrinkage is really a mechanism for controlling the growth of the risk curvature.
3.1. Strategy for establishing guarantees. The representations forR n (F ) and its population value R(F ) from Section 2 are the key ingredients for formalizing the guarantees. First, applying Taylor's theorem to (9) about F * yields
The problem is thus transformed into one of risk minimization R(Fm) → R(F * ), for which [39] suggests analyzing separately the terms of the decomposition
The authors argue that in boosting, the point of limiting the number of iterationsm (enforced by lines 5-10 in Algorithm 1) is to preventFm from growing too fast, so that (I) converges to zero as n → ∞. At the same time,m is allowed to grow with n in a controlled manner so that the empirical riskR n (Fm) in (III) is eventually minimized as n → ∞. Lemmas 3 and 4 below show that our procedure achieves both goals. Lemma 3 makes use of complexity theory via empirical processes, while Lemma 4 deals with the curvature of the likelihood risk. The term (II) will be bounded using standard concentration results.
3.2. Bounding (I) using complexity. To capture the effect of using a simple ε-gradient (13) as the descent direction, we bound (I) in terms of the complexity of 2
where
Depending on the choice of weak learners for the ε-gradients, F ε may be much smaller than F . For example, coordinate descent might only ever select a small subset of basis functions {φ j } j because of sparsity.
The measure of complexity we use below comes from empirical process theory. Define F Ψ ε = {F ∈ F ε : F ∞ < Ψ} for Ψ > 0 and suppose that Q is a sub-probability
is the minimum number of such balls needed to cover F Ψ ε (definitions 2.1.5 and 2.2.3 of van der Vaart and Wellner [37] ), so N(δ,
where the supremum is taken over Ψ > 0 and over all non-zero sub-probability measures. Before stating Lemma 3, we note that the result also shows an empirical analogue to the norm equivalences
exists, where
The factor of 2 above serves to simplify the presentation, and can be replaced with anything greater than 1.
Lemma 3. There exists a universal constant κ such that for any 0 < η < 1, with probability at least
an analogue to (21) holds for all F ∈ F :
and for all F ∈ F Ψn ε ,
Remark 3. The equivalences (23) imply that dim(F , ·, · μn ) equals its upper bound
3.3. Bounding (III) using curvature. We use the representation in Lemma 1 to study the minimization of the empirical riskR n (F ) by boosting. Standard results for exact gradient descent like Theorem 2.1.15 of Nesterov [31] are in terms of the norm of the minimizer, which may not exist forR n (F ) (see Remark 1) . If coordinate descent is used instead, Section 4.1 of [39] can be applied to convex functions whose infimum may not be attainable, but its curvature is required to be uniformly bounded above. Since the second derivative of R n (F ) is unbounded (16), Lemma 4 below provides two remedies: (i) Use the shrinkage decay (15) of ν n to counterbalance the curvature; (ii) Use coercivity (11) to show that with increasing probability, {F m }m m=1 are uniformly bounded, so the curvatures at those points are also uniformly bounded. Lemma 4 combines both to derive a result that is simpler than what can be achieved from either one alone. In doing so, the role played by step-size restriction becomes clear. The lemma relies in part on adapting the analysis in Lemma 4.1 of [39] for coordinate descent to the case for generic ε-gradients. The conditions required below will be shown to hold with high probability.
Lemma 4. Suppose (23) holds and that
Then the largest gap between F * and {F m }m m=1 ,
is bounded by a constant no greater than 2α F β Λ , and for n ≥ 55,
Remark 4. The last term in (26) suggests that the role of the step-size shrinkage ν n is to prevent the curvature of a generic risk functional from derailing convergence. Recall from (16) that exp(Ψ n ) describes the curvature ofR n (F m ). Thus our result clarifies the role of step-size restriction in boosting functional data.
Remark 5. Regardless of whether the risk curvature is bounded or not, smaller stepsizes always improve the convergence bound. This can be seen from the parsimonious relationship between ν n and (26). Fixing n, pushing the value of ν n down towards zero yields the unattainable lower limit
.
This matches the empirical findings in Friedman [16] , which noted improved performance for gradient boosting with the use of a small shrinkage factor ν. However, Friedman [16] also noted diminishing gains in performance as ν became very small, which also increased the number of boosting iterations needed. This same phenomenon has also been observed for L 2 Boosting [11] with componentwise linear learners. It is known that the solution path for L 2 Boosting closely matches that of lasso as ν → 0. However the algorithm exhibits cycling behaviour for small ν, which greatly increases the number of iterations and offsets the performance gain in trying to approximate the lasso (see Ehrlinger and Ishwaran [13] ).
3.4. Formal statements of guarantees. Before stating our main results, as a reminder we have defined the following quantities:
, where F * is the unique minimizer of R(F ) γ = maximum gap between F * and {F m }m m=0 defined in (25) κ = a universal constant α F = constant defined in (22) β Λ = constant defined in (12) J Fε = complexity measure defined in (20) .
To simplify the results, we will assume that n ≥ 55 and also set the shrinkage to satisfy ν 2 n exp(Ψ n ) = log n/(64n 1/4 ).
Theorem 1. (Consistency under correct model specification). With probability
In particular, if F contains the true log-hazard function log λ, then F * = log λ andFm is consistent.
Remark 6. In view of the norm equivalence relations (21), the result implies thatFm also converges uniformly to log λ in probability.
Theorem 1 qualitively captures the trade-off in statistical performance in choosing between weak and strong base learners in gradient boosting. The advantage of low complexity is reflected in the increased probability of the risk bound holding, with this probability being maximized when J Fε → 0, which generally occurs as ε → 0 (weak learners). However, diametrically opposed to this, we find that the risk bound is minimized by ε → 1, which occurs with the use of stronger base learners that are more aligned with the gradient. This reveals the intricate tradeoff between model complexity and performance. This same tradeoff is also captured in our second key result which establishes an oracle inequality for tree learners.
Theorem 2. (Oracle inequality for regression trees). Suppose exp(F ) ∈ F for all
F ∈ F . Then with probability
Since λ * is the best piecewise-constant approximation to λ among {exp(F ) : F ∈ F }, the first term on the right hand side of the bound is λ * − λ 2 µ,2 . We naturally expect it to be small because the value of λ * over one of its piecewise constant regions B is given by the weighted average B λdµ/µ(B) of λ(t, x) over B. Hence for sufficiently fine partitions of the time-covariate domain [0, 1] × X , λ * will closely approximate the value of λ in the interior of the support of µ.
A tree-based implementation.
As proof of concept, we describe an implementation of Algorithm 1 using regression trees for base-learners, F . Our implementation follows one aspect of Friedman's approach [16] , whereby the ε-gradients are computed by projecting the gradients onto shallow regression trees. As with Friedman's approach, numerous refinements are possible, and we leave for future work the development of more sophisticated implementations of Algorithm 1 along with open source software.
4.1.
The base learner space, F . We take F to be the span of the collection of histogram functions φ j (t, x) = I B j (t, x) where
. . .
The space (F , ·, · μn ) then consists of flexible piecewise constant functions of the form
with orthonormal basis
The typical choice for the cube boundaries (locations of the tree splits) are the midpoints of the observed covariate values [16] . In our functional data setting, time is also considered a covariate. To speed up the tree fitting we will use a coarser partition than [16] , and the simulations in Section 5 suggest that the procedure is relatively insensitive to the particular partition used because of regularization.
Expressions for the gradient and likelihood risk.
Since theφ j (t, x)'s have disjoint support and are constant over each region B j , we can independently calculate the value of λ (t, x) in Lemma 1 over each B j :
equals the number of observed failures in the time-covariate region B j . Note that F satisfies the exponential closure property exp(F ) ∈ F , so the expression for the gradient function (8) simplifies toĝ F = exp(F ) −λ, hencê
Computing ε-gradients.
The descent direction −ĝ ε F (t, x) we use is obtained from fitting a shallow regression tree to −ĝ F , using the weighted least squares criterion j:μn(B j )>0μ
where (t B j , x B j ) denotes the centre of B j . Note thatĝ ε F ∈ F because each of its piecewise constant region is the disjoint union of a subset of B j 's.
Tree depth and number of boosting iterations.
The number of tree splits and the number of descent iterationsm can be jointly determined using cross validation to minimize (28) . While the stopping criterion of Algorithm 1 leads to an asymptotically valid m, for a fixed sample size, cross-validation is frequently used [16] .
4.5.
Step-sizes. While Lemma 4 shows that a smaller shrinkage factor ν n (15) is always better, this comes at the expense of a larger number of iterations and hence computation time. For a fixed sample size, practical applications of boosting typically fix a small value such as ν n = 0.1 [16] . For the examples considered here, setting ν n = 1 appears to suffice for sample sizes up to n = 100, 000. In place of the step-size ν n /(m + 1) of Algorithm 1, we perform line-search within the interval (0, 1/(m + 1)] to speed up convergence.
Numerical applications.
5.1. Simulation of non-i.i.d. covariates. The guarantees in Section 3 apply to the i.i.d. setting. However, this might not hold in every application. Consider the estimation of queuing service rates (a specific example will be discussed in the next subsection). Suppose the speed with which a customer is served varies with the number of other customers concurrently served by the same processor. Then customers who overlap may have related processor workload covariates. Rather than subselecting customers who are sufficiently separated in time for the analysis, we assess the robustness of our procedure to potentially non-i.i.d. covariates by means of a queuing simulation.
The details of the simulation are as follows. Customer arrivals are Poisson with rate 1/2 per hour from midnight to noon, and with rate 20 from noon to midnight. Upon arrival a customer is revealed to be of type x (2) = 1 or x (2) = 2 with equal probability. The queue has a server that can serve up to three customers simultaneously, but if it is fully loaded then new customers are queued on a first-come-first-serve basis. The service rate for a customer at time t depends on the total number of customers currently being served x (1) (t) ∈ {1, 2, 3} as well as her type x (2) in the following way:
Five thousand service completions are simulated from this system, and customers whose service duration exceed one hour are censored (approximately 37%). For the boundaries that define (27), we study three different partitions of the time interval [0, 1] into {25,50,75} divisions. Figure 1 displays the estimation results for each covariate pair combination (x (1) , x (2) ). The solid sloped line in red denotes the true hazard, which is tracked closely by the piecewise constant ones representing our estimates based on the different partitions. For comparison, we also fit common parametric models to the data and find that the log-logistic distribution provides the best fit (dot-dash curve). It is clear from the figure that it is unable to track the way the rate changes as the covariates vary. Figure 1 suggests that the boosting estimator is relatively insensitive to the particular choice of partition used, and this can be explained in terms of regularization: As the time interval is split into finer divisions (F becomes more complex), cross validation chooses simpler tree approximations to the gradient as one would expect. In this case the number of tree splits is {4,3,2} for {25,50,75} divisions of the time interval.
Patient service times in an emergency department.
A series of recent empirical papers in healthcare operations examined the impact of staff workload on service rates in hospitals. A wide spectrum of relationships have been reported ranging from slow-down [3] , to speed-up [22] , to slow-down and then speed-up [23] , and to still more complicated patterns. These studies utilize additive covariate specifications for estimation. We hypothesize that all these effects actually coexist within the same service process: If the process depends on nontrivial interactions between workload, time, and the other covariates, then the reported findings might represent different projections of the truth onto various additive specifications. We test this hypothesis by using our estimator to explore time-covariate interactions in a dataset from an emergency department. Comparing our estimate against the Cox model estimate that is fit to the same data yields results that are consistent with this hypothesis. Our procedure therefore provides researchers with a means to investigate these interactions. (2) ) is illustrated in a separate panel. The sloped solid line in red denotes the true hazard, which is correctly tracked by the piecewise constant ones representingλ boost for partitions of the time interval into {25,50,75} divisions. The dot-dash curve represents parametric fitting.
The data used comes from the emergency department of an academic hospital in the United States. It contains information on 86,983 treatment encounters from 2014 to early 2015. Recorded for each patient encounter was age and gender, the times of ward entry and departure (treatment commencement and discharge), and the assigned bedspace number. In addition, the Emergency Severity Index (ESI) of each patient is also recorded, with level 1 being the most severe (e.g., cardiac arrest) and level 5 the least (e.g., rash), although the former group of trauma cases is excluded from this analysis.
We extract from the dataset the following covariates for use in estimating the treatment service rate: Time-fixed covariates include age, gender, ESI, time of day at ward entry, and day of week. Time-dependent ones include the ward census (total number of occupied beds) and nurseload (number of patients seen by the nurse treating the individual 3 ) over the course of treatment. These serve as measures of staff workload.
For the boundaries that define (27), we partition the time interval [0,10] hours into 30 minute buckets. Service times beyond 10 hours are censored (less than 2% of encounters). The boundaries for the age dimension are given by the partitions ≤30 years, (30, 39] , (39, 49] , (49,59], (59,69], (69,79], and >79. The boundaries for time of day at entry are set two hours apart, and ward census is split according to ≤14 occupied beds, (14, 29] , (30, 44] , (45,59], and >59. The number of tree splits was set to three andm = 500 iterations were used, these being chosen by cross validation, which suggests the presence of third order time-covariate interactions. The relative importances of variables [16] are given in Table 1 . By far the most influential factor affecting the estimated service rate is time since treatment commencement, followed by ESI level. Table 1 : Relative importances of variables from emergency data analysis. The numbers are scaled so that the largest value is 1 (for the time-since-treatment-commencement variable).
Two features stand out from Figure 2 . First, by fixing a census level we see that the service rate is unimodal in time, with shapes that resemble hazard functions belonging to a family of log-normal or log-logistic distributions. This agrees with the literature that find log-normality to be a reasonable parametric fit for service durations. Second, by fixing a timepoint we see that service first speeds up and then slows down as census grows. However this relationship is not the only one that exists in our data, as evidenced by the interaction of census with the other factors: The profile plots displayed in Figure 3 are for ESI level 3 with the other covariates fixed at their lower quartile values (left panel) and at their upper quartile values (right panel). For the lower quartile configuration we recover the finding in [3] that service actually slows down as census increases, and this relationship holds for other ESI levels as well.
Given the presence of more than one type of workload effect in the data when interactions are accounted for, it is natural to ask what the estimated effect looks like under an additive covariate specification like those used in literature. We first transform each contin- uous covariate into a categorical one using the boundaries mentioned earlier as breakpoints. A Cox proportional hazards model for time-dependent covariates is then fit to these noninteracted dummy variables. Figure 4 graphs the confidence intervals for the coefficients of different census levels. We see that the Cox specification matches the findings in [23] : Service initially slows down and then speeds up as census increases, which is once again different from what we have seen so far. Taken together, our results suggest that first order non-interacted effect specifications might only paint a partial picture of the relationship between workload and service. 6. Discussion. Our estimator can also potentially be used to evaluate the goodnessof-fit of simpler parametric hazard models. Since our approach is likelihood-based, future work might examine whether model selection frameworks like those in Vuong [38] can be extended to cover likelihood functionals. For this, Bühlmann and Hothorn [10] provides some guidance for determining the effective degrees of freedom for the boosting estimator. The ideas in Zou et al. [40] may also be germane. While the guarantees for our estimator are derived under the i.i.d. setting, simulation results tentatively suggest that our procedure might also work for non-i.i.d. covariates. We conjecture that it is possible to relax the IID assumption to weakly-dependent covariate sequences by following Lozano et al. [26] , in which such an analysis is demonstrated for classification losses.
APPENDIX: PROOFS
A.1. Proof of Lemma 1
. Using (4) we can rewrite (1) aŝ
We can express F in terms of the basis
where the fourth equality follows from the orthonormality of the basis. This completes the derivation of (6) . By an interchange argument we obtain
the latter being positive whenever f = 0 i.e.R n (F ) is convex. The Taylor representation (7) then follows from noting thatĝ F is the orthogonal projection of e F −λ ∈ L 2 (μ n ) onto (F , ·, · μn ).
A.2. Proof of Lemma 2
Proof. Writing
we can apply (3) to establish the first part of the integral in (9) when F ∈ F ∪ {log λ}. To complete the representation, it suffices to show that the point process
has mean B λdµ, and then apply Campbell's formula. To this end, write N (t) = I(T ≤ t) and consider the filtration σ{X(s), Y (s), N (s) : s ≤ t}. Then N (t) has the Doob-Meyer form dN (t) = λ(t, X(t))Y (t)dt + dM (t) where M (t) is a martingale. Hence
where the last equality follows from (3). Since I[{t, X(t)} ∈ B] is predictable because X(t) is, the desired result follows if the stochastic integral
is a martingale. By Section 2 of Aalen [1] , this is true if M (t) is square-integrable. In fact, M (t) = N (t) − t 0 λ(t, X(t))dt is bounded because λ(t, x) is bounded above by (A1). This establishes (9) . Now note that for a positive constant Λ the function e y − Λy is bounded below by both −Λy and Λy + 2Λ{1 − log 2Λ}, hence e y − Λy ≥ Λ|y| + 2Λ min{0, 1 − log 2Λ}. Since Λ min{0, 1 − log 2Λ} is non-increasing in Λ, (A1) implies that
Integrating both sides and using the norm equivalence relation (21) shows that
The lower bound (10) then follows from the second inequality. The last inequality shows that R(F ) is coercive on (F , ·, · µ ). Moreover the same argument used to derive (7) shows that R(F ) is smooth and convex on (F , ·, · µ ). Therefore a unique minimizer F * of R(F ) exists in (F , ·, · µ ). Since (A2) implies there is a bijection between the equivalent classes of (F , ·, · µ ) and the functions in F , F * is also the unique minimizer of R(F ) in F . Finally, since e F (t,x) − λ(t, x)F (t, x) is pointwise bounded below by λ(t, x){1 − log λ(t, x)}, R(F ) ≥ (λ − λ log λ)dµ = R(log λ) for all F ∈ F .
Proof of Lemma 3
Proof. By a pointwise-measurable argument (Example 2.3.4 of van der Vaart and Wellner [37] ) it can be shown that all suprema quantities appearing below are sufficiently well behaved, so outer integration is not required. Define the Orlicz norm X Φ = inf{C > 0 : EΦ(|X|/C) ≤ 1} where Φ(x) = exp(x 2 ) − 1. Suppose the following holds:
where J Fε is the complexity measure (20) , and κ , κ are universal constants. Then by Markov's inequality, (24) holds with probability at least 1 − 2 exp[−{ηn 1/4 /(κ J Fε )} 2 ], and (32) sup
holds with probability at least 1
and (32) jointly hold with probability at least
. The lemma then follows if (32) implies (23) . Indeed, for any non-zero F ∈ F , its normalization G = F/ F ∞ is in F ε by construction (19) . Then (32) implies that
where the last inequality follows from the definition of α F (22) . Thus it remains to establish (30) and (31) , which can be done by applying the symmetrization and maximal inequality results in Sections 2.2 and 2.3.2 of [37] 
which is a stochastic process indexed by F ∈ F . As was shown in Lemma 2, E{l(F )} = R(F ). Let ζ 1 , · · · , ζ N be independent Rademacher random variables that are independent
. It follows from the symmetrization Lemma 2.3.6 of [37] for stochastic processes that the left hand side of (30) is bounded by twice the Orlicz norm of
Now hold Z fixed so that only ζ 1 , · · · , ζ n are stochastic, in which case the sum in the second line of (34) becomes a separable subgaussian process. Since the Orlicz norm of n i=1 ζ i a i is bounded by (6 n i=1 a 2 i ) 1/2 for any constants a i , we obtain the following the Lipschitz property for any F 1 , F 2 ∈ F Ψn ε :
where the second inequality follows from |e x − e y | ≤ e max(x,y) |x − y| and the last from the Cauchy-Schwarz inequality. Putting the Lipschitz constant (6n) 1/2 e Ψn obtained above into Theorem 2.2.4 of [37] yields the following maximal inequality: There is a universal constant κ such that
the last line following from (20) . Likewise the conditional Orlicz norm for the supremum of
Since neither bounds depend on Z, plugging back into (34) establishes (30) :
where Ψ n e Ψn = n 1/4 by (14) . On noting that
can be established using the same approach.
Proof of Lemma 4
Proof. For m <m, applying (7) 
where the bound for the second term is due to (13) . The bound for the integral follows from (ĝ ε Fm ) 2 dμ n = 1 (Definition 1 of an ε-gradient) and the fact that F m ∞ , F m+1 ∞ < Ψ n for m <m (lines 5-6 of Algorithm 1). In particular for m ≤m,
because ν 2 n e Ψn < 1 under (15). Since max m≤m F m ∞ < Ψ n , and using our assumption
Clearly the minimizer F * also satisfies R(F * ) ≤ R(0) < 3. Thus coercivity (11) 
so the gapγ defined in (25) is bounded as claimed. It remains to establish (26) , for which we need only consider the caseR n (Fm) − R n (F * ) > 0. The termination criterionĝF m = 0 in Algorithm 1 is never triggered under this scenario, because by Lemma 1 this would imply thatFm minimizesR n (F ) over the span of {φ j (t, x)} j , which also contains F * (Remark 3). Thus eitherm = ∞, or the termination criterionFm − where the inequalities follow from (23) and from ĝ ε Fm μn,2 = 1. Since the sum on the right is diverging, the inequality also holds form sufficiently large (e.g.m = ∞).
Because F * lies in the span of {φ j (t, x)} j , the Taylor expansion (7) is valid forR n (F * ). Since the remainder term in the expansion is non-negative, we havê {R n (F * ) −R n (F m )} + ν 2 n e Ψn 2(m + 1) 2 .
SubtractingR n (F * ) from both sides above and denotingδ m =R n (F m ) −R n (F * ), we obtainδ m+1 < 1 − εν n γ(m + 1) δ m + ν 2 n e Ψn 2(m + 1) 2 .
Since the term inside the first parenthesis is between 0 and 1, solving the recurrence yieldŝ δm <δ 0m where in the second inequality we used the fact that 0 ≤ 1 + y ≤ e y for |y| < 1, and the last line follows from (36) . The Lambert function (14) in Ψ n = W (n 1/4 ) is asymptotically log y − log log y, and in fact by Theorem 2.1 of Hoorfar and Hassani [18] , W (y) ≥ log y − log log y for y ≥ e. Since by assumption n ≥ 55 > e 4 , the above becomeŝ δm < e max{0,δ 0 } log n 4n 1/4 ε/(α Fγ ) + ν 2 n e Ψn .
The last step is to controlδ 0 , which is bounded by 1−R n (F * ) becauseR n (F 0 ) =R n (0) ≤ 1. Then under the hypothesis |R n (F * ) − R(F * )| < 1, we havê δ 0 ≤ 1 − R(F * ) + 1 < 2 − R(F * ).
Since (10) implies R(F * ) ≥ 2Λ U min{0, 1 − log(2Λ U )}, δ 0 < 2 − R(F * ) ≤ 2 + 2Λ U max{0, log(2Λ U ) − 1} < 2β Λ .
Proof of Theorem 1
Proof. Let δ = log n/(4n 1/4 ) which is less than one for n ≥ 55 > e 4 . Since α F ,γ ≥ 1 it follows that (37) δ < log n 4n 1/4 ε/(α Fγ )
. Now define the following probability sets |R n (F ) − R(F )| < 2δ/3, soγ is bounded and (26) holds. Since Algorithm 1 ensures that Fm ∞ < Ψ n , we haveFm ∈ F Ψn ε and therefore it also follows that |R n (Fm) − R(Fm)| < 2δ/3. Combining (17) and (18) , where the second inequality follows from (26) and ν 2 n e Ψn = log n/(64n 1/4 ), and the last from (37) . The desired bound for Fm − log λ µ,2 then follows because F * = log λ when F is correctly specified due to Lemma 2.
The next task is to lower bound P(∩ 4 k=1 S k ). It follows from Lemma 3 that
Bounds on P(S 2 ) and P(S 3 ) can be obtained using Hoeffding's inequality. Note from (1) thatR n (0) = n i=1 1 0 Y i (t)dt/n andR n (F * ) = n i=1 l i (F * )/n for the loss l(·) defined in (33) . Since 0 ≤ 
Proof of Theorem 2
Proof. Since F * minimizes R(F ), it satisfies the first order condition e F * − λ, F µ = 0 for all F ∈ F . Under exponentiation closure λ * = e F * ∈ F , therefore λ * is the orthogonal projection of λ onto (F , ·, · µ ). , where the inequality follows from |e x − e y | ≤ max(e x , e y )|x − y|. Bounding the last term in the same way as Theorem 1 completes the proof.
