Abstract-In this paper, we discuss the difference in code lengths between the code based on the minimum description length (MDL) principle (the MDL code) and the Bayes code under the condition that the same prior distribution is assumed for both codes. It is proved that the code length of the Bayes code is smaller than that of the MDL code by (1) or (1) for the discrete model class and by (1) for the parametric model class. Because we can assume the same prior for the Bayes code as for the code based on the MDL principle, it is possible to construct the Bayes code with equal or smaller code length than the code based on the MDL principle. From the viewpoint of mean code length per symbol unit (compression rate), the Bayes code is asymptotically indistinguishable from the MDL two-stage codes.
, [23] . Therefore, if we can assume the same prior distribution, it is clear that the Bayes code is not worse than the two-step code based on MDL principle (MDL code 1 ) [29] .
The properties of these codes have been studied independently (see [4] , [5] , [13] , [18] , [20] , [24] [25] [26] [27] [28] , [34] [35] [36] ). The main interest here is a quantitative evaluation between the MDL code and the Bayes code. For the same prior, the code length of the Bayes code is a lower bound on that of the MDL code for any data sequence [29] , since the Bayes code is the Bayes optimal. Moreover, both of these two codes are asymptotically optimum [4] , [14] . The analyses on the MDL and the Bayes code from the viewpoint of the estimator also have been studied [35] . However, the difference between the code lengths has not been analyzed directly or quantitatively.
In this paper, we analyze the difference of the code lengths between the MDL code and the Bayes code for the discrete, the parametric, and the hierarchical model classes, and show that the code length of the Bayes code is smaller than that of the MDL code by or for the discrete model class, and by for the parametric model class. For hierarchical model classes, the difference of the code lengths between the MDL code with a mixture over parameters but a selection for the model order and the Bayes code which uses a mixture over both parameters and models is . The essence of the analysis for the parametric model class is that the posterior probability density of the parameter on Bayesian inference satisfies asymptotic normality. Because we assume the same prior for the Bayes code as that of the MDL code in practice, it is possible to construct the Bayes code with equal or smaller code length than the MDL code. However, from the viewpoint of mean code length per symbol unit, that is, compression rate, the Bayes code is asymptotically indistinguishable from the MDL two-stage codes.
II. PRELIMINARIES
In this paper, we deal with the discrete, the parametric, and the hierarchical model classes. Let be a discrete source alphabet and a random variable on . And we denote the data sequence with length emitted from the source by , where . An infinite sequence from the source is denoted by . The set of all , is denoted by , where and . We denote a random variable on by . The source emits a data sequence with true probability distribution which was previously unknown.
is a probability function and is a probability density function. Throughout the paper, we suppose that the logarithm base is and the measure of the code length is in nats.
For a matrix vector of length , , and a matrix , we define the norms and . Here, is the transpose of vector . And, for the some differentiable function with respect to -dimensional vector , we define that and are the matrix having as the th element and the matrix having as the -th component, respectively. We also denote them by and , respectively. For an area , volume is denoted by , where is -dimensional Euclidean space.
A. The Discrete Model Class
Let be a model in a discrete and finite model class , . That is, is a countable set. The data sequence is emitted from the true distribution . We do not assume in analysis that the model class includes the true distribution . Let be the probability function for the model , and let be the description length for describing . Then, we can encode using a model , and its code length is given by . The code length of the MDL code is, therefore, given by Here, we assume that [23] . 2 Then, we can regard as the prior probability of the model . Then the code length of the MDL code, , 3 is defined by 4 (2)
On the other hand, if the prior probability is assumed, we can construct a Bayes optimal solution for the loss function 2 
If
e > 1, then the prefix code does not exist, else if e < 1, then it causes the loss of the code length. 3 The superscript of L (x ) means the code for the discrete model class. Later, we define the code length of the MDL code, L (x ), for the parametric model class. 4 The MDL estimator is given bỹ = arg minf0 log P (x j) 0 log P ()g = arg max P (jx ):
Therefore, the MDL principle is equivalent to choose the model having the maximum posterior probability for the discrete model class [30] , which is the Bayes optimal solution for the 0-1 loss function.
for the code length [20] . The Bayes code which is the Bayes optimal solution is given by the code using the mixture probability of all models. The code length of the Bayes code is given by (3)
B. The Parametric Model Class
We consider the parametric model class which has a -dimensional continuous parameter is a continuous vector in the parameter space , where is a compact subset of . That is, and . The data sequence is derived from the true distribution . We do not assume that the model class includes the true distribution . Since is a continuous vector, we cannot encode as is. In the MDL code, the parameter set is quantized into countable cells and a quantized parameter which is the representative point of a cell is encoded. Let be the set of all quantized parameter values , which may depend on . That is, when is encoded. Number each quantized cell in the parameter space. Let be the set of all parameter in the th quantized cell . We assume and , . Let be the quantized width of the th side of the cell represented by . The number of the cells is . Then, it is possible to construct the prefix code which describes the quantized parameter by the length [23] , where is the prior density of the parameter , satisfying . We assume that satisfies Therefore, we can interpret as the prior probability on . Here, we must consider the method for the quantization of the parameter space into cells, and an asymptotic method gives a solution. The asymptotic optimal quantized width for the code length is given by (4) Hence, [14] , [24] , [35] , [37] , [39] , using the asymptotic normality of the maximum-likelihood estimator. Here is the Fisher information matrix 5 defined by (5) and is the expectation under .
Then, the code length of the MDL code is given by (6) On the other hand, the code length of the Bayes code is given by (7) where the integral is calculated over the parameter set 6 [4], [5] , [20] . Equation (7) is the Bayes optimal decision for the code length loss function (the logarithmic loss function) for the parametric model class [20] .
C. The Hierarchical Model Class
We consider the (partial) hierarchical model class is a discrete label for models in the discrete and finite model class . That is, is a finite countable set. If each model has a -dimensional parameter in a parameter space which is a compact subset of , then specifies a parametric model class.
Let be the class of the probability distribution of the model . Then the (partial) hierarchical model class is defined by (8) We also denote the model class by
Here the nested structure (9) may be satisfied for and This nested structure may be linear order or partial order. 7 Let be the description length to describe the label . We assume the prior distribution on . For the hierarchical model class, two types of MDL codes can be defined. 6 The mixture code may be also defined by the mixture for the quantized parameters which is given by
However, since the prior density is assumed, the Bayes code as Bayes optimal solution is given by (7) which is the limitation of the above equation as ( ) ! 0 [23] . 7 For example, the finite Markov sources have linear order structure. The FSMX sources have partial order structure.
The MDL Code Type1: At first, we consider the MDL code which uses an operation of parameter quantization to describe both a quantized parameter and a discrete label . Similarly, with the parametric model class, the code length of the MDL code with parameter quantization is given by (10) where is a set of all quantized parameter values of a model , and is the Fisher information matrix of a model defined by (11) Here, is the expectation under . That is, when is encoded and we assume
The MDL Code Type2: Second, we define the MDL code which uses the mixture for parameter and selects only a discrete label (12) (13) The latter is the minimization of the Bayes code for the parameter and excludes the quantization of the parameter.
The Bayes Code: On the other hand, the Bayes code is given by (14) Here, the integral is calculated over the parameter space . As we have mentioned above, the Bayes code is characterized using the mixture distribution over all models for the coding function! In the following section, we analyze the difference of the code lengths between the MDL code and the Bayes code for the discrete, the parametric, and the hierarchical model classes.
III. ANALYSIS FOR THE DISCRETE MODEL CLASS
In this section, we analyze the difference of code lengths, (2) and (3), for the discrete model class. The data sequence is emitted from the true distribution and we do not assume that exists in the model class.
A. Assumptions
Let be the set of minimizing , where is given by (15) where is the expectation under . Minimizing is equivalent to minimizing , where
We denote a minimizing as , which may not be unique. That is, . This is so because there may exist and such that and . We can also show a case in which , which leads to . In these cases, if and minimize . We call the optimal model. Let be the set of not minimizing . That is, . We assume the following condition which will be needed in our derivations.
iii) (The strong law of large numbers) For a.s.
That is, for and (18) is satisfied for all sufficiently large with probability one.
We also denote almost sure convergence as, for example, 
a.s.
when .
We may define model class in the same way as in Example 1. That is, the model may be defined by and is given by (31) Therefore, we have a.s. (32) when . This model class satisfies Condition 1, iii). We have, therefore, a.s.
where is given by (34) is satisfied for and .
C. Main Results for the Discrete-Model Class
First, we show the following lemma. 
Therefore, we have a.s. (38) Thus, the proof is completed.
Lemma 1 is used in the proof of the following main results. In some cases, we can assume that two or more identical models are not included in the model class and the optimal model is unique. When , the code length is given by a.s. (39) Next, we show the key theorem in order to analyze the difference of the code lengths between the MDL codes and the Bayes codes.
Theorem 1:
For the same prior probability, the relation between (2) and (3) is given as follows: (40) Here, represents the model which maximizes the posterior probability . Proof: From Bayes rule (40) is obviously obtained.
This theorem shows that the code length of the Bayes code is smaller than that of the MDL code by the factor on the same prior, and the Bayes code is effective for the finite length of the data sequence. Next, we consider the order of the term . Usually, the optimal model is unique. First, we show the convergence rate of the difference of the code lengths in this case.
Theorem 2: Under Condition 1, if
is unique, that is, , then the relation between (2) and (3) is given by a.s.
where is the positive term such that , a.s., as . Proof: From (42) and (21), we have a.s.
for and . Therefore, we have a.s.
Hence, the model which maximizes the posterior probability almost surely corresponds to the true model asymptotically, that is, for all sufficiently large with probability one (strong consistency, see [15] and [32] ). Then we can substitute for when . Therefore, we have a.s.
The proof is completed.
This theorem implies that the difference of the code lengths between the MDL code and the Bayes code converges to when the optimal model is unique. Then, the code lengths for both codes are asymptotically equal.
Next, we consider the case . This result may be interpreted as follows. The model selection by the MDL principle for the discrete model class is essentially equivalent to that of maximization of the posterior probability. If is unique, then will be asymptotically obtained by maximization of . However, if there are models and satisfying , , and , then the model which has maximum prior probability in will be asymptotically selected by maximization of . That is, when the optimal model is not unique, the posterior probability of an optimal model does not approach , so that uncertainty asymptotically remains for model selection. This uncertainty in the model selection makes the code length of the MDL code larger.
On the other hand, the Bayes code uses the mixture . 
for , . So analogy with Theorem 2 leads to (58).
IV. ANALYSIS FOR THE PARAMETRIC MODEL CLASS
In this section, we discuss the difference between the code lengths from (6) and (7), for the parametric model class . The data sequence is emitted from and we do not assume that is in the model class. We define the information matrix as follows: (60) in which is the expectation under . is not generally satisfied. From the definition when . However, for most of practical model classes for source coding, is satisfied even if because is discrete. See Examples 4 and 5.
We also define as follows:
Let be the optimal parameter given by
We denote the maximum-likelihood estimator and the maximum posterior estimator given by and , respectively, uniformly for all , if , a.s., is not satisfied, so (68) is also not satisfied. Therefore, (68) means a.s. From Condition 2, i), iv), and v), the likelihood function and the posterior density function given are almost surely unimodal functions when . Here, we just show the asymptotic normality of the maximum-likelihood estimator since it is used in the discussion in mean code length of the MDL codes [14] . However, it will not be directly used in the proof of the results in this paper.
Condition 3:
The distribution of converges to a normal distribution with mean zero and covariance matrix . Hence, in particular, if is an arbitrary -dimensional rectangle, its probability induced by satisfies (71)
Remark 1: Next we consider Condition 2, iii). As an example, the Dirichlet distribution is the conjugate prior for the multinomial distribution class and is obviously three times continuously differentiable. This prior is also useful for the Markov model [21] .
Remark 2:
We consider Condition 2, v) and vi). For many practical classes used for source coding, e.g., a finite ergodic Markov source, the iterated logarithm law of the maximum-likelihood estimator is satisfied, which leads to the strong consistency of the maximum-likelihood estimator, Condition 2, v) [8] . Moreover, this leads to Condition 2, vi), in practical cases, see Examples 4 and 5.
B. Examples for Model Class
Next, we show examples of the parametric model classes satisfying Condition 2. The model classes of these examples are useful for the source coding. and this function has a unique maximum in . It is known that the strong law of large number is satisfied [8] , that is, a.s.
which is equivalent to Condition 2, v). If Condition 2, i) is satisfied, then Condition 2, iv) is also satisfied. Moreover, since is given by (88) and (87) is satisfied, we see that Condition 2, vi) is satisfied by a discussion similar to that for Example 4. Therefore, the finite ergodic Markov source satisfies Condition 2. We also see that Condition 3 is satisfied from [8] .
We do not retain the assumption of i.i.d. property in Condition 2. Generally speaking, asymptotic normality holds for other than i.i.d. property. These conditions are general and practical, especially for the discrete distributions used in source coding.
C. Essential Lemma for Analysis (Asymptotic Normality of Posterior Density)
Before analyzing of the code lengths, we state the asymptotic normality of the posterior distribution. Rissanen discussed the code length of the maximum-likelihood code on the asymptotic normality of the maximum-likelihood estimator [30] . See also [6] . The key to the analysis in this paper is the asymptotic normality of the posterior distribution. We can prove the almost sure convergence of the posterior density under Condition 2 from similar discussion in [2, Propositions 5.13 and 5.14, pp. 285-297]. Then, we have the following important lemma.
Lemma 2 (Asymptotic Normality):
Under Condition 2, the Bayesian posterior densities of the parameter satisfy asymptotic normality in almost sure. That is, the posterior distribution of converges almost surely to a normal distribution with mean zero and covariance matrix . In particular, if is arbitrary -dimensional rectangle, its probability mass induced by satisfies a.s. (89) where is the posterior density of which is given by (90) Moreover, the posterior density satisfies a.s.
uniformly for , where is arbitrary -dimensional rectangle satisfying . Proof: See Appendix A.
The asymptotic normality is essential for the proof of Theorem 5.
D. Main Results for the Parametric Model Class
For the difference of code lengths, we show the following result first.
Lemma 3:
We define and Then the relation between (6) and (7) is given by (92) Proof: From (6) and (7), we have (93) In the above equation (94) is the posterior density at the point . From and (90), the proof is completed.
Next, under Condition 2, we obtain the asymptotic difference between and using Lemma 2 and Lemma 3.
Theorem 5:
Under Condition 2, the relation between (6) and (7) We can interpret Theorem 5 as follows: The second term on the RHS in (92) can be interpreted as the posterior probability of the cell of the quantized parameter. The posterior distribution of the parameter is asymptotically normal whose variance-covariance matrix is . On the other hand, the quantized width of the parameter is also proportional to the standard deviation of the posterior probability density toward the quantizing axis. The more the standard deviation of the posterior density decreases as the sample size increases, the smaller the quantizing widths in relation to this standard deviation. Thus, this posterior probability of the quantization cell does not converge to , that is, the true quantization cell does not exist from the beginning although the true parameter exists. For this reason, the difference of the code lengths does not converge to .
V. ANALYSIS FOR THE HIERARCHICAL MODEL CLASS
We analyze the difference of the code lengths between the MDL code and the Bayes code for the hierarchical model class. For the hierarchical model class, we denote (97) The data sequence is emitted from the true distribution and we do not assume that exists in . Although the hierarchical model class defined in this paper may not have a nested structure, it is a trivial case and does not lead to a contradiction of the results.
The optimal parameter of a model is defined by (98) where is given by (99) We denote the maximum-likelihood estimator and the maximum posterior estimator of the model given by and , respectively. And we define the information matrix as follows: (100) for is not generally satisfied. But, holds for most of the practical model classes for source coding.
Note that there may exist , , , and where , satisfying . The optimal model is defined as follows: (101) where is given by (102) Finally, we define the ball
We assume the following conditions for the model class and Bayesian inference. These conditions are stronger than those assumed in analysis for the parametric model class, that is, we assume the iterated logarithm law in this section.
Condition 4:
i) (Existence of ) For , the function is a unimodal function on with maximum point in the interior of . That is, the optimal parameter of model , , exists 
uniformly for .
From Condition 4, ii), the distribution of conditioned by satisfies the following inequality for and :
Here, is a finite constant depending only on and . Theorem 6: For the same prior probability, the relation between (12) and (14) is (112) Here, represents the model which maximizes the posterior probability , which is given by (113)
Example 6 (Finite Ergodic Markov
Proof: This can be proved by a discussion similar to that of Theorem 1.
This theorem shows that the code length of the Bayes code is smaller than that of the MDL code by using the same prior, and the Bayes code is effective on finite data sequences. Next we consider the order of the term 
Proof: See Appendix C.
Then, we have the following theorem.
Theorem 7:
Under Condition 4, the relation between (12) and (14) is given by a.s.
where is positive and . Proof: From Lemma 4, the model which maximizes the posterior probability asymptotically corresponds to the optimal model . Then
From this equation and Theorem 6, the theorem is proved.
This theorem shows that the difference of the code lengths between the code using mixture of all models and the code based on model selection vanishes. Next, we consider the difference of the code lengths between (10) and (14) .
Theorem 8:
Under Condition 4, the relation between (10) and (14) is given by a.s.
where is the term such as . 
From (122) and Theorem 7, the proof is completed.
For the hierarchical model class, it is clear that parameter quantization is not effective for source coding. In the above theorem, the difference of both code lengths is given by constant order.
VI. DISCUSSION
Although it had been shown that the Bayes code is more effective than the MDL code from the viewpoint of code length with the same prior distribution for finite value of [29] , we analyzed the difference quantitatively in this paper.
Since the difference of both code lengths is not larger than , the difference of the mean code lengths per symbol (compression rate) is not larger than and converges to . The nonpredictive MDL principle which is discussed in this paper has two points of operation, i.e., the operation of parameter quantization and that of selection of a model or a representative point of the quantized parameter, where the former has a stronger influence on the difference of the code lengths than the latter.
If the prior distribution of the Bayes code may be different from that of the MDL code, then it is possible to find a case in which the code length of the MDL code is smaller than that of the Bayes code for some information source. The coding which has larger prior probability for the optimal model is effective. However, we cannot practically establish the prior distribution with a large probability for the optimal model when the optimal probability model is unknown. Therefore, the results which were discussed under the condition that the same prior was assumed are practical and important. In practice, since we can recognize the prior distribution of the MDL code beforehand, it is surely possible to construct the Bayes' code who's code length is equal or smaller than that of the MDL code.
From the above, the selection of a probabilistic model is not always effective for all various purposes. We have reconfirmed that the effectiveness of the MDL principle occurs within the framework of statistical model selection or universal modeling [30] .
When the MDL principle is applied to the model selection problem, should be applied rather than . This is because for that is, are not true MDL. On the other hand, is Bayes optimum code length when is fixed. Minimization of is equivalent to maximization of the posterior probability . From Lemma 4, this criterion for model selection has strong consistency for the hierarchical model class.
VII. CONCLUSION
In this paper, we have analyzed the difference of the code lengths between the MDL code and Bayes code. From the results, the effectiveness of the Bayes code against the MDL code with parameter quantization has been shown from the stand point of code length. Future work includes discussion of the properties of other types of MDL codes [30] , or the relation between the MDL criterion, the Bayesian model selection, and conventional information criteria in model selection [1] , [15] , [19] , [22] , [31] , [32] from new viewpoints.
APPENDIX A THE PROOF OF LEMMA 2
For the asymptotic normality of the posterior distribution, the following necessary and sufficient condition shown in [2, pp. 285-297] and [7] is useful.
Lemma 5 [2] , [7] : Fix a sequence . Let be a strict local maximum of satisfying (123) and implying positive definiteness of
Defining the following three basic conditions are necessary and sufficient for the asymptotic normality of the posterior distribution. 
is satisfied when , which leads to (158). 9 Since both of (157) and (158) 
