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In the AdS3/CFT2 setup we elucidate how gauge invariant boundary patterns of entanglement
of the CFT vacuum are encoded into the bulk via the coefficient dynamics of an AN−3, N ≥ 4
cluster algebra. In the static case this dynamics of encoding manifests itself in kinematic space,
which is a copy of de Sitter space dS2, in a particularly instructive manner. For a choice of partition
of the boundary into N regions the patterns of entanglement, associated with conditional mutual
informations of overlapping regions, are related to triangulations of geodesic N -gons. Such trian-
gulations are then mapped to causal patterns in kinematic space. For a fixed N the space of all
causal patterns is related to the associahedron KN−3 an object well-known from previous studies
on scattering amplitudes. On this space of causal patterns cluster dynamics acts by a recursion
provided by a Zamolodchikov’s Y -system of type (AN−3, A1). We observe that the space of causal
patterns is equipped with a partial order, and is isomorphic to the Tamari lattice. The mutation of
causal patterns can be encapsulated by a walk of N − 3 particles interacting in a peculiar manner
in the past light cone of a point of dS2.
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I. INTRODUCTION
According to a recent exciting idea entanglement pat-
terns associated with certain boundary states of a Con-
formal Field Theory (CFT) can manifest themselves in
the classical geometry of the bulk[1–6]. This opens up
the possibility of identifying space-time structures as ones
emerging holographically from entanglement data.
Recently apart from the basic spaces featuring any
holographic consideration, namely the bulk and its
boundary, another space called kinematic space has
shown up which is usually regarded as an intermediary
between bulk and boundary[7–11]. However, apart from
translating between the language of quantum information
of the boundary to the language of geometry of the bulk,
the kinematic space is also an interesting space in its own
right. For example in the AdS3/CFT2 setup taking the
static slice of AdS3 kinematic space K is just the space
of geodesics for this static slice. It turns out that geo-
metrically K is a copy of two dimensional de Sitter space
dS2. Then this picture has given rise to the idea of an
emergent de Sitter from conformal field theory[9, 12–16].
In our previous paper[17] using horocycles and their
associated lambda lengths[18, 19] we have given a new
geometric meaning to the well-known strong subadditiv-
ity relation[20, 21] for entanglement entropies. In par-
ticular we related two aggregate measures on the bound-
ary detecting how far the infrared degrees of freedom
are away from satisfying the strong subadditivity relation
to the shear coordinates of geodesic quadrangles in the
bulk. This boundary measure, the conditional mutual
information[7, 20] encapsulating the monogamy property
of entanglement is simply related to the geodesic dis-
tance between the geodesics forming the opposite sides
of the quadrangle, ones having time-like separation as
points in kinematic space. In the dual picture pro-
vided by kinematic space the conditional mutual infor-
mation is also related to the proper time along a timelike
geodesic connecting the relevant two points of a causal
diamond[17, 22].
This observation has revealed a connection with
the theory of Teichmu¨ller spaces of marked Riemann
surfaces[18]. In particular we have shown that the two
different boundary measures of strong subadditivity are
related to the two different triangulations of a geodesic
quadrangle. In this picture the shear coordinates[19],
satisfying a reciprocal relation, are just possible local co-
ordinates for the space of deformations of quadrangles,
i.e. their Teichmu¨ller space. Generalizing these obser-
vations for geodesic N -gons with N ≥ 4 an interesting
connection with AN−3 cluster algebras[23–25] emerges.
Here the cluster variables are just the lambda lengths[18]
directly related to the regularized entropies of the bound-
ary via the Ryu-Takayanagi relation[1].
We also emphasized that the basic role the gauge in-
variant conditional mutual informations play in these
elaborations dates back to the unifying role of the
Ptolemy relation for geodesic quadrangles[19]. This iden-
tity is the basis of recursion relations underlying transfor-
mation formulas for shear coordinates of geodesic poly-
gons. Indeed in the general case of geodesic N -gons these
recursion relations are precisely of the form of a Zamolod-
chikov’s Y -system of (AN−3, A1) type[26–29]. Moreover,
we have also pointed out[17] that since boundary inter-
vals with their associated geodesics of the bulk are or-
ganized according to the causal structure of their cor-
responding points in kinematic space[7], in this man-
ner cluster algebras are also connected to structures of
causality in kinematic space. Finally we have observed
that the cluster dynamics based on flips (or alternatively
on quiver mutations) provides a dynamics similar to the
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2ones conjectured for holographic codes[30, 31].
The aim of the present paper is to elaborate on these
observations. In particular we would like to give a de-
tailed account of the correspondence between entangle-
ment patterns of the boundary and their encoded images
into the bulk and the kinematic space by cluster algebras
revealed in[17].
What we find is that the cluster dynamics provides
different causal patterns consisting of causal diamonds
in kinematic space which are related by cluster mutation.
As is well-known[7] the areas of the causal diamonds with
respect to the Crofton form correspond to the conditional
mutual informations of the boundary. The novelty here is
the result that these area labels for the causal diamonds
are related to the coefficient variables of a cluster algebra
in a simple manner. Moreover, we will see that the space
of causal patterns is inherently related to the structure
of the associahedron. One finds that the associahedra
encapsulate the many different ways the kinematic space
can be scanned by the periodic cluster dynamics encoded
in the recursion relations of the corresponding Zamolod-
chikov Y -system. The simplest instance of this dynamics
is the additive rule of conditional mutual informations
observed in Ref. [7]. One can conjecture that more intri-
cate manifestations of this dynamics are probably related
to some error correction mechanism similar to the ones
conjectured for holographic codes[30].
In this paper for illustrative purposes we will be con-
tent with the simplest case based on the CFT vacuum,
giving rise to cluster algebras of type AN−3 with N ≥ 4.
More general scenarios are left to be explored in future
work. Our hope is that these illustrations will shed some
new light on issues concerning holographic codes[31] and
their dynamics[30], and also initiate further elaborations
for exploring connections with related research in scatter-
ing amplitudes connected to the ABHY amlituhedron[32]
that has come accross the same geometric structure (the
associahedron) in a holographic context.
The organization of this paper is as follows. In Section
II. we review the basic background on the static slice of
AdS3 which is represented by the Poincare´ disk D. The
space of geodesics of D is kinematic space K which is a
copy of de Sitter space dS2. In Section III. we summa-
rize some of the results from Ref.[17]. Geodesic quadran-
gles, their associated lambda lengths, shears and cross
ratios appear here, quantities familiar from the theory of
marked Riemann surfaces. The physical interpretation of
these quantities is also given here. Then we relate areas
in kinematic space to conditional mutual informations in
the spirit of Ref.[7] however, with a novel perspective pro-
vided by lambda lengths[18]. In Section IV. we present
a detailed study on the algebraic structure of triangula-
tions of geodesic polygons. Such triangulations in D are
mapped to causal patterns in K. Such causal patterns are
made of causal diamonds with their associated plaquette
variables Xj,k where j = 1, 2, . . . N and k = 1, 2, . . . N−3
introduced. They are related to conditional mutual in-
formations Ij,k via Eq.(28). The plaquette variables sat-
isfy a recursion relation (33), which after a change of
variables takes the form of a Zamolodchikov Y system
(42). The solution of this system is well-known[27] and
can be reinterpreted in terms of conditional mutual in-
formations in terms of some seed variables. This result
connects boundary entanglement structures to the coef-
ficient dynamics[24] of a bulk recursive scanning process
of K governed by an AN−3 cluster algebra. In Section
V. we show that apart from Xj,k with j + k ≡ 0 mod 2
there are dual variables with j + k ≡ 1 mod 2. It turns
out that the former set of variables is associated with
points (P ), and the latter with complements of the light
cones of such P s (C) in dS2. Moreover, we demonstrate
that an interesting relation (Eq.(51)) holds between the
P and C descriptions. Indeed, the difference between
the corresponding mutual informations is related to the
geodesic length (proper time) between the time-like sepa-
rated points in dS2 defining the relevant causal diamond
labelled by P .
Cluster dynamics unfolds via operations called flips.
In Section VI. we show that at the boundary level flips
are represented by applying the semi-associative law of
right or left shifts of binary bracketings introduced by
Tamari[33]. This corresponds to a flip in the space of
contexts of boundary regions represented by such binary
bracketings. At the bulk level they are represented by
flips between the two possible diagonals of a geodesic
quadrangle. This also corresponds to a flip in the space
of triangulations of geodesic N -gons. More importantly
at the kinematic space level a flip is represented by an
elementary step taken by one of N − 3 particles execut-
ing a random walk on the lattice inside a triangular re-
gion provided by the past light cone of a distinguished
point. Here we also show that for fixed N the space of
causal patterns TN−2 provides a set of regions covering
dS2. The collection of such patterns of cardinality given
by the Catalan number CN−2 can be identified with the
vertices of the associahedron KN−3. The boundaries of
the associahedron of different dimensions correspond to
different partial triangulations. In particular the collec-
tion of facets of cardinality N(N − 3)/2 can be identified
with the collection of Ryu Takayanagi geodesics corre-
sponding to diagonals. Finally we establish on the space
of causal patterns a partial order rendering this space a
lattice (TN−2,≤) isomorphic to the Tamari lattice. Our
conclusions and an outlook relating our results to current
research is left for Section VII.
3II. GEODESICS AND KINEMATIC SPACE
AdS3 can be regarded as the hyperboloid in R2,2 char-
acterized by the equation
X2 + Y 2 − U2 − V 2 = −`2AdS (1)
where `AdS is the AdS radius. In the following we fix
`AdS = 1. In our considerations we merely take the static
(spacelike) slice of AdS3 by imposing V = 0. We intro-
duce coordinates for this slice as
X = X1 = sinh % cosϕ, (2a)
Y = X2 = sinh % sinϕ, (2b)
U = X3 = cosh %, (2c)
with X2 + Y 2 − U2 = −`2AdS. Here ϕ ∈ [0, 2pi] and
% ∈ (−∞,∞). Then the set of points satisfying Eqs.(2)
is the upper sheet H of the double sheeted hyperboloid
in R2,1 that can also be written as the coset space H '
SO(2, 1)/SO(2).
After stereographic projection from the point
(X,Y, U) = (0, 0,−1) of H to the Poincare´ disk D lying
in the plane U = 0 we obtain the coordinates
z = tanh(%/2)eiϕ =
X + iY
1 + U
= x+ iy ∈ D. (3)
An alternative set of coordinates can be obtained by
transforming to the upper half plane U by a Cayley trans-
formation
τ = i
1 + z
1− z =
i− Y
U −X = ξ + iη ∈ U, η > 0. (4)
In our static considerations we will be referring to the
spaces D and U as the bulk, and the unit circle S1 ' ∂D
and the compactified real line RP1 = R ∪ {∞} ' ∂U as
the boundary.
The metric ds2 = dX2 +dY 2−dU2−dV 2 on R2,2, and
the choice of (2) coordinates for the V = 0 slice yield the
induced metric
ds2H = d%
2 + sinh2 %dϕ2 (5)
on H. Its geodesics are given by the formula
tanh % cos(ϕ− θ) = cosα. (6)
They are circular arcs in the bulk starting and ending
on the boundary see Figure 1. Here the extra parame-
ters θ ∈ [0, 2pi] and α ∈ [0, pi] are labelling the geodesics.
Depicted on the disk D the coordinate θ is the center
and α is half the opening angle of the geodesic. Pairs of
geodesics differing in orientation are related by θ ↔ θ+pi,
α ↔ pi − α. Hence our space of geodesics is labelled
by the coordinates (α, θ). It is called the kinematic
space[7]. Topologically the kinematic space K is the sin-
gle sheeted hyperboloid SO(2, 1)/SO(1, 1) which is the
de Sitter space dS2.
FIG. 1. The parametrization of a geodesic. The geodesic (red
curve) is parametrized by the pair (θ, α) where θ ∈ [0, 2pi] and
α ∈ [0, pi]. The coordinate θ is the center and α is half the
opening angle of the geodesic. Alternatively one can use the
pair (u, v) defined by Eq.(7).
Note that one can alternatively use the coordinates
(u, v) related to the pair (α, θ) as
u = θ − α, v = θ + α. (7)
The points eiu, eiv ∈ ∂D can then be regarded as the
starting and the endpoints of a geodesic. If α is regarded
as a time-like coordinate and θ as a space-like one, then
the pair of coordinates (u, v) can be regarded as light
cone coordinates.
Since kinematic space described by the coordinates
(α, θ) is a de Sitter space dS2 for a geodesic A ∈ D an-
chored to a boundary interval A ∈ ∂D one can associate
a point A ∈ K with three coordinates
A1 = cos θ
sinα
= cosh γ cos θ (8a)
A2 = sin θ
sinα
= cosh γ sin θ (8b)
A3 = cotα = − sinh γ (8c)
where the relation A21 + A22 − A23 = 1 holds, and we in-
troduced the coordinate transformation cosh γ = 1/sinα.
Notice that K can be embedded in the same space R2,1
where H lives. Then by employing the coordinates of
Eqs.(8) the induced metric this time is of the form
ds2K =
dθ2 − dα2
sin2 α
=
dudv
sin2 v−u2
. (9)
Notice that by virtue of Eq.(6) our geodesics can al-
ternatively be described by the constraint X · A = 0,
i.e. the vectors X and A are Minkowski orthogonal, with
the former is a time-like and the latter is a space-like
unit vector. Then the geodesics are described by the in-
tersection of H with a plane in R2,1 with normal vector
A. The two different possible normal vectors give rise to
the two points with coordinates (θ, α) and (θ+ pi, pi−α)
lying on K, corresponding to the same geodesic curve
4FIG. 2. A geodesic quadrangle, with the meaning of the shear
coordinate explained.
with opposite orientations. As has been demonstrated
in Ref.[34] the vector A can be also be regarded as the
vector of conserved quantities for the geodesic motion on
the pseudosphere H.
Recall that according to Ref.[7] boundary intervals are
organized according to causal structures formed by points
located in kinematic space. These structures date back to
the natural causal structure bulk geodesics enjoy based
on the containment relation of boundary intervals. If two
points in kinematic space are time-like separated then
their corresponding geodesics contain each other have no
intersection and have the same orientation, and the cor-
responding boundary intervals are embedded. If they are
null separated then their geodesics have a common end-
point. Finally if they are spacelike separated, then their
corresponding geodesics either have intersection or have
different orientation without intersection[7, 22].
III. GEODESIC QUADRANGLES
Let us fix four points a, b, c, d on the boundary ∂D
arranged in a counter-clock-wise sense (see Figure 2.).
These points give rise to four subregions: A,B,C,D
where A = [a, b], B = [b, c], C = [c, d], D = [d, a]. Let us
also consider the overlapping regions E = [a, c] = A ∪ B
and F = [b, d] = B ∪ C. Let us denote the oriented
geodesics of the bulk D anchored to the corresponding
boundary regions by A,B,C,D,E,F. Consider also the
corresponding points in kinematic space K denoted by
A,B, C,D, E ,F . The complement of a boundary region
A will be denoted by A, both of these regions have the
same geodesic arc anchored to them however, A and A
are having different orientation counter clockwise for A
and clockwise for A. The symbol A refers to the corre-
sponding three-vector in R2,1 subject to the constraint
A21 +A22 −A23 = 1 and A refers to its negative.
According to strong subadditivity[20] for subregions E
and F of the boundary for the von-Neumann entangle-
ment entropies one has
S(E) + S(F ) ≥ S(E ∪ F ) + S(E ∩ F ). (10)
Note that D = A∪B ∪C = E ∪F,E ∩F = B. Denoting
the union of boundary regions by juxtaposition one can
also write
S(AB) + S(BC) ≥ S(B) + S(ABC). (11)
For pure states one has S(D) = S(D) and S(BC) =
S(AD) hence
S(AB) + S(AD) ≥ S(B) + S(D). (12)
Notice that unlike in the classical (Shannon) case in the
quantum case it is possible to have either S(B) > S(AB)
or S(D) > S(AD). In spite of this the sum of these two
inequalities can conspire in a manner such that Eq.(12)
still holds.
One can also express the measures of strong subad-
ditivity in terms of the conditional mutual informations
as
I(A,C|B) = S(AB) + S(BC)− S(B)− S(ABC) ≥ 0
(13)
where
I(A,C|B) ≡ S(A|B)− S(A|BC) ≥ 0 (14)
with S(A|B) = S(AB)−S(B) is the conditional entropy.
The quantities on the left hand sides indicate that con-
ditioning on a larger subsystem can only reduce the un-
certainty about a system. Alternatively, Eq.(12) can be
rephrased as
S(A|B) + S(A|D) ≥ 0
meaning that subsystem A can be entangled with B re-
ducing S(AB), or with D reducing S(AD), but not both.
This fact is related to the notion of the monogamy of en-
tanglement.
In this paper we would like to obtain new insight into
the issue of how this boundary data of quantum infor-
mation is encoded into bulk data of classical geodesic
geometry. As the first step in achieving this task we re-
call that, data on conditional mutual information can be
expressed in terms of cross ratios[7, 21]. In order to see
this and also to give to this connection a new meaning
needed later we proceed as follows.
First we notice that in terms of either coordinates on
∂U or on ∂D we have
[d, b; a, c] ≡ (ξd − ξa)(ξb − ξc)
(ξd − ξc)(ξb − ξa) =
sin
(
ϕd−ϕa
2
)
sin
(
ϕb−ϕc
2
)
sin
(
ϕd−ϕc
2
)
sin
(
ϕb−ϕa
2
)
where [d, b; a, c] is the cross ratio on RP1. Let us then
denote the negative of this cross ratio by t(E), and for a
boundary subregion A introduce the lambda length[18]
5FIG. 3. Illustration of the meaning of the lambda length for a
circular arc centered on R which is a part of the boundary ∂U.
According to Penner[18] the lambda length is the regularized
length of the geodesic, where the regulators are horocycles.
On U these are circles with Euclidean diameters ∆ providing
a natural cutoff.
λ(A) of the corresponding geodesic A. Then in terms of
these data one gets the alternative expression[17]
t(E) = −[d, b; a, c] = λ(B)λ(D)
λ(A)λ(C)
. (15)
Note that the lambda length (see Figure 3.) is related
to the regularized geodesic length introduced in Ref.[35],
hence via the Ryu-Takayanagi proposal[1] to the entan-
glement entropy of the corresponding boundary interval.
For a detailed discussion on this relationship, see Ap-
pendix A. of Ref.[17].
The calculation of entanglement entropy for boundary
regions is cutoff dependent. However, the boundary de-
scription of the ”space of cutoffs” can be transcribed to
the bulk description to the ”space of horocycles” which is
a homogeneous space G. In Ref.[17] we have argued that
it is worth regarding the choice of horocycles as a gauge
fixing procedure of the gauge degree of freedom noticed
in Ref.[10]. In this picture the geometrization of the cut-
off dependence of the entanglement entropy corresponds
to the horocycle dependence of the lambda length. In the
light of this physical quantities independent of the choice
of horocycles (cutoffs) will be called as gauge invariant
ones.
Now according to these results t(E) has the dual in-
terpretation as the ratio of Euclidean lengths BDAC in
the boundary ∂U of the upper half plane, and also as
the gauge invariant ratio of lambda lengths λ(B)λ(D)λ(A)λ(C) in
the bulk U. More importantly log t(E) can also be re-
garded as a gauge invariant shear coordinate[17] charac-
terizing the deformation of geodesic quadrangles. Alter-
natively one can regard log t(E) as a coordinate for the
Teichmu¨ller space of D with four marked points[18, 19].
For an illustration of the meaning of the shear coordinate
see Figure 2.
The geodesicsE and F are the diagonals of the geodesic
quadrangle ABCD. One can define a shear coordinate
for both of such diagonals. It is easy to show that
t(F) = −[b, d; a, c] = λ(A)λ(C)
λ(B)λ(D)
(16)
This means that t(E)t(F) = 1 and these shears serve as
alternative local coordinates for the Teichmu¨ller space of
bulk geodesic quadrangles.
The area form associated to the metric of Eq.(9) is
related to the Crofton form ω on kinematic space. More
precisely one has[7]
ω =
∂2S(u, v)
∂u∂v
du ∧ dv = c
12
du ∧ dv
sin2
(
v−u
2
) (17)
where
S(u, v) =
c
3
log
(
eΛ sin
(
v − u
2
))
(18)
with eΛ is the cutoff factor. Here c is the central charge
of the boundary CFT related to the bulk Newton con-
stant GN and the AdS length scale `AdS via the Brown-
Henneaux[36] relation: c = 3`AdS2GN .
Calculating the integral∫ ϕb
ϕa
∫ ϕd
ϕc
du ∧ dv
4 sin2
(
v−u
2
) = log (1 + t(F)) (19)
one proves that the areas calculated with the Crofton
form are just the conditional mutual informations, more-
over in terms of these shear coordinates one has[17]
I(A,C|B) = c
3
log (1 + t(F)) ≥ 0 (20a)
I(B,D|A) = c
3
log (1 + t(E)) ≥ 0 (20b)
As a consequence of t(E)t(F) = 1 one also has
I(A,C|B)− I(B,D|A) = c
3
log t(F). (21)
This equation gives the kinematic space interpretation of
the shear log t(F) in terms of the difference in areas of the
causal diamonds encoding the corresponding conditional
mutual informations.
A further geometric interpretation to conditional mu-
tual informations can be given by noticing that[19]
1 + t(F ) = cosh2
`
2
, 1 + t(E) = cosh2
`′
2
(22)
where ` (`′) is the infimum of the geodesic distances be-
tween the geodesics B and D (A and C). Let us then
denote by (A, . . . ,F) the negatives of the corresponding
vectors representing oppositely oriented geodesics in K.
Then using (22) we have
cosh ` = B · D, cosh `′ = A · C (23)
expressing the infimum of the geodesic distances between
the pairs of geodesics (B,D) and (A,C) in D in terms of
6FIG. 4. Geodesic length between geodesics in D corresponds
to proper time in K between timelike separated points. Note
that according to Eq.(6) the coloured points on ∂D correspond
to coloured point curves (light rays) in K.
the data of the corresponding pair of points (B,D) and
(A, C) in K. Notice that using the metric of Eq.(9) in K
one can show[22] that the proper time ∆τ between the
two points D and B along a timelike geodesic is just the
geodesic length ` between the geodesics D and B of D, i.e.
we have ∆τ = `. Likewise the proper time ∆τ ′ between
the two points C and A along a timelike geodesic is just
the geodesic length `′ between the geodesics C and A of
D, i.e. we have ∆τ ′ = `′. Combining these results with
the previous ones we obtain the formulae
I(A,C|B) = `AdS
GN
· log cosh `
2
(24a)
I(B,D|A) = `AdS
GN
· log cosh `
′
2
(24b)
These results show that gauge invariant boundary mea-
sures of entanglement can be expressed in terms of ge-
ometric data of either the bulk (`) or kinematic space
(∆τ), see Figure 4.
IV. THE ALGEBRAIC STRUCTURE OF
GEODESIC POLYGONS IN KINEMATIC SPACE
For geodesic N -gons we label the N points on the
boundary ∂D by the numbers {0, 1, 2, . . . N − 1}. By
the use of n = N − 3 diagonals one can obtain a trian-
gulation for these N -gons. The N boundary points give
rise to point curves[7] in K. They are just trajectories of
light rays. The set of N left moving and N right moving
light rays forms a grid for K. Our basic idea is to study
the algebra of the area labels of causal diamonds, i.e. of
the rectangular regions bounded by four different point
curves. We know that the areas of such regions encode
conditional mutual information. We would like to obtain
an algebraic characterization of these labelled regions en-
coding entanglement patterns of the CFT vacuum.
Similar to the one of Figure 4. now in Figure 5. we
see a grid of point curves for N = 4. However, now we
switched to the new labelling {a, b, c, d} ↔ {0, 1, 2, 3}.
A quadruplet of boundary points forms a quadrangle in
FIG. 5. The triangulations of a geodesic quadrangle related
by a flip in the bulk, and the associated causal patterns in
kinematic space.
the bulk. Choosing a particular diagonal from the two
possible ones of this quadrangle gives rise to a shear co-
ordinate. For example for the quadrangle labelled by the
set {0, 1, 2, 3} we define u ≡ t12,30 = t30,12 as
t12,30 = −[1, 3; 2, 0] = −
sin
(
ϕ1−ϕ2
2
)
sin
(
ϕ3−ϕ0
2
)
sin
(
ϕ1−ϕ0
2
)
sin
(
ϕ3−ϕ2
2
) (25)
The quantity u is associated to the diagonal connecting
the points 0 and 2. Clearly for the diagonal connecting
the ones 1 and 3, we can define t01,23 = t23,01 = 1/u. In
this notation we have
I(12, 30|23) = c
3
log(1 + t12,30) =
c
3
log(1 + u), (26a)
I(01, 23|12) = c
3
log(1 + t01,23) =
c
3
log
(
1 +
1
u
)
(26b)
where entries like 12 indicate the corresponding bound-
ary region, i.e. the one between the points 1 and 2. No-
tice that for a cyclic (counter clock wise) orientation of
{0, 1, 2, 3} the ts are positive. According to Figure 2.
their logarithms describe shears.
Now for a geodesic N -gon with a choice for its n =
N−3 diagonals (giving rise to a triangulation), we define
for j ∈ Z and k = 1, 2, . . . , n a special set of variables
1
Xj,k
= 1 + tab,cd, j + k ≡ 0 mod2 (27)
where
b ≡ j − k
2
, c ≡ j + k
2
, a ≡ b−1, d ≡ c+1 mod(n+3)
This special set of variables defines a special set of
conditional mutual informations
Ij,k ≡ I (ab, cd|bc) , j ∈ Z, k = 1, . . . , n
7FIG. 6. A triangulation of a geodesic pentagon, and the as-
sociated causal pattern in kinematic space. The causal pat-
tern is the one answering the boundary binary bracketing of
regions of the form (((A0A1)A2)A3). See Section VI. for no-
tation.
where Eqs. (26a-b) show that
Xj,k = e
− 3c Ij,k , j + k ≡ 0 mod2. (28)
For example for a geodesic pentagonN = 5, n = 2 with
a cyclic labelling {0, 1, 2, 3, 4} we choose the triangulation
by considering the diagonals 03 and 02. They are featur-
ing the geodesic quadrangles 2340 and 1230. We asso-
ciate to them the positive quantities u1 = t40,23 = t23,40
and u2 = t30,12 = t12,30. Then with this choice of trian-
gulation and values for the pair (u1, u2) we have
1
X1,1
≡ 1 + u1u2
1 + u1
= 1 + t40,12 (29a)
1
X2,2
≡ 1 + u1 = 1 + t40,23 (29b)
1
X3,1
≡ 1 + 1
u2
= 1 + t01,23 (29c)
1
X4,2
≡ 1 + 1
u1(1 + u2)
= 1 + t01,34 (29d)
1
X5,1
≡ 1 + u2
1 + u1 + u1u2
= 1 + t12,34 (29e)
Notice that we can extend this set by adjoining to them
new plaquette variables satisfying the formula
Xj+5,3−k = Xj,k, j = 0, 1, 2, 3, 4. (30)
Now according to Eq.(19), the logarithms of these quan-
tities are proportional to the areas of the regions in K
that are bounded by point curves labelled by the num-
bers a, b, c, d ∈ {0, 1, . . . N−1} showing up in tab,cd. More
precisely, according to Eq.(17) c3 times these logarithms
give the areas of such regions with respect to the Crofton
form. These areas in kinematic space encode conditional
mutual informations of the corresponding regions in ∂D.
Notice that due to the periodicity of kinematic space, by
also using the adjoint set of variables of Eq.(30) no more
Xj,k plaquett variables are needed. Indeed, the central
belt of K is already covered by them. This is reflected in
the periodicity property Xj+10,k = Xj,k.
As an example one can consider the pair of variables
(X5,1, X6,2) = (X5,1, X1,1). According to Figures 6. and
FIG. 7. Cluster labelling of the kinematic space for a geodesic
pentagon of Figure 6.
7. taken together the corresponding two regions cover the
region between the point curves of the boundary points
1, 2 and 3, 0. Taking the logarithm of (X5,1X6,2)
−1
which
is (
1 +
u2
1 + u1 + u1u2
)(
1 +
u1u2
1 + u1
)
= 1 + u2 (31)
and recalling that u2 = t12,30 illustrates the additivity
of conditional mutual information[7], i.e. I(12, 34|23) +
I(12, 40|24) = I(12, 30|23). This reproduces a well-
known algebraic property of these measures of entangle-
ment.
However, one can also reveal a more intricate algebraic
structure of these measures. In order to elaborate on this
structure it is worth introducing new variables Xj,0 and
Xj,n+1. They will correspond to regions extending to
the conformal boundary of K. Indeed, geodesics with
zero opening angle correspond to points on ∂D, and such
geodesics are located at the conformal boundary of kine-
matic space[14]. Now unlike the Xj,ks with k = 1, 2, . . . n
encoding conditional mutual informations like I(A,C|B),
the new variables are encoding mutual informations of
the form I(A,B) = S(A) − S(AB) + S(B). However,
since these regions are extending to the conformal bound-
ary of K, they have diverging areas with respect to the
Crofton form. Notice that this is as it should be since,
unlike the I(A,C|B)s, the I(A,B)s are cutoff dependent
(divergent) quantities of ∂D. The resulting divergence
can explicitly be seen for example by taking the limit
ϕ3 → ϕ2 in Eq.(25) yielding a diverging t12,30. Now due
to (27) such limiting cases yield vanishing values for these
new variables: Xj,0 = Xj,n+1 = 0. In the following we
implement these constraints as boundary conditions for
the variables Xj,k.
Now the important observation we would like to make
is that for the (28) set of conditional mutual informations
under the boundary conditions
Xj,0 = Xj,n+1 = 0 (32)
8the following recursion relation holds(
1− 1
Xj+1,k
)(
1− 1
Xj−1,k
)
= (1−Xj,k+1) (1−Xj,k−1) .
(33)
It is well-known that one can explicitly solve this recur-
sion relation [27]. The solution rests on choosing a special
set of Xj,ks which we call a seed set. In the notation of
Ref.[27] let us define ak ≡ Xk,k where k = 1, . . . , n with
the boundary condition of Eq.(32) for j = 0 and j = n+1
translated into a0 = an+1 = 0. Then
Xj+2,j =
1− a1a2 · · · aj
1− a1a2 · · · aj+1 (34)
Xn−j−1,n−j+1 =
1− anan−1 · · · an+1−j
1− anan−1 · · · an−j . (35)
Using this solution one can prove that the solution of the
(33) system is periodic in j ∈ Z, i.e. one can prove that
Xj+n+3,n+1−k = Xj,k (36)
(see also Eq.(30) for the n = 2 case) which yields
Xj+2N,k = Xj,k with N = n+ 3.
Notice that for geodesic N -gons the number of nonzero
seed variables equals n which is the number of diagonals
of a triangulations. Hence choosing a particular triangu-
lation of a geodesic N -gon one can derive a set of nonzero
seed values ak, k = 1, 2, . . . n. Using then the explicit so-
lution of (33) one can generate the conditional mutual
information labels for all of the causal diamonds cover-
ing the central belt of K. In this way for a particular
triangulation one obtains a labelled tiling of kinematic
space by patterns of entanglement of the CFT vacuum.
For example for the N = 5, n = 2 case after choosing
the triangulation shown in Figure 6. with the associated
shear coordinates (u1, u2) the seed variables are X1,1 and
X2,2 of Eq. (29a-b). These are the plaquette variables
for the leftmost side of the central belt shown in Figure
7. Then using Eqs.(34)-(35) and the periodicity property
one can generate all the variables for the central belt.
As another example one can take the N = 6, n = 3
case of the regular hexagon with the choosen triangula-
tion given by the one of Figure 8. The shear coordinates
associated to the corresponding diagonals are
(u1, u2, u3) = (t02,34, t12,40, t24,50) (37)
These coordinates give rise to the seed variables
a1 = X1,1 =
1 + u2
1 + u2 + u2u3
a2 = X2,2 =
1 + u1 + u1u2
(1 + u1)(1 + u2)
a3 = X3,3 =
1 + u1
1 + u1 + u1u2
FIG. 8. A triangulation of a regular geodesic hexagon, and
the associated causal pattern in kinematic space. The causal
pattern is the one answering the boundary binary bracketing
of regions of the form (((A0A1)(A2A3))A4). For notation see
section VI.
In this case the seed corresponds to the three causal
wedges in between the two blue lines in the leftmost
part of the central belt of Figure 9. From this seed by a
straightforward exercise one can generate all the condi-
tional mutual information labels for the remaining causal
diamonds.
It is important to realize that for regular N -gons (see
Figure 9. for the N = 6 case) the conditional mutual
informations Ij,k only depend on k = 1, 2, . . . , n. Indeed
since the (9) metric on kinematic space depends merely
on α the areas of the causal diamonds in the regular N -
gon case are depending merely on the discretized value
of α which is the label k. One can also see this from the
explicit form of the (25) shear coordinate which (in an
obvious notation) gives
tj,k =
sin2 κ
sin((k + 2)κ) sin(kκ)
, κ =
pi
N
(38)
a quantity independent of j which is the discretization
of the coordinate θ. This result gives the explicit form
of the j independent conditional mutual informations for
regular N -gons
Ij,k =
c
3
log
sin2((k + 1)κ)
sin2((k + 1)κ)− sin2 κ, k = 1, . . . , n.
(39)
Employing now the basic relation of Eq.(28) one obtains
for the j independent plaquette variables
X
(0)
j,k ≡ 1−
sin2 κ
sin2((k + 1)κ)
(40)
familiar from Ref.[27]
Let us finally connect our patterns of entanglement to
some structures well-known in the literature. First of all
notice that the j independent expression of Eq.(40) solves
our basic equation of Eq.(33). The explicit form of the
j independent version of this equation can be written in
the form
X2j,k =
n∏
l=1
(1−Xj,k)Akl (41)
9where Akl is the Cartan matrix of the Dynkin diagram
of type An.
Generally let us define
Yj,k =
Xj,k
1−Xj,k =
1
e
3
c Ij,k − 1 (42)
where j ∈ Z and k = 1, 2, . . . , n. Then the new form of
the (33) recursion relation is
Yj−1,kYj+1,k = (1 + Yj,k−1)(1 + Yj,k+1) (43)
with boundary conditions Yj,0 = Yj,n+1 = 0. This re-
cursion is defining a Zamolodchikov Y-system of type
(An, A1) [26]. It is known that any solution of the Ther-
modynamic Bethe Ansatz equations (TBA) for a certain
type of theories labelled by pairs (G,H) of Dynkin di-
agrams of ADE type satisfies a set of equations which
boils down to a recursion generalizing the (43) form [28].
The result[27, 29]
Yi+n+3,n+1−j = Yi,j (44)
is called Zamolodchikov Periodicity. In our treatise it
shows up naturally in the scanning process of 2D de Sitter
spacetime (now playing the role as the kinematic space
K) by entanglement patterns. In closing this section let
us summarize the basic relations between the plaquaette
variables Xj,k and Yj,k and the shear coordinate tj,k
1
Xj,k
= 1 +
1
Yj,k
= 1 + tj,k. (45)
V. DUALITY
We have seen that our encoding of entanglement pat-
terns into kinematic space was based on a Zamolodchikov
Y -system of type (An, A1). The structure of Y systems
of type (G,H) is determined by the adjacency structure
of the corresponding Dynkin diagrams. Now the set of
vertices I of any Dynkin diagram is a disjoint union of
two sets I+ and I− such that there is no edge between
any two vertices of I+ nor between any two vertices of
I−. For the Dynkin diagram of type An this means that
for I ' {1, 2, . . . , n} we have two types of vertices la-
belled by even or odd numbers. Let us then define for
k = 1, 2, . . . , n
(k) =
{
+1, if k is even
−1, if k is odd
and let
bkl = 2δkl −Akl (46)
the adjacency matrix of the Dynkin diagram of type An
where Akl is the corresponding Cartan matrix.
FIG. 9. Cluster labelling of kinematic space for a regular
geodesic hexagon. The light cone of the variable X4,2 high-
lighted in red is shown. The causal diamonds inside and on its
light cone are the yellow regions, and the diamonds outside are
the blue ones. Due to Zamolodchikov periodicity the causal
diamonds belonging to a fundamental domain are coloured
with blue and dark yellow. Notice that merely the blue di-
amonds (C4,2) and the red one of the fundamental domain
belonging to the central belt of K are featuring Eq.(49).
Notice now that for j ∈ Z and k = 1, 2, . . . n the left
hand side of Eq.(43) has a fixed parity (k)(−1)j . There-
fore our Y system decomposes into two independent sys-
tems, an even one and an odd one. Until this point we
have been considering merely the one of even type corre-
sponding to our choice of j + k ≡ 0 mod 2 see Eqs.(28)
and (42). Now the question arises: What kind of pat-
terns of entanglement are encoded into kinematic space
by systems of the odd type?
Without the loss of generality one may assume that[24]
Yj+1,k = Y
−1
j,k ,whenever (k) = (−1)j (47)
and as a result of this Eq.(43) can be rewritten
Yj+1,k =
{
Yj,k
∏n
l=1 (1 + Yj,l)
bkl , if (k) = (−1)j+1
Y −1j,k , if (k) = (−1)j
As an illustration of this result for geodesic pentagons
(N = 5,n = 2) one can use this recursion with the initial
values
Y0,1 = v1 ≡ 1
u1(1 + u2)
, Y0,2 = v2 ≡ 1 + u1 + u1u2
u2
(48)
to obtain the set of labels featured in Figure 10. One
should start with the lower right part of the diagram hav-
ing the green label of Eq.(48) and proceed in a counter
clock-wise fashion. In Figure 10. the green labels are
of even and the red ones are of odd type. By virtue of
Eq.(45) the green labels then reproduce the Xj,k vari-
ables of Eqs.(29) of even type. (In arriving at this result
according to Eq.(44) Y0,2 = Y5,1.) Notice also that us-
ing our recursion after completing a full counter clock-
wise circle in Figure 10. the green and red labels are
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exchanged. This is in accord with Zamolodchikov peri-
odicity, since the initial labels are restored after two such
cycles, i.e. one needs ten flips to get back. Recall also
that this periodicity is just the discretized version of the
periodicity of kinematic space in the θ coordinate.
In order to clarify the meaning of the ”even-odd” tran-
sition of Eq.(47), let us first record the obvious fact that
it is related to flips of the corresponding quadrangles (see
Figure 10.). Next one should notice that for (k) = (−1)j
a transition of the type Y 7→ 1/Y corresponds to a one
X 7→ 1 −X. Now by plugging j = n in Eq.(34) one ob-
tains Xn+3,n = 1−Xn+2,n =
∏n
k=1Xk,k. Hence the odd
variable XN,n can be written as a product of even ones.
However, one can even prove more. For example for the
N = 6, n = 3 case apart from the corresponding relation
X6,3 = X1,1X2,2X3,3 a set of relations of more general
kind hold. Indeed one can check for example that
X5,2 = 1−X4,2 = X1,1X2,2X1,3X6,2 (49)
and from Figure 9. one discovers that the labels showing
up in the product are the ones lying in the complement of
the light cone of X4,2. More precisely since X4,2 = X10,2
and the complements of the light cones are overlapping,
if we avoid double counting the labels are precisely the
ones showing up in the complement of the light cone of
X4,2 in the central belt of K. In fact our example is just
a special case of Proposition 4. of Ref.[27]
1−Xj,k =
∏
(j′,k′)∈Cj,k
Xj′,k′ (50)
where 1 ≤ j ≤ n+ 3 and 1 ≤ k ≤ n , j+k ≡ 0 mod2 and
Cj,k = {(j′, k′)||k′ − k| < |j′ − j|}.
Since 1 − Xj,k = Xj+1,k and the negatives of the loga-
rithms of the Xs are related to conditional mutual in-
formations one can then define the Ij+1,ks as quantities
related to a dual system of X variables also satisfying the
(33) recursion relation.
Using this result and Eqs.(28), (45), (22) and the
Brown-Henneaux relation one obtains
`AdS
GN
· log sinh `j,k
2
= Ij,k −
∑
(j′,k′)∈Cj,k
Ij′,k′ . (51)
Here `j,k is the distance in the bulk between the
the geodesics anchored to the boundary regions [(j −
k)/2, (j + k)/2] and [(j − k − 2)/2, (j + k + 2)/2]. This
equation shows how the difference between the condi-
tional mutual informations of even (Ij,k) and odd type
(Ij+1,k) of the boundary are related to the correspond-
ing geodesic lengths `j,k of the bulk, or alternatively to
the proper times ∆τj,k elapsed between the two time-
like separated vertices of the relevant causal diamonds
in K (see the right hand side of Figure 4.). Notice that
the alternative expression valid for an arbitrary geodesic
N ≥ 4-gon
Ij,k − Ij+1,k = c
3
log tj,k (52)
FIG. 10. Triangulations of a geodesic pentagon, and the as-
sociahedron K2. Here the labels are shear coordinates tj,k
related to the variables Xj,k and Yj,k by Eq.(45). The green
labels give rise to the explicit expressions of the even variables
Xj,k with j+k ≡ 0 mod 2 familiar from Eq.(29). The red ones
give rise to the corresponding odd variables with j + k ≡ 1
mod 2.
can be regarded as a generalization of Eq.(21) obtained
for geodesic quadrangles.
These considerations show that for large n and in terms
of X variables the (An, A1) type Zamolodchikov systems
of even and odd kind have an interesting entanglement
interpretation in kinematic space. The Xj,k of even sys-
tems are labelled by points (j, k) in kinematic space and
the odd ones with complements of light cones of such
points. Correspondingly there are two possible ways of
scanning kinematic space by patterns of entanglement
provided by causal domains associated to the Xj,ks. The
two different ways are related by duality between points
and the complements of their light cones. In the following
section we elaborate on this scanning process.
VI. SCANNING KINEMATIC SPACE
We have seen that by discretizing ∂D to N regions
and considering the corresponding gauge invariant con-
ditional mutual informations of the CFT vacuum, from a
seed pattern we can recursively generate area labels for a
corresponding discretization of K. The starting point of
this generating process was a choice of a geodesic N -gon
taken together with a particular triangulation of the bulk
D. Now a natural question to be asked is: How this pro-
cess of encoding entanglement patterns of the boundary
into plaquette variables of K is depending on the choice
of triangulations?
For a geodesic N -gon we label the N points on
the boundary ∂D by the numbers {0, 1, . . . , N − 1}.
These points partition the boundary into N regions
A0, A1, . . . AN−1 where Aj is a region between j and j+1.
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Note that region AN−1 between N−1 and N ≡ 0 mod N
is redundant since it is fixed by the list A0, A1, . . . , AN−2.
Given a geodesic N -gon a diagonal is a geodesic between
two non-adjacent boundary points. A partial triangula-
tion is a collection of mutually non-crossing diagonals. A
full triangulation or simply a triangulation is a partial
triangulation with maximal (i.e. N − 3) number of diag-
onals. It is known[38] that for an N ≥ 3-gon the number
of (full) triangulations is given by the Catalan number
CN−2 = 1N−1
(
2(N−2)
N−2
)
. Hence for N = 3, 4, 5, 6, 7, 8 . . .
we get the numbers CN−2 = 1, 2, 5, 14, 42, 132, . . . .
A list A0A1 . . .AN−1 will refer to the sequence of con-
secutive Ryu-Takayanagi geodesics of D anchored to the
boundary regions A0A1 . . . AN−1 forming a geodesic N -
gon. In the following we adopt the convention of refer-
ring to a diagonal by introducing a bracketing to this
list. Hence for N = 4 the symbol (A0A1)A2A3 is a path
of consecutive geodesic segments forming a quadrangle
taken together with a diagonal connecting the boundary
points 0 and 2. Notice that since A3 is redundant, by
an abuse of notation one can omit the last entry and
use the binary bracketing ((A0A1)A2) instead. Indeed,
the outer extra bracket can be regarded as a reference
to connecting the boundary points 0 and 3 which is just
A3 elevated to the status of a ”degenerate diagonal”.
The net result is that either of the symbols: the shorter
(A0A1)A2, or the longer one ((A0A1)A2) can be re-
garded as a mnemonic for a geodesic quadrangle taken
together with a diagonal connecting the boundary points
0 and 2.
In the boundary binary bracketings like (A0A1)A2 or
((A0A1)A2) has an obvious meaning related to the causal
structure their corresponding regions enjoy. Indeed, the
regions showing up in any meaningful binary bracketing
are either time-like or light-like separated. We adopt the
phrase that a set of regions is containing compatible pairs
if and only if no two of such pairs are space-like separated.
In our example we have the regions A0, A1, A2 and the
combined region A0A1 no two of them are space-like sep-
arated. (An example for space-like separated regions is
provided by the pair (A0A1, A1A2).) The alternative no-
tation ((A0A1)A2) makes also reference to the extra re-
gion A3. Of course its inclusion into the list of regions is
not destroying the compatibility structure.
To any meaningful binary bracketing (containing com-
patible pairs of regions) of the boundary one can as-
sociate a triangulation of the bulk. The correspond-
ing binary bracketing of the list of consecutive geodesics
A0A1 . . .AN−1 will be regarded as a representative of
the particular triangulation in D. Since geodesics are
represented by points in kinematic space a binary brack-
eting for the list of symbols A0A1 . . .AN−1 gives rise
to a collection of points in K forming a causal pat-
tern. For example it is easy to check that the bracketing
(A0(A1(. . .AN−1))) gives rise to two triangular shapes
contained in the upper and lower light cones of the point
N−1. The points A0A1 . . .AN−1 are light-like separated
and they are lying on the right hand side of the corre-
sponding light cones. An illustration of this for N = 6
can be seen in the top pattern of Figure 13. Further
examples for causal patterns can be seen in Figures 6.
and 8. In the first case the causal pattern is the one an-
swering the boundary binary bracketing of regions of the
form (((A0A1)A2)A3), and in the second case of the form
(((A0A1)(A2A3))A4).
For N = 4 the two possible bulk triangulations are
shown in Figure 5. In the boundary using the binary
bracketing one can refer to them as: ((A0A1)A2) and
(A0(A1A2)). We also know that to the two possible di-
agonals one can associate shear coordinates u = t12,30
and 1/u which in turn encode the conditional mutual in-
formations of Eqs.(26a-b). A change from one of the di-
agonals of a particular geodesic quadrangle to the other
one is a flip. Since diagonals are taken together with
shear labels we see that for the N = 4 case a flip is also
associated with the change u 7→ 1/u. In terms of the con-
ditional mutual informations related by flips the shear is
expressed by Eq.(21). In the following we will call the
flips of causal patterns answering the flip in the corre-
sponding triangulation a mutation of a causal pattern.
An example for a mutation of a causal pattern can be
seen in the lower part of Figure 5.
Now for N ≥ 3 one can define a convex polytope of di-
mension N − 3 called the associahedron KN−3, such that
for every d = 0, 1, . . . N − 3 there is a one-to-one cor-
respondence between its d-dimensional boundaries and
the d-diagonal partial triangulations of the geodesic N -
gon[32, 39]. Here by boundary we mean a boundary of
the polytope of any codimension. Moreover, a codimen-
sion d boundary B1 and a codimension d+l boundary B2
are adjacent if and only if the partial triangulation of B2
can be obtained by addition of l diagonals to the partial
triangulation of B1. The vertices of the associahedron
correspond to the (full) triangulations. The labeling of
the vertices of K2 and K3 by such triangulations can be
seen in Figures 10. and 11. Notice that adjacent triangu-
lations are related by a flip. The associahedron bound-
aries related to partial triangulations are illustrated for
K3 in Figure 12.
For N = 5 the list of all possible binary bracketings of
boundary regions are as follows
((A0(A1A2))A3), (((A0A1)A2)A3) ((A0A1)(A2A3))
(A0((A1A2)A3)), (A0(A1(A2A3))).
The reader can check that the pentagonal-like arrange-
ment of this list of binary bracketings encoding compat-
ible boundary regions corresponds to the pentagonal ar-
rangement of bulk triangulations of Figure 10. Moreover,
in kinematic space these triangulations give rise to five
causal patterns. These patterns are arising from the mid-
dle top one triangulation of Figure 10. after representing
it in K, and then proceeding in a clock-wise fashion. Ex-
plicitly: it is easy to show that these patterns are arising
from the one of Figure 6. by a cyclic shift to the left.
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FIG. 11. Triangulations of a geodesic hexagon, and the asso-
ciahedron K3. The vertices of the associahedron are labelled
by triangulations of D. Adjacent triangulations are related by
a flip of one of the diagonals belonging to a geodesic quad-
rangle.
Then this sequence of mutations of causal patterns is
scanning the central belt of kinematic space.
Let us now observe that the distribution of closing
brackets uniquely determines the binary bracketing[40–
42], hence the causal pattern in K. Now if in the corre-
sponding opening brackets we choose a constant distri-
bution just one before each symbol Aj , j = 0, 1, . . . N − 2
what we get is a right bracketing. The right bracketings
in the N = 5 case are as follows
A0(A1(A2))(A3), A0(A1)(A2)(A3) A0(A1)(A2(A3))
A0(A1(A2)(A3)), A0(A1(A2(A3))).
Each right bracketing can be encoded into an (N − 2)-
vector v ≡ (v1, v2, . . . , vN−2) as follows[41, 42]. For µ =
1, 2, . . . N − 2 we have vµ = ν if and only if the opening
bracket before Aµ closes after Aν . For example for the
N = 5 case we get the following set of 3-vectors
(2, 2, 3), (1, 2, 3), (1, 3, 3)
(3, 2, 3), (3, 3, 3).
Now one can prove[40, 41] that the components of our
(N − 2)-vectors, comprising a space VN−2, are positive
integers ≤ N − 2 and they satisfy the following two con-
straints: vµ ≥ µ and vµ ≥ ν > µ implies vµ ≥ vν for
µ = 1, 2, . . . N − 2. The latter condition captures the
fact that two different pairs of brackets do not overlap,
in other words no space-like separation of boundary re-
gions is allowed. One can then prove that the number of
such (N−2)-vectors is CN−2, i.e. it equals the number of
(full) triangulations of our geodesic N -gon. In this way
we managed to characterize the space of causal patterns
by a set of (N − 2)-vectors of cardinality CN−2.
FIG. 12. The associahedron K3 with its edges and faces la-
belled by partial triangulations of the geodesic hexagon.
Now the important point we would like to emphasize
is that the space of causal patterns TN−2 in K is also
equipped with a partial order. Moreover, the correspond-
ing partially ordered set (TN−2,≤) of causal patterns
is isomorphic to a lattice: the Tamari lattice[33, 40].
Indeed, let us identify the space of all binary brack-
etings with TN−2. Then our N − 1 boundary regions
Aj (recall that we have not included into the list the
region AN−1)) can be ordered according to the semi-
associativity rule[33, 40, 42]: (AB)C 7→ A(BC). No-
tice that as far as entanglement is concerned a particular
bracketing of N boundary regions can be interpreted as
a choice of context in which our boundary subdivision
should be considered. In this picture applying the semi-
associative rule in ∂D is just the elementary change in
the space of contexts. Notice that there is an ambigu-
ity here in whether we choose the left or right ordering
of brackets in the semi-associative rule. Our choice is
the one compatible with the rule represented in D by the
usual flip in the corresponding geodesic quadrangle. No-
tice also that our flip in turn is represented by a causal
flip, i.e. a mutation of a starting pattern to another one
in K. Now for two causal patterns T1, T2 ∈ TN−2 we de-
fine T1 ≤ T2 if and only if T1 can be transformed into
T2 by repeated application of our semi-associativity rule.
One can then identify TN−2 with the set of (N − 2)-
vectors satisfying our aforementioned two constraints[41],
and the partial order in this set of vectors is just compo-
nentwise comparison. Hence for example for the N = 5
case one has (3, 3, 3) ≥ (3, 2, 3) ≥ (2, 2, 3) ≥ (1, 2, 3) and
(3, 3, 3) ≥ (1, 3, 3) ≥ (1, 2, 3), however the vectors within
the pairs ((1, 3, 3), (3, 2, 3)) and ((1, 3, 3), (2, 2, 3)) are not
related. These considerations establish the Tamari lat-
tice structure for T3, i.e. the space of causal patterns for
N = 5.
The Tamari lattice T4 of causal patterns inK for N = 6
can be seen in Figure 13. Generally there is a maxi-
mal and minimal element of the lattice TN−2. In the
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(N − 2)-vector notation they correspond to the vectors
(N−2, N−2, . . . , N−2, N−2) and (1, 2, . . . , N−1, N−2).
In terms of Ryu-Takayanagi geodesics the corresponding
diagonals are giving rise to ”fans” emanating from the
points N − 1 and 0 respectively. Clearly the correspond-
ing causal patterns are just pairs of past/future light
cones emanating from the points AN−1 ∈ K or A0 ∈ K
lying inside the past/future light cones of the points (de-
generate geodesics) N − 1 and 0 lying in past /future
infinity of dS2. For an illustration of this for N = 6
see Figure 13. Notice that each of the causal patterns is
uniquely determined by N −3 points in K corresponding
to the diagonals in D. The reader can verify this state-
ment by looking at the causal patterns and identifying
their corresponding points in Figures 6. and 8.
In the following we adopt the convention of picturing
these points inside the past light cone of the point N −1.
More precisely what we need is a part of this past light
cone which forms an isosceles right angular triangular
region constructed as follows. Define the central belt of
the grid, depicted for N = 5, 6 in Figures 7. and 9, as the
region obtained by removing the plaquettes labelled by
the variables Xj,0 and Xj,n+1 from the lattice. Then the
triangular region is that part of the lattice with points
lying inside and on the past light cone of AN−1 ∈ K
which has its base formed by the boundary of the central
belt.
The evolution of causal patterns can be characterized
as a walk ofN−3 distinguishable particles subject to a set
of rules (to be described below) in a triangular region of
the past light-cone of the point AN−1. (The reader can
visualize the following considerations by looking at the
triangular region cut out of the light cone of the point A5
for the N = 6 case in Figure 14.) The evolution process
starts by putting all of the N − 3 particles on the right
hand side of our triangular region. This means that all of
the particles are lined up on the point curve of the point
N − 1. We identify the particle labels 1, 2, . . . N − 3 with
the label of the other point curve the particle is lying on.
Now we define a coordinate grid in our triangular re-
gion with left/right moving light cone coordinate lines by
representing them by red/green segments of the relevant
point curves. The right moving segments are on the point
curves with labels 0, 1, . . . N−3, and the left moving ones
are on the ones with labels 2, 3, . . . , N − 1. Let us now
relabel the left moving grid lines as: 1, 2, . . . N−2. Let us
now focus on the red and green segments with identical
labels: 1, 2, . . . , N − 3. The green and red parts of these
curves are exchanged after reflecting from the boundary
of the triangular region. We call these N − 3 curves the
”reflected point curves”. Moving one unit down along the
green part will be called a green move. Similarly moving
one unit up along a red part will be called a red move.
Notice that since such green and red lines are labelled
from 1, 2, . . . N −3 they are naturally ordered. Then par-
ticles executing moves are prioritized according to the
magnitude of the curve on which they are located. For
a particle executing red moves of a certain (red) priority
FIG. 13. The Tamari lattice of causal patterns (T4,≤) in kine-
matic space. Each causal pattern is labelled by a vector as an
element of V4 defined in the text. In terms of these vectors
the partial order on T4 is represented by componentwise com-
parison. Notice that the causal patterns are showing up in
dual pairs, their orientation reflecting the twisted boundary
condition of Eq.(36) giving rise to Zamolodchikov periodicity.
an intersecting a green curve will be called occupied if it
is already featuring another particle with a larger (red)
priority.
Let us call the initial configuration the one when the
N − 3 particles are lined up on the right hand side of
our triangular region, and the final one when all of them
are lined up on the left hand side of the region. (See
the top and bottom configurations of the N = 5 case of
Figure 15.) These configurations correspond to the max-
imal and minimal elements of the Tamari lattice TN−2.
Now the evolution of the initial configuration starts with
a random choice of one from the N − 3 particles. The
next step involves applying to this particle a sequence of
green moves followed by a sequence of red ones with the
particular sequences determined by the following set of
rules. 1. If the point curve of the particle is not blocked
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FIG. 14. The triangular region of kinematic space where the
N = 6 random walk takes place.
by any other one in the green direction, then the parti-
cle walks employing green moves to reach the boundary,
then switches there to execute red moves. 2. Any walk of
a particle executing red moves terminates at the crossing
point with an occupied green curve. In the absence of
any obstruction for red moves the particle will reach the
final (leftmost) position. 3. A particle executing green
moves blocked by another particle switches to executing
red moves from the meeting point. These rules will then
result in a new configuration. Now apart from the parti-
cle having just finished its walk we have N−4 new ones to
choose from for the continuation of the evolution. After
choosing randomly at each step the process terminates at
the final configuration. The simplest case of the random
walk associated with T3 is illustrated in Figure 15.
It is easy to check that this collection of rules to be
applied in K corresponds to the usual flip operation of
diagonals of geodesic quadrangles in D. However, since
the location of the N − 3 particles also encodes the cor-
responding causal pattern taken together with their area
(conditional mutual information) labels, the new repre-
sentation also encapsulates a visualisation of patterns of
entanglement of the CFT vacuum in two dimensional de
Sitter space-time. Another virtue of this geometric ap-
proach is that we can immediately read off the compo-
nents of the (N − 2)-vectors as some sort of coordinates
identifying a particular causal pattern.
In order to show that the (N − 2)-component vectors
are indeed nicely displayed in our triangular regions of K
where the random walk enfolds first observe that the (N−
2)th component always equals N−2. This correponds to
the omnipresent outer bracket in the binary bracketing,
or alternatively of our regarding the geodesic AN−1 as a
degenerate diagonal. In K this reflects the fact that the
point AN−1 being the tip of the light-cone plays a special
role in our considerations. Hence one only has to focus
on the first N − 3 components of our vector.
The next step is to notice that the reflected point
curves for the corresponding N − 3 particles are show-
ing up in a dual role. Indeed, the green label of these
FIG. 15. The walk for N = 5 in kinematic space. Note
that in this walk two particles are moving, represented by
the two black bullets showing up in these diagrams. In fact
there should be a third bullet at the tip of the light cone,
which corresponds to a particle never changing its position.
However, we omitted this particle from our diagrams. Since
the position of this particle, i.e. the position of A4, is fixed it
produces at each step of the walk the same number (namely
3) for the (3 ≡ 0 mod 3) third component of the vector in V3.
curves can be used to identify the label of the compo-
nent, and the red label can be used to identify the value
in question of that component. For example for the top-
most pattern of Figure 15. all of the particles are having
red label equals 3, and they are on the reflected point
curves: number 1 and 2. As another example one can
consider the leftmost pattern. Here the red labels give
1 and 3, and the first one can be associated with point
curve number 1 and the other with number 2.
One can obtain similar arrangements with three par-
ticles for the N = 6 case. They determine the causal
patterns of Figure 13. For this case the whole collection
of 4-vector labels for T4 can be seen on Figure 13. Using
these labels the reader can check that the partial order
structure of the causal patterns holds. These labels also
fix the positions of the 3 distinguishable particles in the
region of Fig. 14. (Not shown in Figure 13.) This pro-
duces a figure for N = 6 similar to the detailed one of
Figure 15. of N = 5.
Finally we remark that since at the level of such N−2-
vectors the partial order relation boils down to just com-
ponentwise comparison, this result provides a causal-like
ordering even for our collection of N−3 points represent-
ing causal patterns. In this respect just recall that for
example in Minkowski space-time x causally precedes y
if y−x is future-directed null or future-directed timelike.
This relation gives the usual partial ordering of space-
time and can be written as x ≤ y. In the same spirit
one can define the causal pattern T1 causally preceeding
the causal pattern T2 if T1 ≤ T2. Of course then space-
like separation arises between two causal patterns when
the patterns are not related with respect to the Tamari
order. Furthermore, thanks to the explicit relationship
found here between causal patterns and conditional mu-
tual informations of boundary regions the Tamari order
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also introduces a partial order between patterns of entan-
glement. The representation of collections of boundary
regions as some sort of ”space of contexts” via binary
bracketings shows that the Tamari ordering provides a
natural order on this space. The elaboration of this in-
teresting idea will be explored in a future work.
VII. CONCLUSIONS
A. Summary
Using the principle of holography and following the
ideas introduced by one of us in a previous paper[17] in
this work we elaborated on the issue of how patterns of
entanglement of the boundary are encoded into the classi-
cal geometry of the bulk. In this paper we have choosen
the simplest setup namely the AdS3/CFT2 correspon-
dence by restricting our attention to the static slice and
on patterns of entanglement of the CFT vacuum. Apart
from the basic spaces featuring any holographic consid-
eration, namely the bulk and its boundary, we have also
made use of kinematic space which is usually regarded as
an intermediary between bulk and boundary[7]. How-
ever, apart from translating between the language of
quantum information of the boundary ∂D to the lan-
guage of geometry of the bulk D, the kinematic space
K is also an interesting space in its own right. Namely,
in the static case K is just the two dimensional de Sitter
space dS2, which provides a very simple example of an
emergent space-time structure to be understood in quan-
tum entanglement terms. In fact it is a vacuum solution
of Einstein’s equations hence its connection to the CFT
vacuum seems to be of basic importance.
We have shown that using the language provided by
the simplest of cluster algebras one can understand dS2
as a space of causal patterns encoding patterns of en-
tanglement of the CFT vacuum. The patterns of entan-
glement are provided by the set of cutoff independent
conditional mutual informations associated with binary
bracketings of partitions of the boundary into N subre-
gions. The set of all such bracketings defines the space
of contexts of N subregions of cardinality CN−2. On the
other hand the causal patterns are defined by CN−2 con-
figurations of N − 3 pairwise compatible points in dS2.
Such causal patterns are consisting of N − 3 causal dia-
monds with their area labels related to conditional mu-
tual informations and are also connected to the cluster
variables. Mutations of causal patterns then turn out to
be related to the coefficient dynamics[23, 24] of a cluster
algebra of type AN−3.
Such mutations consist of elementary flips. At the
boundary level they are represented by applying the
semi-associative law of right or left shifts of binary brack-
etings. This corresponds to a flip in the space of contexts.
At the bulk level they are represented by flips between
the two possible diagonals of a geodesic quadrangle. This
corresponds to a flip in the space of triangulations of
geodesic N -gons. As described in Section VI. at the kine-
matic space level a flip is represented by an elementary
step taken by one of N − 3 particles executing a random
walk on the lattice inside a triangular region provided by
the past light cone of a distinguished point.
As is well-known in the mathematics literature the co-
efficient dynamics of an An cluster algebra is the dynam-
ics of cross ratios. Cross-ratios in turn are related to
shear coordinates tj,k, which define coordinates for Te-
ichmu¨ller space of D with N = n + 3 marked points.
Then after a flip in D these coordinates are transformed
according to the coefficient dynamics of the An cluster
algebra. This dynamics is related to a Zamolodchikov
Y -system of type (An, A1). In Eq. (33) we have rewrit-
ten this dynamics in terms of the Xj,k plaquette variables
(j + k ≡ 0 mod 2) which are defined in Eq.(28) and re-
lated to the usual Yj,k variables and shears via Eq.(45).
We have shown that apart from Xj,k with j + k ≡ 0
mod 2 there are dual variables with j + k ≡ 1 mod 2.
It turned out that the former set of variables is associ-
ated with points (P ), and the latter with complements
of the light cones of such P s (C) in dS2. Moreover, we
demonstrated that an interesting relation (Eq.(51)) holds
between the P and C descriptions. Indeed, the differ-
ence between the corresponding mutual informations is
related to the geodesic length (proper time) between the
time-like separated points in dS2 defining the relevant
causal diamond labelled by P . This result was based on
the fact that the nodes of the An Dynkin diagram are
of two type: even or odd. Note that since any Dynkin
diagram is a tree[24] this result generalizes for other type
of cluster algebras and cluster dynamics, possibly associ-
ated with other boundary quantum states different from
the vacuum[17].
For fixed N the space of causal patterns TN−2 pro-
vides a set of regions covering dS2. The collection of such
patterns of cardinality CN−2 can be identified with the
vertices of the associahedron KN−3. The boundaries of
the associahedron of different dimensions correspond to
different partial triangulations. In particular the collec-
tion of facets of cardinality N(N − 3)/2 can be identified
with the collection of Ryu Takayanagi geodesics corre-
sponding to diagonals. We have also established on the
space of causal patterns TN−2 a partial order rendering
this space a lattice (TN−2,≤) isomorphic to the Tamari
lattice. This space is also isomorphic to the set VN−2
of (N − 2)-vectors with their components taken from N
satisfying the constraints: for µ = 1, 2, . . . , N−2 we have
µ ≤ vµ ≤ N − 2, and the one that µ ≤ ν ≤ vµ implies
vν ≤ vµ. The partial order in TN−2 is then rephrased in
VN−2 as componentwise comparison[40, 41]. We demon-
strated that the elements of VN−2 used as coordinates for
the elements of TN−2 are nicely visualised in the triangu-
lar region inside the past light cone of the point AN−1.
The first N − 3 components are identifying N − 3 points
as the locations of the particles subject to the random
walk explained in the previous paragraph.
We observed that the Tamari order defines a natural
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causal ordering in the space of contexts of the boundary.
It is well-known that boundary regions enjoy a causal or-
der based on the containment relation[7]. Now we have
revealed that there is yet another type of causal order-
ing present in the boundary. It is a partial order which
for a fixed N relates different contexts (represented by
different binary bracketings) of N -fold partitions of the
boundary. Clearly the context space with this causal
order is characterized by the set of mutual conditional
informations Ij,k, j = 1, 2, . . . n+ 3, k = 1, 2, . . . n, and it
introduces a new type of holographic entanglement hier-
archy taken together with a corresponding evolution gov-
erned by the An cluster dynamics. The physical meaning
of these notions in the holographic context is yet to be
explored.
B. Outlook
Let us finally comment on possible ramifications of our
work connecting it to currently explored research topics.
First of all notice that asN goes to infinity, we are getting
finer grids on K hence the recursion of Eq.(33) should boil
in the continuum limit down to some sort of field equa-
tion, with the Xj,k variables giving rise to fields X(θ, α).
Due to the (28) relation this approach will produce a field
I(θ, α) for the conditional mutual informations. What is
this field equation?
It is well-known that the recursion valid for Y -systems
can be regarded as the discretization of Liouville’s
equation[43, 44]. So following the ideas in these papers
one is expecting that the relevant field equation is just
Liouville equation. However, there are statements[45] in
the literature that though it is easy to see that a formal
discretization of Liouville equation indeed yields an Y-
system identical to the one of our equation (43), however
it is not an Y -system satisfying Zamolodchikov period-
icity. Since in our setting up Zamolodchikov periodicity
is inherently connected to periodicity of kinematic space
in order to answer this question some adaptation of the
ideas of these papers should be desirable. The equation
in question should be a wave equation in dS2 with some
source term related to I(α, θ). However, in order to prop-
erly implement Zamolodchikov periodicity one also has to
take into account the continuum version of Eq.(36), i.e.
a twisted boundary condition.
Notice that our problem is related to the observation[9,
16] that the one region entanglement entropy is a Liou-
ville field. Then one can conjecture that the entangle-
ment dynamics of the CFT2 can be described some sort of
1 + 1 dimensional gravity. Though pure Einstein gravity
is trivial in 1 + 1 dimensions however, Jackiw-Teitelboim
(JT) gravity[46, 47] is not. This idea has already been
followed in the literature[15, 48] with the conclusion that
the dynamics inK is indeed gravitational and is described
by JT-theory. Now one of the equations in JT-theory is
just Liouville equation for S of the form[15]
∂u∂v
(
12
c
S
)
=
2
δ2
e−
12
c S . (53)
where δ is an UV-cutoff and u, v is related to α, θ by
Eq.(7). Hence a naive guess for the corresponding equa-
tion to be satisfied by I(θ, α) would be a cutoff inde-
pendent analogue of this equation with S(θ, α) replaced
by I(θ, α). Moreover, one should ensure also that the
twisted boundary condition I(θ + pi, pi − α) = I(θ, α)
holds.
There is yet another very interesting connection of our
work with the recent research on the scattering ampli-
tudes concerning the bi-adjoint φ3 theory[32]. According
to this theory the tree-level scattering amplitudes are
given by the geometry of the associahedron in a space
also called by the authors ”kinematic space”. More-
over, in this seemingly different context quite naturally
for the tree level calculations a cluster algebra of type
AN−3 shows up. In this approach ”kinematic space” is
the space of linearly independent Mandelstam invariants
sij = 2pi · pj where i, j = 1, 2, . . . N and the pi are mass-
less momenta. Since the sij are not independent it turns
out that the dimension of ”kinematic space” is just the
same as the number of facets of the associahedron KN−3
which is N(N − 3)/2 the same as the number of Ryu-
Takayanagi geodesics corresponding to diagonals in the
triangulations of our bulk. Another basis of the same
cardinality can be used for the Mandelstam invariants
by the planar variables (propagators) χi,j . Identifying
the momenta as N marked points on ∂D one realizes
that just like the entanglement entropies of boundary re-
gions anchored to the diagonals that are related to the
(regularized) geodesic lengths, such planar variables are
related to the lengths along the diagonals between i and
j. Moreover, from our previous paper[17] it is known that
for the geodesics comprising the sides of the geodesic N -
gon by a suitable choice of regulators the entanglement
entropies can be scaled away. This can be done thanks
to a gauge degree of freedom encoded into the geometry
of the space of horocycles and the fact that the associ-
ated lambda lengths can be related to the entanglement
entropy[17]. This corresponds to the fact that the planar
variables χi,i+1 and χ1,n are vanishing, i.e. they have
length zero.
Now recall Eq.(45) of Ref.[17]. According to this equa-
tion the entanglement entropies of boundary regions are
related to the magnitude of the lambda lengths of the
corresponding geodesics. According to the previous para-
graph lambda lengths for diagonal boundary regions be-
tween non adjacent i and j can be related to the planar
variables χi,j . However, unlike entanglement entropies
lambda lengths can be negative. Now if we recall the
positivity condition Eq.(3.4) of Ref.[32] one realizes that
this condition can be interpreted as a constraint com-
ing from physics provided we are willing to switch to a
new interpretation of χij as a quantity related somehow
to entanglement entropies. Now in order to match the
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dimension of KN−3 and the dimension of the physically
relevant subspace of ”kinematic space” the authors of
Ref.[32] invoke a positivity constraint of their Eq.(3.6).
Now our important observation is that if the planar vari-
ables are interpreted as entanglement entropies then this
positivity constraint is our strong subadditivity relation
of Eq.(13) which is now satisfied automatically! Indeed,
in this picture the quantities cij of Ref.[32] are just the
conditional mutual informations, the main actors of our
paper. Note that strong subadditivity is a highly non-
trivial constraint in entanglement theory having some-
what hard to swallow operational meaning[20] related to
entanglement monogamy. However, its geometric mean-
ing is quite transparent in K. (Which is our kinematic
space, a 1+1 dimensional space-time dS2, not to be con-
fused with the same terminology used in Ref.[32] for their
N(N − 3)/2 dimensional space where the associahedron
lives.) In Ref.[17] we managed to relate boundary entan-
glement to scattering data in an elementary way, now by
working out the fine details of the correspondence just re-
vealed suggests that the analogy between scattering am-
plitudes and entanglement is probably much deeper.
In this paper we have merely considered the static slice
of AdS3. How can we generalize our considerations for a
more general setup? Notice in this respect that the basis
of our considerations was the link between the conditional
mutual informations associated with the boundary and
geodesic quadrangles of a static slice of the bulk com-
ing from putting four distinguished points on the bound-
ary. Clearly when one considers four points of more gen-
eral locations what one gets is a tetrahedron. Its six
edges are geodesics. Now it is known that there are ideal
tetrahedra[50] with vertices a, b, c, d labelled by real co-
ordinates with its volume is depending on the cross ratio
in the following manner
Vol(abcd) = L
(
(a− c)(b− d)
(b− c)(a− d)
)
− pi
2
6
(54)
where L(x) is the Rogers dilogarithm (choosing a sheet
in which |Vol(abcd)| having minimal value). One can
then speculate to relate conditional mutual informations
of boundary regions to such volumes. Moreover, in this
case instead of using triangulations of D one have to use
triangulations of AdS3 by tetrahedra. Then following
Refs.[50, 51] the analogues of our X and Y variables
should be associated to tetrahedra. Moreover, Zamolod-
chikov’s Y -systems of type (AN−3, A1) should show up
naturally in this treatment[50]. However, since in this
more general case kinematic space is consisting of two
copies of dS2 spaces[8, 10] at first sight it is not obvious
how to generalize our findings.
Finally, what about other states of the CFT, differ-
ent from the vacuum? As far as this question is con-
cerned we remind the reader that the original context
of mathematics where cluster algebras have made their
debut was the Teichmu¨ller theory of marked Riemann
surfaces[18, 19, 23, 24]. Such surfaces can be uniformized
by factorizing D by Fuchsian groups Γ giving rise to
tilings of D by fundamental domains with their sides
identified by certain group elements. This is the set-
ting where cluster algebras associated with Dynkin di-
agrams, also others then our one of type AN−3, ap-
pear. Now D can be embedded into AdS3 and the action
of Γ can be extended[52, 53] to AdS3. This construc-
tion has the well-known physical interpretation of ob-
taining multiboundary wormhole solutions[53, 54] of ex-
tremal and non-extremal type generalizing the BTZ black
hole[55]. Now, the holographic dual of such multibound-
ary wormhole solutions produces an interesting class of
CFT states amenable for future study. Such states ap-
parently have entanglement patterns worth studying in
kinematic space[14, 22], in a spirit similar to the one of
this paper. One can then expect that cluster algebras as-
sociated with the classical Dynkin diagrams (quivers) ap-
pear naturally in this context. Moreover, since such type
of cluster algebras are associated with polytopes gener-
alizing the associahedron[25] one can conjecture that in
kinematic space (dS2×dS2) the new patterns of entangle-
ment are represented in a mathematically natural man-
ner. In particular in the static case these patterns prob-
ably show up as certain domains in dS2 (as an associated
space-time connected to such generalized polytopes) with
their random walks adjoined to them. The correspond-
ing time evolution in K then would dualize to some sort
of evolution of entanglement in the boundary CFT. We
hope that the associated order structures might provide
some new insight to issues concerning quantum circuits
related to holographic codes[11, 30, 31].
Note added. While completing this paper we have be-
come aware of a recent paper of Arkani-Hamed et. al.
on the topic of scattering amplitudes in the bi-adjoint
φ3 theory[57], a research direction we commented in our
outlook. The authors observe that the physical origin for
the occurrence of polytopes like the associahedron is as-
sociated with causal structures in a space they call ”kine-
matic spacetime” similar to our K used here. Moreover,
they discover the very same structures (cluster algebras,
wave equation, causal structures, walk) in their scatter-
ing context. Now the challenge is to understand these
results in terms of the entanglement picture presented
here. Hopefully it will also offer a new twist to the idea
of holography.
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