Abstract. We define a chain complex for generalized splines on graphs, analogous to that introduced by Billera and refined by Schenck-Stillman for splines on polyhedral complexes. The hyperhomology of this chain complex yields bounds on the projective dimension of the ring of generalized splines. We apply this construction to the module of derivations of a graphic multi-arrangement, yielding homological criteria for bounding its projective dimension and determining freeness. As an application, we show that a graphic arrangement admits a free constant multiplicity iff it splits as a product of braid arrangements.
Introduction
A spline is a piecewise polynomial function defined over a subdivision of a region by simplices or convex polytopes. Study of spline spaces is a fundamental topic in approximation theory and numerical analysis (see [8] ) while within the past decade geometric connections have been made between continuous splines and equivariant cohomology rings of toric varieties [15] . On the other hand, a hyperplane arrangement is a collection of hyperplanes in R n . One of the important invariants of a hyperplane arrangement is its module of logarithmic derivations; Terao [23] shows that if this module is free then the Poincare polynomial of the arrangement complement completely factors (such arrangements are called free). Closely related is the module of multi-derivations, introduced in [28] . The module of multi-derivations is intimately linked to freeness of arrangements [26] , yet even in the case of the braid arrangement this module is only partially understood [2, 24] .
In [19] , Schenck applies a result of Terao [24] to compute dimension formulas for classical splines on a subdivision of the n-simplex (the Alfeld Split). This is done by identifying the module of splines on this subdivision with a module of multiderivations on the braid arrangement. In this paper we extend Schenck's identification to subarrangements of the braid arrangement (called graphic arrangements). We use techniques from spline theory to characterize freeness and projective dimension of the module of multi-derivations on a graphic arrangement.
A natural language to use in making this identification is that of generalized splines, recently introduced by Gilbert-Polster-Tymoczko [11] . Given an edgelabelled graph (G, m) where each edge e is labeled by an ideal m(e) of an integral domain R, the ring of generalized splines R G,m on this graph is a subring of the free R-module on the vertices consisting of tuples which satisfy congruence relations across each edge. The main tool developed in this paper is a chain complex R/J [G] attached to any edge-labeled graph whose first cohomology module is the ring of generalized splines. This chain complex is in the spirit of the chain complex introduced by Billera in [6] and later refined by Schenck-Stillman [20] for classical splines.
The paper is organized as follows. In § 2 we introduce generalized splines on graphs and define the chain complex R/J [G] . In § 3 we use hyperhomology to derive bounds on the projective dimension of the ring of generalized splines R G,m (as an R-module) via the projective dimension of the homologies of R/J [G] . We introduce hyperplane arrangements in § 4 and in § 5 we show that the module D(A G , m) of multi-derivations on a graphic arrangement A G is naturally isomorphic to a ring of generalized splines. We apply the results of § 3 to give the two following criteria:
is nonzero for only a single i > 0.
In § 6 we use a characterization of chordal graphs due to Herzog-Hibi-Zheng to prove that D(A G , m) is free for a constant multiplicity ≥ 2 iff the underlying essential arrangement splits as the product of braid arrangements 6.8. This result bears resemblance to Abe-Terao-Yoshinaga's characterization of totally free arrangements as those which decompose as a product of one and two dimensional arrangements [5] . We close in § 7 with several computations illustrating how the complex R/J [G] may be used to study pdim(D(A G )). The computations in this final section are inspired by [18, Problem 23] , where Schenck asks for a formula for pdim(D(A G )).
Generalized Splines
Let R be an integral domain, I(R) the set of ideals of R, G a finite simple graph (no loops or multiple edges) with vertices V (G) and edges E(G), and m : E(G) → I(R) an assignment of an ideal m(e) to each edge e ∈ E(G). We will assume the vertex set V (G) = {v 1 , . . . , v k } is ordered. If an edge e connects vertices v i and v j we denote e by {i, j} where i < j. If F ∈ v∈V (G) R, we denote by F i the component of F corresponding to v i . In [11] , Gilbert-Polster-Tymoczko give the following definition.
Definition 2.1. The ring of generalized splines on the labelled graph (G, m) is defined by
The simplicial coboundary map
Re from 0-cochains of the graph G to its 1-cochains with coefficients in R is defined on basis elements by
Lemma 2.2. Let (G, m) be an edge-labeled graph with ordered vertex set. The ring R G,m is the kernel of the map
where δ 0 is the coboundary map from vertices to edges and δ 0 is the quotient map.
for every edge e = {i, j} ∈ E(G). The conclusion follows from Definition 2.1.
In the case of classical splines, there is an underlying simplicial or polyhedral complex of which G is the dual graph. This allows for an extension of the map from Lemma 2.2 to a larger chain complex build off of the cellular chain complex of the underlying subdivision [6, 20] . In the case of generalized splines the only a priori information which we have to carry out this process comes from the graph itself. Definition 2.3. Let G be a graph with vertex set V (G) and edge set E(G). A clique of G is a complete subgraph of G. The clique complex ∆(G) of G is the simplicial complex on the vertex set V (G) whose i-simplices are the cliques of G with (i + 1) vertices. Remark 2.6. Given an i-simplex σ = {j 0 , . . . , j i }, δ i (σ) = σ⊂τ ±τ , where the sum runs over τ ∈ ∆(G) i+1 such that σ ⊂ τ . The sign associated to the pair (σ, τ ) is determined as follows. Let τ = {k 0 , . . . , k i+1 }. Exactly one of the indices k 0 , . . . , k i+1 , say k t , is not in σ. Then the sign associated to (σ, τ ) is (−1) t .
, the singular cohomology of ∆(G) with coefficients in R.
If σ is a vertex of G, then J(σ) = 0.
Remark 2.10. There is a tautological short exact sequence of complexes 0
Lemma 2.11. The ring of generalized splines of an edge-labeled graph
Proof. This is simply a restatement of Lemma 2.2.
Hyperhomology and Projective Dimension of Generalize Splines
In [16, 17, 21] , Schenck and Schenck-Stiller use hyperhomology to obtain results on freeness and projective dimension of the module of algebraic splines. The point is that for any complex C • , there are spectral sequences associated to the horizontal and vertical filtrations of the double complex formed by applying a right (or left) exact functor (in our case Hom( , R)) to a Cartan-Eilenberg resolution of C • , both of which converge to the left (or right) hyper-derived functors of C • . See [25, §5.7] for hyperhomology and [16] for the setup in the case of splines. Suppose we are give a complex C • with differential d : C i → C i+1 increasing the indices. Recall that a Cartan-Eilenberg resolution of C • is defined by taking projective resolutions P i• for each module C i , with P ij being the j th projective module in a projective resolution of C i , so that
. LetP •• be the double complex withP ij = Hom(P ij , R). The terms on the E 2 page of the spectral sequence corresponding to the horizontal filtration (compute homology with respect to horizontal differential first) of
while the terms on the E 2 page of the spectral sequence corresponding to the vertical filtration (compute homology with respect to vertical differential first) ofP 
{p i − i − 1}, with equality if there is only a single nonvanishing
is also Cohen-Macaulay of codimension i.
is Cohen-Macaulay of codimension i. This implies that the vertical filtration collapses to yield Ext
It follows that the homology of the total complex is concentrated in degree zero (corresponding to the diagonal i = j).
Comparing with the horizontal filtration, h E ∞ ij = 0 unless i = j; in particular h E ∞ 0j = 0 for j > 0 and the successive quotients h E
can only be nonzero if one or more of the terms h E r r−1,j+r = 0. These latter terms are subquotients of
, since the spectral sequence collapses on the (k + 1)
The strongest statement we can obtain (in terms of freeness) is the following characterization due to Schenck-Stiller [21, Theorem 3.4]. Theorem 3.2. Let S be a polynomial ring over a field K of characteristic 0. Let (G, m) be a labelled graph with the following two properties.
•
Proof. A proof can be found in [16] .
Hyperplane Arrangements
Let K be a field of characteristic 0, V a K-vector space, and V * the dual vector space. A hyperplane arrangement A ⊂ V is a union of hyperplanes
e the essential arrangement obtained by quotienting out the vector subspace W = ∩ H∈A H.
The intersection lattice L A of A is the lattice whose elements (flats) are all possible intersections of the hyperplanes of A, ordered with respect to reverse inclusion. This is a ranked lattice, with rank function the codimension of the flat. Given a flat X, the (closed) subarrangement A X is the hyperplane arrangement of those hyperplanes of A which contain X.
If A ⊂ V is an arrangement, let S = Sym(V * ) and Q = H∈A α H , the defining equation of A. The module of derivations of A, denoted D(A), is defined by
If D(A) is free as an S-module, we say A is free. 
where ψ is the matrix
and B is the matrix with entry B ij = a ij , where
Proof. See the comments preceding [7, Theorem 4.6] . Proof. This is [2, Proposition 1.7].
Lemma 4.4 (Ziegler [28]). For any arrangement
Proof. Let k = rk(A), W = ∩ H∈A H, and S = Sym(V * ). Let l 1 , . . . , l dim V −k ∈ S be a maximal choice of linearly independent forms not vanishing on W . These form a regular sequence on D(A, m). Modding out by these gives a polynomial ring in k = rk(A) variables. In this new ring, the image D(A, m) is still the kernel of the matrix ψ from Lemma 4.2, hence is a second syzygy. The result now follows from the Hilbert syzygy theorem.
Given two multi-arrangements (
. If A does not split as the product of nontrivial subarrangements, then A is irreducible.
Proof. See [3, Lemma 1.4].
4.1.
Graphic multi-arrangements. Let G be a graph with no loops or multiple edges, so that each edge of G is uniquely defined by its incident vertices (we allow isolated vertices). Let E(G) denote the set of edges of G and V (G) the set of vertices of G. Set c(G) to be the number of connected components of G, and v = |V (G)|. The graphic arrangement corresponding to G is
Remark 4.6. If (A G , m) is a graphic multi-arrangement, the function m : A G → N >0 can be viewed as a function m : E(G) → N >0 . If we label the vertices of G by integers and e = {i, j} ∈ E(G) then we will write α e or α ij for the form x i − x j and m e or m ij for the value of m on the hyperplane V (α e ).
Note that rk(A G ) is the number of edges in a spanning tree of G (spanning forest if G is not connected). Hence rk(A G ) = v − c(G). Applying Lemma 4.4 we obtain Proof. A flat of L AG is obtained from a partition of G by intersecting hyperplanes corresponding to edges of the partition. Likewise, given a flat X of L AG , define an equivalence relation ∼ X on the vertices of G by s ∼ X t if s is connected to t by a sequence of edges {i, j} so that x i − x j vanishes on X. The partition of the vertices corresponding to the equivalence classes of ∼ X yields the corresponding union of induced subgraphs of G. Furthermore, containment of partitions corresponds to reverse containment of the corresponding flats, so the lattice of partitions is isomorphic to L AG .
Remark 4.11. Given a partition H of G, the closed subarrangement (A G ) H (viewing H as a flat) is almost the same as the arrangement A H (viewing H as a graph). The only difference is the ambient space:
For convenience we will make the convention that, whenever H is a partition of G, A H refers to (A G ) H . Recall that the blocks of G are the maximal connected components with no cut vertex.
Lemma 4.14. Let G be a connected graph. Then follows from the decomposition of the cycle matroid of G as a sum of connected components, which correspond to the blocks of G.
Derivations and Generalized Splines
Our primary results in this section are Corollaries 5.6 and 5.7, giving homological criteria for freeness of (A G , m) and bounds on the projective dimension of D(A G , m), respectively. We accomplish this by identifying D(A G , m) with a ring of generalized splines. ⊂ S to each edge e ∈ E(G).
Proof. In the case of the graphic arrangement A G , the rows of the matrix ψ in Lemma 4.2 are labeled by edges of G. Note that the submatrix B is the transpose of the simplicial boundary map from edges to vertices of G. Hence θ ∈ v∈V (G) S is in D(A G , m) iff θ i −θ j is a polynomial multiple of α mij ij for every edge e = {i, j} ∈ E(G). By Definition 2.1, this is the same as the condition for θ to be a generalized spline on the edge-labeled graph (G, m ′ ). 
Proof. We use the fact that localization commutes with taking cohomology so it suffices to show that the localized complexes R/J [G] P and R/J [G P ] P agree in cohomological degree > 0. If σ ∈ ∆(G) i , where i > 0, then J(σ) ⊂ P iff x i − x j ∈ P for every edge e ∈ σ iff σ ∈ ∆(G P ) i . It follows that, for i > 0,
and the result follows.
Proof. Let P ⊂ S be a prime in the support of
. It suffices to show that rk(A GP ) ≥ i + 2, since then I(G P ) ⊂ P has codimension at least i + 2.
Now suppose dim ∆(G P ) = i and rk(A GP ) = i or i + 1. We claim that ∆(G P ) is contractible or a union of contractible simplicial complexes. First, if rk(A GP ) = i then G P is a complete graph on i + 1 vertices and ∆(G P ) is an i-simplex, clearly contractible. If rk(A GP ) = i + 1, then G P has a complete subgraph K on (i + 1) vertices. There must be one other edge in a spanning forest for G P . Disregarding isolated vertices, if G P is not connected then it consists of K along with an edge connecting two vertices. If G P is connected, then it consists of K along with one other vertex v joined to some number of vertices of K. In this latter case ∆(G P ) consists of two simplices (corresponding to K and the neighbors of the vertex v) joined along a common face. This is clearly contractible. By the preceding paragraph, H i (R[G P ]) = 0 for i > 0 if dim ∆(G P ) = i and rk(A GP ) = i or i + 1. The tail end of the long exact sequence associated to 0
) by Lemma 5.4. Now suppose dim ∆(G P ) = i + 1 and rk(A GP ) = i + 1. Then G P is a complete graph on i + 2 vertices and ∆(G P ) is an (i + 1)-simplex. In this case
However,
where J(σ) = l me e |e ∈ G P . This map is surjective, hence
Proof. We must show that the two bulleted hypotheses from Theorem 3.2 hold for the complex R/J [G]. First, let σ ∈ ∆(G) i have vertices v 0 , . . . , v i . Then
) is supported in codimension ≥ i + 2 for all i > 0, so we are done.
there is only a single nonvanishing
Proof. Since we have already shown that J(σ) is Cohen-Macaulay, this follows directly from Theorem 3.1.
Graphic Arrangements Admitting a Free Constant Multiplicity
Let A G be a graphic arrangement. The main result of this section is that A G admits a free constant multiplicity iff its blocks are the maximal complete subgraphs of G. We start by analyzing cycles. To characterize graphs admitting a free constant multiplicity we use a description of chordal graphs due to Herzog-Hibi-Zheng. Definition 6.6. Let ∆ be a simplicial complex. A facet F of ∆ is a leaf if there is a facet H of ∆ so that, for any facet G = F of ∆, G ∩ F ⊂ H ∩ F . A leaf ordering of ∆ is an ordering {F 1 , . . . , F k } of the facets of ∆ so that, for i = 1, . . . , k, F i is a leaf of the subcomplex of ∆ generated by {F 1 , . . . , F i , F i }. If ∆ has a leaf ordering, then it is called a quasi-forest.
Proof. In this case ∆(
Theorem 6.7 (Herzog-Hibi-Zheng [13] ). A graph G is chordal iff ∆(G) is a quasiforest. (1) =⇒ (2): Suppose D (m) (A G ) is free. By Corollary 6.3, G is chordal and hence ∆(G) has a leaf ordering {F 1 , . . . , F k } by Corollary 6.7. Suppose F i+1 ∩ ∆ i = {F 1 , . . . , F i } contains an edge {s, t} of F i+1 . Since F i+1 is a leaf of ∆ i+1 , there is a facet H ⊂ ∆ i so that H ∩ F i+1 = ∆ i ∩ F i+1 . Pick a vertex v ∈ H \ F i+1 and w ∈ F i+1 \ H. Then the subgraph K of G induced by the four vertices v, w, s, t is isomorphic to the complete graph on four vertices with an edge removed. This is the so-called deleted A 3 arrangement and a characterization of its free multiplicities due to Abe [1] shows that it does not admit any free constant multiplicity > 1. It follows from Corollary 4.12 that G can have no such induced subgraph. Hence F i+1 ∩ {F 1 , . . . , F i } consists of at most a single vertex.
(2) =⇒ (3): The assumption in (2) implies that the blocks of G (maximal subgraphs without a cut vertex) correspond to the facets of ∆(G), which are exactly the maximal complete subgraphs of G. (1): A seminal result of Terao [24] states that A (m) is free if A is a Coxeter arrangement. The graphic arrangement of a complete graph on n vertices is the braid arrangement A n−1 , which is Coxeter. It follows that each of the factors in the product of (3) are free for any constant multiplicity. Now the result follows from Lemma 4.5. (1) we proceed as in the proof of Theorem 6.8. For (1) =⇒ (2), we already know that (A G , m) free for all m implies ∆(G) has the required leaf ordering, just not the dimension restriction. For this it suffices to produce a nonfree multiplicity on the A 3 braid arrangement (complete graph on four vertices). An example of such a multiplicity may be found in [4, Example 5.13].
Remark 6.11. Corollary 6.10 is a special case of a result of Abe-Terao-Yoshinaga [5] that a multi-arrangement (A, m) is free for all m iff A is the product of one and two dimensional arrangements.
Examples
In [18, Problem 23] , Schenck asks for a formula for the projective dimension of D(A G ) for graphic arrangements. In [14] , Kung and Schenck ask for a characterization of graphs for which the bound pdim(D(A G )) ≤ m − 3, where m is the length of a longest induced cycle, is tight. We call this the Kung-Schenck bound. In this section we explore these two problems three examples. For the simple arrangement A Wn , we show that the Kung-Schenck bound is tight. Since ∆(W n ) is contractible,
Arguing as in [20, Lemma 3.8] , there is a presentation for
where syz(J(σ)) denotes the module of syzygies on J(σ) and coker(i) = H 2 (J [W n ]). In this case syz(J(σ)) is generated by a relation in degree zero and a choice of Koszul syzygy in degree one. All generators corresponding to boundary edges of W n are killed in the cokernel and generators corresponding to interior edges are equivalent.
) is principal, generated in degree one, and is killed by any form α e where e is a boundary edge. More precisely,
Hence H 1 (J [G]) has projective dimension n − 1 and D(W n ) has projective dimension n − 3 by Corollary 5.7.
Example 7.2 (Fritsch Graph). We look for graphs that fail the Kung-Schenck bound for topological reasons. A natural place to look is graphs G on v vertices for which ∆(G) is a simplicial sphere. In this case the long exact sequence from 0
In such a case it could happen that the differential on the E 3 page of the Cartan-Eilenberg spectral sequence yields an isomorphism between Ext
, or at least a nontrivial map between subquotients of these. Consider the graph G in Figure 2 . This graph has 9 Macaulay2 [12] shows that 
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