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ABSTRACT
Enhanced optical tweezing: from hydrodynamic micro-manipulation to
optimised optical trapping
by Une˙ Gabriele˙ Bu¯taite˙
Optical tweezers, with their ability to trap particles at the focus of a laser beam and
control their motion, have provided unparalleled insight into the inner workings of the
micro-world of colloids, cells and biomolecules. However, not all materials yield to
optical trapping, and living organisms can be damaged by direct light exposure.
Many optical tweezing experiments are performed in aqueous environments. This of-
fers a route to indirect particle manipulation via the surrounding fluid. We develop,
study, and experimentally demonstrate an approach which, by employing optically con-
trolled micro-rotors to induce flow currents in the surrounding fluid, exerts near field
hydrodynamic control over freely diffusing particles, irrespective of their material.
With our optically actuated hydrodynamic manipulation we were able to suppress the
thermal motion of single sedimented micro-sized target particles of various materials
in both translational and rotational degrees-of-freedom, translate individual particles
over complex local trajectories or transport them over long distances across the holding
sample cell, and exert control over multiple particles simultaneously.
The biggest challenge in our hydrodynamic manipulation technique is the accuracy with
which the optical tweezers can control the actuator motion. This boils down to optical
trapping stiffness. We employ the generalised Wigner-Smith operators alongside an
optimisation scheme to upgrade the optical trapping field from the standard Gaussian
beam to a three-dimensionally stiffness-enhanced trap.
Within simulations we demonstrate light fields with an order of magnitude stiffness
enhancement in all three dimensions simultaneously. Such fields, as well as the tech-
niques used to develop them, can find applications throughout the wide community of
optical trapping and manipulation.
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Chapter 1
Introduction
‘Call me Ishmael.’
Moby-Dick — Herman Melville
In the beginning of the 17th century attention of the scientific community was captured
by a new invention - the compound microscope. Its ability to magnify small objects
quickly attracted the interest of, amongst many others, Robert Hooke, who published
the first ever illustrations of various insects and plants as observed through a microscope
in his Micrographia in 1665. Within this book the term cell was first used to describe
the structural units making up thin slices of cork [1]. Since then, optical microscopes
have improved and now different parts within the cell can be easily resolved. But
just looking at this tiny world was never going to be enough. Micromanipulation
tools - tiny needles, pipettes and probes - allowing manual isolation and handling of
individual cells [2–4] were soon followed by non-contact manipulation techniques. The
latter employ fundamental interactions, such as magnetic [5–8], optical [9–12], electric
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[13–16], hydrodynamic [17–19], and acoustic [20–23], to move and trap, not just cells,
but colloids, synthetic micro-tools, and individual molecules.
One of such non-contact instruments is optical tweezers, first
demonstrated by Arthur Ashkin in 1970 [24]. The main part
of conventional optical tweezers is a focused laser beam, which
‘attracts’ certain nano- or micro-sized particles towards its focus.
Typically optical tweezers are used to control particles submerged
in water, although air and vacuum trapping have also been demon-
strated [25–27]. We will cover the details of how optical tweezers
operate later; for now, in a nutshell - as the laser beam passes
through a particle, the beam gets deflected, which means that its
momentum has changed. The particle is then required, by con-
servation laws, to change momentum too. If the refractive index
of the particle is higher than that of the surroundings, this gained momentum will
direct it towards the beam focus, trapping it there. An optical trap can pick up one
or several objects and move them around in 3D. Conventionally, the trapped object
is a spherical bead ranging in size from a few tens of nano-metres to tens of micro-
metres [12], but living cells [28–32] and specially designed micro-tools [33–36] are also
routinely trapped. However, not all materials yield to optical trapping and direct light
exposure can be damaging to living cells [37–40], which limits the range of applicability
of optical tweezers.
Hydrodynamic tweezers, on the other hand, are micro-manipulation tools which are
not limited by choice of material. As the name implies, they use water flow to trap and
control an object. Conventional microfluidic hydrodynamic tweezers take the form of a
fixed arrangement of several converging channels, where the pressure can be adjusted in
each channel
individually, making the water flow in or out of
it [17, 41–44]. Complex fluid flow patterns can
be thus created in the channel convergence area,
capable of controlling the motion of one or several
target particles. This technique is non-invasive, it
works for all materials indiscriminately and would
not damage living cells. But, while the optical
tweezers are very localised in their action, hydro-
dynamic ones inevitably affect the entirety of the
sample. This means that they cannot act on just a
single particle and leave the rest undisturbed.
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Could the optical and fluidic approaches be combined to eliminate their respective dis-
advantages? By merging the configurational adaptability of optical tweezers with the
material independent versatility of hydrodynamic control, we propose optically actu-
ated hydrodynamic manipulation. With this technique the fluid is controlled locally by
optically trapped particles. For example, rotating a circular arrangement of several op-
tically trapped spherical beads will create a vortex flow, entraining nearby free particles.
With appropriate mathematical description of the hydrodynamics and optical forces
involved, this principle can be extended to a closed-loop control system. Development
and demonstration of near field hy-
drodynamic manipulation will consti-
tute Part I of this thesis.
We will find that hydrodynamic ma-
nipulation is limited by how tightly
one can optically trap the fluid ac-
tuators. This will lead us down the
path towards enhancing the stiffness with which spherical particles can be optically
trapped and controlled.
Ever since Ashkin demonstrated the first optical tweezers, there has been a lot of
research aiming to improve and adapt them to better suit some specific needs. Often
this took the form of engineering the properties of the trapped object in some way.
Particles have been intentionally shaped to create desired optical force fields [45] and
maximise the axial optical force [46]. Optical force has been enhanced by applying an
anti-reflection coating to particles [47]. Special shape designs have achieved rotation
[48] and lift [49] in optical tweezers.
Alternatively, instead of manipulating the properties of the object to be trapped, one
can engineer the light field itself. For example, light field wave-fronts have been cor-
rected to minimise effects of propagating through highly distorting media [50]. 3D
refractive index maps have been measured in complex assemblies of colloidal particles
and then used to create a 3D light field distribution to stably trap and control the
position and orientation of arbitrarily shaped particles [51]. Iterative optimisation ap-
proaches have been employed to enhance optical force and torque [52] that a laser
beam can exert on a particle. These were followed by computationally faster analytical
approaches [53]. In Part II of this thesis, we too will take on light field shaping - with
the intention to enhance three-dimensional optical trapping stiffness.
Part I
Chapter 2
Background theory
‘One always has exaggerated ideas about what one doesn’t know.’
The Outsider — Albert Camus
2.1 Where it all begins - the Langevin equation
To describe our problem in rather loose terms - we are interested in a system of micro-
particles submerged in water and exposed to laser light - we wish to know how they
will interact. As every undergraduate knows, in such cases we begin by writing down
Newton’s 2nd law of motion - the vector sum of all the forces acting on a body is
Background image credit: Dave Phillips
Chapter 2. Background theory 6
equal to its mass multiplied by its acceleration. So what are the forces involved in our
system?
First of all, any object moving through a fluid will experience a hydrodynamic force.
It is perhaps easiest understood as friction - a race car will be slowed down by the
air as it is running down the track, and a small particle moving through a mass of
water will experience resistance of the same nature. Next, we have optical force; now
a commonplace concept - dating back to predictions of Johannes Kepler in 1600s and
James Clerk Maxwell in the 19th century - that can intuitively be understood in the
particle picture of light. A photon in a laser beam will impart momentum, albeit a tiny
amount, onto an object it is incident on, much like a cue ball directing a red towards the
pocket. The particle description does not paint a full picture though, and we will see
later on in Section 2.4 that momentum can also be transferred in such a manner that
compels the object to move towards the light beam, not away form it. And finally, we
have a thermal force. As vividly explained by Richard Feynman, wherever temperature
is non-zero, all the atoms and molecules will be jiggling. An observation that puzzled
Robert Brown [54] and many before him, was that inanimate pollen grains and ash in
water were behaving as if though they were alive, constantly moving. In fact, it is the
jiggling of the water molecules, stemming from their thermal energy, that induces the
seemingly random behaviour in aqueous solutions, referred to as Brownian motion.
Knowing the above, we can write down:
m d
2q
dt2 = f
hydro + f opt + fBrn, (2.1)
which is the law that will govern the behaviour of our system. Here the vectors con-
tain information about all the degrees-of-freedom of all the particles, e.g. generalised
coordinate q = [r1, r2, ..., rN , α1, ..., αN ], where for the i-th particle ri = [xi, yi, zi] is
its position vector and αi = [αxi,αyi,αzi] is its orientation about the x, y and z axes
respectively. Similarly, m = [m1, ...,mN , I1, ..., IN ], where mi = [mi,mi,mi] lists the
mass of the i-th particle and Ii = [Ixi, Iyi, Izi] is its moment of inertia about each
of the axes. We also define the generalised force f = [ f1, ..., fN , τ1, ..., τN ] where
fi = [fxi, fyi, fzi] is the force acting on particle i and τi = [τxi, τyi, τzi] is the torque
acting on this particle. The symbol  indicates a Hadamard product (i.e. element-wise
multiplication).
The above equation is known as the Langevin equation. We will now have a closer look
at each of the forces involved, so that we can write down this equation in a solvable
form.
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2.2 Brownian forces
What sets the Langevin equation apart from other forms of Newton’s 2nd law is the
last term - the Brownian, stochastic force. fBrn describes the random thermal ‘kicks’
that a particle in a fluid receives from the molecules that are constantly bombarding
it, and thus causing it to undergo a random walk. This involves not only translation
but also re-orientation of the particle, as illustrated in Figure 2.1.
Figure 2.1: Random walk. Two
particles (opaque grey) immersed in a
fluid continuously collide with the oscil-
lating fluid molecules (dark blue dots),
which causes the particles to undergo a
random walk - both in translation (trace
in blue) and in orientation (translucent
grey).
The Brownian force can, in principle, be predicted, but this is practically impossible
as it is determined by an immense number of variables, e.g. a cup of water contains
roughly 1024 continuously jiggling molecules affecting each other’s motion and gener-
ating the random walk. Instead of trying to keep track of all the variables, one can
take a statistical approach to model the stochastic force, using what is known as white
noise W . Considering one degree-of-freedom we can write [55]:
fBrn(t) =
√
2(kBT )2
D
W (t), (2.2)
where 2(kBT )
2
D is the intensity of the noise, D is the diffusion coefficient, T is the
absolute temperature and kB is the Boltzmann constant. White noise has the following
properties [56]: it has a zero mean, 〈W (t)〉 = 0, unitary power, 〈W 2(t)〉 = 1, and
W (t1) and W (t2) are independent of each other for t1 6= t2, where t denotes time.
White noise can be viewed as the continuous form of a discrete sequence of independent
random numbers. We will see how it can be computationally modelled in Section 2.6.
2.3 Hydrodynamic forces
When we refer to hydrodynamic forces, we mean the drag that a particle experiences as
it is traversing a fluid. Unlike dry friction, which is almost independent of velocity, drag
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is directly proportional to it. The hydrodynamic force acting on a spherical particle
travelling at velocity v relative to the surrounding fluid is given by Stokes’ law:
fhydro = 6piηa v, (2.3)
where a is the particle’s radius and η is the dynamic viscosity of the surrounding
fluid. We can also write down the relation for the hydrodynamic torque on a spherical
particle:
τhydro = 8piηa3 ω, (2.4)
where ω is the angular velocity of the particle with respect to the fluid.
The above relations are valid only in environments with low Reynolds number Re,
where inertial effects are negligible compared to viscous forces. Reynolds numbers for
translation and rotation, ReT and ReR respectively, are defined as ratios of inertia over
viscosity:
ReT =
ρva
η
, ReR = ρωa
2
η
, (2.5)
where ρ is the fluid density. Low Reynolds number systems (Re 1) exhibit smooth,
laminar flows, as opposed to turbulent ones.
Coefficients 6piηa and 8piηa3 are known as friction coefficients and are inverse to the
mobility µ of the particle. Note that Equations 2.3, 2.4 are one-dimensional - we can
write them as such because for a spherical particle different degrees-of-freedom behave
independently. In general though, a particle will be characterised by a 6×6 mobility
tensor µ:
µ =
 µTT µTR
µRT µRR
 , (2.6)
where the four 3×3 sub-tensors describe the coupling between different degrees-of-
freedom: translational µTT, rotational µRR, and translational with rotational µTR
(and we have µTR = [µRT]T, where superscript T indicates a matrix transpose). An
isolated spherical particle, for example, will be described by:
µ =
 16piηa I3 0
0 18piηa3 I3
 , (2.7)
where I3 is the 3×3 identity matrix. We see that translation of a sphere does not affect
its rotation (µTR = 0 ) and its translation in x is unaffected by its translation along
y (off-diagonal terms in µTT are zero). For more complex non-spherical shapes this is
not generally true.
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Matters become even more complicated as we enter systems with multiple particles.
For N particles µ increases in dimensionality to 6N × 6N . For example, in the case of
two particles i, j:
µij =

µTTii µ
TT
ij µ
TR
ii µ
TR
ij
µTTji µ
TT
jj µ
TR
ji µ
TR
jj
µRTii µ
RT
ij µ
RR
ii µ
RR
ij
µRTji µ
RT
jj µ
RR
ji µ
RR
jj
 , (2.8)
where µTTij is the mobility sub-tensor that describes the coupling between the trans-
lational degrees-of-freedom of the two particles, etc. It can be very difficult to write
down a mobility tensor for a large number of complex-shaped objects because of how
involved the mathematics would be. For spheres, however, symmetry significantly
simplifies things.
By analogy to Stokes’ law we saw in Equation 2.3, fhydro = v/µ, we see that to obtain
all the 6N hydrodynamic forces and torques acting on all the particles we need to
multiply the inverse of µ by the 6N × 1 particle velocity vector dqdt :
fhydro = µ-1
dq
dt . (2.9)
We must note here that this equation assumes an instantaneous effect - if a particle
is exposed to an external force and moves, the fluid responds everywhere immediately,
neglecting the time it takes for the flow to propagate through the fluid. As we will
mostly be working in the near field where the particles are close to one another, we do
not foresee this as a significant issue.
2.3.1 Fluctuation-dissipation theorem
Hydrodynamic forces are very closely related to Brownian forces, via the fluctuation
dissipation theorem [57], which states that for a particle at thermodynamic equilibrium:
D = kBTµ. (2.10)
In other words, this connects the intensity of random fluctuations D which give energy
to a particle, with the energy dissipation µ due to particle’s motion.
We can use the above relationship in Equation 2.2 to obtain a new expression for the
stochastic force, which we now extend to multiple particles:
fBrn =
√
2kBT µ−
1
2W , (2.11)
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where µ1/2 is is the square root of the mobility tensor, defined by µ = µ 12
[
µ
1
2
]T
.
We will see in the following section that for multiple particles the mobility tensor is
dependent on their relative positions. This makes the Brownian force term multivariate
[58], i.e. the random ‘kicks’ that a particle receives from nearby fluid molecules are no
longer entirely independent of each other, they will be correlated due to the presence
of other particles in the fluid.
2.3.2 The hydrodynamic mobility tensor
Deriving an expression for the mobility tensor µ of a system of N spherical particles is
far from trivial. The usual method for investigating the behaviour of multiple particles
in a fluid is the method of reflections. The idea behind it is to first consider the motion
of each object as if no other particles were present, and then calculate the corrections
in the local fluid velocity field around each sphere due to the motion of the other
spheres [59–61]. As a drawback, this method requires knowledge of the fluid velocity
field. In contrast, Mazur and Van Sarloos use a method in which results are obtained
directly from the boundary conditions for the fluid velocity field at the surfaces of the
spheres [62, 63]. It is their derived expression for the mobility tensor that we will be
using. This derivation is too involved to be repeated here, so we will simply describe
it conceptually and quote the final results.
They begin by considering the equations of motion of the fluid and the spheres. These
equations have to satisfy the boundary conditions at the surface of the spheres - in
particular the no-slip conditions, which state that at a solid boundary the fluid has
zero relative velocity to that boundary. This set of equations is then reformulated in
such a way that eventually allows, without explicit knowledge of the fluid velocity field,
calculation of the hydrodynamic forces acting on the spheres in terms of their velocities
(or vice versa). The two are linked via the mobility tensor, which is estimated using
methods developed in [64, 65].
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The first terms in their derived expansion for µ between two spherical particles i and
j in an unbounded fluid with multiple other particles are the following:
6piηaiµTTij = I3δij +
[ 3ai
4rij
(I3 + rˆij rˆij)− 3ai4r3ij
(a2i + a
2
j )(rˆij rˆij −
I3
3 )
]
(1− δij)
12piηa2iµRTij = −
3a2i
2r2ij
 · rˆij(1− δij)
8piηa2i ajµRRij = I3δij +
3a2i aj
2r3ij
(rˆij rˆij − I33 )(1− δij), (2.12)
where rˆij is a unit vector in the direction of the bead separation vector rij = rj − ri,
with magnitude rij = |rij |, ri is the position vector of particle i, δij is the Kronecker
delta, and  is the Levi-Civita tensor defined as:
k,l,m =

+1 if (k, l,m) is (1, 2, 3), (2, 3, 1) or (3, 1, 2)
−1 if (k, l,m) is (3, 2, 1), (2, 1, 3) or (1, 3, 2)
0 if k = l, or k = m, or l = m,
(2.13)
and the convention for the tensor product notation rˆij ⊗ rˆij ≡ rˆij rˆij was adopted.
The first term in the square brackets of the expression for µTTij is known as the Oseen
tensor, which is independent of particle’s size, and the second is known as the Rotne-
Prager tensor. We note that µRTij is independent of particle’s size up to the first order,
since ai only appears in the expansion as a third order term. µRTij is non-zero only if
i 6= j, in line with Equation 2.7 which says that translation of a sphere in a fluid does
not couple to its orientation.
The equations quoted here only include pairwise interactions between the spheres, but
they can be extended to include three-sphere contributions. These first appear as
follows: in µTTij of order r−4, in µRTij of order r−5, and in µRRij of order r−6. We also
note that the mobility tensor is independent of the particle’s orientation as this quite
clearly does not affect the physical behaviour of a sphere.
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In addition, the proximity of a planar surface can also be taken into account [63], which
results in the following terms being added to Equation 2.12:
µTTij : −
3ai
4rijs
[
I3 + rˆijs rˆisj −
2li
rijs
rˆijswˆ+
2lj
rijs
wˆrˆisj +
2lilj
r2ijs
(I3 − 2wˆwˆ− 3rˆijs rˆisj)
]
+
3ai
4r3ijs
(a2i + a
2
j )(rˆijs rˆisj −
1
3 I3)
− 3ai2r4ijs
(a2i − a2j )(lirˆijswˆ+ ljwˆrˆisj)
+
3ai
2r5ijs
(a2i lj + a
2
j li)(li + lj)(I3 − 2wˆwˆ− 5rˆijs rˆisj)
µRTij : +
3a2i
2r2ijs
[
e · rˆijs +
2lj
rijs
(e · wˆ− 3(rˆijswˆ)rˆisj)
]
µRRij : −
3a2i aj
r3ijs
[
rˆisj rˆijs −
I3
3 +
2(li + lj)2
r2ijs
I3 − 2(rˆijswˆ)(rˆijswˆ)
]
, (2.14)
where wˆ is a unit normal to the wall, li ≡ wˆ · ri is the distance from particle i to the wall,
rijs ≡ |S · rj − ri| = (r2ij + 4lilj)1/2 is the magnitude of a vector pointing from particle
i to the mirror image of particle j with respect to the wall, as illustrated in Figure 2.2,
S = I3− 2wˆwˆ is called the mirror tensor, and rˆisj = rˆijs + 2wˆ(li+ lj)/rijs is the unit
vector pointing from the mirror image of particle i to particle j. The mobility tensor
obeys the following symmetry relations: µTTij = [µTTji ]T, µRRij = [µRRji ]T, µRTij = [µTRji ]T.
We now have all the information necessary to describe fhydro and fBrn as dictated by
Equations 2.9 and 2.11.
x
y
z
ri
rj
ris
rjs
risj
rijs
rij
Figure 2.2: Schematic of notations
used for defining µij. Position vectors
(blue) of the particles (upper two beads)
and their mirror images with respect to
the surface (lower two beads) and their
separation vectors (red) are indicated as
used in Equations 2.12, 2.14.
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2.4 Optical forces
2.4.1 The operating principle of optical tweezers
Normally, we think of optical force as a repulsive force, like in the idea of solar sails
[66]. A spacecraft equipped with ‘sails’ built from mirrors would reflect the radiation
incident from the sun and would thus be propelled across space - a phenomenon referred
to as radiation pressure. This is due to conservation of momentum. Take, for example,
a reflective spherical bead in Figure 2.3(a). If we expose it to a uniform beam of light
and consider one ray in that beam with momentum pin, we see that upon reflection
the ray will have momentum pout = −pin. Now, the total amount of momentum
must be the same before and after reflection, or, in other words, the bead must gain
momentum which is equal and opposite to the change in momentum of the ray: pBead =
−(pout − pin). Hence, by Newton’s 2nd law, the light ray exerts a force on the bead.
But what happens if the bead is perfectly transparent? We now briefly revisit the law
of refraction. A light ray travelling in between two media of different refractive indices
will change its direction. If the refractive index of the first medium n1 is smaller than
that of the second medium n2, the ray will bend towards the normal to the surface,
otherwise, it will bend away from the normal. Consider now a bead that has a larger
refractive index than the surrounding environment. In Figure 2.3(b) we see that a light
ray entering such a bead will be deflected after exiting it. Vector addition shows that
the bead will gain momentum pulling it towards the ray and the bead will stabilise
once the ray is passing right through the middle of it. The higher the contrast between
the refractive indices of the bead and its environment is, the more deflection the rays
will experience and the more momentum the bead will gain.
pBead -pin
ΔpRay
pout pout
-pin
ΔpRay
pBead
pBead
pout
-pin
ΔpRay
prfl
-pin
ΔpRay
pout
(a) (b) (c) (d)
pBead
Figure 2.3: Light ray interaction with a spherical bead. In (a) a particle fully reflects
the incident light ray, resulting in momentum transfer pushing the bead in the direction of
the incident ray. In (b) a transparent particle with a refractive index larger than that of the
surroundings deflects an incident light ray and thus gains momentum pulling it towards the
axis of the ray. (c) Is the same as (b), but with partial reflection taken into account. (d)
Illustrates the situation when the bead is of a lower refractive index than the surroundings.
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But we must not forget that a small portion of the light will still be reflected. The effect
of reflection is to reduce the magnitude of the momentum of the outgoing ray, though
not the angle by which it is deflected. The overall effect, illustrated in Figure 2.3(c), is
that the momentum of the bead now points more in the direction of travel of the ray.
Once the bead aligns itself so that the ray is passing through its centre, the bead will
be pushed forwards along the ray. Note that we have ignored the reflections happening
inside the bead. Internally reflected rays would also be deflected upon exiting the bead,
thus affecting the direction and magnitude of the momentum imparted on the bead.
We also note briefly that if the refractive index of the bead is smaller than that of
the surroundings, the bead will be pushed away from the incident light ray, as seen in
Figure 2.3(d).
Let us now consider the full beam made up of multiple rays. If the beam has a uniform
intensity profile, a bead within it will only experience the force pushing it along the
beam; it will not gain any sideways momentum because the rays on the opposite sides
of the bead will cancel each other out, as seen in Figure 2.4(a). If, however, the beam
has an intensity gradient, e.g. a collimated Gaussian beam, the rays passing through
the middle of the beam will have greater momentum, and so, will act to pull the bead
towards the highest intensity point, as in Figure 2.4(b). This force acting to push the
bead up the intensity gradient is referred to as the gradient force, and the force that
pushes the bead downstream in the beam is called the scattering force.
(a) (b) (c) (d)
Figure 2.4: Light beam interaction with a spherical bead. In (a) the bead is within
a light beam of uniform intensity - the overall effect of individual rays is to push the bead in
the direction of the beam. The beam in (b) has a Gaussian intensity distribution, resulting
in a larger momentum transfer from the rays in the middle of the beam, thus creating 2D
trapping. Stable trapping in 3D can be created with two collimated beams incident on the
bead from opposite directions (c), thus cancelling out the scattering force. Stability of 3D
trapping is still maintained if the two beams are at a high angle at each other (d).
We thus have stable optical trapping in 2D provided by the gradient force, and in-
stability along the third dimension because of the scattering force. The most natural
instinct for stabilising the bead’s motion in the axial direction is to introduce a second
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beam, travelling in the opposite direction to the first, as in Figure 2.4(c). The scat-
tering forces of the two beams will cancel out, stabilising the bead in 3D. In fact, this
still works if the two beams are at a high angle to each other, as in Figure 2.4(d).
The great breakthrough of Arthur Ashkin [67] was to realise that two laser sources
are not necessary - the effect can be reproduced with a single highly focused Gaussian
beam, shown in Figure 2.5(a). This was first termed ‘the single beam gradient force
trap’, and later became know as optical tweezers. For successful tweezing one needs
to have a lens of a very high numerical aperture (NA)1 capable of tightly focusing the
light beam. A bead in the near vicinity of the focus of such a beam will be pulled
towards the focus regardless of whether it is in front of, Figure 2.5(a), or behind it,
Figure 2.5(b). If the bead starts too far away behind the focus, Figure 2.5(c), it will
only be pushed downstream, because it will no longer sample enough high angled rays.
We also note that the stable trapping position will be slightly behind the focus, not
at it, because of the scattering force. If the focusing lens does not have a high enough
NA, the situation will look more like that of a collimated beam and there will be no
stable trapping in the axial direction, as shown in Figure 2.5(d).
(b) (c) (d)(a)
Figure 2.5: Optical trapping with a focused beam. 3D optical tweezing can be
achieved with a single tightly focused Gaussian beam (a-b). If the particle is too far ahead
of the focus to sample enough high angled rays it will not be pulled towards the focus of the
beam (c). Likewise, if the focusing lens does not have a high enough NA, the particle will
move downstream the beam (d).
2.4.2 The tweezing force
We now understand the working principle of the optical tweezers, but what we need for
our Langevin equation is the optical force. While it is possible to get an approximate
expression for the total force acting on the bead by considering the individual forces
that each ray in the beam exerts during every reflection and refraction it undergoes
within the bead [68], we will reach the same result faster via the dipole approximation.
1 Numerical aperture is defined as NA = n sin θ, where n is the refractive index of the medium in
which the lens is working, and θ is the maximum half-angle subtended by the lens.
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A note before we begin - the ray optics picture that we painted above is technically only
valid for particles which are significantly larger than the wavelength of the trapping
light beam. At the other end of the spectrum, where the particles are significantly
smaller than the wavelength of light, we have the dipole approximation - we will use
results from this framework to arrive at the approximate expression for the optical
force, which holds true in the ray picture as well.
We already introduced the concept of the gradient force and we will now see that it is
indeed proportional to the gradient of the electric field intensity I. The gradient force
at location r, within the context of dipole approximation, is given by [55]:
fDA,grad(r) =
1
2
α′
c0
∇I(r), (2.15)
where c is the speed of light, 0 is the electric permittivity of free space, and α′ is the
atomic polarisability of the bead, which is dependent on the particle’s volume, and
hence its radius. A Gaussian beam, most commonly used for optical trapping, has the
following transverse intensity profile, to the first approximation:
I(r) = I0e−2r
2/w20 , (2.16)
where r is the radial coordinate in the transverse plane with the origin placed at the
centre of the beam, I0 is the maximum intensity, and w0 is the beam waist. Substituting
this into Equation 2.15 and differentiating we obtain:
fDA,grad(r) = −κrre−2r
2/w20 , (2.17)
where we have defined the optical trap stiffness along the direction of r as κr = 2 α
′
c0
I0
w20
.
We plot this force as a function of position in Figure 2.6 for two different stiffness values.
2κκ
Position
Fo
rc
e
Figure 2.6: Optical gradient force as a function of position of a bead with respect to the
trapping beam focus, for two different optical stiffness κ values. The dashed lines indicate
the linear approximation of the force which is valid for small bead-trap displacements.
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We see that the particle will experience a negative restoring force pulling it towards
the highest intensity of the beam. The force increases with displacement from the
beam axis up to a certain point, but then decreases exponentially, reaching zero when
the bead is too far away from the beam to interact with it. We observe that for
small displacements the force is linear, just like in Hooke’s law for a mass on a spring,
which can also be shown by doing a Taylor series expansion of the exponential term in
Equation 2.17 about r = 0. This gives us the final expression for the optical force:
f opt = −κ δr, (2.18)
where δr is the displacement of the bead from its stable trapping location and we
assume that the stiffness is symmetric in all directions2. This is a very convenient
simple approximation and we will use it for the rest of Part I, but will revisit the
optical force in Part II in much more detail. So far we have not mentioned optical
torques at all - they will be briefly discussed in Section 3.1.1.
2.5 Revisiting the Langevin equation
Now that we understand all the forces acting in our system, we can revisit the Langevin
equation (Equation 2.1) in more detail. First, we consider the left-hand-side term
- inertia m  d2qdt2 . We mentioned already that we are working in a low Reynolds
number environment, where viscous forces dominate over inertial forces. In other
words, inertial effects decay over a very short time scale and can therefore be neglected
when considering the behaviour of particles at low Reynolds number [69]. It is therefore
common practice to set the inertial term to zero in the Langevin equation. Rearranging
for particle velocities we are left with
dq
dt = µ
[
f opt + fBrn
]
. (2.19)
This is a first order differential equation that describes the time evolution (time de-
pendence is implicit here) of our system, known as the over-damped Langevin equation.
2 Generally this is not the case, and stiffness in the direction parallel to the beam axis is smaller
than in the plane transverse to the beam. More on this in Section 2.5.1
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For clarity and future reference we explicitly write down how one would calculate the
velocities of a single particle residing at qi in a multiple particle system:
dqi
dt =
N∑
j=1
µij f
opt
j + f
Brn
i . (2.20)
We also present the one dimensional case of a single particle system with one degree-
of-freedom, say x. Writing out the terms in Equation 2.19 we get:
dx(t)
dt = −µxxκxx(t) +
√
2kBTµxxWx(t), (2.21)
where we have, for now, taken the location of the optical trap to be the origin so that
we can write the trap-bead displacement δx as x.
2.5.1 Behaviour of an optically trapped particle
A single particle in an optical trap will still experience diffusion, which acts to take
it further away from the trap. But the gradient force will act to prevent this, thus
confining the particle to a limited volume that it can explore. Something we have
not mentioned so far is the fact that the trapping stiffness along the beam axis, i.e.
in the z-direction, is several times lower than the stiffness in the transverse plane.
This is because the focus of a Gaussian beam is tighter in the transverse than in the
longitudinal plane, resulting in a weaker restoring gradient force along the beam axis.
Because of this, the motion of a trapped particle is bounded to an ellipsoidal volume
as can be seen in Figure 2.7. Here the trajectory of the particle was simulated using
methods that will be covered in Section 2.6.
0
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Figure 2.7: Trace of an optically trapped
particle simulated for a 1 µm radius silica
bead in an optical trap of stiffness [1, 1,
0.5]×10−6Nm−1 in the x, y, z directions respect-
ively. The particle covered the shown trajectory
in 1 s.
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2.5.2 Near a surface
We have already seen in Section 2.3 that the mobility tensor is altered if the particles
are near a surface, but this is not the only adjustment needed in the presence of a
boundary. Up until now we treated diffusion D as a constant, however, near boundaries
we encounter diffusion gradients - where particles diffuse less as they approach a surface
[70, 71]. The mobility tensor is now state-dependent, i.e. µ → µ(x(t)). This means
that the noise term is, in turn, dependent on the particle locations. The end result is
that the over-damped Langevin equation will require some modification - an additional
term, let’s call it d(x) - which will depend on the conventions used when evaluating
the noise.
Let us write the intensity of the noise in Equation 2.21 as g2(x(t)) = 2kBTµ(x(t)). To
solve the over-damped Langevin equation (for one particle with one degree-of-freedom)
one needs to integrate:
x(t) = −
∫ t+∆t
t
µ(x(t))κx(t)dt+
∫ t+∆t
t
g(x(t))W (t)dt, (2.22)
where we have dropped the x subscript. We call the second integral on the right-hand-
side I(t,∆t). The noise term W (t) is not continuous in the interval [t, t+ ∆t], but we
can deal with g(x(t)) using the first integral mean-value theorem [72] to write:
I(t,∆t) = g
(
αx(t+ ∆t) + (1− α)x(t)
) ∫ t+∆t
t
W (t)dt, (2.23)
where the choice of parameter α ∈ [0, 1] will determine the value of the integral I.
There are three common conventions. The Ito convention, with α = 0, means that
g(x(t)) is evaluated before any noise in the interval [t, t+∆t] occurs. The Stratonovich
convention, with α = 12 , evaluates g(x(t)) at the midpoint of the interval [t, t+ ∆t].
And the isothermal convention, with α = 1, when g(x(t)) is estimated after the noise
occurs in the integration interval.
It can be shown that, by requiring that the system evolves to a Boltzmann distribution
at long times, i.e. is consistent with thermodynamics, the additional term in the over-
damped Langevin equation is dependent on the spatial gradient of the mobility [72]:
d(x) = 2(1− α)kBT ∂µ(x)
∂x
. (2.24)
We see that in the isothermal convention, where α = 1, this additional term conveni-
ently vanishes and is therefore a tempting choice [73]. The Stratonovich convention is
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often favoured in the physics community [74–76]. However, the Ito convention is par-
ticularly convenient for numerical simulations using the finite difference method [55],
since in this scheme the noise estimation is required before the new particle locations
can be computed [77] - we will therefore adopt the Ito convention. With the required
addition of the correction term d(x), the over-damped Langevin equation for a particle
near a surface now reads:
dx
dt = −µ(x)κx(t) +
√
2kBTµ(x)W (t) + 2kBT
∂µ(x)
∂x
. (2.25)
The last term in the above is referred to as the spurious drift - somewhat misleadingly
as it suggests a nonphysical nature, while it is observable in experiments [78]. This
term can be understood as follows [79]. If we consider a Brownian particle at some
initial location x0 in a constant diffusion D environment, the probability of it moving
to the left or to the right is the same, i.e. the probability distribution of the particle’s
final location xfin is symmetric about x0. If the diffusion has a gradient, for example if
there is a wall perpendicular to the x-axis as in Figure 2.8, D will have different values
at x0 and xfin and evaluation of particle’s displacement is not unambiguous. Choosing
D = D(x0), the Ito convention, will not change the probability distribution - it will
still be symmetric. If, on the other hand, we choose D = D(xfin), the isothermal
convention, the probability will become skewed with a longer tail in the direction of
the diffusion gradient, because the particle will experience greater displacements in the
regions of higher diffusion. In the Stratonovich convention, the probability distribution
is also skewed, but not by as much as in the isothermal. In this context, the isothermal
convention describes the physical behaviour the best - the particle will have a slight
preference of moving towards the region with a higher diffusion gradient, i.e. away from
the surface, which leads to a skewed position probability distribution. Therefore, the
isothermal convention does not require the spurious drift term, while it is needed for
the Ito and Stratonovich conventions to account for the asymmetry of the probability
distribution [79].
Dmin
Dmax
x
Figure 2.8: Diffusion gradient. Presence
of a surface (dark red) creates a gradient in the
diffusionD (as indicated by the intensity of blue
colour) along the direction perpendicular to the
wall, which affects the probability distribution
of a freely diffusing particle.
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In a multidimensional multi-particle case Equation 2.25 becomes:
dq
dt = µ f
opt +
√
2kBT µ
1
2W(t) + 2kBT∇q ·µ, (2.26)
where dependence of µ and f opt on q is implicit and the gradient of mobility becomes
the divergence of µ [75, 76].
We also note that mobility of multiple particles, even in the absence of a boundary, is
state-dependent. However, the divergence of our µ for multiple particles in an unboun-
ded fluid is several orders of magnitude smaller than divergence of µ in the presence of
the surface (which we have verified with explicit computations); and in both cases the
spurious drift term is significantly smaller than the other terms in the over-damped
Langevin equation. We therefore neglect the drift term if there is no surface in prox-
imity.
2.6 Computational methods
Equation 2.19 is a 1st order differential equation and can be solved using a finite
difference method. However, unlike ordinary differential equations (ODEs), this one
contains a stochastic term in the form of white noise W , making its solution process
considerably more complicated. Outlined below is an implementation of the Euler’s
method for solving Equation 2.19. Note that higher order methods, such as ordinary
Runge-Kutta extended for stochastic equations [80–82], can also be employed, if higher
accuracy is desired [83]. These methods, however, are computationally more expensive
and considerably more difficult to implement, making the simpler first order method,
developed by Ermak and McCammon [74], the method of choice when simulating
particles in optical tweezers [84–86].
Finite difference methods are implemented by approximating a continuous solution with
a discrete one. If we index the current time step with a subscript l, the non-stochastic
variables in Equation 2.21 become: x(t) → xl, dx(t)dt →
xl+1−xl
∆t , µxx(t) → µxx,l, were
∆t is the length of the time step.
We deal with the white noise term by replacing it with an appropriate sequence of
random numbers Wx,l that mimics the properties of Wx(t) detailed in Section 2.2.
Since Wx(t) has a zero mean Wx,l will also have a zero mean; to satisfy the unitary
power condition we require that 〈(Wx,l∆t)2〉 = 1, so that Wx,l has a variance of 1/∆t;
and because white noise is uncorrelated in time,Wx,l andWx,m must be independent of
each other for l 6= m. In practice, we can obtain Wx,l by generating a sequence wx,l of
Chapter 2. Background theory 22
random Gaussian distributed numbers with zero mean and unitary variance (functions
that do this are readily available in many programming languages) and then rescaling
it to have a sequence with variance 1/∆t. So that Wx(t) →
√
∆t wx,l and our finite
difference equation is:
xl+1 = xl − κxµxxxl∆t+
√
2kBT∆tµxx wx,l. (2.27)
Time-evolution behaviour of the particle is obtained by iteratively solving this equation
at discrete time steps, tl = l∆t.
Numerical instability can be a problem for the stochastic Euler method, unless an
appropriately sized time step ∆t is chosen [87]. In Equation 2.27 ∆t is limited by two
factors. The lower limit is imposed when choosing to ignore inertial effects. Inertia is
characterised by momentum relaxation time of a bead, tm = mµ, which is typically
very short (e.g., of the order 10−7 s for microscopic silica beads in water at room
temperature). The upper limit is imposed by the optical trap relaxation time, tot =
1/(κµ), which describes the time scale on which the restoring force acts. Choosing a
time step larger than tot would result in a numerically unstable solution which either
oscillates or diverges. As long as the time step satisfies tm  ∆t tot, the simulation
will produce physically accurate behaviour.
Next, we extend the above description to the multidimensional multi-particle case:
ql+1 = ql +µl f
opt
l ∆t+
√
2kBT∆t µ
1
2
l wl, (2.28)
where wl is a vector containing the random Gaussian numbers for each degree-of-
freedom in the system making it a 6N×1 column vector. µ
1
2
l is a lower triangular
matrix [88] that we defined in Section 2.3.1, which can be computed using Cholesky
decomposition. Algorithms for this are readily available in most programming lan-
guages.
We must also discuss the computation of the spurious drift term emerging in the
presence of a nearby surface, which contains divergence of the mobility tensor ∇q ·µ
(Equation 2.26). We employ the random finite difference scheme [75, 76], which states
that:
∇q ·µ = lim
→0
1

〈µ(q+ ∆q)∆q−µ(q)∆q〉, (2.29)
where  is a very small number, e.g. to the order of 10−12 (but not too small, to avoid
numerical round-off problems), ∆q is a standard Gaussian random variable with zero
mean and unitary variance, and the average (indicated by angle brackets) is over the
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number of additional evaluations of µ(q+ ∆q). The main advantage of the random
finite difference method, compared to explicit evaluation of the divergence, is that only
a small number of additional evaluations of µ are needed per iteration.
2.7 The practical part of optical tweezers
2.7.1 Basic optical tweezers
An optical tweezers setup can take different forms but it will most likely be organised
around a high NA lens in an inverted microscope construction. Illustrated in Figure 2.9,
the inverted microscope part consists of an illumination source throwing light on a
sample cell, which is usually filled with an aqueous suspension of Brownian particles,
and is held on a translation stage. Placed below the sample is a high NA objective lens
that collects the illumination light after it passes through the sample.
Camera
Objective lens
Steering/
shaping
Illumination
Condenser
SampleL
as
er
Inverted microscope
Beam expander
Dichroic mirror
Relay optics
Figure 2.9: A single-beam inverted microscope optical tweezers setup.
To convert such an inverted microscope into optical tweezers, a laser beam has to be
coupled to it. In their simplest form, the tweezers will generate a single stationary
optical trap. The laser beam usually needs to be expanded and re-imaged onto the
sample, which is achieved using relay optics, consisting of two lenses separated by a
distance equal to the sum of their focal lengths, as illustrated in Figure 2.9. It will
then be focused onto the sample by the same objective lens to create an optical trap
- it is for this purpose that the objective needs to have a high NA, as explained in
Section 2.4.1. We can now ‘capture’ optically trappable objects - conventional choices
being silica or polyester micro-beads (∼ µm in diameter). Usually laser sources with
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wavelengths of 1064 nm and about 820 nm are used. These wavelengths coincide with
local minima of the optical absorption for water, thus minimising the heating of the
sample [89, 90].
If the optical trap is to be moved across the sample without translating the sample
itself, some method for directing the beam is needed. A steerable mirror placed ahead
of the re-imaging optics in the plane conjugate to the back aperture of the objective
lens (as shown in Figure 2.9) can be used to move the beam in the xy-plane, while
location of the focus along the z-direction can be changed by displacing one of the relay
lenses along the beam axis. Combining two steerable mirrors with a couple of polarising
beam splitters can result in creation of two movable optical traps [91]. Alternatively,
multiple traps can be generated by time-sharing the single laser beam with the use of
a scanning mirror or an acousto-optic deflector [92, 93]. Non-Gaussian beam shapes
can also be created by using specialised optics. Bessel beams, for example, can be
generated with the use of an axicon [94, 95], and Laguerre-Gaussian beams can be
produced using specially designed holographic masks [96]. All of the above, however,
are single purpose optical setups. An alternative method exists that can simultaneously
steer, split and shape the beam using a computer-controlled diffractive optical element
(DOE) - known as holographic optical tweezers (HOT).
2.7.2 Holographic optical tweezers
Holographic optical tweezers work on the principle that the phase of a light beam can
be locally altered, causing the different parts of the beam to interfere with each other
(after propagating some distance away from the plane where the phase modulation
was applied), which results in some particular intensity pattern [12, 97, 98]. A familiar
example of this is a diffraction grating with its interference pattern, which ‘splits’ the
incident light beam into several diffraction orders. In HOT a diffraction grating can
be created by using, for example, a spatial light modulator (SLM) [99]. An SLM has
a liquid crystal display, subdivided into a rectangular grid of pixels, each a few or tens
of microns across. A voltage can be applied across each pixel individually to change
the orientation of the liquid crystals on that pixel, which in turn changes the refractive
index (since liquid crystals are birefringent). So the light incident on different pixels
will experience different phase shifts. Choosing an appropriate distribution of refractive
indices across the SLM one can shape the incident light in a variety of ways.
One of the mechanisms for the user to address an SLM is by displaying a greyscale
hologram on its screen (although not all SLMs have this feature). Usually each pixel
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in the hologram image will have a value in the range from 0 to 255, which corresponds
to the voltage that the user requests to be applied across each pixel on the SLM. Or -
looking at things from another angle - each pixel in the hologram corresponds to the
phase shift that the light incident on the corresponding SLM pixel will experience; this
is in the range from 0 to 2pi. Figure 2.10 shows some examples of such holograms along
with how they change the trap appearance in the focal plane of the objective.
Naturally, a flat hologram (Figure 2.10(a)) will have no effect and we will see the
original zero-order Gaussian beam trap. No matter what hologram is displayed on an
SLM, it will not change the position of the zero-order beam, but it can direct some light
away from it. Figure 2.10(b-d) shows a trap being deflected along x, y, and combined
xy directions using phase ramp patterns. A phase ramp is wrapped at intervals of 2pi,
so it appears as multiple lines where the colour is changing from white to black across
the width of each line. The steeper the phase ramp, the narrower the spacing between
the consecutive phase wraps, the further away the trap will be shifted. Changing the
sign of the gradient of a ramp will move the trap in the opposite direction.
It is also possible to move the trap in the z-dimension, i.e. change the location of
the trapping beam focus with respect to the image plane of the objective lens. This is
done with a hologram where phase ramps are circularly symmetric as in Figure 2.10(e),
imitating the phase shift created by a Fresnel lens. Again, this can be combined with
xy translation as seen in Figure 2.10(f).
These holograms for a single trap can be generated by calculating the phase pattern
φS (where superscript S stands for ‘single’) using the following equation:
φS(u, v) =
(
ku
f
)
x+
(
kv
f
)
y+
(
k(u2 + v2)
2f2
)
z, (2.30)
where k is the wavenumber of the laser beam and f is the focal length of the objective
lens, the resulting trap will be located at (x, y, z) in the focal plane, and u, v denote the
pixel coordinates on the SLM. The first two terms on the right-hand-side correspond
to a diffraction grating shifting the trap in x and y, and the third applies a defocus by
imitating a Fresnel lens.
Examples of holograms that create multiple traps with varying intensity and at different
locations are shown in Figure 2.10(g,h). Such trap arrangements can be created using
the gratings and lenses algorithm [100], which superposes the individual holograms of
each trap:
φM = arg
(∑
i
Aiφ
S
i
)
, (2.31)
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(a)
(b)
(c)
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(h)
Figure 2.10: The working principle of HOT: holograms that can be placed on an
SLM and schematics showing how the traps that they create would appear in the inverted
microscope image plane. (a) Shows the original undisturbed Gaussian beam trap. The trap
can be shifted along x (b), y (c) or combined xy (d) directions. The focus of the trapping beam
can be moved out of the focal plane (e) and simultaneously translated in xy (f). Generation
of two traps of equal (g) and different intensities (h). Zero-order beam and ghost traps are
not shown.
where Ai is the relative amplitude of each trap and superscript M stands for ‘multiple’.
This method is very computationally efficient, but it produces ghost traps - unwanted
bright spots in the focal plane, which were never meant to be there. There are two
reasons behind the emergence of ghost traps. When multiple traps are created by
placing a diffraction grating pattern on an SLM, higher order interference maxima will
also be generated. The second reason is that an SLM can only control the phase but
not the amplitude of the incident beam, therefore some parts of the hologram will have
more light reflected from them leading to imperfect interference in the focal plane.
Methods for optimising the hologram pattern to perfect the intensity distribution in
the focal plane exist, such as Gerchberg-Saxton [101] or the adaptive-additive [102],
but they are computationally slower.
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2.7.3 Data acquisition and applications
We have so far only discussed how optical tweezers can trap and move an object -
more advanced experiments are possible, most of which require knowledge of the mo-
tion of the trapped objects. The position of one or several particles can be tracked by
using digital video microscopy. As shown in Figure 2.9 the illumination light leaving
the objective lens can be focused onto a digital camera to observe and record what is
happening in the sample. These video images can be analysed either after recording
or in real time during the experiment. High speed data acquisition is often desired
in optical tweezers experiments (to observe events happening faster than typical op-
tical trap relaxation times) requiring high video frame rates. Several kHz rates can
be achieved even when using relatively inexpensive CMOS cameras and the 2D posi-
tion of a particle can be tracked with an accuracy as good as several nm [103, 104],
corresponding to around one hundredth of a pixel [105].
Image processing itself is a fairly simple procedure. When a spherical particle is slightly
above the focal plane of the objective lens and is imaged from underneath, it appears
as a bright spot surrounded by a dark ring (since it will act as a lens and focus the
illuminating light onto the focal plane), as seen in Figure 2.11(a). Background noise
can be thresholded out and the mean position of the intensity in the remaining image
gives the location of the particle. This is done by weighting each pixel coordinate by its
intensity before calculating the mean position and is computationally fast to perform.
The particle trace can then be recreated from this data, see Figure 2.11(b). Tracking
can be extended to 3D, with simple image analysis using stereoscopic imaging [106].
This technique uses two cameras to image the sample from two slightly different angles.
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Figure 2.11: Image processing in optical tweezers. A camera image (a) of a 5 µm radius
silica bead held in an optical trap before (left) and after (right) it has been thresholded. The
position trace of the bead (b) has been extracted from a video recorded at a frame rate of
600Hz.
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The lateral displacement of a particle in each image is linearly proportional to its depth
(axial location). By finding the difference in the lateral location of the particle in the
two images, information about its axial position can thus be determined.
Different kinds of information can be extracted from a recorded particle trace. Some are
particularly useful for calibrating the tweezers [107–109]. Others provide information
about the surrounding environment, for example, fluid viscosity [110–113] or its velocity
field [114–116], and external forces (other than optical and hydrodynamic) acting on a
trapped object [117–119]. Here we discuss two methods of analysing the particle trace
data to determine optical trap stiffness: equipartition and power spectral density.
Equipartition method
We saw in Section 2.4.2 that in the limit of small bead-trap displacement the trap exerts
a linear restoring force on the bead (as long as we assume a conservative system). This
corresponds to quadratic energy stored in the trap U(x):
U(x) =
1
2κ(δx)
2. (2.32)
Equipartition theorem states that a system at thermodynamic equilibrium has, on
average, 12kBT of energy in each degree-of-freedom. Equating the two energies gives
an expression for stiffness:
κ =
kBT
〈(δx)2〉 , (2.33)
where 〈(δx)2〉 is a time average of squared particle-trap separation, obtained from an
experimental data set. Averaging over several data sets would further improve precision
of this method.
Power spectrum analysis
Analytically, power spectral density (PSD) P (ω) of the over-damped Langevin equation
is obtained by taking the squared modulus of its Fourier transform [120], giving:
P (ω) =
2kBTµ
ω2c + ω
2 , (2.34)
where the corner frequency ωc is defined as ωc = κµ. The PSD has a characteristic
Lorentzian shape that can be seen in Figure 2.12. We can interpret this shape by
considering the motions that a trapped particle undergoes. Just like a free object,
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the trapped particle will undergo diffusion, taking it further away from the trap; this
happens at short time scales (high frequencies). After some period of time, longer
than diffusion time scales, the trap will exert enough force to pull the particle back -
diffusion will be hindered on long time scales (low frequencies).
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Figure 2.12: PSD of an optically trapped 5 µm radius silica bead. The plateau at
low frequency is caused by the optical trap impeding the diffusion. At frequencies higher
than the response time of the trap the diffusion signal dominates. Deviation from this trend
at the high frequency end is caused by noise. Corner frequency ωc is approximately 3.7Hz
here.
If needed, a least square fitting can be performed on an experimentally obtained PSD to
determine its corner frequency and, hence, optical trap stiffness. This is considered to
be the most accurate method for calibrating optical tweezers. Note that the expression
given above is only valid for a particle trapped far away from any boundaries. Close
to a surface hydrodynamic corrections need to be taken into account [55, 120].
2.8 Concluding remarks
In this chapter we saw how three different theories - Brownian motion, hydrodynamics
and light-matter interaction - come together in an optical tweezers system. Equipped
with the mathematical models of the three, and with the practical knowledge of how
optical tweezers operate, we can now proceed to the main task of Part I of this thesis
- designing and demonstrating optically driven hydrodynamic micro manipulation.
Chapter 3
Optically actuated hydrodynamic
manipulation
‘ROSENCRANTZ: Why don’t you go and have a look?
GUILDENSTERN: Pragmatism?! - is that all you have to offer?’
Rosencrantz and Guildenstern Are Dead — Tom Stoppard
The core idea of hydrodynamic manipulation is very simple - local currents within a
fluid are used to move selected freely diffusing objects (this encapsulates both trans-
lation and rotation). The fluid itself can be set into motion by a number of means.
Imagine, for example, a rubber duck that you can keep at the far end of the bathtub
by pushing the water with your hand, whenever you feel like the duck is approaching
too close. Except, in our case, instead of the bathtub we will have a water droplet
on a microscope slide; instead of the rubber duck - a micro-sized particle; instead of
the hand - some optically trapped object that can be moved. And instead of actively
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making the decision to move it ourselves, we will have a feedback loop that will do that
for us.
Let us break down the contents of this chapter. In Section 3.1 we will introduce the
optically trappable actuators, which will be used to control the fluid flow, and develop
the mathematical model of the feedback loop. In Section 3.2 we will computationally
simulate an aqueous system of multiple particles, some of which are optically trapped,
and then implement the hydrodynamic feedback within this simulation. We will further
explore various aspects of our feedback performance in Section 3.3 within simulations,
before proceeding to implement and test it experimentally in Sections 3.4 and 3.5.
3.1 Designing feedback for hydrodynamic manipu-
lation
Our hydrodynamic feedback loop should have the following three functionalities. In
order to direct the particle of interest, let’s call it the target, towards some desired
location, we need to know where it currently is. The first feature we need is, therefore,
real-time video tracking. Second, we need to be able to calculate what actuator motion
would drive the target towards this desired location - some sort of an equation will be
needed for that. And third, the actuators have to be set into motion, by updating the
optical tweezers.
The first and third steps - particle tracking and optical trapping are well researched and
ready to be implemented (in fact, we had the benefit of an already existing tweezers
setup with accompanying software [121] to perform all the basic tasks). The remaining
thing to figure out then, is the details of step two - the maths that will tell us how to
convert actuator motion into the desired target behaviour, and what exact shape the
actuators will take.
3.1.1 Designing the actuators
Before we begin to think about a mathematical description of the hydrodynamics in-
volved, we need to decide what kind of actuators we are going to use. Preliminary work
investigating different options has already been done by my supervisor Dave Phillips in
[122]. Suppose we choose to exert hydrodynamic control on a single degree-of-freedom
of the target by translating a nearby optically trapped bead, as in Figure 3.1(a). Say,
we find the target on the right of the desired location O, then the action that would
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bring it back to O would be to drag the actuator to the left. Intuitively, we can tell that
the distance the actuator has to cover would be larger than the separation between the
target and point O. We could continue applying this principle for a while, as the target
is continuously diffusing away from O, but eventually the actuator would either end up
so far away that its motion would no longer produce a significant hydrodynamic force
on the target, or the two beads would crash into each other. We therefore choose to
have stationary (translation wise) actuators, which would control the fluid by rotating.
O
(a) (b)
O
(c) (d)
Figure 3.1: Actuator influence on a target. Translating an optically trapped actuator
(grey) to the left (a) will drag the fluid and the free target (yellow) towards the desired
location O. A spinning actuator (b) will affect two degrees-of-freedom of the target, pushing
it along a circular trajectory, but introducing a second spinning actuator (c) will enable
simultaneous control of the target’s translation in 2D. Orientation of the target can also be
affected by a spinning bead (d). Red dots indicate optical traps.
For example, if we place a single spherical bead on the left of the target, Figure 3.1(b),
the y-motion of the target can be addressed just by spinning the actuator - clockwise
(about the z-axis) to move the target down in y, and anti-clockwise to move it up. This
would, however, affect the x-motion as well. Addition of a second actuator displaced
in y from the target, Figure 3.1(c), equips us with 2D translational control. This can
be extended to include other degrees-of-freedom as well. The spinning actuators would
also affect the orientation of the target, see Figure 3.1(d), by making it spin about the
z-axis in the opposite direction to that of the actuator, due to the difference in flow
velocity on opposite sides of the target. A bead spinning about the x- or y-axis would
change the z-location of the target. With enough actuators strategically placed in the
vicinity of the target, 6D1 hydrodynamic manipulation could in principle be performed.
Causing spherical beads to spin is no trivial matter, though. It has been demonstrated
that absorbing [123, 124] or birefringent [110, 125] particles can be rotated while in
optical tweezers. Most notably, some of these methods make use of elliptically po-
larised light, allowing control of direction and speed of the rotation of the trapped
1 By 6D here we mean six degrees-of-freedom (three translational and three rotational), not six
dimensions.
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bead. Reported rotation rates are, however, lower than what we anticipate to be ne-
cessary for our purposes. Another significant limitation of this technique is that an
elliptically polarised beam can only induce rotation about its direction of propagation.
It has been recently shown, though, that light beams with purely transverse angular
momentum can be generated [126], which are capable of inducing rotation in trapped
beads around axes transverse to that of the incident light. Together with recent devel-
opments in polarisation control [127] this would allow creation of multiple optical traps,
each of different polarisation. While experimentally feasible, these methods would have
required substantial modifications to our tweezers setup, and without a strong promise
of success, we therefore decided to look for alternatives.
Drawing inspiration from the world of micro-tools, my supervisor Dave Phillips has
designed wheel-shaped micro-rotors, shown in Figure 3.2(a). These micro-rotors consist
of a smooth ring with three inner spokes, each with a prolate handle - optical trapping
can be achieved by directing a laser beam through each of the handles, see Figure 3.2(b).
Moving the three optical traps in a circle will spin the wheel. The smoothness of the
outer ring ensures that the fluid flow around the rotor is mostly independent of its
orientation2, echoing the effect of a spinning sphere. These micro-rotors were fabricated
at the University of Bristol by our collaborators, using direct laser writing [128]; for
more information on this technique see Section 3.4.1.
(a) (c)(b)
Figure 3.2: Different types of hydrodynamic actuators. A scanning electron micro-
scope image (a) of a laser-printed micro-rotor (diameter of the handle beads is 4 µm) which
can be optically manipulated with three laser beam traps (b), and a schematic of a constel-
lation rotor (c) formed with three optically trapped spherical beads, confined to move along
a circular trajectory (red dots indicate optical traps).
As we will see later on in this chapter, the laser-printed micro-rotors proved to be
very effective at hydrodynamic manipulation, but they are not readily available for
purchase and require specialised equipment to be fabricated. We therefore also suggest
a different type of rotor - a constellation rotor - consisting of several spherical beads
(mostly we will use three) held in a circular arrangement with optical traps, as shown
2 There might be some minute effects due to the non-isotropic structure within the outer ring.
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in Figure 3.2(c). We confine the beads to move along a ring, mimicking the behaviour
of the micro-rotors, but the fluid flow they create is not isotropic and depends on
rotor orientation - because of this we anticipate the need of a thorough mathematical
description of the hydrodynamics involved. Note that here we use the term ‘micro-
rotor’ to refer exclusively to the laser-printed rotors, while the term ‘rotor’ is more
general and includes both micro- and constellation rotors.
3.1.2 Developing the maths
Now that we know what our hydrodynamic control setup will consist of, we can proceed
to the maths. An important note before the work that follows - while in principle
our wheel-shaped micro-rotors could be modelled mathematically using the bead-shell
model [129, 130], this would be computationally very time consuming; we therefore
approximate them as spheres, with confidence that any qualitative miss-estimations
would be corrected for by the nature of closed-loop feedback. We saw in Chapter 2
in Equation 2.20 that velocity of a single particle, our target bead in this context, is
related, via the mobility tensor, to the forces and torques acting on the other beads,
the actuators. But it would be more convenient if we could relate the rotation rates of
the actuators to the way in which we want the target to move. We would like to do
this in a conceptually simple way, so we propose the following equation:
vt = C trωr, (3.1)
as it can be easily solved by inversion. Here vt is a column vector describing the
velocity of the target (both translational and rotational), with one element for each
degree-of-freedom (df) that we wish to control, making it a column vector with Ndf
elements. This vector incorporates both speed and direction that we want the target
to achieve. ωr is a column vector containing the rotation rates of each actuator, with
one entry per actuator totalling Nact elements. C tr is an Ndf×Nact matrix expressing
hydrodynamic coupling between the target and the rotors. As an example, say we wish
to perform 2D hydrodynamic manipulation on the x and y motion of a single target
using two rotors r1 and r2. The above equation will take the following form: vtx
vty
 =
 Ctxr1 Ctxr2
Ctyr1 Ctyr2
 ωr1
ωr2
 , (3.2)
which we can solve by inversion to determine the required rotation rates ωr, given
the desired velocities vtx , vty . To derive an expression for the matrix elements C in
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Equation 3.2 we need to consider two things: which elements of the mobility tensor
µ are relevant, and what the constraints are on the rotor motion. Both of these will
depend on the type of rotors used.
Let’s first deal with micro-rotors; consider the 1D case of a target being manipulated
along the x-dimension with one spinning micro-rotor. The micro-rotor r1 is set into
motion by applying a torque Tr1 via translation of the handle spheres, so we need to
consider the µTR part of the mobility tensor. If we model each particle as a sphere,
then the target’s velocity is given by:
vtx = −µTRtxr1Tr1 , (3.3)
where µTRtxr1 is a 1× 3 segment from the mobility tensor. We rewrite this equation by
using the known relation for the torque magnitude on a single sphere, Tr1 = 8piηa
3
r1ωr1 ,
and writing the torque vector as Tr1 = bˆTr1 , where bˆ is a unit vector in the direction
of the axis around which the micro-rotor is spinning. We have:
vtx = −µTRtxr1 bˆr18piηa3r1ωr1
= Ctxr1ωr1 ,
(3.4)
Thus, we have derived Ctxr1 and can likewise obtain the rest of the C -matrix in Equa-
tion 3.2, for the case of micro-rotors.
We note that there is an implicit assumption in the above derivation. While the solution
for ωr1,2 does take into account the combined effect of the two rotors on the target, it
does not take into account the effect the rotors have on each other. This is because the
C -matrix does not contain terms from the mobility tensor that couple one rotor to the
other - in this sense, from the perspective of rotor r1, rotor r2 does not exist. Which is
equivalent to saying that, from the point of view of rotor r1, rotor r2 is a freely floating
particle, i.e. the flow field generated by rotor r1 is not affected by rotor r2. At first it
seems that this assumption makes our approach invalid because, quite clearly, rotor r2
is anchored in place by optical tweezers and will interfere with the fluid flow generated
by rotor r1. However, the optical relaxation time of the micro-rotors is on the order of
100ms (estimated from the corner frequency of experimentally obtained PSD), which
is considerably longer than the control-loop feedback time period of ∼5ms (as will be
explained in Section 3.2). Therefore, over the timescale of each feedback iteration, it
is reasonable to assume that the rotors are able to freely drift in each others flow. If
the optical relaxation time of the micro-rotors was significantly shorter than the 5ms
feedback time, the optical forces acting on the micro-rotors would have to be accounted
for in the feedback model, which would require exact knowledge of the position of each
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micro-rotor relative to the location of its trap.
The non-isotropic flow fields created by rotation of the constellation rotors can also be
captured by Equation 3.1. However, in this case the derivation of the matrix elements
of C tr is a little more involved than above. For simplicity, we consider a setup where
one rotor, consisting of three beads b1, b2 and b3, is used to control one degree-of-
freedom of the target, vtx . Here, we are only concerned with how x translation of
the target couples to translation of each rotor bead, so we only need to consider the
µTT part of the mobility tensor. To begin with, each of the three optically trapped
beads has three translational degrees-of-freedom, so Equation 2.20 can be expanded as
(ignoring the stochastic term):
vtx = −
[
µTTtxb1 fb1 +µ
TT
txb2 fb2 +µ
TT
txb3 fb3
]
. (3.5)
Since we are trying to determine the rotor motion required to translate the target
at vtx , this is a single equation with nine unknown forces f . However, in a rotor
formation, the beads are confined to a circular trajectory. This means that all beads
in the same spinning rotor will experience the same magnitude of the optical force,
F = κδ ≡
∣∣∣ fb1,2,3 ∣∣∣, where κ is the trap stiffness (assuming isotropic traps) and δ is the
distance between the trap and its bead. We will now see how, by considering geometry,
the optical forces on each bead can be related to a single free parameter, the rotation
rate of the rotor.
In 2D the direction of these vector forces can be written down relatively easily, but
in 3D the derivation becomes more complicated. We have taken a general approach
that is compatible with future extensions to arbitrary planes of rotation. We begin
by observing that between successive updates the trap constellation is rotated by an
^F B1
F B2
F B3 ab3
(b)
ar ωrΔtδ
(a)
^
^
Figure 3.3: Bead constellation rotor geometry. In (a) an optical trap is translated
by δ from the bead’s equilibrium location. Assuming the displacement is small we can write
δ = arωr∆t, where ar is the rotor radius, ωr is its rotation rate and ∆t is the trap update
time. Since all traps in the rotor will be moved by the same amount, all the beads will be
subjected to forces of the same magnitude F (b).
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angle of ωr∆t, where ∆t is the update rate and ωr is the chosen angular velocity of
the optical traps (and hence of the rotor). From geometry, see Figure 3.3(a), we find
that the magnitude of the force, F , on all three beads immediately after the SLM
update is F = ωrκar∆t, where ar is the rotor radius. In order to determine the
direction of the force, we express the optical force acting on bead bj as fbj = BˆjF ,
where Bˆj = [Bbjx ,Bbjy ,Bbjz ] is a unit vector pointing in the direction of the optical
force acting on bead bj , as illustrated in Figure 3.3(b), and the B’s are coefficients
dependent on bead position. The B’s can be determined from the following three
conditions. First, Bˆj has magnitude one:
1 = B2bjx +B
2
bjy +B
2
bjz (3.6)
Second, Bˆj is tangential to the ring along which the bead is moving (assuming small
displacements between trap and bead), i.e. it is perpendicular to the vector abj pointing
from the centre of the rotor to the centre of the bead bj , as shown in Figure 3.3(b).
Hence, the dot product of Bˆj and abj is zero:
Bbjxabjx +Bbjyabjy +Bbjzabjz = 0 (3.7)
And third, Bˆj lies in a plane perpendicular to the axis of rotation of the ring, defined
by a unit vector uˆj :
Bbjxuˆjx +Bbjy uˆjy +Bbjz uˆjz = 0 (3.8)
We know the location of the beads in the rotor (assuming they never lag behind their
traps too much, so that we can use the trap locations; see Section 3.3.3 for more details)
and our traps impose the rotor’s axis of rotation, therefore we know abj and uˆj , and
can solve Equations 3.6-3.8 to determine the B-coefficients for each bead in a rotor.
Consequently, the number of unknowns in Equation 3.5 is reduced from nine to one,
and we can rewrite it to fit the form of Equation 3.2:
vtx = −
[
µtxb1 Bˆb1 +µtxb2 Bˆb2 +µtxb3 Bˆb3
]
F
= −
3∑
j=1
µtxbj Bˆj κar∆tωr
= Ctxrωr.
(3.9)
The derivation demonstrated in this section can be extended to any number of degrees-
of-freedom we wish to control, any type and number of actuators, and for any number
of targets.
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Different forms of the hydrodynamic feedback equation
Now that we know what C tr looks like, we can consider some implications of Equa-
tion 3.1. This system of linear equations can take three forms: overdetermined, under-
determined or critical.
In the case of an overdetermined system the number of rotors is smaller than the
number of degrees-of-freedom we are trying to control, for example, if we try to control
the motion of the target in both x and y with a single rotor. In this case there is most
likely no solution for ωr, except for some special cases.
A critical system will have a rotor for each degree-of-freedom, making C tr a square
matrix, like in the previously discussed case presented in Figure 3.1(c). Provided that
C tr is invertible, this case will have a solution. However, for some target-rotor config-
urations there will be no solution. For example, if we have four rotors manipulating
x and y motion of two targets, and find them in the configuration illustrated in Fig-
ure 3.4(a), where the two targets have to be pulled apart. This example tells us that
designing the hydrodynamic manipulation setup is not as straightforward as assigning
one actuator for one degree-of-freedom. The two target problem could be solved in two
ways. We can either move the rotors to break the symmetry whenever we find ourselves
in a no-solution configuration; this would require an additional clause in the feedback
and the targets would inevitably be disturbed while the rotors are re-configuring. Or,
we can break the symmetry by introducing a fifth rotor, like in Figure 3.4(b).
(a) (b)
Figure 3.4: Symmetry implications for a hydrodynamic manipulation setup. In
a setup where we have four actuators to control four degrees-of-freedom, we can end up
in a situation which is impossible to solve (a). One way out is to break the symmetry by
introducing a fifth actuator (b).
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The presence of an extra rotor takes us to the final case - that of an underdetermined
system - where we have more rotors than target degrees-of-freedom. As long as an un-
derdetermined system is not inconsistent, i.e. having no solution, it will have infinitely
many. This poses the question - are all solutions equally good or do we need to be
clever about which solution we choose? We found that the conventional algorithms for
solving systems of linear equations (such as MATLAB solvers ‘mldivide’ and ‘linsolve’,
and LabVIEW solver ‘Solve Linear Equations’) almost always return a solution where
one of the rotors is stationary. This is not a good use of the available laser power, as
some of it would just be thrown away into trapping a rotor which is not even contrib-
uting to hydrodynamic manipulation. Since experimentally our system will be limited
by the maximum possible rotation rate of the rotors (see Section 3.3.2 for more detail),
we define the optimum solution to be the one in which the rotation rate of the fastest
rotor is minimised. This way the highest contributor (the fastest rotor) will not be
allowed to do too much work, thus encouraging the other rotors to be active as well.
We identify this solution by a simple trial-and-error method in which we input a range
of different fixed rotation rates for one of the rotors. Once one of the rotation rates is
fixed, we are back to solving a critically determined system. We obtain the solution
of this system for each fixed input to acquire trial solutions for the rest of the rotors.
Our estimate is refined with further rounds of trial solutions in the vicinity of the best
solution of the previous iteration. The algorithm terminates if the solution is no longer
changing, or after 11 iterations. We found that this method works well and is not
computationally expensive.
3.1.3 Summary
We now have a complete description of our hydrodynamic manipulation setup. A freely
diffusing target particle will be subjected to fluidic control in order to be moved along
a desired trajectory or to be kept stationary. The fluid will be actuated using one of
the two different types of rotors - wheel-shaped micro-rotors (Figure 3.2(a)) capable of
generating a smooth fluid flow, or more readily available constellation rotors made up
of several beads confined to move along a circle (Figure 3.2(c)). The needed actuator
rotation rates and the desired motion of the target are linked via a matrix C tr, which
encompasses information about the hydrodynamic behaviour of the system and the
constraints on rotor motion. Computation of this matrix requires knowledge of the
relative locations of the objects in the system. Since these positions are continually
changing, the matrix will have to be recalculated in every iteration of the feedback loop.
Once the necessary rotation rates are known, the actuators will be set into motion using
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optical traps. The target will be pushed towards the desired location and the feedback
loop will be repeated.
3.2 Simulating hydrodynamic manipulation
Before we jump straight to implementing hydrodynamic manipulation in an experi-
mental tweezers setup, we wish to have a better idea of what to expect - a computa-
tional simulation will serve this purpose. Using mathematical models and numerical
methods introduced in Chapter 2 we wrote a set of MATLAB scripts and functions that
can simulate the behaviour of an arbitrary number of spherical particles - freely diffus-
ing or optically trapped - in an unbounded fluid or near a planar surface. Within this
simulation we then implemented the hydrodynamic feedback described in the previous
section, to test how well it will work.
3.2.1 Simulating a system of an arbitrary number of spherical
particles
To briefly recap the theory: the finite difference version of the over-damped Langevin
equation (Equation 2.28) allows us to simulate the time evolution of N spherical
particles immersed in a fluid. All particles will be subject to Brownian motion, mod-
elled as white noise. Some of these particles will be optically trapped, by using the
Hookean spring model to describe the restoring optical force. Unless otherwise stated,
these particles will be spherical silica beads. And, as is common practice in low Reyn-
olds number environments, we ignore the inertial effects.
Within our simulation all the particles have a corresponding optical trap, which we
can ‘turn off’ for the freely diffusing ones simply by setting the trap stiffness to zero.
Each bead is only responsive to its own trap, they are not affected by any other traps
in the vicinity. Because the Hookean spring model allows the optical force to increase
indefinitely with bead-trap separation, care must be taken to ensure that the simulation
does not diverge from physical reality. This is done by throwing an error if the bead-
trap distance exceeds one and a half of the bead radius. Then either the stiffness can
be increased or the motion of the particle slowed down.
As illustrated in Figure 3.5, the simulation loop starts in a specified arrangement of
optical traps and particles, described with xtrap and q1 respectively. Note that qi
includes orientation of every bead as well as its location; here subscript i denotes
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the iteration number. Each iteration makes note of the current particle location to
evaluate the 6N × 6N mobility tensor µ. The displacement of each bead from its
optical trap δ is calculated as well, from which the optical forces f opt can be inferred
(using Equation 2.18). Brownian forces fBrn are simulated as explained in Section 2.6.
Positions of optical traps can be updated if desired; this is easiest to achieve by assigning
trap locations for every iteration in advance. All elements are now in place to solve the
Langevin equation for the location and orientation of the particles in the next iteration.
Time-wise, the iterations are spaced apart by the time step ∆t - care must be taken
to ensure that this time step is significantly smaller than the optical relaxation time
of the trapped beads, otherwise the solution will not converge, resulting in unrealistic
oscillatory or diverging behaviour. The time step ∆t must also be significantly larger
than the momentum relaxation time tm of the beads, because at this time scale the
motion of the water molecules becomes ballistic and is no longer described by the
uncorrelated white noise that we defined in Sections 2.2 and 2.6. The loop repeats for
a set number of times N it, or until some other specified condition is met.
Start
Arrange beads
and traps: q1, xtrap
Solve Langevin
Eqn for qi+1
Is i+1 = Nit?
Yes
No
Estimate:
μi, δi, fiopt, fiBrn End
Figure 3.5: Flowchart of the multiple particle simulation.
Fluid flow maps
Our hydrodynamic manipulation technique does not explicitly require the knowledge
of the fluid flow, nevertheless, visualising it is very useful for developing an intuition
about the behaviour of our system. Flow fields created by translating and/or rotating
particles can be estimated using Equation 2.20 in the limit ai → 0. In practice we do
this by defining a 2D grid on the area of interest and placing a zero-size tracer particle
at each point of the grid. The relevant mobility tensor terms are then calculated
and the velocity of the tracer particles determined. We reiterate that the laser-printed
micro-rotors are modelled as spheres, and, since we cannot place tracker particles inside
the spheres, we assume a 1/r2 fluid velocity fall-off from the inside edge of the rotor
disk, to plot the flow-fields inside the micro-rotors.
Figure 3.6 presents a comparison between flow fields generated by the two actuator
types. A smooth isotropic flow is generated by a spinning micro-rotor, while we see
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three-fold symmetry in the flow around a constellation rotor. The figures include flow
streamlines which are everywhere parallel to the instantaneous fluid velocity.
(a) (b)
Figure 3.6: Fluid flow maps for different actuator types. The flow generated around a
spinning micro-rotor (a) and a three bead constellation rotor (b). Background and streamline
colour is proportional to fluid speed.
Validation
A limited number of experimental results characterising hydrodynamic interactions of
spherical particles are available in the literature. In one of them, in order to obtain
quantitative information about hydrodynamic interactions between colloidal particles,
Meiners and Quake [131] observed two optically trapped latex beads. From measured
position fluctuations of the particles they calculated the auto- and cross-correlation
functions and compared them with analytical models. The theoretical functions showed
very good agreement with experimental results and so we used the former to validate
our simulation. These analytical functions were derived from the Langevin equation,
using the Oseen approximation to the hydrodynamic mobility tensor and can be found
in the cited paper as Equations (4-5).
Figure 3.7(a) shows the autocorrelation of the simulated behaviour of a single bead in an
optical trap to be in excellent agreement with the theoretical prediction. Figure 3.7(b)
shows the cross-correlation functions for beads separated by 8µm - also in excellent
agreement with the theory. Thus we are confident that our simulation predicts correct
behaviour in an unbounded fluid.
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Figure 3.7: Validation: correlations between optically trapped beads. Autocorrel-
ation of a single optically trapped silica bead (a) and cross-correlation between two optically
trapped silica beads separated by 8 µm along the x-direction (b). Correlations were estimated
from simulation data of 600 s for 1 µm diameter beads in optical traps of stiffness 10−5, 10−5
and 0.5× 10−5 Nm−1 in x, y and z respectively, with a time step ∆t = 2× 10−5 s, at the
temperature of 300K, with other properties as specified in the front matter. The simulations
are compared to analytical correlation predictions for the same system.
Diffusion of two spherical beads close to a planar surface was experimentally and the-
oretically investigated by Dufresne et al. in [132]. This paper considered diffusivity of
two modes of motion of the spheres: relative DR (to describe how the particles move
relative to each other) and collective DC (to describe the motion of the centre of mass).
For each mode two directions were defined: parallel D‖ and perpendicular D⊥ to the
bead separation vector; both of these are parallel to the surface, and diffusion in the
direction perpendicular to the surface is not considered. Thus there are a total of four
modes M . Theoretically derived diffusivities were shown to agree with experimentally
obtained values.
Diffusivity of any mode DM (d,h) at a given bead separation d and height above the
surface h can be obtained from the mean squared displacement (MSD) of the coordinate
of that mode rM :
〈(rMt0+τ − rMt0 )2〉 = 2DMτ , (3.10)
where the angle brackets denote an ensemble average, t0 is the start time and τ is
the duration of the observation. To recreate Dufresne’s experiments and calculate the
diffusion coefficients D(d,h) we simulated 8000 sets of two freely diffusing beads for
different starting combinations of d and h, and of τ = 20ms duration. Calculating the
MSD of each set and taking an ensemble average then gives the diffusivities. These
results are compared with the theoretical model in Figure 3.8, and show very good
agreement. We begin to see some divergence from theory in Figure 3.8(c) at smaller
Chapter 3. Optically actuated hydrodynamic manipulation 44
bead separations and closer to the surface, as this is approaching the limit of the
accuracy of the mobility tensor equations that are used in the simulation.
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Figure 3.8: Validation: diffusivities near a surface. Comparison of diffusivities as
defined by Dufresne (black lines), and estimated from 8000 sets of 20ms duration simulations
(coloured circles) of two 1 µm diameter beads diffusing near a planar surface at different bead
separations and heights h. Blue circles refer to collective and green - to relative motions.
The time step used was ∆t = 4× 10−5 s, with other parameters being identical to the ones
in Figure 3.7
3.2.2 Implementing hydrodynamic feedback
Having validated the simulation code we proceeded to implement the hydrodynamic
feedback equations from Section 3.1.2. The relevant flowchart is presented in Figure 3.9.
End
Estimate:
μi, δi, fiopt, fiBrn
Is 
ti/tupd = int?
Arrange beads
and traps: q1, xtrap
Assign actuator
type to each d. of f.
Start
Yes
No
Is i+1 = Nit?
Solve Langevin
Eqn for qi+1
Estimate
μfi, Ctri, 
vti, ωri 
Assign
xtrap(ti+tdel),
T(ti+tdel)
 
Yes
No
Figure 3.9: Flowchart of the hydrodynamic feedback implemented into the sim-
ulation code.
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Before the simulation starts we need to choose what kind of actuators are going to
be used - bead constellation rotors or micro-rotors, which, as discussed earlier, will be
modelled as spinning spheres - and where we are going to place them. Constellation
rotors can be rotated by translating the optical traps along a circular trajectory, but to
spin the spheres we have to assign an ‘optical’ torque. Since we are not planning to use
spinning beads in an actual experiment, this torque will simply be a number estimated
from the required rotation rate using T = 8piηa3rωr as discussed in Section 3.1.2,
without attempting to simulate optical origins of such a torque.
To mimic an experiment, we do not solve the hydrodynamic feedback equation, Equa-
tion 3.1, in every iteration of the simulation, but account for the presence of possible
delays. First, we have the update rate of the SLM which determines how frequently
the optical trap locations can be updated. Our SLM can be updated at ∼200Hz set-
ting the trap update time tupd to 5ms. The feedback code is therefore executed every
tupd seconds. We must also account for the computational time required for image
processing to track the target, performing hydrodynamic calculations and generating
the hologram, which together amount to a delay time tdel of 10 -15ms. This delay is
accounted for in the simulation by updating the trap locations and torque, only tdel
after the iteration during which they were estimated. During this delay time the target
is able to diffuse away from its registered position, so the shorter the delay time is, the
more accurate the feedback will be.
The trap update time also serves in estimating the desired target velocity, needed to
move the target from its current location and/or orientation to the desired one: vt =
qt,desired−qt
tupd
. This might, as tupd is very short, result in unreasonably high requirements
for actuator rotation rates ωr, which will be discussed more in Section 3.3.2.
It is important to note that we need a new mobility tensor µf for the feedback calcula-
tions, different from µ which is used in solving the Langevin equation. The main reason
is that in an experiment we will not know the actual locations of the actuators, unless
we video track them along with the target. We will, however, have access to the trap
locations - it is using these that µf is estimated; Section 3.3.3 discusses the implications
of this in more detail. We might also want to investigate the effect of using different
equations for µf (e.g. a different number of expansion terms) than those for µ, which
will be based on the most accurate possible expansion to make the simulation physics
as realistic as possible. We do not, however, need to calculate the entire µf, saving
some computational time, only the parts which are needed for estimating C tr. The
effects of choosing different methods for calculating µf are discussed in Section 3.3.1.
Chapter 3. Optically actuated hydrodynamic manipulation 46
Comparing actuator types
Before we discuss the influences of different parameters of the system in more detail,
we present sample results to illustrate the performance of our hydrodynamic manipu-
lation method. We assigned the feedback with the task of suppressing the Brownian
motion of a target bead by keeping it at a constant location - we call this hydrodynamic
clamping. For now, we only deal with 2D translation clamping in x and y directions.
Figure 3.10 shows the position scatter plots together with 1D histograms of a hydro-
dynamically clamped target for both types of actuators. To quantify the effectiveness
of clamping we consider the standard deviation σ of the target’s position over the time
of the simulation, defined as the average of σx and σy. We see that micro-rotors per-
form nearly 50% better than constellation rotors, which we attribute to two causes.
As we will see in Section 3.3.3, constellation rotors do not actually behave exactly as
the feedback prescribes, while the micro-rotor response to the applied torque is imme-
diate (within a simulation). We also expect that the inherent orientation dependence
associated with the constellations impairs their capabilities. However, we expect this
difference between the two actuator types to become smaller in the experiments, with
a less fruitful outcome for the micro-rotors, as they will also suffer from a non-perfect
response to the optical traps.
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Figure 3.10: Simulation results for 2D clamping: using constellations (a) and micro-
rotors, modelled as spheres, (b). The mean standard deviation of the 5 µm radius target’s
motion in the two simulations was σ= 83.3 nm and σ= 42.1 nm for constellations and micro-
rotors respectively.
We now proceed to examine a variety of variables and sources that can impact the
results of our hydrodynamic manipulation technique.
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3.3 Tailoring hydrodynamic feedback
In the previous section we have demonstrated the viability of our hydrodynamic manip-
ulation scheme. We now wish to investigate various aspects of it in more detail to see
if, and how, it can be improved, before being applied in an experiment. For example,
we would like to know how hydrodynamic clamping in an unbounded fluid is different
from one near the bottom of the sample cell; how many degrees-of-freedom we can
expect to be able to control; what magnitudes of actuator rotation rates are necessary
for achieving successful hydrodynamic manipulation. These and more questions will
be investigated in this section.
3.3.1 Different forms of µf
We now return to the question of the exact form of the mobility tensor used in the
feedback equations, µf. Since our experiments will be done with sedimented beads, the
mobility tensor µ that governs the physical behaviour of the system will be based on
Equations 2.14, which include the surface terms. But we may not necessarily want to
use the same complex equations in the feedback. We have several different options for
µf. The simplest form that the equations can take, the Oseen expansion3, accounts
only for the first order terms. Including an additional term in µTT of the order a2/r3
gives us the Rotne-Prager tensor (a term of this order does not appear in µTR and is
therefore not applicable to micro-rotors). And finally, we have a mobility tensor which
includes the surface terms in the expansion. We also investigated what happens if the
orientation dependence of the constellation rotors is ignored, i.e. if the feedback sees
one constellation as a single spinning sphere.
µf
σ, nm
Constellations Micro-rotors
Oseen 83.82 42.10
Rotne-Prager 85.55 —
Surface terms 85.00 43.06
Ignoring orientation dependence 106.6 —
Table 3.1: Effect of the form of the mobility tensor used in the feedback loop.
Performance of hydrodynamic clamping, expressed as the standard deviation σ of the target’s
motion, with different equations for the mobility tensor µf in the feedback.
3 Note that technically ‘Oseen’ refers only to the µTT part of the tensor, and therefore applies
only to the constellation rotors, but here we will use this term to also refer to the first order expansion
of the µTR part.
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The simulated results of hydrodynamic clamping set out in Table 3.1 show no significant
difference between the alternative forms of µf. We conclude that, while the feedback is
slightly more accurate with longer expansions for the mobility tensor, this improvement
is not substantial and is lost in the noise of other limitations of the system. What stands
out, however, is the effect of ignoring orientation dependence of the constellation rotors
- a 25% reduction in clamping performance. This highlights the importance of taking
into account the hydrodynamic couplings between the target and all the actuator beads.
The main take-away message here is that the lowest order expansion of µf will be
sufficient for experimental implementation.
3.3.2 The need to limit actuator rotation rates
There are two reasons why we might need to scale down the estimated actuator rotation
rates before they are applied to the optical traps holding the actuators. The more
obvious one stems from experimental limitations - if the optical traps are moving too
fast, the actuator beads will not be able to keep up because of increasing hydrodynamic
drag. This way we will either have the rotors spinning much slower than the traps (as
the traps will jump from dragging one bead to dragging the next), or will simply lose
the actuators, as they will be pushed upwards in the direction of the laser beam by
an unfavourable light field. While the simulation is not actually limited by the above
reasons, since each bead is aware of only one optical trap and the force response is
linear, we wish to keep things as realistic as possible so as not to have far-fetched
expectations in regard to experiments.
Another, more subtle, motive originates from the presence of delay time. Suppose
that at some point the target was found to be some distance away from the desired
location, point O, and the rotors are already spinning to push it back. When the next
feedback iteration is entered, the target’s location will be registered, based on which,
new actuator rotation rates will be estimated. But these rotation rates will only be
applied some 10ms later, by which time the target will have been pushed further along
towards O. So the new rotation rates will be applied when the target is closer to O
than the feedback thought - therefore overestimating the necessary rotation rates. This
leads to less efficient clamping because the target ends up continuously overshooting O.
Figure 3.11(a) shows the behaviour of a target clamped with two micro-rotors when
the maximum available rotation rate of the actuators ωlim is limited to three different
values. At ωlim= 710 ◦ s−1 the target oscillates about the desired location (x, y = 0).
Reducing ωlim to 230 ◦ s−1 significantly suppresses the amplitude of target’s motion.
Chapter 3. Optically actuated hydrodynamic manipulation 49
But bringing ωlim too low, e.g. 30 ◦ s−1 is no longer very effective as now it takes a lot
of time for the rotors to push the target back to 0. It is not immediately obvious by
how much the rotation rates need to be scaled down for best clamping results, requiring
a bit of trial and error. The yellow data points in Figure 3.11(b) show the standard
deviation of the clamped target, indicating the best results at ωlim= 230 ◦ s−1 (for the
case of constellation rotors formed from three 5 µm radius beads located on a ring of
radius 8 µm and placed 22µm away from the target, the optimum rotation rate was
found to be 150 ◦ s−1).
Time, ms
P
os
it
io
n,
 μm x
y
ωlim=30°s−1 ωlim=230°s−1 ωlim=710°s−1(a)
σ, nm
Rotation rate limit, °s−1
Delay uncorrected
Delay corrected
(b)
0 3 6 9 0 200 400 600
40
60
80
1000
0
-0.2
0.2
0.4
0.2
-0.2
-0.4
Figure 3.11: Limiting actuator rotation rates. Trace of a target particle (a) when
rotation rates of two spinning actuators are limited to ωlim= 30 , 230 and 710 ◦ s−1. Standard
deviation σ of the target (b) for different limits on actuator rotation rates without (yellow)
and with delay-correction (blue). Each data point was estimated from a 60 s simulation.
Another, more rigorous, option for combating delay is attempting to predict the actual
position of the target at the time when the rotation rates will be actually applied. We
can do this by solving another finite difference equation to simulate the trajectory the
target would take during tdel. Once the end point qpred of this trajectory is computed,
ωr is updated based on this predicted position, rather than the one registered by
tracking. The equation that needs to be solved here will look very much like the
Langevin equation, but it will no longer have the stochastic term:
ql+1 = ql −µfl f optl ∆t, (3.11)
following the same conventions as in Section 2.6. Note, that this method can only
correct for the overestimation of ωr, and not the fact that the target also diffuses
away from its registered position during tdel, as we do not have the means to predict
Brownian motion.
We do not want this additional computation to contribute to the already existing delay.
For this reason, the time step ∆t in Equation 3.11 is set to 10ms - same as tdel - allowing
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the equation to be solved in one step. Duration of 10ms is still smaller than the optical
relaxation time, so it can be used as a value for the time step when solving the finite
difference equation. We estimated additional ∼0.2ms of computation time needed to
solve Equation 3.11 for a system of three particles, which is negligible compared to tdel.
This time increases up to ∼1ms if three-bead constellation rotors are used instead.
The blue data points in Figure 3.11(b) illustrate how effective this technique is - the
standard deviation after including Equation 3.11 in the feedback is reduced by up
to 40%, and shows the most improvement at the highest rotation rates. We still
see, however, that even with the delay correction we do not obtain the same σ for
different rotation rates. Another method worth exploring in the future for combating
over-actuation is correction of actuator rotation rates based on how close the target
is to its desired location. The shorter this distance, the lower the rotation rate, thus
minimising the chances for the target to over-shoot the desired position. We expect
that in conjunction with delay correction, this method would improve clamping even
more. The rotation rates experimentally achievable with our optical tweezers system
do not, however, reach the magnitudes that can significantly over-actuate the target
and, therefore, we will not be implementing the delay correction technique in the
experiments.
3.3.3 Influence of optical trapping stiffness
At first it might seem that to estimate µf we need the exact knowledge of the actuator
positions (which would imply video tracking of all the particles in the experimental
system, not just the target). We could, though, use the readily available trap locations
instead, as an approximation.
The beads in rotating constellation rotors will always lag behind their traps - the lower
the optical trapping stiffness, the higher the lag (Figure 3.12(b)), and the higher the
inaccuracy of the feedback if trap locations are used to represent bead locations. Fig-
ure 3.12(a) compares (for different optical trapping stiffness values) the hydrodynamic
clamping performance when the feedback equations use the actual actuator bead loc-
ations (grey) and when their optical trap locations are used instead (red). There is,
surprisingly, hardly any difference between the two, and knowledge of precise bead loc-
ations does not necessarily result in tighter clamping (e.g., the first point on the graph,
where the bead-trap lag becomes comparable to the bead size, shows substantially
poorer performance when bead locations are used). We explain this by noting that the
important quantity for estimating µf - separation between the beads - is an order of
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magnitude larger than the miss-estimation caused by not knowing the exact actuator
locations. It therefore does not matter which locations we use in the feedback.
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Figure 3.12: Effect of optical trapping stiffness on hydrodynamic clamping. De-
pendence of the standard deviation of a clamped bead on the optical trapping stiffness (a)
in a setup with bead constellation rotors, as illustrated in the inset. Average lag between
actuator beads and their optical traps, for different trap stiffness (b); inset: illustration of
how the assigned rotation rate is not followed by a bead in a constellation rotor; blue ar-
rows indicate the motion of the bead, red arrows show the direction in which the trap was
translated. Each data point was estimated from a 60 s simulation.
We further notice, in Figure 3.12(a), a significant drop in performance going from high
to low optical stiffness, regardless of whether the trap or actuator locations are used
in the feedback. This can be explained by the fact that the beads which are loosely
trapped are not repeating the motion of the traps with high accuracy, and the feedback
is not aware of that. The equations we use assume that the beads will have always
caught up with their traps at the end of each feedback iteration - the looser the trap
the less true this assumption is. In some cases the rotor might even end up spinning in
the opposite direction to the assigned one, as illustrated in the inset of Figure 3.12(b).
Suppose a bead in a constellation rotor is being moved clockwise by a trap at its edge.
In the next feedback iteration, the rotor is assigned a lower rotation rate in the opposite
direction - the trap will make a step in the correct, anti-clockwise, direction, but it will
still be positioned to move the bead clockwise. We could potentially account for the
bead-trap lag caused by low stiffness, if we could estimate it in every feedback iteration,
which would again require knowledge of actuator locations.
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3.3.4 Diffusion effects
We expect the rate of diffusion of the target to be one of the main factors determining
how well hydrodynamic clamping works. Here we investigate two sources that have an
impact on diffusion - particle size and the presence of a boundary.
As dictated by the fluctuation-dissipation theorem (D ∝ a−1), smaller particles diffuse
further in any given amount of time, so we expect the performance of hydrodynamic
clamping to worsen with decreasing target particle size. This is indeed the case; Fig-
ure 3.13 shows that clamping is more effective for larger target particles, following the
expected a−1t trend.
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Figure 3.13: Hydrodynamic clamping of different size targets. Stiffness of hydro-
dynamic clamping expressed as the standard deviation σ of the target’s motion, in a setup
with two spinning-sphere actuators as shown in the inset. The blue line is a fit inversely
proportional to the target’s radius at, with a fitting coefficient of 235.2.
Diffusion gets hindered in the presence of surfaces, so we expect the fact that our exper-
iments will be conducted with sedimented beads to work in our favour. In particular,
diffusion in the direction parallel to a nearby planar boundary is given by the Faxen
formula [133]:
D‖(h) ∝ 1−
9
16
(
a
h
)
+
1
8
(
a
h
)3
−O
((
a
h
)4)
, (3.12)
which is equivalent to the mobility tensor expansion in Equations 2.14.
As illustrated in Figure 3.14, which compares the standard deviation of a target
clamped at different heights above the surface, simulations predict a ∼30% clamp-
ing improvement in the near vicinity of the surface. We also see that clamping follows
a similar trend to diffusion, as dictated by Equation 3.12. However, near the surface
the standard deviation of the target’s motion does not quite reach the values we would
expect based on diffusion theory. This can be explained by the fact that the maximum
allowed actuator rotation rate ωlim is the same for different h values, but the speed
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of the target next to an actuator spinning at a constant rotation rate will be smaller
closer to the surface (the relationship showing this (Equation 3.13) will be derived in
Section 3.5.2). Therefore, hydrodynamic clamping near the surface, for the particular
value of ωlim = 90◦ that we used here, is slightly worse than we would expect based on
diffusion effects alone. We also note that close to the surface the maximum rotation
rate of the actuators is decreased, as dictated by Equations 2.14. In addition to this,
while in an unbounded fluid a particle spinning about the z-axis only induces fluid flow
in the xy-planes, next to a surface it will also create some flow in the z-direction.
σ, nm
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Figure 3.14: Influence of a surface on hydrodynamic clamping. Standard deviation
σ of a 5 µm radius target clamped at different heights h above a surface (yellow). The data
is fitted with the Faxen formula with a fitting coefficient of 52.6, which is the value of σ in an
unbounded fluid (estimated by averaging over a hundred 30 s simulation sets, with standard
deviation of 1.1 nm).
3.3.5 6D hydrodynamic manipulation
We are well aware that experimentally we will only be able to attempt 2D translational
- and perhaps 1D rotational (if we have a target whose orientation about the z-axis can
be easily tracked) - hydrodynamic manipulation. But lead by the spirit of curiosity, we
explore the possibility of extending our framework to 6D control within simulations.
We propose using constellation rotors for orientation control in the manner illustrated
in Figure 3.15(a). To control rotation of the target about the y-axis αy, we orient a
constellation rotor so that it spins around the y-axis - this arrangement only minimally
affects the translation of the target. Placing another two rotors - one displaced along
x and one directly below the target - completes orientation clamp setup. Before com-
bining this with translation control we are able to achieve orientation clamping with
an average standard deviation of σα= 8.4◦ when 8 µm radii constellation rotors, made
up of three 5µm radii beads each, are placed 22 µm away from a 2 µm radius target.
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Figure 3.15: 6D hydrodynamic manipulation setup. Target’s rotation about an axis
can be controlled by a constellation rotor rotating about that axis (a). 3D translation control
with spherical actuators (b). Complete 6D hydrodynamic manipulation setup (c) with three
constellation rotors aimed at controlling orientation and three beads positioned for translation
control.
For translation control, we complement the usual 2D arrangement by placing a third
actuator that will spin about the y = −x axis to address the z-motion of the target, as
can be seen in Figure 3.15(b). Such a crowded environment, Figure 3.15(c), imposes
several complications. The constellation rotors will have to be placed further away to
make room for the spinning beads - this will reduce the impact they have on the target.
To compensate for this we would need to increase the available rotation rates, which
would, in turn, require higher stiffness optical traps. Furthermore, the fluid set in
motion by the constellation rotors will inevitably affect the orientation of the spinning
bead actuators, potentially acting against the torque applied onto them, thus interfering
with translation control. This might be accounted for by modifying the feedback
equations - currently the feedback takes into account the hydrodynamic interactions
between the target and each actuator bead, but not between the actuators themselves.
Even in very optimistic conditions where we are able to spin the rotors at a rate of
several revolutions per second, and ignore gravity, the results are underwhelming -
either one type of clamping has to be sacrificed in favour of the other, or both can
be balanced, but at the expense of increasing the standard deviation several times.
Simulations show that an order of magnitude higher rotation rates are needed to achieve
results similar to those of independent orientation and translation clamping.
In addition to the challenges mentioned above, an experiment would also face the diffi-
culties of multidimensional tracking of the target’s location and orientation, overcoming
gravity, protecting the target from illumination in a complex scattered light landscape,
and finally, somehow managing to ensure that scattered light does not interfere with
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the optical trapping of the actuators. Considering all of this, we only attempt two-
dimensional hydrodynamic manipulation in experiments, leaving the third dimension
to an intrepid future researcher.
3.4 Our tweezers setup
Once we were confident in the viability and our understanding of the nuances of the
proposed hydrodynamic manipulation technique, we went ahead with the experimental
implementation of it. We had access to a functioning HOT setup (maintained by
Graham Gibson of the Optics Group at the University of Glasgow) with accompanying
Red Tweezers software [121] written in LabVIEW. Red Tweezers make use of a Graphics
Processing Unit (GPU) to generate the holograms displayed on the SLM at very high
speeds (down to 1ms for a single trap hologram, while a similar algorithm running
on a CPU would take from tens to hundreds of milliseconds [135, 136]). Each optical
trap, in addition to having independent 3D locations, is characterised by a number
of other customisable parameters, such as relative intensity, phase, vortex charge (for
generating Laguerre-Gaussian beams), etc.
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Figure 3.16: Our HOT setup. Adapted from Graham Gibson’s diagram in [134].
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We presented a generic setup for optical tweezers back in Section 2.4.1. Now we show a
detailed diagram of the particular HOT setup that we used in Figure 3.16. A 1064 nm
laser beam is expanded and directed to slightly overfill a reflective SLM (Boulder
Nonlinear Systems: XY-series, 512×512 resolution), where it is shaped into multiple
traps. The trapping beams are then re-imaged with 4f relay optics onto the back
aperture of a high NA oil-immersion objective lens (Nikon Plan Fluor: 100×, 1.3NA)
which focuses the beams onto the sample, creating the traps.
The sample was imaged using a halogen illumination module (Zeiss Axiovert: 100W)
fitted with a 0.55NA condenser. The illuminating light was collected using the same
objective lens and then directed, via an IR filter to remove any residual laser light,
onto camera 1 (GigE Vision, Teledyne DALSA Genie: HM1024) which was used for
real-time high frame rate (several hundred frames per second) particle tracking.
The way in which the algorithms within Red Tweezers work required two minor modi-
fications to the existing setup, to adapt it to our needs. First, the optical traps are
generated using the ‘gratings and lenses’ [135] algorithm - it offers speedy hologram
calculation, which is very appealing to our real-time feedback, but it suffers from ghost
traps. These are additional unwanted traps created by the phase only modulation
nature of the SLM. And even though Red Tweezers include methods for minimising
light intensity of ghost spots [137], we found that in some trap configurations there is
still too much light incident on the target particle, as illustrated by Figure 3.17(a). We
wish to avoid this, as unwanted light might interfere with our hydrodynamic manipu-
lation. To combat the issue we simply placed a beam-block in the laser path, which
(a) (b)
Figure 3.17: Ghost orders in optical tweezers. Optical trap setup for 2D hydrodynamic
manipulation without (a) and with (b) the beam block present. The images show laser light
reflected from a glass slide. Green circles indicate the traps which are meant to hold the rotors,
and the yellow perimeter indicates the region where the target particle is to be present and
where the mask blocks out the unwanted light. The blue circle indicates the original zero
order beam. The scale bars are 10µm in length.
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obstructs the unwanted light from reaching the sample (see Figures 3.16 and 3.17(b)).
The same approach could be used to mask the light outside of the functional actuator
area, if the rest of the sample also needs to be protected from illumination. Second, to
enable very fast particle tracking, the version of Red Tweezers that we used interrupts
the live video feed during the tracking. We therefore direct some of the illuminating
light from the main camera to a second USB camera for the purposes of observing the
hydrodynamic manipulation in action and recording of videos.
With the minor issues cleared up, we next modified the Red Tweezers software to
include our hydrodynamic feedback, as illustrated in Figure 3.18. Much like in the
simulation, we use the latest available target’s location (which can be tracked at several
hundred frames per second) and optical trap locations to calculate the rotation rate
of the actuators that would push the target towards a desired location. The actuators
themselves are set into motion by assigning their optical traps with new locations. The
new trap locations are then passed to the GPU engine, which calculates the hologram
to be displayed on the SLM - trap locations are updated at a rate of 200Hz. The rotors
respond to the translation of optical traps and, via the movement of the surrounding
fluid, propel the target. The feedback loop is then repeated for a given amount of time
or until the experiment is manually stopped.
Update hologram on SLM
Estimate needed 
rotation rates 
Actuators rotate and 
move the target
Track the target
Figure 3.18: Feedback loop within an experimental setup. The left-most image shows
a setup for 2D hydrodynamic manipulation of a silica bead using two micro-rotors (scale bar is
10µm). Next, in the clockwise direction, is an illustration of a thresholded image of a target,
used for tracking. The right-most image is a visualisation of the hydrodynamic interactions
between the target and the rotors, which are used to determine the actuator rotation rates.
Last is an example of a hologram displayed on the SLM.
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3.4.1 Sample preparation
Our micro-rotors were manufactured at the University of Bristol using a 3D laser
lithography system (Nanoscribe Photonic Professional). Direct laser writing relies on
polymerisation - a photoresist material (Nanoscribe IP-L) interacts with an incident
laser beam (wavelength of 780 nm was used) which causes it to solidify locally. This
enables the ‘drawing’ of desired shapes with resolution of up to several hundred nano-
metres. Once an array of shapes is created, the remaining unpolymerised photoresist
is dissolved away, leaving our micro-rotors stuck to a glass slip. The process of man-
ufacturing 100 micro-rotors takes approximately 8 hours. We had the rotors made in
three different sizes - 16, 22, and 30µm in diameter. The height of the outer ring was
5µm for all micro-rotors, with the width of the ring and the radii of the handle beads
varying from 1.5 to 2µm.
The micro-rotors then have to be transferred into a clean sample cell. We first place a
droplet of 1% water-Tween20 (SIGMA) solution on top of the array. Then, viewing the
micro-rotors under a 5x magnification optical microscope we would manually scrape
them of the surface using a copper wire, manipulated with an electronically controlled
XYZ translation stage; we found that doing this by hand without the translation stage
would push the rotors together too violently and would cause them to stick to each
other. Using a pipette we would transfer the micro-rotor suspension into a prepared
sample cell, of roughly 150 µm thickness. The rest of the sample would then be filled
with an aqueous solution of target particles. We would seal the sample either with
Norland Optical Adhesive 68 and 81 (Norland Products) or transparent nail varnish.
Before being used in an experiment the sample cell would be stored on its edge for
some time to allow the beads and micro-rotors to sediment in one location, where they
could be easily accessed. We would then optically trap the particles we needed and
drag them further away from the rest into a clear area to conduct the experiments.
For targets we would mostly use silica beads (Bangs Laboratories), which would also
form the constellation rotors. The benefit of using silica beads as targets is that they
are optically trappable. This made the setting up for the experiments fairly straight-
forward. We would trap the target silica bead and drag it to the starting location
of an experiment, before deleting the trap and exposing the bead to the influence of
hydrodynamic manipulation.
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3.5 Experimental results
We have performed a variety of experiments testing and pushing the limits of our
hydrodynamic manipulation technique. Most of the results presented here have been
published in [134] and have accompanying videos, which can be found at the following
link4. We believe these videos significantly ease the visualisation of our experiments,
and will be referring to them throughout the text.
3.5.1 Hydrodynamic clamping
First, we demonstrate clamping, as discussed in Section 3.2, of a 5µm radius silica
bead. We tried out three different micro-rotor sizes - 16, 22 and 30µm in diameter.
Figure 3.19 presents the standard deviation σ of the clamped target for the different
rotor sizes and for different rotation rate limits; as explained in Section 3.3.2 rotation
rates need to be limited for two reasons: to ensure that the actuators do not fall out of
the optical traps, and to not over-drive the target. We only reached rotation rates too
high for the target with the 22µm actuators, though; with minimum σ at 100 ◦ s−1.
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Figure 3.19: Experimental hydrodynamic clamping using differently sized micro-
rotors. The graph shows the standard deviation σ of a clamped 5 µm radius silica bead
using micro-rotors of different diameters d and for different assigned actuator rotation rate
limits.
Note, that both 16µm and 22 µm rotors were placed 22 µm away from the target bead,
meaning that they had different edge-to-edge rotor-target separations. We believe that
this distance is important because the fluid moves at the highest velocity right next to
the edge of the spinning actuator, and then falls off with the square of the distance.
Hence, the smaller rotors were generating lower fluid velocities at the target’s location -
4 The figures in this text which are associated with a video will have this icon , and a direct
link in the caption.
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this explains why, at low rotation rates, the 22 µm rotors outperformed the 16 µm ones.
Nevertheless, it was the smallest rotors that were, overall, able to clamp the best. This
can be explained by the fact that they have a shorter optical relaxation time, i.e. they
are quicker to respond to the motion of their optical traps - hence their actual rotation
rates follow the prescribed rotation rates the closest. The very same reason explains
why the large 30µm rotors (placed 26 µm away from the target) showed a comparatively
poor performance. Their motion was effectively low-pass filtered in comparison to the
trap motion, rendering them less adequate in responding to the target’s movement.
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Figure 3.20: Comparison of micro- and constellation rotors. The main figure shows
the PSD of a hydrodynamically clamped 5 µm radius silica bead for different actuator types
- laser-printed micro-rotors (raw data in light blue, exponential average in blue) and three-
bead constellations (exponential average in red, raw data not shown for visual clarity). The
left inset shows the trace and histogram of the x-coordinate of the silica bead clamped with
constellations for 5min, in the setup shown on the right of the inset; standard deviation
achieved in this experiment was σ = 89 nm (see Video 5). The right inset shows the same
information but for micro-rotors, with σ = 79 nm (see Video 1). Both scale bars are 10 µm.
We now make our way to a more detailed analysis. Figure 3.20 presents the power
spectral density (PSD) of a hydrodynamically clamped bead. In blue we see the data
for the best clamping result using the 16µm diameter micro-rotors and in red - when
using constellation rotors formed with three 5µm radius silica beads each, positioned
on a ring of 8µm radius (this is the distance from the rotor centre to the centre of
each bead). We analyse the trace and PSD as one would for an optically trapped
bead. The corner frequency of the PSD is proportional to the inverse of the clamping
response time - this is the time it takes for the target to respond to the motion of the
actuators. The corner frequency for the constellation rotors is not as well-defined, but
it is slightly shifted to the left of the micro-rotor corner frequency - suggesting less
successful clamping. Indeed, the standard deviation of the silica bead clamped with
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constellations is σ = 89 nm compared to the micro-rotor result of σ = 79 nm (these
results are also quoted in Table 3.2 for easy comparison with other targets and setups).
We attribute this to the orientation dependent performance of the constellation rotors
and the fact that the silica beads demonstrated longer optical relaxation times. We use
the Equipartition Theorem, described in Section 2.4.1, to estimate the ‘hydrodynamic
clamping stiffness’ to be 6.6× 10−7Nm−1 and 4.7× 10−7Nm−1 for the micro-rotors
and constellations respectively. Both are comparable to a weak optical trap.
Hydrodynamic clamping gets progressively worse with decreasing target size - compare
lines 2-4 in Table 3.2 - although the expected trend of σ ∝ a-1t (see Section 3.3.4)
is not exactly followed. If we take the result of the 5 µm target as a reference, the
standard deviation of the 2.5 and 1µm beads should have been around 178 and 445nm
respectively - instead, particularly for the 1µm target, we observe larger values. This
can be explained by noting that smaller particles diffuse more out of the image plane of
the camera, making video tracking less accurate, whereas in the simulations the exact
location was always available.
Target Radius, µm Actuator σ, nm
Si bead 5 2× 79
Si bead 5 2× 89
Si bead 2.5 2× 186
Si bead 1 2× 588
Chromium piece 1.5 2× 482
Yeast cell 2 2× 452
Two Si beads 5 5× 120
Three Si beads 5 7× 427
Table 3.2: Experimental hydrodynamic clamping results for different targets and
actuators.
We confirm our system’s independence of target material by clamping an optically
untrappable piece of chromium (GoodFellow) for 30min with σ = 482 nm, see Fig-
ure 3.21(a,b). We believe this is worse than clamping of a spherical bead of a similar
size because of the irregular shape of the piece of chromium, which reduces tracking ac-
curacy. We also note that the feedback equations assume all particles are spheres, which
might disadvantage asymmetric targets as their translational and rotational motions
are coupled - we expect, though, this to be a smaller source of inaccuracy compared
to tracking, computation delays and inability to apply the exact rotation rates on the
actuators.
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Figure 3.21: Hydrodynamic clamping of asymmetric objects. Experimental setup
(a) and 2D occupancy histogram (b) of a clamped chromium piece, roughly 3 µm across (see
Video 6). Setup for clamping translation and in-plane orientation of a yeast cell (c) using
constellation rotors formed with yeast (see Video 8). (d) Compares clamped yeast orientation
(red) with orientation when only translation clamping is performed. White scale bars are 10
and pink is 1 µm.
To show compatibility of our platform with biological systems we clamp another asym-
metric target - a yeast cell (we used fast action dried bakers yeast from Sainsbury’s).
This time each constellation rotor is formed with 5 ‘sacrificial’ optically trapped yeast
cells, removing the need to introduce foreign specimens into the sample. With a roughly
2µm radius yeast cell we achieved standard deviation of 452 nm, comparable to that
for chromium. The prolate shape of the yeast cell inspired us to attempt orientation
clamping. We do this simultaneously with position clamping by introducing another
five-yeast rotor, shown in Figure 3.21(c,d). We achieve a 7.5◦ standard deviation of the
in-plane orientation of the yeast over the period of 10min. And we do this without com-
promising translation clamping with σ = 385 nm. Orientation tracking was performed
using the inbuilt LabVIEW function ‘IMAQ Particle Analysis’.
3.5.2 Hydrodynamic micro-manipulation
So far we have only demonstrated suppression of the Brownian motion of an otherwise
freely diffusing object. But to truly perform hydrodynamic manipulation we need to be
able to translate the target particle along a prescribed trajectory. We first demonstrate
this by translating a yeast cell along a circular path, shown in Figure 3.22(a,b). To
achieve translation we simply update the desired location coordinates once the target
has approached the current desired location to within some specified distance. We
identify two strategies for prescribing trajectories. To impose small-scale motions of
high precision onto the target, like the circle example above, we define the path with
many closely spaced points and only switch to the next point if the target is close, e.g.
a 1/4 of its radius, to the current one. If we simply wish to transport the target from
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Figure 3.22: Hydrodynamic translation techniques: locally moving the target.
A yeast cell (a) moved along a circle (indicated in pink) using two five-yeast constellation
rotors with the corresponding occupancy histogram (b) (see Video 7). A 5 µm silica bead (c)
transported in between two points (blue dots) by two micro-rotors (see Video 2). (d) Shows
the speed of the target (colour) along its trace; the colour-bar indicates the speed in µms−1.
(e) Shows the speed data plotted against rotor-target separation d, along with a theoretical
fit. 2D position histogram of a complex trajectory of the University of Glasgow logo traced
out by a bead (f); the inset shows the trajectory in comparison to the bead sizes. White scale
bars are 10 µm and pink - 1 µm.
one location to another as quickly as possible, and are not particularly interested in the
exact shape of the trajectory it takes, it is sufficient to define only a few points along
the way. For example, to investigate the speed that a target can achieve, we assign the
feedback to repeatedly move it in between two points, as illustrated in Figure 3.22(c).
We extract the target’s speed from the data and plot it in Figure 3.22(d). Unsurpris-
ingly, the target is at its fastest when it is directly in between the two rotors - and
closest to them. We analyse the speed data in more detail and note that for the case
of a single target bead located a distance d away from a spinning micro-rotor, exposed
to torque Tr, target’s velocity will be given by:
vt = −µTRtr Tr.
To obtain an accurate fit we use the expansion for µTRtr in Equation 2.14, which takes
into account not only d but also the the distance away from the bottom of the sample h.
Substituting this into the above and simplifying suggests the following trend:
vt ∝
c1
d2
− c2
d2 + 4h2 , (3.13)
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where we have introduced scaling factors c1 and c2. We fit this equation to the ex-
perimental data in Figure 3.22(e) with c1 = 37 440µm2 s−1 and c2 = 41 030µm2 s−1.
To obtain the fit we assume the target to always be equidistant from both actuators
and the distance form the bottom of the sample h to be equal to the radius of the
target particle, 5µm. We also note that the equations used dictate that the velocity of
a target particle being translated by a spinning actuator is nominally independent of
the target’s size.
Unsurprisingly, such ‘local’ translations, where the target is still close to the actuators,
work very well. But they are restricted to a very small working region as we can
only position the actuators so far away before they lose their influence. What if we
wish to move the target over longer distances? From the above analysis we conclude
that to maximise the actuator influence, it is beneficial for the actuators to follow the
target as it is being translated. Or, rather, we make the actuators follow the current
desired location, so as not to jiggle them continuously with the Brownian motion of the
target. As an example of a long trajectory which still requires high accuracy, we task
the feedback to push a 5 µm silica bead along a 17×8µm University of Glasgow logo
outline, as seen in Figure 3.22(f). This trajectory was traced out in about an hour,
during which time the constellation rotors followed the target by keeping a fixed 22 µm
distance.
By fixing the target-rotor separation throughout an experiment we are free to translate
particles along any trajectories and to any location within the camera’s field-of-view.
But sometimes one might wish to translate an object across the entire sample. We do
this by returning to the idea of clamping. We fix the target’s desired location with
respect to the camera’s frame of reference and translate the stage holding the sample
cell. Unlike in the clamping strategy with two rotors demonstrated earlier, to keep
the target stationary we now use a set of three reconfigurable micro-rotors. Since the
aim now is to transport the target from one part of the sample to another, and we
are not particularly concerned about how accurately we control the target’s location,
we use the large 30 µm diameter micro-rotors because they will create the strongest
current within the fluid. To maximise the target’s speed, we use two ‘driving’ micro-
rotors positioned on opposite sides of the target, shown in Figure 3.23(a), spinning in
opposite directions to push the target against the bulk of fluid which is moving together
with the translating stage. To make sure that the target doesn’t drift into either of
these actuators, we place a third ‘regulating’ micro-rotor to be orthogonal to the other
two.
Since the direction of travel might change, we program the actuators to reposition
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(a) (b)
(c)(d)
Figure 3.23: Hydrodynamic translation techniques: moving the sample stage.
The target can be transported across a sample cell using a reconfigurable three rotor setup
(see Video 4). When the stage is in motion (a,c) two of the rotors are driving the target to
move it against the bulk of fluid, while the third rotor regulates the position of the target to
prevent it from crashing into the actuators. If direction of translation needs to be changed
(b) the stage is stopped and the rotors are rearranged depending on the new direction. When
translation is complete (d) the rotors are distributed around the target for hydrodynamic
clamping. Trajectory of the target through the sample is shown as a trailing blue-grey line.
Scale bars are 10 µm.
themselves, as in Figure 3.23(b), so that the line connecting the centres of the driving
rotors is perpendicular to the line of travel, and the regulating rotor is either behind
or in front of the target on the line of travel. While the rotors are moving along a
circle to reposition themselves, the sample is kept stationary. Once reconfiguration is
complete, the stage is set into motion in the new direction, Figure 3.23(c). We are
able to translate the sample at the speed of 1 µms−1 without losing the target bead
for an extended period of time. If we wish to stop the translation and simply perform
clamping, the rotors rearrange themselves to surround the target as in Figure 3.23(d).
Note that in this setup we have more actuators than the target degrees-of-freedom and
we use techniques described in Section 3.1.2 to deal with the mathematics involved.
Unlike other forms of flow control which operate only within predefined regions of the
sample [41], this approach gives us access to any areas of the sample that can be reached
by translating the stage in 2D.
We draw the reader’s attention to the fact that with this technique we were not able
to achieve target translation speeds as high as the 10µms−1 suggested by the previous
stationary sample experiment in Figure 3.22(c-e). First of all, here we used smaller
micro-rotors (26µm diameter instead of 30µm) which were positioned further away
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from the target (25µm instead of 21.2µm) in order to accommodate three actuators.
We note that the minimal distance at which we could position the actuators was also
limited by the use of the beam block - the target had to be shielded from the influence
of ghost traps which created an exclusion region where micro-rotors simply could not
be optically trapped. On the other hand, we were able to spin these smaller rotors at
higher rotation rates (150 ◦ s−1 compared to 90 ◦ s−1). Considering the listed factors and
using the data in Figure 3.22(e) as a reference, we anticipated achievable translation
speed to be ∼7 µms−1. However, as already stated, the speed of the stage had to be
limited to 1µms−1 in order to successfully transport the target over large distances.
This was because, even with the use of the beam block, the target was surrounded by
an unfavourable light field environment, where even a small deviation towards the edge
of the area shielded by the block was enough to destabilise the target in the z-direction,
posing a risk of losing it altogether.
3.5.3 Simultaneous control of multiple particles
Encouraged by the success of our experiments, we next face the challenge of simultan-
eously hydrodynamically manipulating multiple particles. As explained in Section 3.1.2
we now need more rotors than the target degrees-of-freedom and therefore we use five
micro-rotors to control 2D translation of two targets, and seven micro-rotors for three
targets, in setups shown in Figure 3.24(a,g). First, we simultaneously clamp freely
diffusing 5µm radius silica beads. Compared to the clamping of a single bead (see
Table 3.2), the outcome is unsurprisingly poorer, with σ = 120 nm and σ = 427 nm
for two and three target beads respectively - for several reasons. To distribute more
actuators around the targets we had to increase the target-rotor separation from 22 µm
to 27µm. For comparison, a single bead clamped 26 µm away from the micro-rotors
achieved σ = 105 nm, indicating that, at least for the two target case, the performance
of hydrodynamic clamping is not substantially reduced with the increase in degrees-of-
freedom that need to be addressed (although we note that this comes at the expense
of increasing the laser power, in order to trap more rotors). Furthermore, we have
used smaller, 16µm instead of 22 µm diameter, micro-rotors for the three targets, thus
reducing the strength of the hydrodynamic interaction between the silica beads and
the actuators.
Next, we were able to orchestrate different kinds of motions of the two targets, illus-
trated in Figure 3.24: the two beads moving anti-clockwise on the same ring (a), being
pushed together (b) and pulled apart (c), following concentric trajectories in opposite
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Figure 3.24: Multiple target hydrodynamic manipulation. Different motions (a-f) in
which we can translate two target beads using five micro-rotors (see Video 9). Three target
beads (g) set to follow a circular trajectory, indicated in grey in (h) and their occupancy
histogram (data for all beads shown together). All scale bars are 10 µm.
directions (d), moving the centre of mass with fixed relative particle separation (e),
and finally, holding one target stationary while the other one is tracing out an arc (f).
Moving up from two to three target manipulation has proven to be a much larger step
in complexity that going from one to two. We observed that the three particles tended
to huddle together, and it was nearly impossible to pull them apart if they found
themselves clustered in the centre of the rotor ring. This made the preparation of the
setup, before hydrodynamic manipulation could even be activated, rather tedious and
requiring some dexterity. We were only able to move the three beads in a circular
trajectory, with fairly low precision, as shown in Figure 3.24(h).
3.5.4 Limitations
We have presented a wealth of successful proof-of-concept experiments that demon-
strate our hydrodynamic manipulation technique. So what are the limitations of our
method?
The most obvious limitation of the effectiveness of hydrodynamic clamping comes from
the feedback delay time - the time between when the target’s location is registered and
when the optical trap locations are updated. During this time the target diffuses away
from the registered position, so the actuator rotation rates determined by the feedback
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are not quite accurate. This delay includes the computational time required to estimate
the C -matrix, solve Equation 3.1 for new trap locations, generate a hologram based on
these trap locations and send it to the SLM, as well as the time for the liquid crystals
on the SLM to change their orientation. We estimated the delay time to be 10-15ms.
Optical trapping stiffness is a major factor in determining the tightness of hydro-
dynamic clamping. As discussed in Section 3.3.3 low optical stiffness results in a slow
actuator response to the trap motion - rotor dynamics is effectively suppressed in com-
parison to the trap dynamics, as shown in Figure 3.25(a). This results in the decrease
of the corner frequency of the clamped target’s motion. Our laser-printed micro-rotors
were designed to have small prolate-shaped handles instead of spherical ones, which, by
maximising the overlap between the handle and the elongated shape of the Gaussian
beam focus along the axial direction, improves their optical trapping stiffness. Fur-
ther optimisation of actuator interaction with the trapping light could be achieved by
re-designing the shape of the trapping light beam - Part II of this thesis will concen-
trate on that. Potentially it would also be possible to account for the imperfect rotor
response if it could be predicted in advance, and thus corrected for.
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Figure 3.25: Main limitations of hydrodynamic micro-manipulation. In (a) we see
that an optically trapped bead follows the trajectory of a slow-moving trap very closely, but
cannot keep up with high frequency motions (the trajectories shown were simulated). In (b)
we see a flow field with a stagnation point close to the target beads, which limits the speed
that the fluid can achieve at the target locations to pull them apart.
We saw that simultaneously manipulating several targets leads to reduced performance.
First of all, more targets require more actuators, which pushes the limits of the space
available for them - to accommodate more actuators they will have to be positioned
further away from the targets, reducing their hydrodynamic influence. Furthermore,
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increasing the number of actuators means that each gets less laser power, cutting the
achievable rotation rates. Less evident but more fundamental is another reason - certain
motions of multiple target particles require the flow to contain stagnation points, i.e.
points where the fluid is stationary. For example, to pull three beads apart there has
to be a stagnation point in between them, as seen in Figure 3.25(b). This places the
beads close to a zero-velocity point which inevitably limits the fluid velocity that can
be achieved at the bead locations.
3.6 Discussion
3.6.1 Wider context
As stated in Section 3.5.1 our hydrodynamic clamping, by limiting the motion of a 5 µm
radius target particle with an effective stiffness of ∼10−7Nm−1 (standard deviation of
∼80 nm), is similar to a weak optical trap (the reader may refer back to Table 3.2 for
results for different target sizes). But how does it compare to other micro-manipulation
techniques?
Microfluidic hydrodynamic tweezers have been shown to suppress the Brownian motion
of micro-particles down to standard deviations of ∼200 nm (for a 0.5 µm diameter
particle) in a passive stagnation-point trap [17], and ∼80 nm (for a 2.2µm diameter
particle) in an active feedback Stokes trap [43] (we note that in the latter the particles
were submerged in a fluid with viscosity ∼10 times larger than that of water; assuming
trapping tightness to be inversely proportional to diffusion, this result would scale up to
a few hundreds of nanometers in our system). While microfluidic tweezers can isolate
a single particle from a crowded environment, they unavoidably affect all the particles
in the sample. Similarly, acoustic tweezers, while good for trapping live specimens
(as they do not require high intensities), do not offer the ease of locally handling
individual particles. Our reconfigurable hydrodynamic actuators, on the other hand,
influence only the near-field and act equally well in all regions of the sample cell.
Magnetic tweezers work exclusively on magnetised particles, and do not have the
material-independent versatility of hydrodynamic techniques. Nonetheless, they can
be used to manipulate biomolecules by attaching them to magnetic beads [5, 138]. Fur-
thermore, impressive rotation rates have been achieved with magnetic tweezers - beads
of 4 µm diameter can be spun at 110Hz [139], and therefore achieve very high fluid
flow speeds. This feature was used to construct a single bead hydrodynamic ‘trap’,
where a swimming bacterium would be sucked into the vortex flow and be confined
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to stay at a certain distance away from the spinning actuator bead, whilst continu-
ously revolving around it. The target bacterium could this way be transported across
the sample. However, magnetic tweezers do not allow independent control of multiple
particles, e.g. spinning several beads at different rates would not be possible, and are
not suited for active trapping schemes.
Optoelectronic tweezers offer dielectrophoresis based control, and can reach trapping
stiffness of ∼10−7Nm−1 for particles a few microns in diameter [140] - same order of
magnitude as hydrodynamic clamping we demonstrated. Optoelectronic tweezers are,
however, capable of exerting control over significantly larger particles (of up to several
hundred microns across [13]), which is not achievable with optical tweezers - and larger
actuators would allow control of larger targets. It might therefore be tempting to
transfer our hydrodynamic manipulation platform over to optoelectronic tweezers. We
have, in fact, attempted this, but found that dielectrophoretic forces in optoelectronic
tweezers are very long-ranged. This means that actuator traps inevitably affect the
target particle, thus not allowing purely hydrodynamic interactions.
3.6.2 Summary
We began this chapter by setting out to design an optically actuated hydrodynamic con-
trol system. Having identified two actuator types, we developed a mathematical model
which, capturing the hydrodynamic interactions in the system, provides a framework
for predictably controlling the translational and rotational motion of a target particle.
Backed up by information gained from computational simulations, we have implemen-
ted our technique into an optical tweezers platform in a fashion of closed-loop control,
and have successfully demonstrated the viability of our method in multiple experiments.
By sculpting fluid flow patterns over tiny areas of tens of micro-metres, our approach
offers near-range control which can be performed anywhere in the sample without signi-
ficantly disrupting the surroundings. We have hydrodynamically clamped micro-sized
objects by suppressing their Brownian motion to standard deviations of up to 79 nm,
as well as exerted control over in-plane rotation of a yeast cell to within 7.5◦. We
have also transported particles over long-range distances and short-range intricate tra-
jectories. Our scheme is independent of the material of the target particles and has a
two-fold benefit in being used with biological systems - it minimises the light exposure
by providing a non-invasive manipulation method and, depending on the system, can
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circumvent the need of introducing foreign material into the sample by using ‘sacrifi-
cial’ cells as actuators. With holographic optical tweezers available commercially, our
hydrodynamic manipulation technique is accessible to a wide scientific audience.
Our method is not without limitations. While its theoretical framework can be exten-
ded to an arbitrary number of controllable degrees-of-freedom, in practice this would
face a number of challenges. From the need of a high speed tracking system capable
of determining the target’s location in 3D as well as its orientation, to the complexity
of fluid flow fields that need to be generated to allow simultaneous control of multiple
particles. As far as hydrodynamic manipulation of sedimented particles is concerned,
we have identified low optical trapping stiffness as one of the main limitations in the
experiments that we have performed. This provides the motivation for Part II of this
thesis - optimising the trapping light field with the aim of enhancing optical trapping
stiffness.
Part II
Chapter 4
More background theory
‘Finally, from so little sleeping and so much reading, his brain dried up and he went
completely out of his mind.’
Don Quixote — Miguel de Cervantes Saavedra
Motivated by one of the main limitations of our hydrodynamic manipulation method -
the response time of the actuators to their optical traps - in Part II we aim to develop
an approach that would enhance the trapping stiffness of optical tweezers. We are not
the first ones to walk down this path - iterative optimisation approaches have been
successfully employed to increase one-dimensional trapping stiffness [141, 142]. Some
of these techniques, though, are limited by their long computation times (on the order
of days), and they all are inherently unable to identify if the solution they converge to
is the global, or just a local optimum. The optical eigenmodes (OEs) method surpassed
the need for iterative optimisation by relating the far and near fields of the trapping
light beam, to globally optimise optical force, size of a focused spot and transmission
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through sub-wavelength apertures [53]. More relevant to us is that OEs have also
been used to find fields with globally optimal one-dimensional stiffness [142]. The
major drawback of the above accomplishments, though, is that they do not necessarily
provide stable trapping in thee-dimensions. In particular, there has been no attempt
to ensure that the axial force exerted by the optimal fields does not push the trapped
particle out of the transverse plane of the trap, and instead gravity is relied on to
counter the repulsive optical force. The same OEs technique has been recently used
to take the first steps towards indirectly enhancing stiffness in a 3D-stable optical trap
by optimising the optical force in cylindrically symmetric light fields [143].
Of late, a new technique has found its way into the optical manipulation world from that
of nuclear scattering [144–146] - the method of the generalised Wigner-Smith (GWS)
operator. While equivalent to the OEs in terms of the results that it can produce
[147], this method does not require the knowledge of the near field around the particle
interacting with the light, which is often not available in disordered media. Instead,
it makes use of the scattering information in the far field and its dependence on small
variations in some property of the scatterer, e.g. its position, size or refractive index
[147]. This is particularly convenient since we do have experimental implementations in
mind, although not within the scope of this thesis. The GWS is one of the techniques we
will be employing in simulations to generate light fields that optimally enhance optical
trapping stiffness in 1D, while ensuring that the trap is still stable in 3D, or, in fact,
fields which enhance optical trapping in all three dimensions; we describe this method
in Section 4.1. To investigate the capabilities of the GWS operators in simulations we
will need a much more rigorous framework for modelling light-matter interaction than
the linear restoring force approximation we used in Part I. For this purpose we will be
utilising the well-known generalised Lorenz-Mie theory, which we cover in Section 4.2.
4.1 The generalised Wigner-Smith operator
Originally introduced as a time-delay operator by Wigner [144] and Smith [145] and
then generalised [146], the GWS operator is defined as follows:
Qα = −iS−1dSdα , (4.1)
where α is an arbitrary parameter characterising a system of interest (e.g. frequency of
incident light, position or size of a scattering particle), and S is the scattering matrix
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coupling the light fields incident on, |in〉, and exiting, |out〉, the system: |out〉 = S|in〉.
Here |in〉 and |out〉 are column vectors containing the complex electric field amplitude.
The exciting feature about the GWS operator is that its eigenstates describe light
fields which, after interacting with the system, have outgoing fields invariant under
small changes of α. The eigenvalues λα corresponding to these eigenstates are directly
related to the conjugate quantity of α [146, 148]. For example, in the original Wigner-
Smith operator with α = ω, where ω is the frequency of the light field, the eigenstates
of Qω, which are also known as the principal modes, then have eigenvalues λω which are
related to the time delays that the principal modes experience between entering and
exiting the system [149, 150]. Other examples of α and its conjugates include position
and linear momentum, size and pressure, orientation and angular momentum, etc. α
does not need to be a global parameter; in a system of multiple scattering particles it
can describe some property of just one of them. Provided that S is a unitary matrix,
the relationship between the real part of λα and the conjugate quantity of α is perfectly
linear [147].
The principal modes of Qω have been demonstrated to exist in multimode fibers [151–
153] and have been suggested to have applications in optical communication, imaging,
and sensing, as well as quantum computing. What is more, the eigenstates of Qα have
been shown to be equivalent to the earlier mentioned optical eigenmodes [53, 147], and
are therefore optimal states. The GWS method has been used to optimise the incident
light fields to exert maximum torque or force, and create the most efficient focus within
a light scattering system [147, 149].
We wish to use the GWS approach to create an optical trap for a single spherical particle
with optimal trapping stiffness. We begin with a GWS operator that will provide us
with information about the optical force. Since force is directly proportional to the
rate of change of momentum, the α we need is the position of the particle, say x:
Qx = −iS−1 dSdx . The eigenstates of Qx are related to momentum, and therefore the
force exerted on the particle. Now, stiffness is the gradient of the force, so an operator
Kx can be defined as [147]:
Kx =
dQx
dx , (4.2)
which will have eigenvalues proportional to the optical trapping stiffness κx. We have
explicitly presented the case for x, but the description is analogous for other directions.
Before discussing how the Q and K operators are to be estimated, it is beneficial to
understand the construction of the scattering matrix. To this end we briefly discuss
the idea of representing a light field by decomposing it into some basis. A visually clear
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example of this is a multimode waveguide setup described in [146]. At one side of the
waveguide are ten transmitting antennas; the field emitted from each constitutes one
input basis mode. The fields generated by the antennas are linearly independent so
that any field entering the waveguide can be represented as a weighted sum of the ten
input modes: |in〉 = ∑10i=1 aiEini , where Eini is the complex amplitude of the i-th mode
and ai are the coefficients telling us how much of each mode is activated. Inside the
waveguide there are particles which scatter the light, turning it from |in〉 to |out〉; this
effect is then measured with another antenna at the other end of the waveguide. Ten
measurements are done at separate locations, each of which represents an output basis
mode. A 10× 10 scattering matrix can thus be constructed by activating one input
mode at a time and estimating the field at the ten output modes. Note that technically
such a matrix contains only the transmission and not the full scattering information,
since the output light is measured only at one end of the waveguide - but this example
is here just to aid the understanding of the general idea of basis representation.
We, however, will not be working with waveguides but with optical tweezers, where the
light field incident on the particle is emerging from a high NA lens. And while in our
framework the input and output bases will be mathematically more complicated (which
we will discuss in detail in this and the following chapters), the concept and principles
remain the same. We now proceed to describe how the inverse and the differential of
the scattering matrix S are calculated.
The inverse
Most preferably, the scattering matrix will be a unitary matrix, in which case its inverse
is equal to its complex conjugate transpose (denoted with †). A unitary S is not always
available, though. In fact, the scattering matrix that we will be working with is not
even a square matrix. Generally, our S will be of dimensions Nout×Nin, where N in is
the number of modes in the input basis and Nout is the number of modes in the output
basis. We will therefore be estimating an effective inverse, which we still denote as
S−1.
Computation of the effective inverse [146, 147] follows a protocol very similar to that of
computing a pseudo-inverse, also known as the Moore–Penrose inverse [154, 155]. First,
singular value decomposition (SVD) is performed on the matrix: S = UΣV †, where Σ is
a diagonal (not necessarily square) matrix with non-negative real entries, representing
the singular values of S, and U and V are unitary matrices the columns of which contain
the left-singular and right-singular vectors of S respectively. We perform the SVD with
a MATLAB function ‘svd’ with an ‘econ’ option, which automatically removes zero rows
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and columns from Σ and U respectively, making Σ a square Nin×Nin matrix. Next, to
eliminate low-information channels, dimensionality of Σ is reduced by removing several
of the smallest singular values, giving us Σ˜. Removing the corresponding columns from
U and rows from V gives us U˜ and V˜ . The effective inverse is then defined as
S−1 = V˜ Σ˜−1U˜ †. (4.3)
It is not immediately clear how many singular values we should keep when reducing
dimensionality, and it requires some trial and error to figure out what gives the best
results. By evaluating the linearity of the force/stiffness vs. real eigenvalue trend for
different numbers of removed singular values, we choose the one with the most linear
trend (see Section 5.6.1 for more detail). Generally, we observed that if S is a full-rank
matrix, it is enough to remove just a few (∼ 10 out of 100-200) singular values, and
this number grows as S becomes rank deficient.
The differential
To compute the operator Qx we need to know the differential of the scattering matrix
dS
dx . We evaluate this using the midpoint method. Two scattering matrices are estim-
ated when the scattering particle is placed at different locations, S(−∆x) and S(∆x)
(while S−1 is estimated at the midpoint of the two), then
dS
dx ≈
S(∆x)− S(−∆x)
2∆x , (4.4)
where ∆x is a small distance by which the bead is displaced along the x-axis. Care
must be taken to select the right size for ∆x. Too big of a step will fail to capture the
local gradient of the scattering matrix; if the step is too small the above differential
might suffer from numerical errors. We find that a step size of ∆x = 0.01λ, where λ is
the wavelength of the incident light, is a good middle ground.
We further need to project this differential onto the subspace in which we estimated
the effective inverse [146]. The projection is done using the operators obtained during
the singular value decomposition: U˜ U˜ † dSdx V˜ V˜
†; the Qx operator can thus be estimated.
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The stiffness operator
To obtain the stiffness operator Kx we need the differential of Qx. Again, we use the
same scheme as in Equation 4.4:
Kx ≈ Qx(∆x)−Qx(−∆x)2∆x . (4.5)
For this we need a total of six scattering matrices - three for each Qx: S
(
−32∆x
)
,
S (−∆x), S
(
−12∆x
)
, S
(
1
2∆x
)
, S (∆x) and S
(
3
2∆x
)
.
The last thing remaining is the estimation of the scattering matrix itself. For this, we
need to look at how the light scattering process can be modelled mathematically.
4.2 Generalised Lorenz-Mie theory
In Chapter 2 we have mentioned two frameworks within which light-matter interaction
can be discussed. These are the dipole approximation for particles significantly smal-
ler than the wavelength of light, and the ray optics for appreciably larger particles.
Unfortunately, the two theories do not meet somewhere in the middle - they both fail
when it comes to particles whose size is comparable to that of the wavelength of light.
Reigning in this regime (although applicable to particles of any size) we have the gener-
alised Lorenz-Mie theory (GLMT), first developed independently by Lorenz [156] and
Mie [157] for plane waves, and later generalised to arbitrary light fields as presented by
Stratton [158]. GLMT is a popular choice when it comes to modelling optical tweezing
experiments.
Within the GLMT an arbitrary electromagnetic field is decomposed into some basis.
Since this theory describes spherical particles, a particularly suitable basis to work in
is the vector spherical wave-functions (VSWFs) Nmn and Mmn, as they can be split
into radial and angular parts. Each VSWF is a solution of the Maxwell’s equations
and together they form a complete orthogonal basis. Full definition of VSWFs, which
is overwhelmingly rich in the use of special functions, can be found in Section 4.2.5;
for now we will only describe their properties conceptually.
4.2.1 Properties of VSWFs
First of all, we note that n = 1, 2, 3, ... denotes the degree of a VSWF and is related to
the radial part, while m = −n:n denotes the order and is related to the angular part.
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We use two kinds of VSWFs: N(1)mn, M(1)mn and N(3)mn, M(3)mn. Superscript (1) indicates
that one of the building blocks of this VSWF is a spherical Bessel function of the first
kind. This gives the VSWF the particular property of converging at the origin, as
can be seen in Figure 4.1(a). For this reason N(1)mn, M(1)mn are used to represent fields
which are coming from infinity and have a finite value at the origin, for example the
field of incident light. Superscript (3) means that the definition of a VSWF includes a
spherical Hankel function of the first kind. This results in N(3)mn, M(3)mn diverging at the
origin (it is the imaginary part in particular that does this) as shown in Figure 4.1(b).
This is a property of an outgoing field, i.e. a field, the source of which is located at the
origin and which transports its energy towards infinity.
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Figure 4.1: Properties of VSWFs. In (a) we see the variation of the radial part of N(1)mn
with the distance from the origin r. Shown in (b) is the same variation but this time for
the imaginary part of the radial component of N(3)mn. The values are calculated at polar and
azimuthal angles θ,φ = 0, for m = 0.
What is more, all of the VSWFs decay as they are approaching infinity, which is another
important property of electromagnetic fields. Another characteristic we observe in
Figure 4.1, and the significance of which will be made evident soon, is that the VSWFs
with a higher n value peak further away from the origin.
4.2.2 Field decomposition into VSWFs
Since VSWFs of the same kind (as indexed by the superscript, e.g. (1)) form a complete
orthogonal basis, any electromagnetic field can be written as a sum of VSWFs. To
represent the external light field, which is the field of the incident light in the absence
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of any particles, we use N(1)mn and M(1)mn as these functions are finite at the origin:
Eext(kr) = −i
∞∑
n=1
n∑
m=−n
(
pmnN
(1)
mn(kr) + qmnM
(1)
mn(kr)
)
,
Hext(kr) = −next
∞∑
n=1
n∑
m=−n
(
qmnN
(1)
mn(kr) + pmnM
(1)
mn(kr)
)
, (4.6)
where E and H are the electric and magnetic fields respectively, next is the refractive
index of the external medium, k is the wavenumber of light in the external medium, r
is the position vector defined in a coordinate frame the origin of which is centred on
the particle, and pmn and qmn are beam shape coefficients (BSCs), which are different
for every light field.
The field which is scattered by the particle is represented in terms of N(3)mn and M(3)mn
as these functions describe outgoing waves in the far field:
Escat(kr) = i
∞∑
n=1
n∑
m=−n
(
amnN
(3)
mn(kr) + bmnM
(3)
mn(kr)
)
,
Hscat(kr) = next
∞∑
n=1
n∑
m=−n
(
bmnN
(3)
mn(kr) + amnM
(3)
mn(kr)
)
. (4.7)
The total field outside of the particle is the sum of the external and scattered fields.
Finally, the total field inside the particle is described with the same VSWFs as for the
external field:
Eint(kr) = −i
∞∑
n=1
n∑
m=−n
(
dmnN
(1)
mn(k
′r) + cmnM
(1)
mn(k
′r)
)
, (4.8)
Hint(kr) = −next
∞∑
n=1
n∑
m=−n
(
cmnN
(1)
mn(k
′r) + dmnM
(1)
mn(k
′r)
)
,
where k′ = nintnextk is the wavenumber inside the particle. BSCs amn, bmn, cmn, dmn are
related to pmn, qmn and are dependent on the refractive index and size of the particle,
as defined in Equation 4.30 in Section 4.2.5.
In practice we can only sum a finite number of VSWFs, so the infinite limit of the first
sum is replaced with a cut-off value nmax. The choice of the cut-off value effectively
determines the radius of the region over which the field is represented correctly, as
illustrated in Figure 4.2. Empirically, the cut-off value is usually taken as [160]:
nmax = krroi + 4.05(krroi)1/3 + 2, (4.9)
Chapter 4. More background theory 81
where rroi indicates the radius of the region of interest and is usually of a similar size
to the particle radius. The reason why it is fine to neglect the larger n values is that
VSWFs with high n peak further away from the origin and are effectively zero until
they reach the base of that peak. They therefore do not contribute to the field in the
proximity of the particle, as we saw earlier.
4.2.3 Beam shape coefficients and beam representation
In the most general approach the BSCs can be calculated for an arbitrary field E by
decomposing it into VSWFs [159]:
pmn = i
∫
S E · N*mndS∫
S |Nmn|2dS
, qmn = i
∫
S E ·M*mndS∫
S |Mmn|2dS
, (4.10)
where S is a spherical surface of integration. To compute a sufficient number of coef-
ficients pmn, qmn one would need to evaluate ∼ n2max surface integrals, which would
be immensely time consuming. Luckily, for some particular light fields these integrals
can be solved analytically, if not fully then at least partially. We discuss in more detail
plane waves and Bessel beams.
Plane wave
Consider a plane wave with an electric field E(r) = e0eik·r, where e0 = [er, eθ, eφ]
is its polarisation vector, incident on a spherical particle located at r0 = [r0, θ0,φ0].
Equation 4.10 has an exact analytical solution in this case [161, 162]:
 pmnqmn
 = Un
eθ
 τ˜ (cos θ)p˜i(cos θ)
− ieφ
 p˜i(cos θ)τ˜ (cos θ)

 e−imφeik·r0 , (4.11)
nmax = 1 nmax = 5 nmax = 10 nmax = 15
Figure 4.2: Effect of nmax. Including more terms in the VSWF expansion increases
the area over which a light field, centred on the particle indicated with the black circle, is
represented correctly. Shown here is the real amplitude of a plane wave. Figure adapted from
[159].
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where Un = 4pii
n
n(n+1) , θ and φ are the polar and azimuthal angles of the wavevector k,
and functions τ˜ , p˜i are defined in Section 4.2.5.
Bessel beam
Bessel beams will be of particular interest to us, so we present the results for their
BSCs here. We build on the work in [163], extending it to a y-polarised beam and
arbitrary values of orbital angular momentum (OAM) L.
In the far field an ideal Bessel beam is an infinitesimally thin ring of uniform intensity.
The phase along this ring is uniform unless the beam has non-zero L value, in which
case the phase changes along the ring from 0 to 2pi a total of |L| times, as dictated by
exp (iLφ), φ being the azimuthal angle, and shown in Figure 4.3(a,b). One can then
think of a Bessel beam in the focal plane as being formed by plane waves originating
from the ring in the far field and then being focused to travel along a cone, at an angle
α1 to the z-axis. In Figure 4.3(c) we show two of these waves interfering to create
a Bessel beam. The two waves are pi out of phase, so they interfere destructively
along the beam axis, leaving a zero-intensity core. The dashed lines where the wave-
fronts cross correspond to the first and second intensity rings in the transverse intensity
distribution (Figure 4.3(d)).
x
y
(d)
(a)
(b)
x
y
x
y
k1
z
x
k2
(c)
α
Figure 4.3: Formation of a Bessel beam. Intensity (a) and phase (b) in the far field
of a Bessel beam with L = 1. In (c) plane waves travelling along a cone at an angle α to
the z-axis, and originating from diametrically opposite points of the far field ring, interfere
to create a Bessel beam in the focal plane (d). The light and dark blue dashed lines show
the constructive interference regions which correspond to the first and second intensity rings
respectively.
1 not to be confused with the parameter α in the GWS context
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To obtain the electric field at a point r we sum over the plane waves which are travelling
at a cone angle α to the z-axis:
EBess(r) = E0
∫ 2pi
0
e(α,φ)eik(α,φ)·reiLφdφ, (4.12)
where E0 is the complex amplitude of the Bessel beam in the far field and we have also
included the eiLφ term to describe the OAM of the resulting beam.
It is not straightforward to derive the BSCs for arbitrary polarisation, so we do it
for x and y-polarisations separately. The two can then be combined with appropriate
amplitudes and a phase shift to describe a beam with any polarisation.
We begin by considering a single x-polarised plane wave travelling in the z-direction
with wavevector k′ = [0, 0, k] and polarisation e′(x) = [1, 0, 0]. Upon passing through
point P at the base of the cone, as shown in Figure 4.4, the wave changes direction
and is now described with wavevector k and polarisation e(x) (where the superscript
(x) indicates that the initial polarisation of the plane wave was in the x-direction). We
can determine k and e(x) by rotating the original direction and polarisation vectors by
an angle α about a line which is tangential to the base of the cone at point P . This
line can be described with a unit vector uˆ = [− sinφ, cosφ, 0] as shown in the inset of
Figure 4.4. After the rotation we have:
e(x)x = cosα+ sin2 φ (1− cosα) kx = k sinα cosφ
e(x)y = −(1− cosα) sinφ cosφ ky = k sinα sinφ
e(x)z = − sinα cosφ kz = k cosα. (4.13)
And we can of course verify that k · e(x) = 0.
k
e(x)
eʹ(x)
e(y)eʹ(y)
kʹ
x
y
φ α
z
P z
x
y
φu
P^
Figure 4.4: Description of a plane wave travelling at an angle to the z-axis. A
plane wave with wavevector k′ in the far field is focused at an angle α. The new wavevector
k and polarisation are obtained via rotation about uˆ, which is shown in the inset, and is
tangential to the base of the cone at point P , from which the focused plane wave is emerging.
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Polarisation vector e(x) can then be expressed in the spherical basis of k (k = [k,α,φ])
using the following transform:

e
(x)
r
e
(x)
θ
e
(x)
φ
 =

cosφ sinα sinφ sinα cosα
cosφ cosα sinφ cosα − sinα
− sinφ cosφ 0


e
(x)
x
e
(x)
y
e
(x)
z
 =

0
cosφ
− sinφ
 . (4.14)
We now take Equation 4.11 with BSCs for a plane wave and put it into Equation 4.12
for a Bessel beam to obtain: pmnqmn
 = UnE0
2pi∫
0
cosφ
 τ˜ (cos θ)p˜i(cos θ)
+ i sinφ
 p˜i(cos θ)τ˜ (cos θ)

 e−imφeiLφeik·r0 .
(4.15)
We then expand the eik·r0 term, rewrite the sine and cosine in terms of exponentials
and, defining ρ = k
√
x2 + y2 sinα and φ0 = arctan(−y/x)− pi/2, obtain:
 pmnqmn
 = UnE0eikz cosα
 τ˜ (cos θ)p˜i(cos θ)
 I(+)m +
 p˜i(cos θ)τ˜ (cos θ)
 I(−)m
 , (4.16)
where the integral I(±)m is given by:
I(±)m =
1
2
[∫ 2pi
0
ei(1−(m−L))φeiρ cos(φ+φ0+
pi
2 )dφ ±
∫ 2pi
0
ei(−1−(m−L))φeiρ cos(φ+φ0+
pi
2 )dφ
]
(4.17)
and it can be solved analytically in terms of Bessel functions of the first kind J :
I(±)m = pi
[
ei(m−L−1)φ0J1−(m−L)(ρ) ± ei(m−L+1)φ0J−1−(m−L)(ρ)
]
. (4.18)
We can obtain e(y) directly by rotating e(x) by 90◦ about k. Following the same
procedure as above we arrive at the following result for the BSCs of a y-polarised
Bessel beam travelling in the z-direction: pmnqmn
 = −iUnE0eikz cosα
 τ˜ (cos θ)p˜i(cos θ)
 I(−)m +
 p˜i(cos θ)τ˜ (cos θ)
 I(+)m
 , (4.19)
4.2.4 Optical force
In our earlier simulations of the hydrodynamics in a system of multiple optically
trapped beads we used the linear approximation to model the optical restoring force in
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a Gaussian beam trap. Now, however, we are aiming to find a new kind of optical trap
that would have an enhanced stiffness. For this we need a general equation describ-
ing the force that a spherical particle experiences in an arbitrary light field. Barton
[164] has derived exactly such an equation2 in terms of the BSCs, which has been
re-normalised to fit our definitions [159]:
Fx + iFy =
r
16pi k2
nmax∑
n=1
n∑
m=−n
−in(n+ 2)
√√√√(n+m+ 2)(n+m+ 1)
(2n+ 1)(2n+ 3)
×(anmp∗n+1,m+1 + bnmq∗n+1,m+1
+ pnma
∗
n+1,m+1 + qnmb
∗
n+1,m+1
− 2anma∗n+1,m+1 − 2bnmb∗n+1,m+1)
−in(n+ 2)
√√√√(n−m+ 1)(1−m+ 2)
(2n+ 1)(2n+ 3)
×(an+1,m−1p∗nm + bn+1,m−1q∗nm
+ pn+1,m−1a∗nm + qn+1,m−1b
∗
nm
− 2an+1,m−1a∗nm − 2bn+1,m−1b∗nm)
+
√
(n+m+ 1)(n−m)
×(anmq∗n,m+1 + bnmp∗n,m+1
+ qnma
∗
n,m+1 + pnmb
∗
n,m+1
− 2anmb∗n,m+1 − 2bnma∗n,m+1)
, (4.20)
Fz =
r
8pi k2
nmax∑
n=1
n∑
m=−n
Im
n(n+ 2)
√√√√(n−m+ 1)(n+m+ 1)
(2n+ 1)(2n+ 3)
×(an+1,m−1p∗nm + bn+1,m−1q∗nm
+ pn+1,m−1a∗nm + qn+1,m−1b
∗
nm
− 2an+1,m−1a∗nm − 2bn+1,m−1b∗nm)
+im(pnmb∗nm + qnma∗nm
− anmb∗nm − bnma∗nm)
, (4.21)
2This equation is obtained by integrating the Maxwell stress tensor, which represents the net flow
of momentum across any given surface point, over the surface of the particle.
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where r is the relative electric permittivity of the external medium. With these equa-
tions we can obtain the information about the optical trapping stiffness as well, by
numerically estimating the force gradient.
4.2.5 Full definition of VSWFs and BSCs
The remainder of this chapter is a lengthy list of special functions used to define the
VSWFs3. We use the same definitions as in [159]. Presented in Table 4.1 are all the
relevant functions, and below we list either the MATLAB functions that were used to
calculate them or their definitions.
Function Name Defined in
N(j)mn, M(j)mn VSWFs, j = 1, 3 4.22
Pmn Associated Legendre polynomials 4.24, 4.26
p˜i, τ˜ Unnamed angular functions 4.25
jn Spherical Bessel function of the first kind 4.27
hn Spherical Hankel function 4.28
Table 4.1: Functions used in defining the VSWFs. The third column lists the equations
in this text which define the functions.
The vector spherical wave-functions are defined in a spherical polar coordinate
system centred on the scattering particle and with unit vectors ir, iθ, iφ as:
M(j)mn(r) =
[
ip˜imn(cos θ)iθ − τ˜mn(cos θ)iφ
]
eimφz(j)n (kr),
N(j)mn(r) =
n(n+ 1)
kr
√√√√2n+ 1
4pi
(n−m)!
(n+m)!
Pmn (cos θ)eimφz(j)n (kr)ir
[
τ˜mn(cos θ)iθ + ip˜imn(cos θ)iφ
]
eimφ 1
kr
d
d(kr)
(
kr z(j)n (kr)
)
, (4.22)
where r = [r, θ,φ] is the position vector, r denotes the radial coordinate, θ is the polar
angle measured from the positive z-axis towards the xy-plane, and φ is the azimuthal
angle measured from the positive x-axis towards the positive y-axis. Superscript j =
1, 3 is not to be confused with jn (see Table 4.1), and we used the following notation:
z(1)n (kr) = jn(kr),
z(3)n (kr) = h
(1)
n (kr). (4.23)
3 ‘Don’t panic’ — Douglas Adams, The Hitchhiker’s Guide to the Galaxy
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Associated Legendre polynomials can be calculated for positive m values using
MATLAB function ‘legendre’. For negative m we can use the relation:
P−mn (x) = (−1)m
(n−m)!
(n+m)!
Pmn (x). (4.24)
Angular functions p˜i(cos θ), τ˜ (cos θ) are defined as:
p˜imn(cos θ) =
√√√√2n+ 1
4pi
(n−m)!
(n+m)!
m
sin θP
m
n (cos θ),
τ˜mn(cos θ) =
√√√√2n+ 1
4pi
(n−m)!
(n+m)!
d
dθP
m
n (cos θ). (4.25)
We note that at θ = 0 the p˜i(cos θ) function cannot be directly calculated because of
the singularity in the (1/ sin θ) term. There are two distinct cases here: m 6= 0 and
m = 0. After noting that Pm6=0n (1) = 0 for all n, we can find the limit as θ → 0 using
L’Hôpital’s rule, which states that for two functions f(x), g(x), which are differentiable
over an open interval, except maybe at some point o in that interval, the following is
true: limx→o f(x)g(x) = limx→o
f ′(x)
g′(x) . So we have:
m 6= 0 : lim
θ→0
Pmn (cos θ)
sin θ = limθ→0
d
dθP
m
n (cos θ)
cos θ =
d
dθ
Pmn (cos θ),
m = 0 : lim
θ→0
m
sin θ = limθ→0
0
cos θ = 0.
Derivatives of associated Legendre polynomials ddθPmn (cos θ) can be evaluated
in a number of ways. We use the following relation:
√
1− x2 ddθP
m
n (x) =
1
2
[
(n+m)(n−m+ 1)Pm−1n (x)− Pm+1n (x)
]
.
We are after the derivative with respect to θ and not cos θ, so we let x = cos θ and
apply the chain rule to obtain:
d
dθP
m
n (cos θ) = − sin θ
d
d(cos θ)P
m
n (cos θ)
= −12
[
(n+m)(n−m+ 1)Pm−1n (cos θ)− Pm+1n (cos θ)
]
. (4.26)
Chapter 4. More background theory 88
The above can be simplified for the cases m = ±n, if we notice that for m > n and
m < −n, Pmn (cos θ) = 0. Then:
m = n, ddθP
n
n (cos θ) = −
1
2
[
(2n)(2n+ 1)Pn−1n (cos θ)
]
m = −n, ddθP
−n
n (cos θ) =
1
2P
−n+1
n (cos θ).
The spherical Bessel functions are defined as:
of the first kind : jn(kr) =
√
pi
2kr Jn+1/2(kr),
of the second kind : yn(kr) =
√
pi
2kr Yn+1/2(kr), (4.27)
where J ,Y are the Bessel functions of the first and second kind respectively and can
be computed using MATLAB functions ‘besselj’ and ‘bessely’.
The spherical Hankel functions are in turn defined as:
of the first kind : h(1)n (kr) = jn(kr) + iyn(kr),
of the second kind : h(2)n (kr) = jn(kr)− iyn(kr). (4.28)
Derivatives of spherical Bessel and Hankel functions are defined as:
d
d(kr)z
(j)
n (kr) = −z(j)n+1(kr) +
n
kr
z(j)n (kr), (4.29)
where zn denotes any of of the spherical functions as defined in Equations 4.23.
Definition of BSCs
The BSCs associated with the scattered and internal fields are defined in terms of pmn
and qmn as:
amn =
ψn(x)ψ′n(y)− nrelψn(y)ψ′n(x)
ψ′n(y)ξn(x)− nrelψn(y)ξ′n(x)
pmn,
bmn =
nrelψ
′
n(y)ψn(x)− ψn(y)ψ′n(x)
nrelψ
′
n(y)ξn(x)− ψn(y)ξ′n(x)
qmn,
cmn =
−inrel
nrelψ
′
n(y)ξn(x)− ψn(y)ξ′n(x)
qmn,
dmn =
−inrel
ψ′n(y)ξn(x)− nrelψn(y)ξ′n(x)
pmn, (4.30)
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where x = ka, y = nrelx, a is the bead radius, nrel = nint/next is the relative refractive
index between the particle and the surroundings, and ′ indicates a derivative with
respect to the argument of the function (x or y). ψn and ξn are known as the Riccati-
Bessel functions and are closely related to the spherical Bessel and Hankel functions:
ψn(x) = x jn(x), ξn(x) = xh(1)n (x). (4.31)
Chapter 5
Optimising optical trapping
stiffness
‘Well, I must endure the presence of a few caterpillars if I wish to become acquainted
with the butterflies.’
The Little Prince — Antoine de Saint-Exupéry
To exert optical control on our hydrodynamic actuators, we used the conventional
Gaussian traps. But we found that the trapping stiffness was not always sufficiently
high to ensure that the actuator beads replicate the motion of their traps precisely
enough. In particular, the actuators were too slow to react to high frequency changes
in the trap motions, especially when the available laser power had to be shared amongst
Background image credit: Jonny Taylor
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multiple rotors. This, in turn, degraded the tightness with which a target particle could
be hydrodynamically clamped. In this chapter, therefore, we will be searching for
an alternative optical trap, one which would maximally enhance the optical trapping
stiffness, given a fixed amount of laser power. Such a trap would by no means be
limited in applicability to our hydrodynamic manipulation setup, but would be of
general interest to the optical trapping community in applications such as trapping of
high refractive index particles, force sensing, probing the properties of the surrounding
environment, and micro-robotics. We will take a step beyond the research that has
already been published in this field, by ensuring that the stiffness enhancement does
not come at the expense of loss of stable three-dimensional trapping.
Alongside the GWS method described in the previous chapter, we will also approach
the problem of enhancing optical trapping stiffness from another angle - iterative op-
timisation. With this additional outlook we hope to gain insight into how well our
implementation of the GWS is performing, as well as augment the GWS in some prob-
lems that it is not well suited to tackle on its own. After we describe our methods in
more detail, we will begin by considering stiffness enhancement along one dimension
- in both the transverse and longitudinal planes of the laser beam. Following this,
we will explore how the different dimensions can be combined to create a trap with
desirable three-dimensional features.
5.1 Methods
We begin with the big picture of the setup of our problem. In a simplified optical
tweezers system illustrated in Figure 5.1, the light field emerges from the far field
(which we also refer to as the pupil plane), is incident on a high NA objective lens,
and is then focused in the focal plane (also referred to as the object plane) where the
bead is residing. In order to create a field with particular properties (i.e. high stiffness)
in the focal plane, its features (i.e. intensity and phase distribution) first have to be
‘designed’ in the pupil plane.
Pupil plane Focal plane
High NA lens
Bead
Bessel basis BSCs
Figure 5.1: Relation between the pupil
and focal planes via focusing by a high
NA lens. Light fields in the pupil and fo-
cal planes are represented in terms of Bessel
beams and BSCs respectively.
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We now need a mathematical description of the light in this system. The VSWF
representation is convenient when light is entering the system from all angles, but in
our setup the light falling on the bead is limited to the angle subtended by the objective
lens. Such directionality can be captured particularly well by Bessel beams. As we saw
in Section 4.2.3 a Bessel beam in the far field is an annular ring described by the cone
angle that it subtends upon being focused. The field in the pupil plane can thus be
subdivided into concentric annular rings, each with a particular intensity and phase.
Furthermore, Bessel beams are orthogonal to each other and form a complete basis -
we therefore use this representation for the field in the pupil plane.
We already know how to describe Bessel beams in the focal region - we have derived the
relevant BSCs in Section 4.2.3, which contain all the information about the light field
and the force that it exerts on a spherical bead. In the following section we consider
the Bessel basis in the pupil plane more rigorously.
5.1.1 The Bessel basis
In the far field, which we also refer to as the pupil plane, a Bessel beam is an annular
ring with radius r and width dr, as shown in Figure 5.2(a). After being focused on
the surface of the focal sphere F , the rays forming the Bessel beam propagate along a
cone and meet in the focal plane, Figure 5.2(b). The cone angle of each Bessel beam
is related to its far field radius via r = sinα, assuming the radius of the focal sphere
F in Figure 5.2(c) to be 1.
(a) (b) (c)
x
y
z z
y
r α
dr
dα
x
y
r
dr
F
F
Figure 5.2: Geometry of Bessel beams. In the far field (a) the intensity of a Bessel
beam is uniformly distributed along a ring of radius r and width dr. The rays originating
from this ring change direction at the surface of the focal sphere (b) and propagate along a
conical surface at angles in the range from α to α+ dα to the z-axis (c), to meet in the focal
plane.
We allow the maximum cone angle of α0 = 60◦, which corresponds to NA of 1.3 of
an oil immersion microscope (using NA= sinα0noil, where noil = 1.5 is the refractive
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index of the immersion oil). We then divide up the pupil plane into Nα annuli which
are evenly spaced in α, in the range from 0 to α0. For each cone angle we also allow NL
different OAM values, coming to a total of Nb = Nα×NL Bessel beams. This number
further doubles if we allow polarisation to vary across the pupil, since we describe a
Bessel beam of arbitrary polarisation by superposing two Bessel beams, one of x- and
one of y-polarisation, with appropriate amplitude scaling and phase difference between
the two, as explained in Section 4.2.3.
We describe each of the Nb Bessel beams in terms of the fraction f i of the total power
that they carry1, and their phase Φi. The complex amplitude of the i-th beam in the
pupil plane, propagating at cone angle αi, is then given by:
E0i =
√
fiPtot ENieiΦi , (5.1)
where ENi is the normalisation factor which we will derive shortly, and
∑Nb
i=1 fi = 1.
Normalisation
Before we can use the above description in the optimiser, we must ensure that the
power in the far field is conserved - otherwise the most straightforward route towards
increasing stiffness is to ramp up the laser power. The total power in the pupil is given
by integrating over r: Ptot ∝
∫ r0
0 |E0(r)|2rdr. However, since our beams are equally
spaced in α, not r, it is more convenient to change the integration variable. Using
dr = cosα dα and substituting for E0(α) we have:
Ptot ∝
∫ α0
0
f(α)PtotE
2
N(α) sinα cosα dα. (5.2)
We are, however, working with a discrete number of cone angles, so the above integral
becomes a summation and dα→ ∆α, which is the angular spacing between consecutive
rings:
Ptot ∝
∑
i
fiPtotE
2
Ni sinαi cosαi ∆α, (5.3)
which is a constant for any choice of fi (provided that their sum is equal to one) if
ENi = 1/
√
sinαi cosαi ∆α . Substituting this expression in Equation 5.1 we obtain
1Note that an ideal Bessel beam carries an infinite amount of power in the focal plane, but here
we are referring to the power available in the pupil plane.
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the complex amplitude of the i-th Bessel beam:
E0i =
√
fiPtot
sinαi cosαi ∆α
eiΦi . (5.4)
We note that we have not explicitly mentioned OAM in the above derivation, but the
same normalisation applies to Bessel beams with non-zero L values too. It can be seen
that if an extra factor of eiLiφ (where φ is the azimuthal coordinate) is included in
Equation 5.1, it will not appear in the power normalisation equations because we are
considering the square of E0i, which eliminates the phase terms. This holds true even
if we are adding several beams of different OAM values, propagating at the same α.
Say we want to consider a single ring at some α, populated by several Bessel beams
with different OAM values. The total complex amplitude on the ring is given by the
sum of the complex amplitudes of all the beams, indexed with i:
E0,ring(φ) =
∑
i
E0i(φ). (5.5)
Assuming that each beam needs an OAM-dependent normalisation constant E ′Ni(L)
(which is different from the ENi(α) seen already), we write the complex amplitude of
the i-th beam as E0i(φ) =
√
fiPtot E
′
NieiΦeiLiφ, and then consider the total power in
the ring:
Ptot,ring ∝
∫ 2pi
0
∣∣∣∣∣∑
i
√
fiPtot E
′
NieiΦieiLiφ
∣∣∣∣∣
2
dφ. (5.6)
Squaring the sum under the integral will produce cross-terms containing ei(Li−Lj)φ, for
i 6= j, which are zero when integrated over φ from 0 to 2pi. The remaining terms will
be of the form fiPtotE
′2
Ni , which do not have φ dependence, so they can be taken out
of the integral and we have:
Ptot,ring ∝
∑
i
fiPtotE
′2
Ni . (5.7)
We see that to ensure constant power in the ring there is no need for the OAM-
dependent normalisation constant E ′Ni - it can be set to 1 for all beams and our
condition requiring that ∑i fi = 1 is sufficient to guarantee constant power. Hence,
our normalisation for Bessel beams is independent of their OAM values.
Next, we take care of the focal plane. Here the total field is obtained by adding the
BSCs of the individual Bessel beams coming in from different cone angles - this takes the
form of integration over the polar angle in the focal region: p(tot)mn =
∫ α0
0 p
(α)
mn sinα dα.
Chapter 5. Optimising optical trapping stiffness 95
Once again this becomes a sum, because we are dealing with discrete numbers of
Bessel beams. Finally, we must ensure that the power is conserved when going from
the pupil to the focal plane. As seen in Figure 5.2(b,c), the annular ring in the far
field is projected onto a curved region of the focal sphere - the areas of the ring and its
projection are not the same, yet they must be associated with the same power. This
can be accounted for by adding an extra factor of
√
cosα to the above equation [165]:
p(tot)mn =
∑
i
p(i)mn
√cosαi sinαi ∆α, (5.8)
and likewise for qmn.
We check that power is indeed conserved by adding up different numbers of Bessel
beams Nb in the range from 0 to α0 to form an intensity spot in the focal plane, as
seen in Figure 5.3(a). We then integrate over a square region with side length of 8 µm
to obtain the total intensity. If power is conserved, the total intensity value should be
independent of Nb. Indeed, we see in Figure 5.3(b) that in the limit of high Nb the
total intensity approaches a constant value. And even if a small number of beams are
used, e.g. 20, the intensity is still preserved to within 1.5%.
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Figure 5.3: Conservation of power in Bessel beams. With appropriate normalisation,
addition of multiple Bessel beams to create a bright intensity spot (a) conserves total intensity
in the focal plane (b). The width and height of (a) are 8 µm.
5.1.2 The optimiser
The task of the optimiser is to find the combination of Bessel beams in the far field
that generates a field in the focal plane, which can most stiffly trap a spherical bead.
The field that is being optimised, i.e. the one in the pupil plane, is described in terms
of the fraction of power fi and the phase Φi of each beam - these are the optimisation
variables.
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In every iteration the optimiser tests a different set of values for the optimisation para-
meters and estimates the optical trapping stiffness associated with that set. This is
done by first computing the complex amplitude of each Bessel beam in the set using
Equation 5.1, then plugging this into Equation 4.16 in order to obtain the BSCs, and
directly estimating the force acting on the particle using Equations 4.20 and 4.21. We
then compute the gradient of the force using a two-point finite difference scheme - the
force is estimated once when the bead is residing at the origin, and once when the bead
is displaced by a small distance from it, e.g. ∆x if we are optimising for κx. Within the
context of optimisation, the stiffness is referred to as the optimisation objective. The
optimiser itself is built using MATLAB Optimisation Toolbox with the ‘fmincon’ func-
tion using the ‘interior-point’ algorithm, which minimises the optimisation objective
subject to user specified constraints.
If we let the optimiser simply look for the field with the lowest (i.e. most negative)
stiffness, it will stop as soon as it reaches any local minimum, as can be seen in
Figure 5.4. We therefore add a constraint requiring that the objective function, i.e. the
stiffness, reaches some specific value, which we set to be of a much larger magnitude
than we think is realistic for the optimiser to actually achieve. This way the optimiser
is able to ‘jump out’ of at least some of the local minima it encounters along the way.
This works because within the interior-point method the initial problem of minimising
a function subject to some constraints is rewritten in terms of a merit function - this
function combines the initial objective function and the constraints [166, 167]. It is the
merit function that the optimiser tries to minimise. So while our objective function
is able to increase to escape local minima, behind the scenes the merit function is
decreasing. This, however, does not ensure that the final solution will be a global
minimum. We stop the optimiser if the stiffness has changed by less than 1% over the
past 60 iterations. With an additional constraint we ensure that f i of all beams add
up to 1.
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Figure 5.4: Constraining the objective
function of the optimiser. An uncon-
strained optimiser will stop upon reaching
the first local minimum (yellow). But if we
include a constraint that requires the op-
timiser to reach a certain objective function
value, it will be able to ‘jump over’ some of
the local minima (blue).
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5.1.3 GWS
For the GWS approach we first need to select the bases for the input and output fields,
so that we can estimate the scattering matrix S. We use the same Bessel beam basis
as for the optimiser, but now, instead of using the fractional power f i and phase Φi,
we define |in〉 directly in terms of the complex amplitude of each Bessel mode.
It would be most convenient to express |out〉 directly in terms of the BSCs that de-
scribe the light field around the particle after it has interacted with the light. However,
as we saw in Section 4.2.2, the scattered and incoming fields are not expressed in the
same VSWF bases, so we cannot just naively add the BSCs to describe the outgoing
field. Furthermore, these bases are defined with respect to the location of the bead, so
the scattering matrices S which are estimated with bead residing at different positions
are effectively in different bases, and it is not straightforward to combine them2. We
therefore define the outgoing field as the vector light field on a spherical surface sur-
rounding the bead, and centred at the origin, as shown in Figure 5.5(a) - this surface
remains fixed in the same position when the particle is displaced for evaluation of the
scattering matrices. In our simulation we are limited to how far away from the particle
we can define this surface because of Equation 4.9. When nmax reaches the value of 86,
the factorials involved in the definition of the VSWFs blow up numerically; this limits
us to a spherical volume with an 8 µm radius.
(a) (b) (c) (d)
Figure 5.5: Output basis for the GWS method. The output state is defined as the
complex light field amplitude on a spherical surface around the particle (a). This surface can
be approximated as an icosahedron (b), which can further be divided up into a polyhedron (c)
by splitting up each triangular face into four triangles and projecting the additional vertices
onto a sphere. Each vertex then corresponds to a sampling point where the field is ‘measured’.
The particular arrangement that we use has 2562 sampling points (d).
To obtain the |out〉 vector we sample the surface at different locations - this presents the
issue of uniformly distributing points on a sphere. We choose a method which models
2It is not impossible, though. One can use translation matrices [159] to combine the different
VSWF bases.
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a sphere as a geodesic polyhedron. The particular code we used [168] starts with a
regular icosahedron, the twelve vertices of which are located on our spherical surface,
shown in Figure 5.5(b). Each of the twenty equilateral triangles is then subdivided into
four and the new vertices are projected onto a sphere, as shown in Figure 5.5(c). The
process can then be repeated until the number of vertices reaches the desired number
of sampling points N s. The main drawback of this technique is that N s cannot be
arbitrary - it can only take values of Ns = 10× 4n + 2, where n = 0, 1, 2, ... is the
number of triangle subdivisions performed. We choose to work with n = 4 which gives
us 2562 sampling points, see Figure 5.5(d), to fully capture variations in the outgoing
field. Effectively, N s is further tripled because there are three electric field components
associated with each sampling point.
The scattering matrix S connecting the incoming and outgoing fields will have di-
mensions of Ns ×Nb. The procedure for estimating S is fairly straightforward. We
‘activate’ the input basis modes one at the time, making |in〉 a column vector in which
all but one entries are zero. For each active beam we then estimate the output field
profile |out〉, which immediately gives us the columns of S corresponding to each |in〉
state. We illustrate this procedure with a simple example.
Suppose we have three input modes and four output modes. First, we set |in〉 = [a 0 0],
where a is some chosen number. Then, using the GLMT, we obtain the corresponding
output state, |out〉 = [b1 b2 b3 b4]. Explicitly writing out the elements in the scattering
equation, we have: 
b1
b2
b3
b4
 =

S11 S12 S13
S21 S22 S23
S31 S32 S33
S41 S42 S43


a
0
0
 . (5.9)
Immediately we see that S11 = b1/a, and similarly we obtain the rest of the first
column. We then set |in〉 = [0 a 0] and repeat the procedure, until the entire scattering
matrix S is obtained. If we wish not to constrain the light input to a single polarisation
state and instead allow the GWS to ‘choose’ it, we simply concatenate two scattering
matrices - one estimated for x-polarised input, and one for y-polarised input.
5.1.4 Evaluating new traps, and additional notes
There are a few technicalities remaining that we have to cover before jumping straight
to results. Our ‘test’ system consists of a silica bead of 3µm radius in water, illu-
minated with light of 1064 nm wavelength. When estimating the differential of the
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scattering matrix for the GWS we will be using a step size (as defined in Section 4.1)
of ∆x = 10 nm, unless specified otherwise. We will use the same step size when estim-
ating the force gradient in the optimiser.
A note on semantics: here we define optical trapping stiffness as a negative quantity,
so when we say ‘we want to minimise stiffness’ we mean that we want to find the most
negative, not the smallest absolute, stiffness.
We will evaluate any new field that we obtain by comparing it to a standard Gaussian
beam trap of equal power. For this purpose we define the enhancement factor R as the
ratio between the stiffness of any new trap we present and the stiffness of the Gaussian
trap:
Rδ = κδ,field
κδ,Gauss
, (5.10)
where δ indicates the direction along which the stiffness is estimated, e.g. x.
There will be quite a few colour-map figures in this chapter. Most of these will represent
light intensity (never amplitude) either in the pupil plane, or in the focal plane where
the trapped bead resides. Figure 5.6 shows these colour-maps: a green colour-map
for intensity distributions in the pupil plane, a blue one for intensity patterns in the
bead plane for fields obtained with the GWS and a red colour-map for those obtained
with the iterative optimiser. The colour in several intensity plots appearing in the
same figure will not have the same scaling, unless specified otherwise. When discussing
phase we will use a greyscale colour-map where the phase varies from pi to -pi.
0 max
-ππ
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Figure 5.6: The main colour-maps used within Chapter 5.
To visualise the polarisation state of the input light we will use polarisation ellipses.
A single polarisation ellipse is traced out in space by the vector describing the electric
field magnitude during one cycle of the wave. For example, if the light is linearly
polarised, the electric field oscillates along a single axis - its polarisation ellipse is then
just a line parallel to this axis, as indicated in Figure 5.7. If the x and y components
of the electric field are a pi2 out of phase and are of equal magnitude, the electric field
vector will trace out a circle. For any other phase difference we will have elliptical
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polarisation. The colour of each polarisation ellipse indicates the intensity of the light
field. This completes our discussion of methods and we move on to implementing them.
Vertical, y Diagonal Horizontal, x Elliptical Circular
Figure 5.7: Polarisation ellipse representation.
5.2 Optimising 1D stiffness in the transverse plane
We begin by first considering stiffness enhancement along one dimension, in the plane
transverse to the direction of the illuminating laser beam, namely the z = 0 plane.
First, we will examine the performance of the GWS operators, exploring effects of
polarisation, and making sure that optimisation behaves in the same manner along
different directions in the transverse plane. We will then review the results achievable
with the iterative optimisation scheme and compare the two approaches.
5.2.1 Using the GWS
Optimising the force
We first check our implementation of the GWS method by calculating the Qx op-
erator, as defined in Equation 4.1. The eigenvectors of Qx, also called its principal
modes, describe electric fields, the |out〉 state of which is invariant under small target
displacements along x. The corresponding eigenvalues λx are directly related to the
x-force that each principal mode exerts on the particle. We estimate this force Fx
for each principal mode of Qx, and plot the relationship between Fx and Re(λx) in
Figure 5.8(a). Note, that the force is given in arbitrary units (au), which are the same
in all of the figures presented in this chapter, so that they can be compared directly.
We observe a strong linear correlation as expected, but we also see manifestations of
noise in the form of deviations from the line of best fit. However, we stated already in
Section 4.1 that this trend is perfectly linear only if the scattering matrix is unitary,
which is not the case for our S. Also, as expected, the minimum and maximum forces
correspond to the minimum and maximum eigenvalues of Qx.
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Figure 5.8: Optimising optical force with Qx. (a) Shows the relationship between the
x-force (given in arbitrary units, au) that each principal mode of Qx exerts on the particle,
and the corresponding real eigenvalues λx of Qx, with a linear fit. Intensity distribution in
the bead plane is shown for the principal modes exerting the most negative (b), smallest (c),
and most positive (d) forces; the edge of the 3 µm bead is indicated with a grey ring.
The light fields that exert the maximum and minimum forces, shown in Figure 5.8(b,d),
agree well with intuition we have from a Gaussian beam trap. The light imparts
momentum only when it propagates in between media of different refractive indices -
this happens at the bead-water interface. The particle will therefore experience the
greatest force in the x-direction when the light is focused onto its right edge and the
smallest force (which, to clarify, is the largest negative force) when the light is focused
onto the left edge. For a full picture we also look at the field which would result in
the smallest absolute value of the force. As we see in Figure 5.8(c), in this case all the
light is simply bypassing the bead.
Optimising stiffness in 1D
We now estimate the operator Kx defined in Equation 4.2 and its principal modes
with the aim of finding a light field with the best possible trapping stiffness. The
field associated with the most negative eigenvalue is the one with the most negative
stiffness. As shown in Figure 5.9(a) this field has a two lobe formation at the inner side
of the edge of the bead. The force profile of this trap is shown in Figure 5.9(d), which
presents the x-force that the light field exerts on the bead when the bead is displaced
by a distance x from the origin. For completeness, we look at the field with the largest
positive force gradient in Figure 5.9(c,e). We still see a two lobe formation, but now
most of the intensity is thrown just outside the edge of the bead. In such a light field
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Figure 5.9: Optimising optical trapping stiffness with Kx. The principal modes of
Kx with the best (a) and worst (c) trapping conditions and their corresponding force profiles
(d,e). (b) Shows the relationship between the x-force gradient that each principal mode of
Kx has, and the corresponding real eigenvalues of Kx.
a bead perturbed to move even slightly away from the origin will be drawn into one of
the intensity lobes.
Unexpectedly, the field with the largest force gradient does not correspond to the
largest eigenvalue of Kx. We also observe more noise in the relation between the force
gradient and Re(λx) than we did for Qx. This is perhaps not entirely surprising, given
that to obtain Kx we need to evaluate a second order differential and two effective
inverses (while Qx requires a first order differential and one effective inverse). We save
a more detailed discussion of non-perfect linearity for Section 5.6.1.
In comparison to a standard Gaussian beam trap (which can be approximated by
integrating over the BSCs of Bessel beams in the range from 0 to α03 [163]) the two-
lobe trap increases κx by 39 times. This substantial improvement comes at the expense
of two other important trap features. First is the narrowing of the trapping range,
which we define as the region around the trapping equilibrium (which is usually at
x = 0) between the maximum and minimum forces, as indicated in Figure 5.10. The
trapping range of the two-lobe trap is 16 times smaller than that of a Gaussian beam.
Second is the reduction in the absolute maximum force that a light field can exert on
the particle - this force dictates, for example, at what maximum speed a trap can drag
a particle through the surrounding fluid. The maximum force in the two-lobe trap
3 Technically, having a hard cut-off at α0 will produce an Airy pattern in the focal plane. The
central disk of this pattern (where most of the intensity is concentrated) is well approximated by a
Gaussian profile.
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Figure 5.10: Force profiles of the two-lobe and Gaussian beam traps. The blue
curves show the force that a bead experiences when it is moved along the x (solid line) and
y (dashed line) directions with respect to the two-lobe trap, which is designed to enhance
κx and is shown in the bottom inset. The yellow curves correspond to the Gaussian trap
shown in the top inset. The horizontal grey lines indicate the trapping range for the Gaussian
(upper line) and two-lobe traps (lower), and the grey circles point out the absolute maximum
force that each trap can exert on the bead.
decreases by 1.7 times and is indicated in Figure 5.10. The two-lobe trap also shows
secondary equilibria at x = ±3.8µm where the bead falls into one of the intensity lobes.
Another, this time beneficial, byproduct of the two-lobe field designed to enhance κx
is that κy increases as well - by nearly 5 times compared to a Gaussian beam. This
trap is, however, not stable in the z-direction.
We now take a closer look at the input modes that make up the optimal field. In
Figure 5.11 we see that the two-lobe trap is made up exclusively from modes with
odd values of OAM. We observe symmetry in power distribution, as well as phase,
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Figure 5.11: Make-up of the two-lobe trap. Heat maps showing the fractional power
fi (a) and phase Φi (b) of the input modes that constitute the two-lobe field. The phase of
even-valued OAM has been deliberately hidden under the blue lines for ease of viewing, since
the amplitude of these modes is zero and does not contribute to the final field.
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between pairs of Bessel modes with positive and negative L - this ensures x, y mirror
symmetry in the object plane. We explicitly state, however, that the input basis was
not constrained in any way to enforce symmetry in the resulting light field - it emerges
naturally in the best stiffness principal mode.
Polarisation
We take the opportunity at this point to consider the effects of polarisation. It is a well
known fact that linearly polarised light produces the tightest focus along the direction
orthogonal to its polarisation. We can see this effect quite clearly in our two-lobe trap.
If we constrain our input basis exclusively to x-polarisation (Figure 5.12(a)) the result-
ing lobes are more ‘blurred-out’ in comparison to y-only polarisation (Figure 5.12(b)).
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Figure 5.12: Effect of polarisation on κx. Shown here are the polarisation state maps in
the pupil plane (green colour-map) with the corresponding focal plane intensity distributions
(blue colour-map insets) for the highest stiffness principal modes of Kx when polarisation in
the input basis is restricted to x (a), y (b), or if it is arbitrary (c). Colour is proportional to
intensity. The corresponding force profiles are shown in (d).
Interestingly enough, if we allow the Kx operator to determine how polarisation varies
across the pupil, it chooses y-polarised light along the x-axis, and polarisation becomes
diagonal as we go further away from the x-axis, thus optimising the tightness of the
lobes, as seen in Figure 5.12(c). We see only a very marginal improvement in κx
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values, though, between y-only and mixed polarisation - they have nearly identical
force profiles as shown in Figure 5.12(d). The improvement is 1%, to be exact, while
x-only polarisation produces a 27% smaller stiffness than the other two.
Enhancing κ along an arbitrary direction
Naturally, we can use the K operator to optimise along any direction. Two ex-
ample fields with the highest stiffness along y and x=y directions are shown in Fig-
ure 5.13(a,b), which unsurprisingly end up being rotations of the intensity pattern
giving the best κx. One might expect that the optimal fields along each direction
would return identical stiffness, i.e. κx obtained with Kx should be the same as κy
obtained with Ky (provided that polarisation does not have direction-dependent effect
in the object plane, e.g. circular polarisation). But this is not the case - going from the
x-axis through the x=y axis the stiffness is gradually increasing, reaching the largest
value at y-axis with κy being 0.8% larger than κx. This seems to point towards some
systematic issue. We recall that the sampling points in the output basis are not entirely
uniformly distributed. In fact, if we look specifically at the points lying in the xy-plane,
we see (Figure 5.13(c)) that they are more densely clustered around the y = 0 axis
- this might be the source of asymmetry in the results produced by Kx and Ky. We
test this assumption by rotating our sampling surface by 90◦ about the z-axis and then
repeating the optimisation procedure. The new scattering matrices give us stiffness
operators Krotx and Kroty . We find that Krotx returns the same results as Ky did for the
original sampling point distribution before it was rotated. The same is true for Kroty
and Kx, which confirms our hypothesis. This is a clear illustration of how the choices
made in selecting a sampling basis for the outgoing field affect the final optimisation
results. We reiterate, however, that this is only a minor issue and optimisation can be
done successfully along any direction in the transverse plane.
(a)
x
y
(b)
x
y
x, μm
y,
 μm
(c)
Ry = 39 Rx=y = 39 0 5-5
0
5
-5
Figure 5.13: Optimising optical trapping stiffness with K. Principal modes with
the best optical trapping stiffness along y (a) and x=y (b) directions. Shown in (c) is the
non-uniformity of the sampling points on the z = 0 plane.
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5.2.2 Using the optimiser
Unlike the GWS method, the optimiser requires, and is strongly dependent on, a
starting point - the initial light field distribution for the first iteration. Because of the
complicated landscape that the optimiser has to explore (a total of 220 optimisation
variables if we allow Nα = 10 cone angles, OAM in the range from -5 to 5, and mixed
polarisation), it is very difficult to predict what would be a good starting point. In
Figure 5.14 we present the intensity of four different starting points and the solutions
that the optimiser converged to in an attempt to find the stiffest trap along the x-
direction. Initially, we took the approach of selecting starting points based on intuition.
A Gaussian beam trap (Figure 5.14(a)) is a natural choice as it already has a high
trapping stiffness. It can be created by activating only the L = 0 modes with a
uniform phase (we use y-polarised Bessel beams here). From this initial configuration
the optimiser arrived at a solution that spreads out the intensity along the x-axis, but
leaves a significant portion of it in the middle. Next, we attempted to mimic the two-
lobe structure of the GWS solution, by creating two intensity spots in the focal plane
(Figure 5.14(b)), made up of L = ±1 modes in be pupil plane. This starting point
resulted in a solution similar to the one obtained from a Gaussian beam. Both solutions
have the same κx, which is roughly half of κx of the two-lobe trap obtained with the
GWS. We have also tried a number of random starting points, one of which is shown in
Figure 5.14(c), and which led the optimiser to a light field with an 11% better stiffness
than the previous two starting points. Finally, and somewhat surprisingly, setting
the initial intensity to nearly zero (Figure 5.14(d)), resulted in the best solution - the
already familiar two-lobe trap. What is particularly interesting, is that the solution
(a) (b) (c) (d)
Rx = 39Rx = 23Rx = 21Rx = 21
Figure 5.14: Dependency of the optimiser on the starting point: κx. The top row
shows the starting conditions and the bottom row shows the solutions that the optimiser
converged to, in the order of increasing stiffness in the x-direction.
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that the optimiser converged to has a 3% larger κx than that obtained with the Kx
operator. We saw already that our implementation of the GWS operators suffers from
noise, which is especially evident in the non-perfect linearity of the force gradient vs.
eigenvalue relationship. And now we have clear evidence that the best stiffness solution
found with the GWS is not quite the optimum solution. We explicitly state that we
do not believe this to be a fundamental issue of the method, but rather an issue of our
implementation.
With the most favourable starting point it took the optimiser 38min to reach the
stiffness achieved by the GWS method, and another 114min to improve this result
by 3%. In comparison, finding the optimum field in the GWS framework (with the
same number of input modes available) took a total of 11min. Of this time, 10min
were used to calculate the six scattering matrices, 1min was used to find the number
of singular values which gives the best final result, and 7 s were used in obtaining the
optimum field. This makes our implementation of the GWS method 3 times faster
than the optimiser.
Unfortunately, the starting point which proved to be the best when optimising κx is
not equally good for other directions. For example, the best strategy for x (starting
with almost zero intensity) does not work nearly as well for y. See Figure 5.15(b),
where κy of the final solution reaches just about half of that possible in a two-lobe
trap. Meanwhile, starting with a bright intensity spot (now x-polarised, shown in
Figure 5.15(a)) shows a 32% better stiffness in y than when optimising for x.
(a) (b)
Ry = 21Ry = 28
Figure 5.15: Dependency of the optim-
iser on the starting point: κy. The top row
shows the starting conditions and the bottom
row shows the solutions that the optimiser con-
verged to.
It might seem that the optimiser should arrive at the same solution regardless of the
direction along which we wish to optimise. However, while the link between a two-lobe
trap aligned on the x-axis and one aligned on the y-axis appears clear to us - a rotation
by 90◦, from the point of view of the optimiser the two fields are very different. It is the
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phase distribution in particular that determines the orientation of the final field, and
it is very dissimilar for the two focal-plane intensity distributions we are considering.
Therefore, the path that leads the optimiser to the best stiffness in x will be very
different from the path that leads it to the best stiffness in y.
We can easily draw the conclusion that, while imperfect in our implementation, the
GWS method for optimising stiffness in 1D in the transverse plane surpasses the it-
erative optimiser, both in terms of the solutions obtained and the computation time
required.
5.3 Optimising 1D stiffness in the axial direction
We next move on to the z-direction, where we immediately face challenges. The method
of the K operator does not explicitly find the best stiffness - it finds the steepest
negative force gradient at z = 0. There are no guarantees that the force will cross from
positive to negative in this region to create a stable trapping equilibrium. To illustrate
this point, we have carried out the optimisation procedure with Kz, and found that
the optimum field does indeed have a negative force gradient at z = 0, but the z-force
itself is positive over the entire diameter of the bead, as can be seen in Figure 5.16(b).
An equilibrium does exist, at about z = −5µm but the stiffness there is two orders of
magnitude smaller than in a Gaussian beam trap.
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Figure 5.16: Enhancing κz with Kz. The principal mode (a) of Kz with the steepest
negative force gradient, as seen in the z-force curve in (b).
Instead of optimising the field directly with Kz, we can look for a field with the most
negative z-force using Qz (for a bead located at z = 0). Such a field, while it does
not guarantee enhanced stiffness, does guarantee a stable trapping location somewhere
along the z-axis. Intuitively this can be understood by recognising that a bead can only
be pulled against the direction of propagation of the beam if it is in a high intensity
gradient neighbourhood, where the gradient force is larger than the scattering force.
Such intensity gradients are generated near a beam focus. Further away from the focus,
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Figure 5.17: Enhancing κz indirectly with Qz. By finding the principal mode of Qz
with the most negative z-force acting on the bead at z = 0, we identify a field which will
have a stable trapping location. The intensity cross-section along the beam axis (a) for an
input limited to y-polarisation (inset), and the corresponding force profile (b) are shown;
(c,d) show results for mixed polarisation.
either in front or behind it, the scattering force dominates, pushing the bead along the
beam. Since an intensity gradient cannot be maintained along the entire beam, a
‘pull’ region, where the force acting on the bead is negative, must be surrounded by
two ‘push’ regions, where the force is positive, thus ensuring the presence of a stable
equilibrium. The results with the most negative longitudinal forces are presented in
Figure 5.17 for y-polarised (a,b) and mixed polarisation (c,d) inputs. While the mixed
polarisation allowed a 17% more negative z-force, the linear polarisation resulted in a
32% higher trapping stiffness at the equilibrium.
Attempts to minimise κz directly with the iterative optimiser would run into the same
issue as they did with the Kz operator - simply looking for a minimum gradient at
z = 0 returns a solution which will only push the bead downstream the laser beam.
Following the above approach of minimising the force instead, returns solutions which
are similar to, but do not quite catch up with the ones obtained using Qz. With
the optimiser, however, we can impose additional constraints to try and enhance the
stiffness, as well as have control over where the trapping equilibrium will be. We task
the optimiser with minimising the z-force at some (positive) bead displacement ∆z
while constraining the force at −∆z to be equal and opposite. Even if the constraint
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condition cannot be met exactly, the resulting field will have an equilibrium in between
−∆z and ∆z. Although, much like with the approach of minimising the force at z = 0
we cannot be certain of an increase in stiffness, as we are approaching the problem
indirectly via the force.
The resulting field and its corresponding force profile for ∆z = 0.5µm are shown in
Figure 5.18(a). First, we observe that the absolute forces at z = ± 0.5 µm are not
equal despite the constraint, but this is of little significance to us. The force follows
a linear trend in nearly all of the range between −∆z and ∆z, with a steep gradient
enhancing κz 16 times, compared to a Gaussian beam. In Figure 5.18(b) we see that
using ∆z = 1µm did not improve stiffness equally well. The force slope levels out just
before crossing zero, leaving the stiffness improvement factor at the value of 3. Just like
in the case of the transverse plane, enhanced stiffness comes at the price of a reduced
trapping range. In addition to this, these traps have reduced stiffness in y, and are
unstable in x. Both results were obtained in half an hour, using y-polarised light with
a starting point of near-zero intensity.
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Figure 5.18: Enhancing κz with the optimiser. The light fields (top row) and corres-
ponding z-force profiles (bottom row) obtained by the optimiser when minimising Fz(∆z)
with additional constraints. ∆z = 0.5 µm in (a) and ∆z = 1 µm in (b). The vertical pink
lines indicate ±∆z and the blue dashed line corresponds to a Gaussian beam.
We can thus draw a conclusion opposite to that in the previous section - when it comes
to enhancing stiffness along the axial direction, iterative optimisation is clearly capable
of outperforming the GWS approach, by taking advantage of additional constraints.
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In fact, the GWS operators are simply not suited for the task of simultaneously enhan-
cing the longitudinal force gradient and ensuring stability at the point of the steepest
gradient.
5.4 Multi-dimensional stiffness enhancement
One of the side effects of one directional stiffness optimisation is that trapping along
other directions will be affected as well - be it for better or worse. A light field with
good stiffness along one direction might not have an equally good stiffness, or even
a stable equilibrium, in another. This is particularly true for κz when optimising κ
in the transverse plane, and vice versa. Since stiffnesses in different dimensions are
not independent from one another, the operators Kx,Ky,Kz do not commute and
cannot be straightforwardly combined to simultaneously enhance stiffness in multiple
dimensions. We therefore take the approach of combining fields which are optimal
along each individual direction.
5.4.1 In the transverse plane
Once again, we begin by considering the transverse plane. We saw that, advantageously,
the two-lobe trap which optimises κx also increases the stiffness in y. But what if we
want to have control over the exact ratio between κx and κy - set it to 1, for example?
The first option is to rely on symmetry. If we only allow input modes which have
OAM of zero and carry out the familiar optimisation procedure with Kx, y-stiffness
will automatically be the same as x-stiffness (assuming circular polarisation). We can
see the resulting ring trap in Figure 5.19(a), which is circularly symmetric and has an
enhancement factor of Rx,y = 17. The inset to the right bottom of the intensity plot
illustrates the magnitude of stiffness, which we can see to be the same in all directions.
The option of using only L = 0modes, though, does not give us the freedom of changing
the ratio between κx and κy. Alternatively, we can add the two-lobe solutions obtained
with Kx and Ky, expecting minimal interference since they do not overlap a lot in the
focal plane. Remembering to halve the power going into each solution (to keep the total
power constant), we obtain a four-lobe trap seen in Figure 5.19(b). Here we are allowing
the polarisation to vary across the pupil plane as dictated by the individual solutions.
We recall that, as we saw in Section 5.2.1, our optimisation with Kx and Ky does
not achieve identical stiffness along x and y. This is easily resolved by redistributing
the amount of power that goes into each pair of lobes, creating a field that has the
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Figure 5.19: Enhancing 2D stiffness in the transverse plane with GWS. In (a)
the input basis is restricted to modes with L = 0; along with circular polarisation this
automatically ensures equal stiffness in all directions. In (b) the optimal fields for κx and
κy are added together to create a four-lobe trap with κx = κy. And in (c) the power is
redistributed so that κy = 3κx. The colour scaling is the same in the three intensity plots.
The lower insets with green lines illustrate the variation of stiffness along different directions
in the fields. The length and orientation of each line represent the magnitude of stiffness (not
to scale in between (a-c)) and the direction along which it was estimated. The upper insets
show polarisation ellipses in the pupil plane.
same stiffness in x and y. But we also observe that the stiffness is ever so slightly
greater on the diagonals - by about 1% - making the trap nearly circularly symmetric
in terms of stiffness. This also suggests that a more optimal field that simultaneously
enhances κx and κy is this four-lobe field rotated by 45◦. Should we need to change
the ratio between the stiffnesses, we can simply redistribute the power. For example,
in Figure 5.19(c) we see a four-lobe trap with κy = 3κx.
We expect that simply adding the two lobe pairs will not immediately give the best
possible solution. To see if the four-lobe trap can be further improved we set it as a
starting point in the optimiser set to minimise (i.e. find the most negative) κx + κy,
while maintaining a ratio of κxκy = 1. Initial attempts resulted in asymmetric fields and
non-zero optical force at x, y = 0. We have therefore constrained the available input
modes to odd values of OAM with equal power in opposite L values: fi(L) = fi(−L).
(b)(a)
Rx,y = 22 Rx,y = 23
Figure 5.20: Optimising the four-lobe field. The polarisation ellipses of the starting
point (a) and the solution (b) of the iterative optimiser. The insets show the intensity in the
xy object plane.
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This ensures rotational symmetry about the origin point in the xy-plane, and therefore
zero transverse force acting on the particle. With symmetry ensured, the optimiser
converged to a solution which marginally improved the stiffness sum by 4%, over
a duration of 164min. As seen in the insets of Figure 5.20 the change in intensity
distribution in the xy-plane is barely sufficient to be visible. However, we observe in
the polarisation maps, that the stiffness improvement was achieved by directing more
intensity from the centre of the pupil plane towards the edges.
In terms of average stiffness (estimated along several different directions) the four-lobe
trap outperforms the ring trap by 30%. Therefore it seems that it is more favourable
to throw intensity into several strategic points, rather than spread it out evenly along
the edge of the bead. However, it could also be the case that the four-lobe trap simply
uses the available power more efficiently, while the ring trap throws some of it away
unused. It is not immediately clear how the two trapping strategies would compare if
all of the available intensity could be perfectly concentrated into the trap (provided, of
course, that such a trap is compatible with Maxwell’s equations). Furthermore, we have
allowed varying polarisation in the four-lobe trap, while the ring trap is constrained
to circular polarisation. We therefore also investigate a circularly polarised four-lobe
trap. We see this field in Figure 5.21(a), which performs 14% worse than its mixed-
polarisation counterpart, and 12% better than the ring trap. Further optimising this
field returned a somewhat unexpected result, seen in Figure 5.21(b). Unlike in the
mixed-polarisation case where the optimiser responded by pushing some of the available
power from the middle to the edges of the pupil, we now see the four lobes being
merged into two crescents positioned along one of the diagonals. This two-crescent
trap improved the sum of κx and κy by 2.1% over 181min.
y
x
(b)(a)
y
x Rx,y = 19 Rx,y = 20
Figure 5.21: Optimising circularly polarised four-lobe field. The intensity in the
xy-plane and the corresponding polarisation maps in the pupil plane of the starting point (a)
and the solution (b) of the iterative optimiser aiming to improve the sum of κx and κy while
ensuring they are equal.
We have so far used the optimiser to improve solutions that were already of very high
stiffness. But what happens if we run the optimiser without the benefit of beginning its
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Figure 5.22: Enhancing κx+ κy with the optimiser. Starting the optimiser with equal
power in each available mode (a) to minimise κx + κy while requiring them to be equal,
converged to a solution (b) with the force profile shown in (c).
journey from an already favourable point? In Figure 5.22 we present results achieved
from a starting point where each available mode contains the same amount of power.
Working with y-polarised enforced symmetry input, the optimiser was looking to min-
imise κx + κy while keeping them equal. The optimisation took nearly three days to
converge to the solution shown in Figure 5.22(b,c). Given that the input is limited
to y polarisation, it is not surprising that the solution did not converge to a four-lobe
trap, since it would not have equal stiffness along x and y. Instead we see a six lobe
formation, with the familiar two lobes along the x-axis and four lobes along the y-axis.
The solution enhances the stiffness along both directions 18 times, which is slightly
worse than most of the fields we have seen in this section. We thus conclude that, as
far as simultaneous 2D stiffness enhancement is concerned, the iterative optimiser does
not quite reach the results attainable by combining the optimal x and y-stiffness fields
obtained with Kx and Ky respectively, while taking significantly more time to produce
a favourable result.
Summary
We summarise the results presented in this section in Table 5.1. To obtain a light
field which traps equally well in x and y, we first constrained the symmetry of the
field by restricting the input basis to circularly polarised Bessel beams with zero OAM.
This ensured that using the GWS method to find the most negative x-stiffness would
produce a circularly symmetric trap with isotropic stiffness in the transverse plane.
This ring trap, shown in the first column of Table 5.1, offered stiffness enhancement of
17. Next, we approached the problem by superposing two two-lobe fields obtained with
the GWS - one which offered the best trapping in x, and one with the best trapping
in y. The result is a four-lobe structure, with nearly isotropic stiffness, and is show in
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the second column of Table 5.1. The stiffness enhancement of this trap is 22 along x
and y axes, with a further 1% increase along the diagonals.
Trap
Rx,y 17 22 23 20 18
Polarisation C Mixed Mixed C Y
Figure 5.19(a) 5.19(b) 5.20(b) 5.21(b) 5.22(b)
Duration — — 164min 181min ∼ 3 days
Table 5.1: Summary of optimised 2D trapping in the transverse plane. Listed
here are the enhancement factors Rx,y for the traps discussed in this section, along with
their polarisation state in the pupil plane (C stands for circular) and the figure in which they
appear in the text.
We aimed to improve this four-lobe trap by setting it as a starting point for the iter-
ative optimiser and setting it to minimise κx + κy. This strategy achieved marginal
improvement, bringing the enhancement factor up to 23 - the highest Rx,y we saw
in this section. This field has a nearly identical four-lobe structure and is shown in
the third column of Table 5.1. The two four-lobe traps take advantage of spatially
shaped polarisation structures. To consider situations where polarisation shaping is
not available, we used a circularly polarised four-lobe field obtained with the GWS as
a starting point in the optimiser, and obtained a two-crescent trap, presented in the
fourth column of Table 5.1. This field breaks the stiffness symmetry by concentrating
the intensity along one of the diagonals, although it offers a 20-fold enhancement along
x and y - a 12% increase compared to the, also circularly polarised, ring trap. Finally,
we tested the capabilities of the optimiser without the convenience of having a starting
point provided by the GWS. With the initial point where each available y-polarised
Bessel mode has equal power, the optimiser converged to a six-lobe structured field,
shown in the last column of Table 5.1, with Rx,y = 18 - marginally better than the
ring trap, but only after having taken nearly 3 days to converge. We conclude that
the iterative optimiser on its own is not very well suited to deal with multidimensional
stiffness optimisation, but it can accompany our strategy of combining GWS fields
optimised for different directions.
5.4.2 Full 3D trap
The only step left now is to find a field which enhances transverse trapping stiffness
while ensuring stable trapping along z. Perhaps the most obvious solution to this
Chapter 5. Optimising optical trapping stiffness 116
problem is having a counter-propagating optical trap setup, where two beams travelling
in opposite directions act to cancel out the scattering forces that destabilise the trapped
particle in the longitudinal dimension [24, 169, 170]. Such setups are, however, fairly
complicated and are not often encountered in labs, with the standard being a single
Gaussian beam trap. We will therefore explore the options for achieving 3D stability
with a single trapping beam.
Having witnessed the struggle of the optimiser to minimise stiffness along different
dimensions simultaneously in the transverse plane, we again take the approach of com-
bining minimally overlapping fields - one of which has a very high stiffness in the
transverse plane and the other one which has a stable z-equilibrium. We first return to
the field we saw in Figure 5.17(b) in Section 5.3, which minimises the z-force at z = 0
and is created using varying polarisation in the far field. We see in Figure 5.23(b)
that this field has a four-lobe structure in the xy-plane which is ideally suited to be
combined with our four-lobe trap. This particular tractor beam, however, is made
up of modes with even-valued OAM, and adding it to our odd-OAM four-lobe field
(Figure 5.19(b)) would break the rotational symmetry in the transverse plane of the
beam. We therefore construct another four-lobe field with even-L Bessel modes, which
can be seen in Figure 5.23(a). This particular trap has a 9% lower stiffness than its
odd-valued counterpart.
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Figure 5.23: Combining fields for stable 3D trapping: A. The transverse and longit-
udinal intensity distributions with corresponding force curves for: a four-lobe field (a) with
high transverse stiffness, a tractor beam (b) with a stable z-equilibrium, and the combination
of the two (c,d). In (c,d) the fields and x, y-force profiles were estimated with the bead at
the equilibrium.
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Presented in Figure 5.23(c,d) is the result of adding the two above fields, with equal
power in each - we refer to this new field as field A (or trap A). In the xy-plane we see
the intensity being spread out along the edge of the bead, with two more prominent
lobes along the y-axis. A more detailed visualisation of how the field changes upon
propagation through the bead is presented in Figure 5.24. Compared to the four-lobe
trap, κx,y of trap A has been almost halved, as we would expect, given that the power
is now shared between two beams. The stiffness in the transverse plane of this field
is enhanced by 11 times. In the longitudinal cross-section of the beam we see the
intensity being concentrated at the top and bottom of the bead, providing a stable
equilibrium at z =−0.2 µm. Somewhat unexpectedly, κz has reached an enhancement
factor of Rz = 7 here, compared to Rz = 3 of the original tractor beam. It seems
that the effect of the negative z-force of the tractor beam at z = 0 was to ‘pull down’
the z-force curve features of the four-lobe trap (light-green line in Figure 5.23(a)), just
enough to create a stable trapping point. We note however, that the z-force profile
shows a rather shallow and narrow dip into the negative force region, which begs
the question of how stable this trap really is. The distance between the equilibrium
and the point of minimum force is about 0.35µm - assuming a linear restoring force
model, we can use this information in the equipartition theorem, κ(δz)2 = kBT , to
determine that stiffness of at least 3.3× 10−8Nm−1 is needed to ensure that a bead
stays in its trap (assuming room temperature). This is well below what is achievable
for a Gaussian trap with typical laser powers used in optical tweezers (we recall that
stiffness is directly proportional to intensity), and with the enhancement factor of 7
will not pose any issues for stability of our trap.
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Figure 5.24: Intensity distribution
in field A in different transverse planes
along the beam axis. Note that intens-
ity is not scaled in between the different
planes so that the details of the light field
can be easily resolved.
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5.4.3 Optimal field for our hydrodynamic actuators
We now return to one of the motivations for Part II of this thesis - enhancing optical
trapping stiffness in order to improve the performance of our hydrodynamic manipu-
lation technique. The beads in the constellation rotors are restricted to move along
a circular trajectory and therefore only need very high stiffness along the direction
of their motion, not the direction orthogonal to it. It is therefore sufficient for us to
be combining a two-lobe field with a compatible tractor beam. For this purpose we
pick another field, from Figure 5.17(a), which is created with a y-polarised input and
is shown again in Figure 5.25(b). Once again, the intensity structure of this tractor
beam in the xy-plane is particularly well suited for us, as it has a two lobe formation
orthogonal to the already familiar two-lobe trap, seen in Figure 5.25(a). To our disap-
pointment, adding the two fields, does not produce a z-stable trap. As can be seen in
Figure 5.25(d), the z-force curve barely grazes the zero-force line (at the equilibrium
closest to zero), which is also accompanied by minimal y-trapping (yellow curve).
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Figure 5.25: Combining fields for stable 3D trapping: B. The transverse and longit-
udinal intensity distributions with corresponding force curves for: a two-lobe field (a) with
high x-stiffness, a tractor beam (b) with a stable z-equilibrium, and the combination of the
two (c,d). In (c,d) the fields and x, y-force profiles were estimated with the bead at the
equilibrium.
Hence, we turn to yet another z-stable beam, this time one obtained with the iterative
optimiser and which first appeared in Figure 5.18(a). From Figure 5.26(b) we see that
this field has a two-crescent structure just outside the bead, which overlaps with the
two-lobe trap. It is not at all intuitive to predict how the two fields will interfere,
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but we find that combining them results in a 3D-stable trap, which we call trap C,
with the stiffness being 6 times larger along the main axis connecting the resulting two
lobes, than along the line perpendicular to it. To be particular, the two axes exhibit
enhancement factors of 12 (along the main axis) and 2 (along the normal to the main
axis). The z-stiffness is also significantly enhanced, by 10 times, although we do point
out that the peak of the positive z-force just before the equilibrium at z = 0.1µm is
rather low and narrow. At the width of 0.3µm this requires a minimum stiffness of
4.4× 10−8Nm−1 to be stable (using the same argument we did for field A). We also
note that following the earlier intuition of using non-overlapping lobes, and rotating
the z-stable field by 90◦ about the z-axis before adding it to the two-lobe field, does
not result in a trap stable in 3D.
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Figure 5.26: Combining fields for stable 3D trapping: C. The transverse and longit-
udinal intensity distributions with corresponding force curves for: a two-lobe field (a) with
high x-stiffness, a beam with high z-stiffness (b) obtained with the optimiser, and the com-
bination of the two (c,d). In (c,d) the fields and x, y-force profiles were estimated with the
bead at the equilibrium.
In a hydrodynamic manipulation experiment the above trap could be dynamically
rotated to adapt to the direction of motion of the bead in a constellation rotor. We
must point out though, that because of polarisation effects this trap would not maintain
constant stiffness under rotation. This is illustrated in Figure 5.27 where field C is
rotated to coincide with the direction of motion, δ, of a bead in a constellation rotor
(showing only one bead); the direction is defined by the angle it makes with the x-axis
(i.e. 0◦ for x-axis, 90◦ for y-axis, etc.). We see that the stiffness is largest when the
bead is moving along x, and reaches less than half of this value when it is moving
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along y. This is accompanied by a narrowing of the trapping region - an appropriate
amount of laser power would be needed to ensure that the force gradient is sufficient
for the bead to stay in the trap. To equalise the performance of the trap in different
orientations, it might be possible to distribute the power among the three beads in
one rotor, depending on their direction of travel. κz, on the other hand, is increased
by 40% when the bead is moving along y, compared to when it is moving along x,
as seen in Figure 5.27(e). Advantage can be taken of this, by directing more power
from the tractor beam part of field C into transverse trapping. Alternatively, the trap
could be constructed with circularly polarised light to make it orientation-independent.
Such a trap would replicate the enhancement factors of the y polarised trap oriented
at 45◦: Rδ = 7 (along the direction of motion of a bead in a constellation rotor) and
Rz = 12. Overall, it seems that trap C cannot quite compete with trap A in terms
of the enhancement it offers. Field C, however, does not require polarisation control
in the pupil to be created. However, if polarisation control is experimentally available,
trap C can be adapted so that its polarisation is orthogonal to the direction of travel δ,
thus eliminating orientation dependence and maintaining the maximum enhancement
factor of 12. This makes trap C a better choice than trap A for our hydrodynamic
actuators.
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Figure 5.27: Field C in motion. Field C being applied to a bead in a constellation rotor
to maximise the stiffness along the direction of motion δ of the bead. The direction is defined
by the angle it makes with the x-axis; shown here are: 0◦ (a), 45◦ (b) and 90◦ (c). The pink
circle indicates the trajectory of a bead in a constellation rotor. The force profiles along δ
(d) and z (e) are shown for the three directions.
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Implications for hydrodynamic clamping
But what exactly does such stiffness enhancement mean for hydrodynamic clamping?
We take a look back to Section 3.3.3 where we have explored, within simulations,
the influence of optical trapping stiffness on the standard deviation σ of a particle,
hydrodynamically clamped using two constellation rotors. We reproduce a part of Fig-
ure 3.12 here and extend it to include larger absolute optical stiffness values. Assuming
that with a conventional Gaussian beam we can trap the hydrodynamic actuators with
stiffness of 1× 10−6Nm−1 (which is indeed similar to the values in our experiments), a
12-fold stiffness enhancement (corresponding to the best case scenario of trap C) would
reduce σ by 43%.
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Figure 5.28: Dependence of hydrodynamic
clamping on κ. Shown here is the standard de-
viation σ of a hydrodynamically clamped 5 µm ra-
dius silica bead, using constellation rotors formed
from beads of the same size, obtained from sim-
ulated data. A fit of the form c1√|κ| + c2 with
c1 = 47.7 (pNm)1/2 and c2 = 32.37 nm is applied
to the data.
However, these simulations assume a linear restoring force profile for trap-bead dis-
placements of up to the radius of the bead. Our new traps do not have this feature -
yes, we have substantially improved the stiffness, but at the same time we have signi-
ficantly cut down the maximum force that can be exerted on the bead, by 5 times, as
well as the trapping range, by 8 times (comparing the best case scenario of y-polarised
trap C and a Gaussian beam of the same power). The maximum achievable optical
force directly influences the highest speed at which a bead can be translated. For the
simple case of a single optically trapped bead, we obtain the over-damped equation of
motion by equating the optical and hydrodynamic drag forces: Fopt = v/µ, where µ
is the hydrodynamic mobility of the bead and v is the relative linear velocity between
the bead and the fluid. From this we can obtain the maximum velocity at which a
bead can travel when being subjected to an optical force Fopt. Since angular velocity
is directly proportional to linear velocity, the maximum achievable rotation rate with
trap C is five times smaller than that achievable with a Gaussian trap.
The above might sound like bad news, especially for applications which require the
actuators to reach high rotation rates. For example, long-range speedy translation of a
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single target across the holding sample cell or hydrodynamic manipulation of multiple
targets, would very likely be worse off with our enhanced stiffness traps than with a
Gaussian beam. On the other hand, the reduction of the maximum force that a trap
can exert should still allow for rotation rates of ∼60 ◦ s−1 in a setup with two 3-bead
constellation rotors. While it is not straightforward to quantify the combined effect
of reduced rotation rate and increased trapping stiffness without actual experimental
data, we believe that trap C should still perform well in hydrodynamic clamping and
local translations of a single target bead.
We recall that the GWS method can be used to optimise the force, instead of stiffness,
like we demonstrated in Section 5.2.1. It might seem that such force-optimised fields
should be suitable for applications where the hydrodynamic actuators need to achieve
high rotation rates. However, the fields we presented in Figure 5.8(b,d) only offer force
enhancement of 1.34 compared to a Gaussian beam - this number would very likely
drop even lower after making sure that the fields are stable in z. Therefore, there does
not seem to be an advantage in using the force-optimised fields instead of the standard
Gaussian traps.
5.5 Phase-only optimisation
The traps that we have demonstrated so far have non-trivial spatially varying intensity
and phase structures in the far field. Creation of such fields would, therefore, require
both amplitude and phase modulation in the pupil plane. While experimentally it is
certainly possible to do both, conventional holographic optical tweezers setups favour
phase-only modulation. In this section we will explore the options for stiffness enhance-
ment with phase-only modulation. Here we will only be presenting preliminary results
for circularly symmetric fields (created using only Bessel modes with L = 0), as this
work is currently ongoing.
We will consider two approaches for enhancing stiffness by phase-modulating a uniform
intensity beam. The most straightforward thing to do is to pick a target field (i.e. one
of the optimum fields that we have demonstrated in this chapter) and imprint its
phase onto a uniform amplitude beam. This should recreate the intensity distribution
in the focal plane fairly well. Alternatively, we can devise an optimiser which directly
optimises the phase of a uniform intensity beam to enhance optical stiffness - this
strategy has been employed for 1D stiffness enhancement in [141] and [142].
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First of all, we need to represent a uniform intensity beam in the Bessel basis. Since
our input consists only of L = 0 modes, this task is fairly undemanding. Each mode
already has uniform intensity and phase in the far field, we just need to make sure
that the intensity is normalised with respect to the area that each mode takes up in
the pupil (i.e. modes with a larger cone angle have greater area associated with them,
so they need to carry more power). Once this is done, the phase of each mode can be
changed as desired.
Our first target field of choice, Txy, is the ring trap demonstrated in Section 5.4.1,
which exhibits a 17-fold enhancement in the radial (transverse) stiffness, compared to
a Gaussian beam. The far field intensity and phase structure of this field can be seen
in Figure 5.29, along with the fields produced by phase modulation. Imprinting the
phase of this field onto a uniform intensity beam (‘Txy phase’ in the figure) results
in a 24% loss of stiffness, although this still represents a 13-fold enhancement factor.
A phase-only optimiser (started with uniform phase across the pupil) converged to a
solution which is 12% behind the original target field, making the phase-only optimiser
more beneficial than simple target phase imprinting.
F
r,
 a
u
40
-40
r, μm
-20
20
Txy
Txy phase
Opt
(c)
(a1)
(c1)
(b1)
(a2) (a3)
(b2) (b3)
( 2) (c3)
Rr = 17 Rr = 13 Rr = 15
(d)
0 1-1 0.5-0.5
Figure 5.29: Phase-only stiffness enhancement in the xy-plane. The far field intens-
ity (a) and phase (b) distributions followed by xy-plane intensity in the focal plane (c) of the
target (1), target phase (2) and phase-only optimiser (3) fields, with the corresponding radial
force profiles (d).
We next investigate how well phase-only stiffness enhancement works in the longitud-
inal direction. Our second target field, Tz seen in Figure 5.30(a1-c1), was obtained
using the original optimiser (with y polarised input) with the technique described in
Section 5.3 and has the enhancement factor of Rz = 13. Taking the phase of this
field and applying it to a uniform amplitude beam nearly halves the z-stiffness, as
well as changes the equilibrium location. The phase-only optimiser shows a substantial
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stiffness enhancement with Rz = 11, leaving it at a 15% disadvantage compared to
the target field. We also note that the corresponding transverse-stiffness enhancement
factors are: Rx = 13 and Ry = 5 for Tz, Rx = 5 and Ry = 7 for Tz-phase, and
Rx = 10 and Ry = 8 for the phase-optimised fields.
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Figure 5.30: Phase-only stiffness enhancement along z. The far field intensity (a) and
phase (b) distributions followed by xz-plane intensity in the focal region (c) of the target (1),
target phase (2) and phase-only optimiser (3) fields, with the corresponding z-force profiles
(d).
Given that in the above simulations the input modes were limited to a small selection
because of the L = 0 condition, the phase-only optimiser took only a few minutes
to converge to a solution. We expect that with a larger basis the convergence time
would extend into several hours. While it is true that phase-only methods do not
quite replicate what is achievable with full wavefront control, they still offer substantial
enhancement factors. How well phase-only approaches will work with more complicated
input bases remains to be seen.
5.6 Discussion
5.6.1 Irregularities in our GWS operators
Despite having achieved substantial stiffness enhancement with the GWS approach, we
are troubled by the non-perfect linearity in the relationship between the eigenvalues λ of
the K operator, and stiffness κ (the same is true for eigenvalues of Q and force, though
to a lesser extent). As discussed in the previous chapter, if the scattering matrix S is
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unitary, this trend should be perfectly linear. Our S is not unitary, firstly, because it is
not a square matrix. However, our collaborators at the Vienna University of Technology
have assured us that this should not, in principle, be a problem, and perfect linearity
can be demonstrated with a rectangular S. And yet, instead of observing a perfect
linear trend between λ and κ, or λ and F , we are seeing the relationship take the form
shown in Figure 5.31, in the case of operators Qx and Kx. We evaluate the linearity of
the trends by using the coefficient of determination, R2, metric4. The closer to 1 the
R2 value, the more linear a trend is. Apart from small deviations from the line of best
fit we can observe that more data points are accumulating around zero. This can be
explained by the fact that many fields can be generated which will miss the particle
altogether, exposing it to very small optical forces, while only a few fields capable of
exerting large forces can be created.
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Figure 5.31: Non-perfect linearity: x. The relationship between eigenvalues of Qx and
Fx (a), and the eigenvalues of Kx and κx (b). Obtained with y-polarised input.
We have also observed that the κz vs.λz and Fz vs.λz trends are noticeably different
from the ones in the transverse plane. First of all, we see in Figure 5.32(a) that the
z-force is not symmetric about zero. This is not surprising, since the light is incident
on the bead from one side only, and therefore the maximum pushing force will always
be greater than the maximum pulling force. Second, we observe some clustering of
the data points, which we did not see in the transverse plane (apart from the already
discussed zero-force/stiffness). In particular, there is a big gap in Fz from 5 to 12. It
may just be the case that none of the eigenvectors of Qz represent fields which can
exert z-forces in this range, given the particular selection of Bessel modes available in
the pupil plane. The deviation from the linear fit is not significantly worse here than it
4 R2 = 1−
∑
i
(yi−fi)2∑
i
(yi−y¯)2 , where yi is the value of the i-th data point, fi is the fit value and y¯ is the
mean of the data set y.
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was for the x-force, and perhaps the clustering is caused by the one-directional nature
of the incoming light.
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Obtained with y-polarised input.
A surprising thing is that we get the best results, in terms of linearity and the largest
negative and positive force gradients, with Kz when we use a very large step size for
evaluation of the differential of S. Comparing the trends in Figure 5.32(b,c) we see
that using a step size of ∆z = 10 nm produces both less linearity and a decrease in the
minimum and maximum values of the force gradient, than when ∆z = 500 nm is used.
It is not clear to us why this is the case, and we note that for Fz we do not observe an
improvement with an increased step size. But why are these deviations from a straight
line present at all, for both x and z directions?
We have ensured that the scattering matrix we are working with is full rank, by se-
lecting an appropriate number Nα of the cone angles from which the Bessel modes
are originating. If too close a spacing is allowed between neighbouring cone angles in
the pupil plane, their scattering looks too similar on the sampling sphere (for identical
values of OAM), which makes S rank deficient. Since we made sure that degeneracy
is not an issue, we believe that the causes of non-perfect linearity between λ and κ are
to be found in the output basis.
An example reported in literature [146] of how perfect linearity can be broken, is when
not all parts of the scattering matrix are available, e.g. if only the transmitted or
only the reflected light can be experimentally measured. Under such circumstances the
eigenvalues of the K operator no longer correspond exactly to the stiffness, although
the two quantities retain correlation. It therefore seems plausible that we are not
sampling the field densely enough. However, even if the number of sampling points
is increased four times up to 10 242, we do not observe improvement in λ vs.κ trend.
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Another issue is, of course, that the distribution of the sampling points is not perfectly
uniform, particularly in the z = 0 plane, as we have demonstrated in Section 5.2.1 in
Figure 5.13(c). The areas on the sampling sphere where the points are closer together,
are in a sense over-represented. Perhaps weighting each point with its associated area
would fix our issue.
It might be the case that we would obtain better results if instead of discretely sampling
the field we were to define the output directly in terms of the BSCs. This approach
would require implementation of basis translation matrices; otherwise the scattering
matrices S(∆x) corresponding to different locations of the particle would be in different
bases and could not be combined in a calculation.
It is also possible, that defining the output |out〉 in terms of the external and scattered
electric fields, Eext + Escat, may not have been the best choice. Alternatively, within
the GLMT, the electric field can be written in the convention of incoming Ein and
outgoing Eout fields, where Ein contains the part of the field which carries momentum
towards the scattering particle and Eout carries momentum away from it. It may well
be the case that it is the Eout part of the field that is needed for the GWS operator to
work properly.
My supervisor Jonny Taylor has implemented the GWS operators in the incoming-
outgoing field convention, but where both the input and output bases are the BSCs
of the VSWFs (unlike the Bessel basis, this setup allows the light to enter the system
from all directions, not limiting it to the pupil of an objective lens). In this descrip-
tion, he successfully recreated perfect linearity between the eigenvalues of the Q,K
operators and the force and stiffness. We do not know for certain that combining this
output basis with a Bessel input basis would still maintain the prefect linearity, but
we do expect that to be the case. Further work should hopefully allow us to identify
which of the reasons mentioned above contributed to the non-perfect λ vs.κ trend:
non-uniform field sampling, failure to capture sufficient information about the |out〉
state, or the choice of sampling all of the field instead of the part which is carrying the
outgoing momentum. Despite all the issues mentioned above, we have presented res-
ults which, without a doubt, demonstrate substantial stiffness enhancement - pointing
towards graceful, rather than catastrophic failure of the GWS method under imperfect
conditions.
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5.6.2 Summary of results
Throughout this chapter we have demonstrated optical trapping stiffness enhancement
in multiple dimensions. Employing the GWS approach we have first identified the
optimal fields for trapping a spherical particle in the transverse plane. With their an-
isotropic two-lobe intensity profiles, shown in the first column of Table 5.2, these traps
offer stiffness enhancement along the main trapping direction of 39 times, accompanied
with a 5-fold increase along the perpendicular direction, compared to a conventional
Gaussian beam trap. These traps, however, do not offer stable trapping in the lon-
gitudinal direction, meaning that in practice they would have to be used with very
low laser power, so as to allow gravity to counteract the scattering force, as was done
in [141, 142]. Given the proportionality between stiffness and laser power, a relative
enhancement under these circumstances would not actually offer very high absolute
stiffness.
The GWS does not allow for direct stiffness improvement along the direction of propaga-
tion of the trapping laser beam, as the principal mode with the steepest negative force
gradient is not inherently constrained to contain a point of zero-force, where a particle
could be stably trapped. We have presented results showing some success by approach-
ing the stiffness problem indirectly, by searching for a field with the most negative
z-force. Such a field ensures a stable z-equilibrium somewhere, but we do not have
control over the exact location of it. With this method we were able to triple the
longitudinal stiffness. What proved to be a more useful tool here, was an iterative
optimiser. The functionality of additional constraints allowed us to shape the z-force
profile so that it contains an equilibrium near a specified origin. Along with this came
a 13-fold enhancement of longitudinal stiffness. But this particular trap, shown in the
second column of Table 5.2, did not offer stability in x.
Trap
Rx 39 Unstable 11 12
Ry 5 0.1 11 2
Rz Unstable 16 7 10
Polarisation Mixed Y Mixed Y
Figure 5.9(a) 5.18(a) 5.23(c) 5.26(c)
Table 5.2: Summary of the main traps in Chapter 5. Listed here are the enhancement
factors R for some of the traps presented in this chapter, along with their polarisation state
in the pupil plane and the figure in which they appear in the text.
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We approached the problem of creating a 3D-stable trap, by adding the fields which
were individually optimised for each dimension. For this purpose we selected the fields
which minimally overlap in the focal plane. However, we have also found, with the
example of field C which merged two fields with overlapping intensity structures, that
this is not a requirement for successfully combining different fields. We do not deny
that some amount of luck plays a part in this approach, as it does not generally ensure
that the resulting field will be 3D-stable and of high stiffness (consider field B, for
example). Nevertheless, we were able to demonstrate traps, which are not only stable,
but also enhance stiffness in all three dimensions. Field A, shown in the third column
of Table 5.2, which took advantage of four-lobe structures and mixed polarisation
input, achieved an enhancement of 11 in the transverse plane and 7 in the longitudinal
direction. Field C, shown in the last column of Table 5.2, broke the symmetry between
x and y by overlapping two-lobe fields to demonstrate a 12-fold enhancement in x, and
a 10-fold enhancement in z directions. The biggest disadvantage of the fields we have
presented is the reduction in the maximum force that they can exert on the trapped
particle. These limitations make the fields best suited for applications which either
require stationary trapping or fairly low travel speeds.
It is worth here to discuss the evaluation of the stiffness enhancement factor R. When
comparing our traps to a standard Gaussian beam, we have assumed that all the
available laser power can be successfully transferred into a trap, which is not the case
in reality. To achieve complex amplitude shaping with a single SLM it is necessary to
spatially modulate the diffraction efficiency of the SLM [171] (which can be achieved
by changing the depth of the hologram pattern and thus redirecting light from the
desired regions of the first order into the zero order). The only way to then increase
the efficiency of power transfer is by reducing the fidelity of the light shape being
created. There is, of course, the option of using two coupled phase-only devices to
achieve complex amplitude shaping [172], but such a setup is challenging to implement
experimentally. Beam shaping required to create the non-trivial intensity distribution
in one of our traps inevitably incurs loss of power - thus experimentally evaluated
enhancement factors would be smaller than the ones presented here. However, even
if substantial amounts of power are lost, say 50% when comparing Gaussian and our
traps, our theoretically estimated values of R suggest that we would still see a several-
fold stiffness enhancement.
We have also demonstrated stiffness enhancement which does not require shaping of the
complex amplitude, but relies only on phase modulation of the laser beam. Preliminary
results suggest that high enhancement factors should still be attainable, even if not fully
reaching (12-15% difference) those possible with full intensity and phase control.
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5.6.3 Applications
We envision that multi-dimensional stiffness enhancement will be of great benefit in
many different optical tweezers applications, a few of which we discuss here.
Trapping particles with high refractive index (such as titanium micro-spheres with
n = 1.73 in water [47]) is troublesome, because they experience a high scattering force
which is no longer balanced out by the gradient force, thus leaving the trapped particle
without an equilibrium in z. Anti-reflection coatings have been employed to minimise
the scattering force [47, 173, 174], but coating particles is a fairly involved procedure.
The high z-stiffness traps that we demonstrated could prove useful for trapping high
refractive index particles, as they increase the gradient force along the z axis which
counteracts the scattering force. Care would have to be taken, of course, to ensure that
these beams offer stable trapping in the transverse plane.
Optical tweezers are often used as force sensing instruments in biomolecular studies
[175–179]. In such experiments one end of a molecule under investigation, e.g. a DNA
spiral, is attached to an optically trapped bead, while the other end is held stationary.
By moving the optical trap, force is applied to the molecule, which can be estimated by
tracking the position of the trapped bead. The spatial resolution is inherently limited
by thermal motion and can be improved by increasing the stiffness [180], which is
where stiffness enhancement can be beneficial. Although this is accompanied by loss
of sensitivity [180].
With appropriate modifications, the GLMT can be extended to model light interaction
with non-spherical particles, opening up a whole new set of applications. Previously,
stiffness of micro-rods, optically trapped with two Gaussian beams positioned at both
ends of the particle, has been optimised [181]; with our technique this could be taken
a step further, to find a whole new field that is particularly suited for trapping rod-like
particles. Micro-rods would be well suited for force sensing applications as they exhibit
smaller thermal motion than spheres of the same diameter [181]. Other micro-tools
of more complex shapes are also frequently optically trapped for applications such as
imaging surface topography [45], measuring fluid viscosity and detecting vibrations
[182], assembling complex micro-systems [183], force sensing [184] and transporting
materials e.g. for targeted drug delivery [185]. Such micro-tools would benefit from
custom-tailored light fields that our technique can offer.
We reiterate that the enhanced stiffness fields we demonstrated can be used to trap and
control the hydrodynamic actuators described in Chapter 3, provided that the rotors
are used in situations where they are not required to achieve high rotation rates, e.g.
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hydrodynamic clamping or short-range translation of a single target particle. Given the
flexibility of SLMs, it would be possible to easily change the trap based on what task
the trapped particle is required to carry out. We also discussed briefly in Chapter 3
that using spinning spheres as hydrodynamic actuators in place of constellation or
micro-rotors would, in principle, be possible. However, fast enough spinning rates of
optically trapped particles have not been demonstrated experimentally, for us to seri-
ously consider this. The GWS approach could potentially be used to reach sufficiently
high spinning rates by maximising the torque that a light field can apply on a spherical
particle.
5.6.4 Comparison to the work of others
We are by no means alone in our efforts to enhance optical trapping stiffness, with
important work reported by Michael Taylor in ‘Optimizing phase to enhance optical
trap stiffness’ published in Scientific Reports in 2017 [142], and Michael Mazilu in his
collection of conference presentations titled ‘Eigenmode beam optimisation for optical
micro-manipulation’ and published on arXiv in 2019 [143].
Michael Taylor has tackled the 1D stiffness enhancement problem with the eigenmode
method and an accompanying phase-only iterative optimisation. Qualitatively compar-
ing the x-force profile of our two-lobe trap (in Figure 5.10) with his optimal eigenmode
trap (orange curve in Figure 2(e) in [142]), we see that the two are very similar (as one
would expect given the equivalence of the eigenmode and GWS methods demonstrated
recently in [147]). For a more quantitative comparison we look at the stiffness enhance-
ment factor under conditions equivalent to ours - a particle of 3µm radius, refractive
index of 1.5, trapped in water with 1064 nm wavelength light. The number reported
by Taylor lies somewhere in the range between 34 and 405, compared to our 39, which
is, again, in line with the similarity of the two methods used.
In the paper under discussion, Taylor did not attempt to stabilise the traps in the third
dimension, instead relying on gravity to counteract the scattering force pushing the
particle in the direction of the incident beam. In order to reduce the scattering force to
the level of the gravitational force, one has to turn down the laser power. This, in turn,
decreases the gradient force acting in the transverse plane, so that absolute stiffness is
also reduced. The 39-fold enhancement factor is therefore limited to these conditions
and might not actually represent a high stiffness value. We take a step further by
5 The exact value is not given and had to be inferred from the phase-only enhancement data in
Figure 7(d), together with the quoted increase factor of 1.35 for the optimal eigenmode field.
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ensuring that our traps are stable in all three dimensions, which does come at the
expense of reduced enhancement in the transverse plane, but extends the versatility of
our traps.
Michael Mazilu also uses the eigenmode approach and he is also employing the Bessel
basis to represent light fields. Instead of enhancing the stiffness directly, however, he
enhances the optical force (in the transverse plane) that a cylindrically symmetric light
field (i.e. only modes with L = 0 are allowed) can exert on a particle - this coincides
with the best achievable stiffness. This method should produce results equivalent to
our ring trap. Mazilu reports a tenfold stiffness enhancement; however, we cannot
compare this result directly with ours as the exact parameters used in [143] are not
available.
Unlike Taylor, Mazilu takes an extra step in ensuring a 3D-stable trapping situation.
Much like we did in Section 5.3, he finds the eigenmode with the most negative z-force
and then combines it with the field that was optimal for transverse-plane trapping.
Following this, he optimises the phase between the two fields to favour the transverse
trapping. The resulting transverse stiffness, however, just barely exceeds that of a
Gaussian trap, and the longitudinal stiffness does not appear to be enhanced (although
we can only judge this by the visual information presented in Figure 5(left) in [143]).
Meanwhile we were able to demonstrate (within the restrictions of using L = 0 modes
only) simultaneous stiffness improvement with Rx = 13, Ry = 5, Rz = 13 (with the
Tz field presented in Section 5.5).
5.6.5 Improvements and future work
First and foremost, it is difficult to fully appreciate the power of the methods we have
used, without having experimental demonstration of any of the fields we have presented
in this chapter. It is our intention to create and test these fields experimentally in the
near future at David Phillips’ lab at the University of Exeter, and we aim to have these
results published next year. To this end, we are developing the phase-only methods
discussed in Section 5.5, so that we can fairly easily create the stiffness-enhanced traps
without having to modulate the spatial structure of the intensity in the far field, as
well as the phase.
We note that throughout this chapter we have only considered a single test particle of
3µm radius and a fixed refractive index of 1.5. The enhancement factor will, however,
be dependent on the particle size and its refractive index. As the particle size changes,
we expect the shape of the trapping beam to maintain the same structure as trap
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A - intensity spread out along the inner edges of the bead - up until the diffraction
limit, where the light can no longer be shaped with enough detail to contour small
particles, and where Gaussian beam trapping cannot be improved on. Generally, the
stiffness enhancement factor will be higher for larger particles, simply because they
are more loosely trapped in a Gaussian beam. Similarly, as the refractive index of the
particle changes, we would not expect to see major changes in the light structure in
the transverse plane. However, with increasing refractive index the scattering force
becomes more dominant, making it more difficult to stabilise the particle in the axial
direction. We might therefore see some changes in the longitudinal shape of the field
with a varying refractive index. Again, we expect the largest enhancement factors in
the transverse plane for low refractive index beads, as they are less tightly trapped in
a Gaussian beam. We also note, that we do not expect any substantial dependence
of our light field shape on the wavelength of the trapping light, other than diffraction
associated increase in intensity pattern features for longer wavelengths.
In addition to the above, it would be interesting to consider the trapping of arbitrarily
shaped particles, or multiple particles at once. For example, instead of replicating an
identical field on each bead in our constellation rotors, we could create a field that
takes into account the light scattering between the three beads. My supervisor Jonny
Taylor has estimated that such a field can increase the optical trapping stiffness of each
bead by a further 10% (in the direction parallel to the motion of the bead, without
taking into account z-trapping, and in the setup where incoming light is not limited
to an aperture). The same field could be used for the wheel-shaped micro-rotors,
as they are trapped by directing light onto their handle beads. An even stiffer trap
could potentially be created for these micro-rotors, if light scattering information was
available for the entire structure. It might even be possible to develop a scheme that
optimises the light field and the rotor geometry simultaneously.
Computation speed was a factor that significantly limited iterative optimisation in
multi-dimensional problems - convergence to a minimum could take up to several days.
The bottleneck of our optimiser is the need to calculate the trapping force twice to
obtain the stiffness along one dimension, for each evaluation of the objective function.
We expect that a lot of speed could be gained by employing the GWS operators directly
within the optimiser to estimate the objective function and its gradient, in a scheme
similar to the one employed by Michael Taylor [142]. This leads us to the final discussion
point.
As we saw in Section 5.6.1, our implementation of the GWS operators suffers from
irregularities, which is evident from the non-perfect linearity between the eigenvalues
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of the GWS operators and the corresponding force and stiffness values. This very likely
means that we cannot rely on our Q,K operators to evaluate the force and stiffness
correctly, and reformulation of our approach would be necessary. This would include
determining which particular aspect of our implementation causes the issues: imperfect
field sampling, defining the output state in terms of the total electric field rather than
just the outgoing part, or the use of an unsuitable output basis altogether. Our current
focus is on deducing which of the three (if either) or their combination is the root of
the non-perfect linearity problem.
Provided that the above issue can be solved, and an optimiser incorporating the Q and
K operators is developed, we could explore multi-dimensional stiffness enhancement
with a more general approach, rather than adding fields optimal for each individual
dimension. We remind the reader that doing this with our current optimiser requires
days to converge to a solution. With a speedy optimisation algorithm available, we
could explore some additional problems. For example, how stiffness can be enhanced
while making sure that the resulting trap is stable for a range of bead sizes. This
could prove useful in an experiment, since commercially available optically trappable
beads usually have some size variation and the optimal field obtained within simulations
might not be equally good, or even stable, for small deviations in the bead size. Another
example problem could be how to achieve maximum stiffness, while minimising light
intensity incident on an object. This could prove useful for trapping live specimens
which are photosensitive.
Perhaps the biggest drawback of stiffness enhancement is that it comes at a cost of the
maximum achievable force and the trapping range. This limits the possible applica-
tions of the traps we have demonstrated. It might be possible to extend the trapping
range using the super-principal mode technique [186]. This method was developed in
relation to multimode waveguides to expand the frequency range of the signal that
the waveguide can carry through undistorted. It makes use of the original time delay
operator Qω and could potentially be adapted for K to extend the trapping range.
Chapter 6
Conclusion
‘That’s how every good story must end, Max. When a person stops understanding
something, he’s on the right track.’
The Stranger — Max Frei
Non-invasive manipulation methods which rely on contactless interactions have provided
deep insight into the micro-world. In this thesis we have considered and integrated two
such techniques - optical and hydrodynamic - within the context of enhancing the
capabilities of optical tweezers.
In Part I we set out to merge the benefits of optical and hydrodynamic tweezers in
the form of optically actuated hydrodynamic manipulation. Our technique extends
the range of influence of an optical tweezers platform to materials which do not yield
to optical trapping, or which can be damaged by direct light exposure, while sim-
ultaneously overcoming the requirement of very dilute samples for microfluidic hy-
drodynamic tweezing. By optically trapping spherical beads and specially designed
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micro-rotors, we used them to actuate the fluid, thus exerting control over nearby
particles freely diffusing within it. With our technique we have demonstrated two-
dimensional suppression of the Brownian motion of a single sedimented 5 µm radius
silica bead down to a standard deviation of 79 nm - which is equivalent to holding it
in a weak optical trap of 6.4× 10−7Nm−1 stiffness. Unlike optical tweezing, hydro-
dynamic clamping is less effective for smaller particles, since they diffuse faster and
have reduced tracking accuracy. We have clamped the motion of 2.5 µm and 1 µm radii
silica beads down to 186 nm and 588 nm respectively. Much like with optical trap-
ping, though, hydrodynamic clamping gets worse when control is exerted over several
particles simultaneously. The reason for this is twofold. First, simultaneous fluidic
control of multiple particles requires complex fluid flow patterns, where the local cur-
rents are diverging from one another. Since this is only possible with the presence of
stagnation points - points of zero fluid velocity - the overall achievable velocities are
reduced, resulting in slower target response. Second, more targets means that more
actuators are required; to accommodate them, the target-actuator separation has to be
increased, thus reducing the strength of hydrodynamic interaction between the targets
and the actuators. Increased number of rotors also means reduced actuator optical
trapping stiffness, since the available laser power has to be shared amongst more traps
- this in turn means reduced rotation rates, and hence, a reduced effect of the rotors
on the targets. Furthermore, low optical trapping stiffness has the effect of low-pass
filtering the actuator motion in comparison to their trap motion, thus reducing the pre-
cision of hydrodynamic control as well. In fact, we have identified insufficient optical
trapping stiffness as one of the main limitations of our method.
Hydrodynamic manipulation is independent of the material of the target particle, as
we have demonstrated by clamping a piece of chromium - a material which cannot be
trapped optically - and suppressing its thermal motion down to a standard deviation
of 482 nm. As we do not expose the target to direct laser illumination, our technique
is well suited for living cell manipulation. Furthermore, if these cells are also optically
trappable, a few of them can be ‘sacrificed’ to be used as the actuators, thus avoiding
introduction of foreign material into the cell sample. We have demonstrated the latter
with yeast cells, which we have also used to establish the viability of in-plane orientation
control, achieving standard deviation of 7.5◦, simultaneously with position clamping
down to 385 nm. With our technique we can perform local small-scale manipulations as
well as long-range translations of the target through the holding sample cell. Both can
be done while only minimally disturbing the rest of the surrounding particles. By mak-
ing use of the reconfigurable nature of optical tweezers our hydrodynamic manipulation
approach is a step closer towards non-invasive microrobotics.
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In Part II we explored optimisation of the trapping light field to enhance three-dimensional
trapping stiffness. While this work was originally inspired by one of the main limita-
tions of our hydrodynamic manipulation method - insufficient optical trapping stiffness
- its potential reaches far beyond that. We believe that stiffness enhancement will find
home in many optical tweezers applications, amongst which are optical trapping of high
refractive index particles, force sensing in biomolecules, and trapping of micro-tools for
applications such as surface imaging, quantification of the properties of the surround-
ing environment, assembly and dismantling of specially designed micro-structures, and
material transport.
Using the relatively new approach of the generalised Wigner-Smith operators we have
demonstrated, within simulations, optical stiffness enhancement of 39 times (compared
to a Gaussian beam trap, for a 3µm radius silica bead, with refractive index of 1.5,
in water, illuminated with light of 1064 nm wavelength) in 1D in the plane transverse
to the beam axis; this is in line with the results recently published by others [142].
With the help of an iterative optimiser we have obtained a field that gives a 16-fold
stiffness enhancement in the direction longitudinal to the beam - we believe that this
is a unique result, both in terms of the enhancement factor achieved and the technique
used, which has never been demonstrated before.
Fields which are optimised to increase stiffness in one direction only, however, often
do not offer trapping stability in one of the other dimensions. In previous works by
others, z-instability has been dealt with by relying on gravity to counterbalance the
pushing optical force [141, 142]. This method requires reduction of the trapping laser
power which, by reducing the optical force and its gradient, does not showcase the full
potential of enhanced stiffness trapping. To stabilise the trapping in 3D we took the
approach of combining fields, separately optimised for each dimension. This allowed
us to achieve simultaneous stiffness enhancement factors of 11 and 7 in the transverse
and longitudinal directions respectively, when requiring equal trapping strength along
x and y. If enhancement along one of the transverse directions was prioritised over the
other, the maximum enhancement factor in the transverse plane was 12, accompanied
by 10-fold stiffness increase in the longitudinal direction.
However, such order-of-magnitude stiffness enhancement comes at the cost of a reduced
trapping range and a decreased maximum optical force that the trapped particle can
be subjected to. This is of little consequence to stationary trapping (provided that
the trapping laser power is sufficient to overcome the thermal motion of the trapped
particle), but is potentially problematic if the trapped object is to be translated, like
in the case of our hydrodynamic rotors. This limits the applicability of the 3D stiffness
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enhanced fields that we demonstrated to situations where fast translation speeds are
not required.
The story of enhanced stiffness optical trapping is not yet complete. There are still
irregularities in our implementation of the generalised Wigner-Smith operators, causes
of which we do not understand quite fully. While they did not prevent us from achieving
very good results, they might be in the way of achieving great ones. We did not have
the time (is this not so often the case with PhDs?), or the means (due to world-
wide shut down caused by Covid-19), to test our simulated enhanced stiffness traps
experimentally. Without a doubt, this will be done in the near future and I look
forward to seeing the results.
Contributions
I, the author of this work, developed the mathematical model for hydrodynamic control
feedback as described in Section 3.1.2, wrote the codes and carried out the simulations
presented in Sections 3.2 and 3.3, updated the existing Red Tweezers software to include
the feedback loop for hydrodynamic manipulation experiments, performed all of the
hydrodynamic manipulation experiments presented in Chapter 3 as well as analysed
the data, extended the work of Jonathan M. Taylor in [163] to derive the BSCs for a y-
polarised Bessel beam, as well as Bessel beams with an arbitrary value of OAM, wrote
the code which simulates light-matter interaction based on the GLMT, devised the
optimiser which minimises the stiffness of an optical trap as explained in Section 5.1.2,
implemented the GWS operator within, and carried out, the simulations presented in
Chapter 5. I did all of this under invaluable supervision and guidance from Jonathan
M. Taylor and David B. Phillips.
Other people have contributed to the work presented in this thesis as follows.
Dr. David B. Phillips conceived the idea of optically actuated hydrodynamic manipu-
lation and did the preliminary work on the subject in [122], designed and contributed
to the manufacturing of the laser-printed micro-rotors and wrote the MATLAB code
which renders the micro-rotor structures (e.g. as seen in Figure 3.2(b)).
Dr. Jonathan M. Taylor developed the idea for Part II of this thesis together with
David B. Phillips, laid out the theoretical basis of the GLMT in [159] that I used to
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write my own GLMT code, and aided in validating my implementation of GLMT by
providing data obtained with his codes.
Dr. Graham M. Gibson maintained the optical tweezers setup used in the experiments
of Part I, in the lab of Prof. Miles Padgett at the University of Glasgow. He designed
and constructed the beam block mask and its holder for the hydrodynamic manipula-
tion experiments and aided in expanding the optical tweezers setup to include a second
camera. He also made the optical tweezers setup figure, which Figure 3.16 was adapted
from.
Prof. John Rarity has generously allowed us to use the Nanoscribe printer at the
University of Bristol, and Dr. Mike Taverne and Dr. Ying-Lung D. Ho assisted in
laser-printing of the micro-rotor structures.
Prof. Stefan Rotter and Michael Horodynski at the Vienna University of Technology
developed the GWS method and guided us through the details of its theoretical frame-
work.
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