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Parameter Ecology for Feedback Vertex Set
Bart M. P. Jansen , Venkatesh Raman, and Martin Vatshelle
Abstract: This paper deals with the F EEDBACK V ERTEX S ET problem on undirected graphs, which asks for the
existence of a vertex set of bounded size that intersects all cycles. Due it is theoretical and practical importance,
the problem has been the subject of intensive study. Motivated by the parameter ecology program we attempt to
classify the parameterized and kernelization complexity of F EEDBACK V ERTEX S ET for a wide range of parameters.
We survey known results and present several new complexity classifications. For example, we prove that F EEDBACK
V ERTEX S ET is fixed-parameter tractable parameterized by the vertex-deletion distance to a chordal graph. We also
prove that the problem admits a polynomial kernel when parameterized by the vertex-deletion distance to a pseudo
forest, a graph in which every connected component has at most one cycle. In contrast, we prove that a slightly
smaller parameterization does not allow for a polynomial kernel unless NP  coNP=poly and the polynomial-time
hierarchy collapses.
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1
1.1

Introduction
Motivation

A feedback vertex set in a graph is a set of
vertices that intersects all cycles, and whose removal
therefore results in an acyclic graph: a forest. The
F EEDBACK V ERTEX S ET decision problem asks, given
a graph G and integer k, whether G has a feedback
vertex set of size at most k. It is one of the
classic 21 NP-complete problems studied by Karp[1]
and has many applications. It has been investigated
from the viewpoint of polynomial-time algorithms for
restricted graph classes[2] , approximation algorithms[3] ,
exact exponential-time algorithms[4] , fixed-parameter
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tractable algorithms[5, 6] , and kernelization[7, 8] . We refer
to the survey by Festa et al.[9] for further background.
The framework of parameterized complexity theory
facilitates an attack on NP-hard problems such as
F EEDBACK V ERTEX S ET by analyzing how the time
complexity of the problem is affected by different
characteristics of the input instance. One of the
driving forces behind parameterized complexity
is the observation that real-world instances of
optimization problems are not random, but instead
are generated by human and industrial processes that
are themselves computationally bounded. This causes
real-world instances to exhibit structural regularities
and limitations. The aim of parameterized algorithmics
is to exploit the structure in real-world instances
algorithmically. This is achieved by developing fast
algorithms with respect to parameters that are small on
the relevant instances. As it is a priori unclear what
kind of parameters should be considered, a first task
is to classify the parameterized complexity status of a
wide variety of parameterizations, as advocated by the
parameter ecology program[10, 11] . The classification
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process can be structured by considering the relations
between parameters, resulting in a hierarchy.
To understand how different aspects of a problem
contribute to its difficulty, the challenge is to identify
the regions in the parameter hierarchy where the
problem has favorable algorithmic properties. We
are mainly interested in obtaining fixed-parameter
tractable (FPT) algorithms, whose running time on
an n-bit input instance with parameter value k should
be f .k/nO.1/ for a computable functionf . If there
is evidence that this is impossible, then we want
to determine if there is an XP-algorithm with a
running time of the form nf .k/ , which is polynomial
for every fixed k but scales badly with the total
size of the input instance. Besides the complexity of
solving the problem, parameterized complexity can
also assess the potential for effective preprocessing
with respect to a certain choice of parameter. This is
formalized by the notion of a kernelization algorithm,
which is a polynomial-time algorithm that reduces a
parameterized instance .x; k/ to an equivalent instance
.x 0 ; k 0 / of size bounded by g.k/ for a function g
that is the size of the kernel. As smaller kernel sizes
imply better preprocessing schemes, when it comes to
kernelization we are interested in obtaining kernels of
polynomial size.
The goal of this article is to analyze the complexity
of F EEDBACK V ERTEX S ET for a wide range of
possible parameters, investigating the existence of FPT
algorithms, XP algorithms, and polynomial kernels. In
recent years similar case studies have been carried
out for problems such as V ERTEX C OVER[10] , G RAPH
C OLORING[12] , and 2-C LUB[13] . We study F EEDBACK
V ERTEX S ET on undirected, general graphs, and
consider parameterizations relating to the structure
of the input graph. We obtain several new results
concerning the existence of efficient algorithms and
effective preprocessing algorithms. In the following,
we describe our contributions and paint the picture
of the complexity landscape for F EEDBACK V ERTEX
S ET that emerges by combining them with existing
results from the literature. We first describe the
behavior of F EEDBACK V ERTEX S ET with respect to
parameterized algorithms, followed by an exposition of
the kernelization aspects.
1.2
We

The parameterized complexity of feedback
vertex set
start

our

discussion

with

the

natural

parameterization of F EEDBACK V ERTEX S ET by the
size k of the desired solution. Fellows and Langston[14]
used the Graph Minor Theorem of Robertson and
Seymour[15] to prove that F EEDBACK V ERTEX S ET
can be solved in O.n2 /-time for every fixed k, thereby
establishing a non-uniform type of fixed-parameter
tractability. Afterward a constructive, uniform fixedparameter tractable algorithm was found based on
the method of bounded-depth search trees[16] . Another
route to uniform algorithms was found based on
a win/win approach related to the treewidth of
a graph[17, Exercise 15.2.5] . The uncovered connection
between the treewidth of a graph and its feedback vertex
number (the size of a minimum feedback vertex set)
turned out to be an important one. A graph G with a
feedback vertex set of size S has treewidth at most jS jC
1: A tree decomposition of this width can be obtained
by taking a width-one decomposition of the forest G S
and adding S to all bags (cf. Ref. [18] ). As the feedback
vertex number of a graph can be arbitrarily large
with respect to its treewidth (consider, for example, a
disjoint union of triangles) the treewidth of a graph
is a structurally smaller parameter, implying that
the parameter treewidth is small on a more diverse
set of instances than the parameter feedback vertex
number. An algorithm parameterized by treewidth can
therefore be expected to be significantly faster on a wide
array of instances than an algorithm parameterized by
feedback vertex number, if the exponential functions in
the running times of the two algorithms are similar.
The technique of iterative compression[19] led to
the development of single-exponential algorithms
for F EEDBACK V ERTEX S ET, culminating in the
current-best deterministic algorithm with running time
O .3:619k /[20] . The expression O .f .k// for the
running time of an algorithm on an n-bit instance with
parameter k is short-hand for O.f .k/  nO.1/ /. For
several years it remained a tantalizing open problem
whether the parameterization by treewidth w admits
similar single-exponential running times. This question
was first resolved in the positive by the randomized
algorithm of Cygan et al.[5] , yielding a running time of
O .3w /. Deterministic algorithms running in O .c w /
time were later found, albeit with a larger base of
the exponent[6] . From the perspective of parameterized
algorithms, the parameterization by treewidth has good
algorithmic properties matching that of the natural
parameterization. As treewidth is bounded on a much
larger class of instances than the natural parameter
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feedback vertex number, this is an important step
forward in an attack on the computational intractability
of F EEDBACK V ERTEX S ET. After this success, a
natural next question is: Are there parameterizations
smaller than treewidth for which similar results can be
obtained?
As the treewidth parameter is high on dense graphs,
parameterizations such as cliquewidth that can also
attain low values on simple yet dense graphs form
an interesting target. Algorithms with running times
of the form O .w O.w/ / are known[21] for F EEDBACK
V ERTEX S ET parameterized by the width w of a given
clique-width expression of the graph. Through known
reductions, this implies that F EEDBACK V ERTEX
S ET is also fixed-parameter tractable parameterized
by related width measures such as Boolean width
and rankwidth (cf. Ref. [22, 4.2.2] ; it is known
that cliquewidth, rankwidth, and Boolean width are
bounded on the same classes of graphs). Singleexponential parameterized algorithms are currently
not known for these parameterizations. It is unclear
whether F EEDBACK V ERTEX S ET is tractable with
respect to a parameterization that is even smaller
than cliquewidth, that is, which is bounded on graph
classes on which the cliquewidth can be unbounded. An
interesting candidate is the maximum induced matching
width, or MIM-width, of a graph. This parameter was
recently introduced by one of the authors[22, 3.6] and
is constant on interval graphs, while the cliquewidth
of interval graphs can be unbounded[23] . A detailed
study of the complexity of F EEDBACK V ERTEX S ET
parameterized by MIM-width, and the identification of
other parameters that are smaller than cliquewidth, is
an interesting topic for future research.
Let us now turn our attention to parameterizations
that are unrelated to width measures. As the natural
parameterization based on feedback vertex number
measures the number of vertex-deletions that are needed
to transform the graph into a forest, we can obtain
smaller parameterizations by measuring the vertexdeletion distance to graph classes that contain all
forests. As all forests are bipartite, we may for example
consider the odd cycle transversal number, the size of
a smallest vertex set whose removal makes the graph
bipartite. Again this is a parameter that is structurally
smaller than feedback vertex number, and which can
therefore be expected to be bounded on a more
diverse class of instances. Unfortunately, as F EEDBACK
V ERTEX S ET remains NP-complete on bipartite graphs,
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under this parameterization the problem remains NPcomplete for a constant value of the parameter (even
if the constant is zero), which shows that this
parameterization is para-NP-complete (see Section 2 for
definitions). Hence the parameterization by odd cycle
transversal number is not FPT unless P D NP. We
obtain better algorithmic properties when considering
the vertex-deletion distance to a chordal graph (a
graph without chordless cycles) as the parameter. As
forests are chordless, this is another example of
a parameterization that is smaller than the natural
parameter. Our first new result in this paper is a proof
that F EEDBACK V ERTEX S ET is FPT parameterized
by the distance to a chordal graph. The algorithm is
based on the folklore dynamic program for F EEDBACK
V ERTEX S ET on chordal graphs. It is presented in
Section 3.
As it is easy to compute a minimum feedback
vertex set in a clique, one may hope that F EEDBACK
V ERTEX S ET is tractable when the vertex set of
the graph can be partitioned into a small number of
cliques. Unfortunately, this is not the case: We prove
that the problem is W[1]-hard parameterized by the
number of blocks in a partition of the vertex set into
cliques (i.e., the number of colors in a proper coloring
of the complement graph). The parameterization by
the size of a clique cover is polynomial-time solvable
for every fixed value of the parameter, though, which
we prove by giving an XP-algorithm for the smaller
parameterization by the maximum number of edges in
an induced matching of the graph. (Observe that an
induced matching has at most two endpoints in every
clique, and therefore cannot have more edges than there
are cliques in a clique cover.) The XP-algorithm given
in Section 5 is based on two ingredients: (1) An upper
bound on the number of internal nodes of an induced
forest in a graph G in terms of the maximum induced
matching size in G, and (2) an upper bound on the
number of maximal independent sets in graphs with
a bounded-size maximum induced matching, which is
due to Balas and Yu[24] . Moving to parameters even
smaller than the maximum induced matching size, we
even lose the existence of XP-algorithms. Observe that
a connected graph with diameter r has an induced
matching of size at least b 3r c, as a graph has an induced
path whose length matches the diameter. It is easy
to prove that the parameterization by the maximum
diameter of a component is para-NP-complete, by
showing that F EEDBACK V ERTEX S ET remains NP-
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complete on graphs that have a dominating set of size
one and therefore have diameter at most two. The latter
statement follows from the fact that adding a universal
vertex to a graph that has at least one edge increases
the feedback vertex number by exactly one, while it
decreases the domination number to one.
1.3

The kernelization complexity of feedback
vertex set

Now that we have a feel for the choices of parameter
that allow fixed-parameter tractable algorithms
for F EEDBACK V ERTEX S ET, we move on to
the topic of kernelization. It is well-known that a
decidable parameterized problem has a kernelization
(of potentially exponential size) if and only if it is fixedparameter tractable (cf. Ref. [25, Theorem 1] ). Hence
all fixed-parameter tractable parameterizations of
F EEDBACK V ERTEX S ET have exponential-size
kernels, and we should restrict the search for
polynomial kernels to those parameterizations known
to be FPT.
After the V ERTEX C OVER problem[26] , F EEDBACK
V ERTEX S ET was one of the first problems for which
polynomial-size kernels were obtained. For the natural
parameterization by solution size k, a kernel with
O.k 11 / vertices was given by Burrage et al.[27] This
was subsequently improved to O.k 3 / vertices by
Bodlaender and van Dijk[7, 28] , and later to 4k 2 vertices
by Thomassé[8] . The latter kernelization reduces the
number of vertices and edges in an instance to O.k 2 /,
implying that a reduced instance can be encoded
in O.k 2 log k/ bits through an adjacency list. This
is almost optimal, as Dell and van Melkebeek[29]
proved that F EEDBACK V ERTEX S ET does not admit
a kernel of bitsize O.k 2  / for any  > 0, unless
NP  coNP=poly and the polynomial-time hierarchy
collapses to its third level[30] .
Let us consider whether some of the non-standard
parameterizations, which we classified as FPT above,
admit polynomial kernels. For the parameterizations
by the vertex cover number or the max leaf number,
which are larger parameters than the feedback vertex
number, polynomial kernels are known[31] or follow
easily from known results[32, 33] . These kernels are
simpler than Thomassé’s kernel. Concerning the
vertex-deletion distance to specific graph classes,
there is a strong negative result due to Bodlaender
et al.[34, Theorem 4.7] They proved that, assuming
NP 6 coNP=poly, F EEDBACK V ERTEX S ET does
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not admit a polynomial kernel when parameterized
by the size of a vertex set whose removal turns the
graph into a clique. The lower bound even holds when
such a deletion set is supplied to the kernelization
algorithm. This negative result implies that for all
graph classes F containing all cliques, such as interval
graphs and chordal graphs, F EEDBACK V ERTEX S ET
parameterized by the vertex-deletion distance to F does
not have a polynomial kernel unless NP  coNP=poly.
Given these negative results for parameterizations
based on the vertex-deletion distance to potentially
dense graph classes, one may consider the vertexdeletion distance to sparse graph classes. As forests are
exactly the graphs of treewidth one, the feedback vertex
number of a graph measures its vertex-deletion distance
to a graph of treewidth one. What about the vertexdeletion distance to a graph of treewidth at most two?
We prove that this parameterization is unlikely to admit
a polynomial kernel, by giving a polynomial-parameter
transformation from CNF-SAT parameterized by the
number of variables (cf. Refs. [29, 35] ). In fact, we
prove that this negative result holds even when the
parameter is the deletion distance to an even more
restricted class of graphs. Recall that every outerplanar
graph has treewidth two, that every cactus graph is
outerplanar, and that a graph is a cactus if every edge is
contained in at most one cycle. We consider the subclass
of cacti in which every vertex is contained in at most one
cycle, and call such graphs mock forests. We prove that
F EEDBACK V ERTEX S ET parameterized by the vertexdeletion distance to a mock forest does not admit a
polynomial kernel unless NP  coNP=poly.
In an attempt to find a parameterization smaller
than the feedback vertex number that still allows for a
polynomial kernel, we then consider the class of pseudo
forests: These are graphs in which every connected
component has at most one cycle. As every mock
forest is a pseudo forest, the deletion distance to a
pseudo forest is a parameter that is sandwiched between
the feedback vertex number and the distance to a
mock forest. We prove that F EEDBACK V ERTEX S ET
parameterized by the distance to a pseudo forest admits
a polynomial kernel. The kernelization is based on a
reduction rule that reduces the number of components in
the pseudo forest that have a cycle, thereby decreasing
the feedback vertex number of the instance so that
afterward, Thomassé’s kernelization can be applied to
shrink the size of the entire graph to a polynomial
in the deletion distance parameter. The reduction rule
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is inspired by earlier work on kernels for structural
parameterizations of V ERTEX C OVER[36] . [37, 38]
The parameterized and kernelization complexity of
F EEDBACK V ERTEX S ET is summarized in Fig. 1. Note
that under mild technical conditions, which are
discussed extensively by Fellows et al.[10, 2.2] , negative
results propagate downwards in the hierarchy while
positive results propagate upwards.

2
2.1

Preliminaries
Parameterized complexity and kernelization

A parameterized problem is a set Q  ˙   N, where
˙ is a finite alphabet. For a tuple .x; k/ 2 ˙   N
we call x the classical instance and k the parameter.
A parameterized problem is (strongly uniformly)
FPT if there is an algorithm that decides whether an
arbitrary instance .x; k/ is contained in Q that runs in
time f .k/jxjO.1/ for some computable function f . An
algorithm with a running time of the form f .k/jxjO.1/
is said to run in FPT-time with respect to k. Evidence
that a parameterized problem is not FPT is given by
proving that it is W[1]-hard. This can be established
by giving a parameterized reduction from the W[1]-
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complete[17] k-I NDEPENDENT S ET problem. A
parameterized reduction from Q to Q0 is an algorithm
that, given .x; k/, produces a tuple .x 0 ; k 0 / in time
f .k/jxjO.1/ such that .x; k/ 2 Q , .x 0 ; k 0 / 2 Q0 and
k 0 6 g.k/. The functions f and g are required to be
computable. A parameterized problem Q is contained
in the complexity class (strongly uniformly) XP (for
slicewise P) if there is an algorithm that decides
whether an arbitrary instance .x; k/ is contained in Q
that runs in time jxjf .k/ for some computable function
f . Evidence that a parameterized problem is not in
XP is given by proving that it is complete for the
complexity class para-NP; informally speaking, this is
equivalent to saying that the problem is NP-complete
for constant values of the parameter. It is known that
FPT  W[1]  XP.
Let f W N ! N be a computable function and let Q be
a parameterized problem. A kernel (or kernelization) for
Q of size f is a polynomial-time algorithm that, given
an instance .x; k/ 2 ˙   N, runs in time polynomial
in jxj C k and outputs an instance .x 0 ; k 0 / such that (1)
.x; k/ 2 Q , .x 0 ; k 0 / 2 Q and (2) jx 0 j; k 0 6 f .k/. A
polynomial kernel is a kernel whose size function
f is polynomially bounded. We refer to one of the

Fig. 1 Complexity overview for various parameterizations of FEEDBACK VERTEX SET, assuming suitable formalizations. The
shading indicates that a parameterization is either NP-complete for constant values of the parameter c::~ W[I]-hard but
contained in XP L-_-_-_~, FPT but (conditionally) lacking a polynomial kernel c::::J, or FPT with a polynomial kernel c=J.
A line from a higher-drawn parameter P to a lower-drawn parameter P' represents the existence of a polynomial f such
that P'(G)~f{P(G»)for all graphs G; see Refs. [10,18,22,38]. For parameters marked with a star, new results are obtained in
this paper. See Section 2 for a definition of the parameters.

,
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textbooks[17, 39] for more background on parameterized
complexity.
For a positive integer n we use Œn as an abbreviation
for the set f1;    ; ng. For a finite set X and nonnegative
integer n, we use Xn to denote the collection of size-n

X
subsets of X. Similarly, we use 6n
for the collection
that contains all non-empty subsets of X that have size
at most n.
2.2

Graph theory

Throughout this article we deal with finite,
simple, undirected graphs unless explicitly stated
otherwise. Graph-theoretic concepts not defined here
can be found in the textbook by Diestel[40] . A graph
G consists of a vertex set V .G/ and an edge set
E.G/  V .G/
. The subgraph of G that is induced
2
by a vertex set S  V .G/ is denoted GŒS
 ; its
S
vertex set is S and edge set is E.G/ \ 2 . For a
vertex v 2 V .G/ the open neighborhood of v is
NG .v/ WD fu 2 V .G/ j fu; vg 2 E.G/g and its closed
neighborhood is NG Œv WD NG .v/ [ fvg. For a set
S
S  V .G/ we define NG .S / WD
v2S NG .v/ n S
S
and NG ŒS WD v2S NG Œv. A vertex v is universal
in graph G if NG Œv D V .G/. The disjoint union of
P G2 whose vertex
graphs G1 and G2 is the graph G1 [
set is fv1 j v 2 V .G1 /g [ fv2 j v 2 V .G2 /g and whose
edge set is ffu1 ; v1 g j fu; vg 2 E.G1 /g [ ffu2 ; v2 g j
fu; vg 2 E.G2 /g. Intuitively, the disjoint union of G1
and G2 contains one full copy of both graphs, even
though G1 and G2 might share vertices or edges. A
cycle of length k in a graph G is a sequence of k > 3
distinct vertices .v1 ;    ; vk / such that fv1 ; vk g 2 E.G/
and fvi ; vi C1 g 2 E.G/ for all i 2 Œk 1. A cycle
is chordless if there are no edges between vertices
that are not consecutive on the cycle. A clique is a
set of vertices that are pairwise all connected by an
edge. An independent set is a set of vertices that
are pairwise nonadjacent. A proper coloring of a
graph G is a function f W V .G/ ! Œq for an integer
q such that for all edges fu; vg 2 E.G/ we have
f .u/ ¤ f .v/. The integer q is the number of colors
used in the coloring. The diameter of a connected
graph is the maximum, over all pairs fu; vg of distinct
vertices, of the number of edges on a shortest path
between u and v. A vertex clique cover of a graph
G is a partition of the vertex set V .G/ into blocks
S1 ;    ; Sk  V .G/ such that GŒSi  is a clique for all
i 2 Œk. A matching in a graph G is a set of edges whose
endpoints are all distinct. An induced matching is a

Tsinghua Science and Technology, August 2014, 19(4): 387-409

matching such that the graph induced by the endpoints
of the matching does not contain any edges except
those in the matching. For this reason, an induced
matching can also be characterized by the vertex set of
its endpoints.
2.3

Graph classes

An interval graph is an intersection graph of intervals
on the real line. A chordal graph is a graph that does not
have chordless cycles of length four or more. A graph
is bipartite if its vertices can be partitioned into two
independent sets. A perfect graph is a graph such that,
for all its induced subgraphs, the size of a maximum
clique equals the minimum number of colors in a proper
coloring. The class of interval graphs is a subset of the
chordal graphs, which in turn is a subset of the perfect
graphs. Bipartite graphs are also perfect. A forest is an
acyclic graph, i.e., a graph without cycles. A graph G
is a mock forest if for each vertex of G, there is at
most one cycle that contains the vertex. A graph is a
pseudo forest if each connected component contains at
most one cycle. Clearly, each forest is a pseudo forest,
and each pseudo forest is a mock forest. We refer to the
survey by Brandstädt et al.[41] for more background on
graph classes.
2.4

Graph parameters

A vertex cover in a graph G is a vertex set that contains
at least one endpoint of each edge; the removal of
a vertex cover from the graph leaves an independent
set. A feedback vertex set is a vertex set that intersects
all cycles; its removal results in a forest. An odd
cycle transversal is a vertex set that intersects all oddlength cycles; its removal results in a bipartite graph. A
dominating set is a vertex set such that all vertices not in
the set have at least one neighbor in the set. The vertex
cover number is the size of a smallest vertex cover. The
feedback vertex number, odd cycle transversal number,
and domination number are defined analogously. The
independence (respectively, clique) number is the size
of a largest independent set (clique). The vertex clique
cover number is the smallest number of cliques in a
vertex clique cover. The max leaf number (short for
maximum number of leaves in a spanning tree) of a
connected graph is the maximum number of leaves in
any spanning tree for the graph. The max leaf number of
a disconnected graph is the sum of the max leaf numbers
of its connected components. For every graph class F
that contains the single-vertex graph, we can define the
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vertex-deletion distance from G to F as the minimum
number of vertices that have to be deleted from G to
obtain a graph in F . A vertex set S  V .G/ such that
G S 2 F is also called a modulator to F or simply
an F -modulator.
A tree decomposition of a graph G is a pair .T; X /,
where T is a tree and X D fXi  V .G/ j i 2 V .T /g
associates to each node i of T a set Xi  V .G/ called
a bag, such that the following conditions are satisfied:
S
(1) i 2V .T / Xi D V .G/.
(2) For every edge fu; vg 2 E.G/ there is a node
i 2 V .T / such that fu; vg  Xi .
(3) For every vertex v 2 V .G/, the nodes fi j i 2
V .T / ^ v 2 Xi g form a connected subtree of T .
The width of a tree decomposition is maxi 2V .T /jXi j
1, and the treewidth of a graph G is the minimum width
of a tree decomposition for G. For more background
on treewidth we refer to the survey by Bodlaender[18] .
While treewidth captures the structure of sparse
graphs, various width measures have been introduced
in an attempt to capture simple structure in potentially
dense graphs. There are width measures such as
cliquewidth[42] , rankwidth[43] , and Boolean width[22, 44] ,
whose exact values differ but which are constant on
the same classes of graphs. As Boolean width attains
the lowest values, we mainly discuss Boolean width in
this paper. As the definitions of these width measures
are fairly involved, while we do not need them for
our results, we omit them here. They can be found
in the literature. For our purposes it is important that
the Boolean width of a graph is upper bounded by
its treewidth plus one[44] . The parameter maximum
induced matching width (MIM-width) was recently
introduced by one of the authors; see Ref. [22] for
the definition. It is upper bounded by the Boolean
width of a graph. Interval graphs have MIM-width at
most one. Graphs with vertex-deletion distance k to an
interval graph have MIM-width at most k C 1.

3

FPT Algorithm Parameterized
Distance to a Chordal Graph

by

In this section we present our first algorithmic result:
an FPT algorithm. The following theorem shows that
F EEDBACK V ERTEX S ET parameterized by the vertexdeletion distance to a chordal graph is fixed-parameter
tractable. The main insight we use is that if G is a graph
and S  V .G/ such that G S is chordal, then G has a
tree decomposition such that for every bag Xi  V .G/
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of the decomposition, the set Xi n S induces a clique
in G. This implies that any induced forest in GŒXi  has
size at most 2 C jSj, which makes it possible to bound
the number of states in a dynamic program over this tree
decomposition by n2  2O.jS j log jS j/ .
Theorem 1 There is an algorithm that, given an nvertex graph G and integer p, runs in FPT-time with
respect to p and either determines that the vertexdeletion distance of G to a chordal graph is more than
p, or outputs a minimum feedback vertex set in G.
Proof Marx[45] gave an algorithm that, given a
graph G and an integer p, either outputs a vertex set of
size at most p whose deletion makes the graph chordal,
or determines that no such set exists. It runs in FPT-time
with respect to p. On input G and p, our algorithm first
invokes the algorithm by Marx to find a chordal deletion
set S  V .G/. If no such set of size p exists, we report
this and terminate.
In the remainder we may assume that G
S is
chordal. It is well known that the clique tree of a
chordal graph is a tree decomposition in which every
bag induces a clique (cf. Ref. [40, Proposition 12.3.11]
and Ref. [41, 1.2] ). A clique tree of a chordal graph
can be found in polynomial time[46, 47] . By adding the
set S to every bag of this decomposition, we obtain
a tree decomposition of G. If Xi is a bag of the
decomposition, then any three vertices in Xi nS together
form a triangle, since the bags minus S induce cliques
in G. Hence the tree decomposition of G has the
following useful property: if Xi  V .G/ is a bag of
the decomposition and Y  Xi is such that GŒY  is a
forest, then jY n S j 6 2. Hence for every bag Xi , the
.G/
graph GŒXi  has at most 2jS j j V62
j 6 2p .n2 CnC1/
induced forests and these can be found in O .2p / time
by enumerating all subsets of S and combining them
with all pairs of vertices from Xi or single vertices of
Xi .
By standard arguments we can root the
decomposition tree and transform the decomposition
into a decomposition .T; X / where each internal node
has degree at most two, without changing the contents
of any of the bags. This is simply done by splitting a
high-degree node of the tree into multiple small-degree
nodes with identical bags. As the contents of bags
are not affected, the bound on the number of induced
forests is preserved.
For a node i 2 V .T / of the decomposition tree we
define V .T Œi / as the union of vertices present in some
bag of the subtree rooted at i . For a bag Xi and a set
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F  V .G/, the signature  .F / of F with respect to Xi
is the partition of F \ Xi in which two vertices u; v 2
F \ Xi belong to the same block of the partition if and
only if they belong to the same connected component
of GŒF . We say that two sets F1 ; F2  V .T Œi / are
equivalent with respect to Xi if their signatures with
respect to Xi are the same.
Claim 1 Let i 2 V .T / be a node of the
decomposition tree. If F is a collection of subsets
of V .T Œi/ such that (1) for all F 2 F the graph
GŒF  is a forest, and (2) the sets in F are pairwise nonequivalent with respect to Xi , then jF j 2 n2  2O.p log p/ .
Proof Let F  V .T Œi / such that GŒF  is a forest,
and let F 0 WD F \ Xi . As observed above, we have
jF 0 n S j 6 2 and therefore jF 0 j 6 p C 2. Label the
vertices in S from 1 to jSj and arbitrarily assign the
rest of the vertices in G distinct labels starting from
jS j C 1. We can encode a signature as follows. First
write down the labels of the (at most two) vertices in
F 0 n S . Then write down the labels of the (at most p)
vertices in F 0 \ S . Consider the partition of F 0 as in
the definition of signature. Replace each occurrence of
a vertex of S by its label in the range f1;    ; pg, replace
the occurrence of the lowest-ranked vertex of F 0 n S (if
any) by the label jS j C 1, and replace the occurrence
of the higher-ranked vertex of F 0 n S (if any) by the
label jS j C 2. Writing down the resulting partition of a
subset of f1;    ; jSjC2g, it is easy to see that the stored
information uniquely identifies the signature of
 F with
respect to Xi . As there are at most 1 C n C n2 choices
for F 0 nS , at most 2p choices for F 0 \S , and since there
are no more than .p C 2/pC2 2 2O.p log p/ partitions of
the set f1;    ; jS j C 2g since jS j 6 p, it follows that
the number of possible signatures for induced forests
F  V .T Œi/ is bounded by n2  2O.p log p/ . As nonequivalent induced forests have distinct signatures, this
proves the claim.

Claim 2 Let i be a node in a tree decomposition
.T; X / of a graph G, let F1 ; F10  V .T Œi / induce
forests in G that have the same signature with respect to
Xi , and let F2  .V .G/ n V .T Œi // [ Xi . Then F1 [ F2
induces a forest if and only if F10 [ F2 induces a forest.
It is tedious, but straight-forward, to prove
Claim 2. As such arguments are quite standard
(see, for example, Kloks et al.[48, 4] ) we do not give a
full proof here. Claim 2 shows that when computing
a maximum-size induced forest in G by a dynamic
program over the tree decomposition, it is sufficient to
keep a maximum-size induced forest for each possible
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signature for each bag.
We show how to solve F EEDBACK V ERTEX S ET
on the constructed tree decomposition using the two
claims. The algorithm is similar to the one for graphs
of bounded treewidth. We traverse the decomposition
tree in a bottom up manner. For each bag Xi we
store a table Mi that contains, for each signature that
is realized by some induced forest F  V .T Œi/, a
maximum-size induced forest in GŒV .T Œi / realizing
the signature. For a leaf bag Xi we can enumerate all
induced forests of GŒXi  in O .2p / time, as described
above, and generate a list of non-equivalent induced
forests.
For an internal node i with two children j and k,
where the tables for both its children have been filled,
we loop through every triple of Fj 2 Mj , Fk 2 Mk , and
every Fi  Xi that forms an induced forest in GŒXi . If
Fj [ Fk [ Fi is an induced forest, then we calculate the
signature of this induced forest. If jFj [Fk [Fi j is larger
than the induced forest that is currently stored for this
signature, then we update the list Mi . The procedure for
internal nodes that have only a single child is similar.
In the end we find a maximum induced forest by
taking a maximum-cardinality solution in the table of
the root bag. The complement of this maximum induced
forest is a minimum feedback vertex set in G. As the
table stored at each node of the decomposition has
n2 2O.p log p/ entries, the induced forests inside a bag
can be generated in O .2p / time, while an update step
for a triple Fj ; Fk ; Fi takes polynomial time, the entire
bottom-up procedure runs in FPT-time with respect to
p. This concludes the proof.

As illustrated in Fig. 1, Theorem 1 implies that
F EEDBACK V ERTEX S ET is FPT parameterized by the
vertex-deletion distance to an interval graph. For this
purpose we can use the same algorithm: if it reports
that the vertex-deletion distance of G to a chordal graph
exceeds p, then since every interval graph is chordal the
distance of G to an interval graph exceeds p as well;
otherwise it computes a minimum feedback vertex set
in FPT-time with respect to p.

4

W[1]-Hardness Parameterized by Clique
Cover

In this section we switch from upper bounds to
lower bounds. We prove a W[1]-hardness result for
a structural parameterization of F EEDBACK V ERTEX
S ET.
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Theorem
2 F EEDBACK
V ERTEX
S ET
parameterized by the number of cliques in a vertex
clique cover is W[1]-hard.
Proof We prove the theorem by giving a
parameterized reduction from the W[1]-hard
k-I NDEPENDENT S ET problem to the chosen
parameterization of F EEDBACK V ERTEX S ET. Let
.G; k/ be an instance of k-I NDEPENDENT S ET that
asks whether G contains an independent set of k
vertices. Let v1 ;    ; vn be the vertices of G. Construct
a graph G 0 with vertices fvi;j j i 2 Œn; j 2 Œkg
with an edge between vi;j and vi 0 ;j 0 if j D j 0 or
vi 2 NG Œvi 0 . The graph G 0 contains k copies of the
vertex set of G. Each individual copy induces a clique
in G 0 .
Claim 3 Graph G has an independent set of size k
if and only if G 0 has one.
Proof ()) If fvi1 ;    ; vik g is an independent set
in G, then it is easy to verify that fvi1 ;1 ;    ; vik ;k g is
independent in G 0 .
(() Observe that if fvi1 ;j1 ;    ; vik ;jk g is
independent in G 0 , then the first components of the
labels are all distinct: There are edges between vertices
whose labels have identical first components since
vi 2 NG Œvi . Hence the set fvi1 ;    ; vik g  V .G/
has cardinality k. If vi1 ;j1 is not adjacent to vi2 ;j2
then vi1 62 NG Œvi2  which shows that the set is also
independent in G.

0
Observe that the vertices of G can be covered by
k cliques: for each j 2 Œk, the set fvi;j j i 2 Œng
is a clique. Now construct a graph G 00 from G 0
0
00
as follows. The vertex set of G 00 is fvi;j
; vi;j
j
i 2 Œn; j 2 Œkg. For each edge fvi1 ;j1 ; vi2 ;j2 g in G 0
there are four edges fvi01 ;j1 ; vi02 ;j2 g; fvi01 ;j1 ; vi002 ;j2 g;
fvi001 ;j1 ; vi002 ;j2 g; and fvi001 ;j1 ; vi02 ;j2 g in G 00 . In addition,
0
00
there are edges fvi;j
; vi;j
g for all i 2 Œn and j 2 Œk.
00
You can think of G as being obtained from G 0 by
making a copy of each vertex, such that these copies
are true twins of the original vertices in the resulting
graph. The graph G 00 can still be covered by k cliques:
0
00
for each j 2 Œk, the set fvi;j
; vi;j
j i 2 Œng is a clique.
0
Claim 4 Graph G has an independent set of size k
if and only if G 00 has an induced forest with 2k vertices.
Proof ()) Assume that the set fvi1 ;j1 ;    ; vik ;jk g
is independent in G 0 . Then fvi01 ;j1 ; vi001 ;j1 ;    ;
vi0k ;jk ; vi00k ;jk g induces a matching in G 00 and is
therefore an induced forest with 2k vertices.
(() Assume that G 00 has an induced forest S of
00
2k vertices. Observe first that if S contains vi;j
but
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0
00
0
not vi;j
, then we can replace vi;j
by vi;j
while
maintaining an induced forest, because the two vertices
being exchanged are true twins in G 00 . Hence we may
0
00
2 S then vi;j
2 S. While there is
assume that if vi;j
0
a vertex vi1 ;j1 2 S that has degree one in G 00 ŒS and
has a neighbor vi02 ;j2 that is contained in S , replace
vi02 ;j2 by vi001 ;j1 . Observe that vi001 ;j1 could not have
been contained in S earlier, as (vi01 ;j1 ; vi001 ;j1 ; vi02 ;j2 ) is
a triangle. Since we only apply this exchange operation
to vi01 ;j1 that has degree one in G 00 ŒS , no cycles are
0
introduced in this way. While there is a vertex vi;j
2S
00
for which no neighbors are contained in S, add vi;j
0
00
00
to S . Since vi;j and vi;j are true twins in G , this
does not introduce any cycles in G 00 ŒS . We claim that
after exhaustively applying the exchange operation and
augmentation operation, for all indices i; j we have
00
0
2 S. To see this, observe
2 S if and only if vi;j
vi;j
that the reverse implication was already established
above by replacing double-prime copies by their singleprime variants. Observe that all leaves of the forest
G 00 ŒS  have degree exactly one, since the augmentation
operation is triggered for degree-zero leaves. If the
forward implication fails to hold, then the exchange
operation can be applied to a leaf of the forest induced
0
by S \ fvi;j
j i 2 Œn; j 2 Œkg.
Hence there is an induced forest S of at
least 2k vertices that consists of at least k
pairs vi01 ;j1 ; vi001 ;j1 ;    ; vi0k ;jk ; vi00k ;jk . Then the set
fvi1 ;j1 ;    ; vik ;jk g is independent in G 0 : If there is an
edge, then together with the twin copies of this edge a
cycle is formed in G 00 ŒS . This proves that G 0 has an
independent set of size k.

Since G 00 has an induced forest of size 2k if and only
if it has a feedback vertex set of size jV .G 00 /j 2k D
2nk 2k, the two claims together prove that G has
an independent set of size k if and only if G 00 has a
feedback vertex set of size 2nk 2k. As G 00 can be
covered by k cliques, this completes the parameterized
reduction from k-I NDEPENDENT S ET to F EEDBACK
V ERTEX S ET parameterized by clique cover.


5

XP
Algorithm
Parameterized
Maximum Induced Matching Size

by

In this section we present an XP algorithm for
F EEDBACK V ERTEX S ET parameterized by the size of
a maximum induced matching. Our XP algorithm relies
on a theorem due to Balas and Yu[24] . In the following,
we will use G to denote the edge-complement of a
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graph G,i.e., the graph with vertex set V .G/ and edge
set V .G/
n E.G/. For an integer p and graph G we
2
denote by p  G the disjoint union of p copies of G. A
vertex set S  V .G/ in graph G is a maximal clique
if GŒS is a clique and S is inclusion-wise maximal
with this property. Similarly, a vertex set is a maximal
independent set if it is independent and no proper
superset is independent.
Theorem 3 [24, Theorem 4]
Let G be a connected
graph, let ı be the number of pairs of vertices between
which the length of a shortest path is exactly two edges,
and let p be the largest integer such that G contains
an induced subgraph isomorphic to p  K2 . Then the
number  of maximal cliques in G satisfies 2p 6  6
ı p C 1.
We shall use the following consequence of this
theorem.
Lemma 1 Let G be a graph with m edges
and let p be the number of edges in a maximum
induced matching in G. Then the number of maximal
independent sets in G is at most mp C 1.
Proof Consider the edge-complement G of G and
observe that there is a bijection between the maximal
cliques of G and the maximal independent sets of
G. Let G 0 be the graph obtained from G by adding a
universal vertex v. As v is contained in any maximal
clique in G 0 , the maximal cliques of G 0 are in one
to one correspondence with the maximal cliques of
G. As an induced matching with p edges in G is an
induced p  K2 subgraph in G 0 and vice versa, there is
no induced p 0  K2 subgraph in G for any p 0 > p. As
a graph p 0  K2 for p 0 > 1 does not contain universal
vertices, adding a universal vertex does not increase
the size of the largest induced p 0  K2 subgraph and
therefore p is the largest integer for which G 0 contains
an induced p  K2 subgraph. Since v is a universal
vertex in G 0 , the graph G 0 is connected.
The vertex pairs in G 0 that are connected by a shortest
path of two edges are exactly those in E.G/, i.e., the
pairs without v that are adjacent in G. To see this,
observe that since v is universal, its distance to every
other vertex is one. If vertices fx; yg 2 V .G/
are non2
adjacent in G, then clearly they are adjacent in G and
therefore in G 0 , implying that their distance is one. If
fx; yg is an edge of G, then fx; yg are not adjacent in
G 0 , but the path consisting of vertices .x; v; y/, which
has two edges, connects them in G 0 . Hence the vertex
pairs of G 0 whose shortest path distance is two are
exactly those in E.G/, implying that there are ı WD m
of them. By Theorem 3 there are at most mp C 1
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maximal cliques in G 0 . By the correspondence noted
earlier, this proves that G has at most mp C 1 maximal
independent sets.

We also need the following bound.
Lemma 2 Let G be a graph and let F  V .G/ such
that GŒF  is a forest. Let each tree in GŒF  be rooted at
an arbitrary vertex, and let S  F be the internal nodes
of the forest, i.e., the nodes that have at least one child
in GŒF . Then MIM.G/ > jS j=3.
Proof Assume the stated conditions hold. For v 2
F , let d.v/ be the distance from v to the root of the same
component in GŒF . We partition S into L0 ; L1 ; and L2
such that v 2 Li if i D .d.v/ mod 3/. Observe that
each set Li induces an independent set in G. Choose i
to maximize jLi j; then jLi j > jS j=3. Since Li  S
and S are the internal vertices, each vertex v 2 Li has a
child u in GŒF  such that d.u/ D d.v/C1 and fu; vg 2
E.G/. Let M be a set containing one such edge for each
vertex in Li . Now M is an induced matching of size
jLi j > jS j=3, proving the claim.

Theorem 4 F EEDBACK V ERTEX S ET parameterized
by the size of a maximum induced matching is in XP:
There is an algorithm that, given an n-vertex graph
G and an integer p, runs in time nO.p/ and either
determines that MIM.G/ > p or outputs a minimum
feedback vertex set in G.
Proof On input G and p, the algorithm proceeds
as follows. By trying all vertex subsets of size 2.p C
1/, which takes nO.p/ time, the algorithm determines
whether there is an induced matching with p C 1
edges. If such an induced matching is found, then
MIM .G/ > p and the algorithm terminates.
If MIM.G/ 6 p then the algorithm will compute
a minimum feedback vertex set, by computing its
complement: A maximum induced forest. Lemma 2
implies that for any vertex set F that induces a forest
in G, for any choice of roots, the internal nodes S
of the forest satisfy p > MIM.G/ > jS j=3. Hence any
induced forest in G has at most 3p internal nodes. For
each subset S of at most 3p vertices in G, we try to
find an induced forest in which all the internal nodes
belong to S. Clearly there are at most n3p choices for
S. For each choice of S such that GŒS  is a forest, to
obtain a maximum induced forest with all internal nodes
belonging to S it remains to identify the leaves of the
forest. Observe that by our definition of an internal node
as a vertex that has at least one child, the leaves of the
forest form an independent set. Each vertex of V .G/nS
that has at most one neighbor in S can potentially
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be a leaf of the induced forest. Let L  V .G/ n S be
the vertices that have at most one neighbor in S. To
obtain the maximum number of leaves and therefore
the largest induced forest, it suffices to find a maximum
independent set in GŒL. As MIM.GŒL/ 6 MIM.G/ 6
p and the number of edges in GŒL less than n2 , the
number of maximal independent sets in GŒL is at most
n2p C 1 by Lemma 1. Using the polynomial-delay
algorithm for enumerating maximal independent sets
due to Johnson et al.[49] , this implies that a maximum
independent set in GŒL can be found in time nO.p/ .
The overall algorithm can now be summarized as
follows: For each set S  V .G/ of size at most 3p that
induces a forest, find the set L  V .G/ n S of vertices
that have at most one neighbor in S and compute a
maximum independent set I in GŒL in nO.p/ time. It
is easy to see that GŒS [ I  is an induced forest for
each such S and I , and that a maximum induced forest
is found when the set S is guessed correctly. The pair
S  and I  for which jS  [ I  j is maximized yields
a maximum induced forest. Hence V .G/ n .S  [ I  /
is a minimum feedback vertex set, which is given as
the output. The running time is nO.p/  nO.p/ , which is
nO.p/ .


6

No Polynomial Kernel Parameterized by
Distance to a Mock Forest

We now turn to kernelization lower bounds and
prove that a parameterization by the deletion distance
to a graph class that is a slight generalization of
forests, does not admit a polynomial kernel unless
NP  coNP=poly. To prove a kernel lower bound we
need the following terminology.
Definition 1 [50] Let Q; Q0  ˙   N be
parameterized problems. A polynomial-parameter
transformation from Q to Q0 is an algorithm that,
on input .x; k/ 2 ˙   N, takes time polynomial in
jxj C k, and outputs an instance .x 0 ; k 0 / 2 ˙   N such
that:
 k 0 is polynomially bounded in k, and
 .x; k/ 2 Q if and only if .x 0 ; k 0 / 2 Q0 .
For a parameterized problem Q  ˙   N, the
unparameterized version of Q is the set QQ D fx1k j
.x; k/ 2 Qg, where 1 is a new symbol that is added to
the alphabet.
Theorem 5 [50] Let Q and Q0 be parameterized
problems and let QQ and QQ 0 be the unparameterized
versions of Q and Q0 respectively. Suppose that QQ is
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NP-hard and QQ 0 is in NP. If there is a polynomialparameter transformation from Q to Q0 , and Q0 has a
polynomial kernel, then Q also has a polynomial kernel.
The contrapositive of Theorem 5 will be used to give
kernelization lower bounds. We will use CNF-SAT to
denote the satisfiability problem for Boolean formulae
in conjunctive normal form, in which the size of a clause
is not bounded. The following kernel lower bound will
form the starting point of our reduction.
Proposition 1 [29, 35] CNF-SAT parameterized by
the number of variables does not admit a polynomial
kernel unless NP  coNP=poly.
We now formally define the problem under
consideration. Recall that a mock forest is a graph
in which every vertex is contained in at most one cycle.
FVS [ MOCKFOREST ]
Instance: A graph G, a modulator X  V .G/
such that G X is a mock forest, and an integer k.
Parameter: The size jX j of the modulator.
Question: Does G have a feedback vertex set of
size at most k?
Before we prove the kernel lower bound for FVS
[ MOCKFOREST ], we introduce the main gadget and
establish some of its properties.
Definition 2 Let i > 2 be an integer. The clause
gadget of height i is the graph Gi containing 2i distinct
terminal vertices, constructed as follows. Start with a
rooted complete binary tree of height i
1, which
contains 2i 1 leaves. Replace the root vertex by a
direct edge between its two neighbors. Replace each
remaining vertex by a triangle K3 , attaching each
incident edge to a distinct vertex of the triangle. The
terminals are the vertices of degree two in the resulting
graph. (There are exactly two terminals for each leaf of
the binary tree, for a total of 2i .)
Observe that a clause gadget is a mock forest. To
simplify the discussion of clause gadgets, we will use
the following conventions based on the relation of the
clause gadget to a binary tree. As illustrated in Fig. 2,
we consider binary trees as being drawn with their root
at the top and neighbors going downward. By relating
triangles in a clause gadget to the relative positions of
the corresponding nodes in the binary tree, we can say
for example that triangle T1 in Gi is higher than triangle
T2 , if the height of the node n1 from which T1 was
created, is greater than the height of n2 from which T2
was created.
In each triangle of a clause gadget we identify a
top vertex, that is the vertex that connects to a higher
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triangle (or which is adjacent to the edge that formed
the replacement of the root vertex of the binary tree),
and two bottom vertices, which either have degree two
in a clause gadget, or connect to lower triangles. For a
triangle T in Gi , define the parent .T / as follows. If
T is one of the two topmost triangles, then let .T / WD
?. Else, let .v/ be the unique vertex adjacent to T
that is contained in a triangle higher than T . Since each
vertex in Gi is contained in a unique triangle, we can
define the parent of a vertex v as the parent of the
triangle it is contained in. Observe that each triangle that
is not on the highest level, has a unique parent.
Observation 1 If t1 and t2 are (not necessarily
distinct) terminals of a clause gadget Gi for i > 2, then
.t1 / D .t2 / or all paths from t1 to t2 contain both
.t1 / and .t2 /.
Observation 2 If t1 and t2 are terminals in distinct
triangles T1 ; T2 of a clause gadget Gi for i > 2, then all
paths from t1 to t2 contain the top vertices of both T1
and T2 .
Lemma 3 Let i > 2 be an integer and consider the
clause gadget Gi with its terminal set.
(1) A set S is a feedback vertex set in Gi if and only
if S intersects each triangle in Gi .
(2) Any feedback vertex set in Gi has size at least
2i 2.
(3) For any feedback vertex set S in Gi of size at
most 2i 2, there are two distinct terminals that
are connected by a path in Gi S.
(4) For any pair of distinct terminals ft; t 0 g in Gi ,
there is a feedback vertex set S  V .Gi / of size
2i 2 such that ft; t 0 g is the only pair of terminals
that are connected by a path in Gi S.
Proof (1) If S is a feedback vertex set, then it
intersects all cycles, so in particular it intersects all
triangles. For the reverse direction, observe that the only
simple cycles in Gi are the vertex-disjoint triangles that
formed the replacements of the nodes of the complete
binary tree of height i 1 in the construction of Gi .
(2) The graph Gi is obtained from a complete
binary tree of height i
1, which has exactly 2i
1 nodes. Each node except the root is transformed
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into a triangle. Hence Gi has 2i
2 vertex-disjoint
triangles. Since a feedback vertex set intersects each
triangle, any feedback vertex set has size at least 2i 2.
(3) Let S be a feedback vertex set in Gi of size
2i 2. By the previous arguments, S contains exactly
one vertex from each triangle in Gi . We distinguish two
cases.
If there is a triangle in Gi such that S contains
its top vertex, then consider a lowest triangle T  in
the graph for which S contains the top vertex of the
triangle. By the choice of T  , for each triangle below
T  the set S contains one of the two bottom vertices
of the triangle. Hence, from each of the two bottom
vertices t1 and t2 of T  , we can follow a path in
Gi S by repeatedly going to a lower triangle (through
its top vertex that is not contained in S ), and then
to the unique bottom vertex in the triangle that is not
in S . Tracing such paths from t1 and t2 we end in
two distinct triangles on the deepest layer of Gi , and
each such triangle contains a terminal not contained in
S . Hence these two terminals are connected by the path
in Gi S that is formed by the concatenation of the
downwards paths from t1 and t2 with the edge ft1 ; t2 g
in triangle T  .
Now assume that there is no triangle in Gi for which
S contains the top vertex. Consider the two triangles
T1 and T2 on the highest level of Gi  and let t1 and
t2 be the top vertices of those triangles. Since S does
not contain the top vertex of any triangle in Gi , we can
trace a path in Gi S from t1 down to a terminal vertex
in the bottom layer of the graph, by repeatedly going
to the child triangle whose parent is not contained in
S . Similarly, we can trace a path in Gi S down from
t2 to a terminal. Using the edge between t1 and t2 , we
can combine these two paths into a path that connects
two distinct terminals in Gi S .
(4) We use induction on i .
Base case. For the base case i D 2, the graph G2
has four terminals and two triangles. Let ft1 ; t2 g be pair
of terminals that is allowed to remain connected. If the
two terminals come from the same triangle T1 , then pick
the top vertex of triangle T1 in S and pick an arbitrary
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bottom vertex of the other triangle T2 in S. If each of
the two triangles of G2 contains one terminal in ft1 ; t2 g,
then let S contain the terminals not in ft1 ; t2 g. It is easy
to verify that this choice of S is a feedback vertex set of
size 2i 2 D 2 and satisfies the separation property.
Induction step. For the induction step, consider
some i > 2 and observe that this means that all terminal
vertices v of Gi have well-defined parents .v/ ¤
?. Let ft1 ; t2 g be the terminals that are allowed to
remain connected. The graph Gi was constructed from
the complete binary tree of height i
1. Its deepest
i 1
level contains 2
leaves, which are transformed into
triangles T1 ;    ; T2i 1 in the construction of Gi .
Constructing a feedback vertex set. Let Tj1 and Tj2 be
the triangles containing t1 and t2 , respectively. Define a
pair of vertices ft10 ; t20 g as follows. If Tj1 ¤ Tj2 then let
t10 be .Tj1 / and let t20 be .Tj2 /. If Tj1 D Tj2 , then
let t10 be .Tj1 / D .Tj2 /, and let t20 be .j / for some
j ¤ j1 .
S
Observe that the graph Gi
j 2Œ2i 1  Tj is
isomorphic to Gi 1 , with the vertices .Tj / for j 2
Œ2i 1  being the terminals of Gi 1 . Hence the pair
ft10 ; t20 g is a pair of terminals in Gi 1 . Now apply
induction to Gi 1 with ft10 ; t20 g as the only terminal pair
that is allowed to remain connected, and let S 0 be the
resulting feedback vertex set of size 2i 1 2. By (1)
of Lemma 3 the set S 0 contains one vertex in each
triangle of Gi 1 . We augment S 0 to a feedback vertex
set S for Gi , by adding one vertex from each triangle Tj
(j 2 Œ2i 1 / to it, as follows. Initialize S as S 0 .
For each triangle Tj , if it contains a terminal distinct
from t1 and t2 , then add such a terminal to S. If the only
terminals in Tj are t1 and t2 , then add the top vertex of
the triangle to S. Since jS j D jS 0 j C 2i 1 D .2i 1
2/ C 2i 1 , it follows that jSj D 2i 2. Since S contains
a vertex from each triangle, by (1) of Lemma 3 the set
S is a feedback vertex set in Gi . It remains to prove that
it satisfies the required separation property.
The separation property. Consider a pair of terminals
fr1 ; r2 g ¤ ft1 ; t2 g in Gi . We will prove that there is no
path between them in Gi S. To do so, we use a case
distinction.
(1) Suppose that .r1 / D .r2 /. Since distinct
triangles have distinct parents, it follows that
the vertices r1 and r2 are contained in the same
triangle Tr . The triangle Tr does not contain both
t1 and t2 , since each triangle contains at most
two terminals, and the pair fr1 ; r2 g differs from
ft1 ; t2 g. Hence when constructing S from S 0 , we
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added one of the two terminal vertices in Tr to
S . It follows that one of fr1 ; r2 g is contained in
S , and therefore the pair is separated in Gi S .
(2) In the remainder, we may assume that .r1 / ¤
.r2 /. We consider the pair f.r1 /; .r2 /g.
 If f.r1 /; .r2 /g ¤ ft10 ; t20 g, then since S 0
separates all terminal pairs except ft10 ; t20 g in
Gi 1 S 0 by induction, we know that the
pair f.r1 /; .r2 /g is separated in Gi 1
S 0 . Since Gi is obtained from Gi 1 by adding
vertex-disjoint triangles that each has exactly
one neighbor in Gi 1 , this implies that the
pair f.r1 /; .r2 /g is also separated in Gi
S 0 . Since .r1 / ¤ .r2 /, the vertices r1 and
r2 are contained in different triangles. By
Observation 1, a path connecting r1 and r2 in
Gi S 0 would imply the existence of a path
between .r1 / and .r2 / in Gi S 0 . Hence
there is no such path between r1 and r2 in
Gi S 0 . Since S is a superset of S 0 , the same
separation is achieved in Gi S .
 In the remainder, we may assume that
f.r1 /; .r2 /g D ft10 ; t20 g. We consider the
parents of the terminals t1 and t2 for the final
distinction.
(a) If .t1 / D .t2 /, then let T  be the
triangle containing both t1 and t2 . By
construction of S, the top vertex of T 
is contained in S. Observe that t10 D
.t1 / D .t2 /, by definition. Since f.r1 /;
.r2 /g D ft10 D .t1 / D .t2 /; t20 g, there
is a vertex r  2 fr1 ; r2 g contained in
the same triangle T  as both t1 and
t2 . The remaining vertex of fr1 ; r2 g is not
contained in T  , since the pair fr1 ; r2 g
differs from ft1 ; t2 g by assumption. By
Observation 2, all paths from r1 to r2
use the top vertex of T  . Since that
is contained in S , the pair fr1 ; r2 g is
separated in Gi S .
(b) Finally, consider the case that .t1 / ¤
.t2 /. By our choice of t10 and t20 this
implies that ft10 ; t20 g D f.t1 /; .t2 /g. Let
r  2 fr1 ; r2 g n ft1 ; t2 g. Since the pair of
parents of fr1 ; r2 g equals the pair of
parents of ft1 ; t2 g, the vertex r  is
contained in a triangle T  that also
contains one of ft1 ; t2 g. Since T  does
not contain both vertices ft1 ; t2 g (since
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the parents of t1 and t2 differ), during
the construction of S we have added a
terminal vertex in T  different from t1 ; t2
to S. Observe that the only valid choice for
T  was therefore to add r  to S . Hence
r  2 fr1 ; r2 g has been added to S, and
therefore the pair is separated in Gi S .
This concludes the proof of Lemma 3.

The clause gadget is the main ingredient of the
polynomial-parameter transformation that establishes
a superpolynomial kernel lower bound for FVS
[ MOCKFOREST ].
Theorem 6 FVS [ MOCKFOREST ] does not admit a
polynomial kernel unless NP  coNP=poly.
Proof Since the unparameterized version of FVS
[ MOCKFOREST ] is easily seen to lie in NP, and the
unparameterized version of CNF-SAT is NP-hard, by
Proposition 1 and Theorem 5 it suffices to prove that
there is a polynomial-parameter transformation from
CNF-SAT parameterized by the number of variables to
FVS [ MOCKFOREST ]. Consider an input of CNF-SAT,
which consists of clauses C1 ;    ; Cm over variables
x1 ;    ; xn . The value of n is the parameter of the
instance. Each clause Cj (j 2 Œm/ is a disjunction of
literals xi or :xi , for i 2 Œn. We use s.j / to denote
the number of literals in clause Cj . We may assume
without loss of generality that the number of literals in
each clause is at least four, and that this number is a
power of two: If this is not the case, we may simply
duplicate some literal; this does not affect whether the
clause is satisfied by some assignment, only blows up
the total formula size by a factor at most two, and does
not change the parameter n. We may also assume that
n > 2, as the instance is trivial otherwise. We construct
a graph G as follows.
 For each i 2 Œn, add two vertices ti and fi to
G. These will represent the positive and negative
literals of variable xi . Add two vertices ei0 ; ei00 to
G, which are both adjacent to ti and fi .
 For each j 2 Œm, we add clause gadgets to
enforce the clause Cj . Let the literals in Cj be
`1 ;    ; `s.j / , i.e., Cj D `1 _ `2 _    _ `s.j / and
log s.j / > 2 is an integer. For each k 2 Œn2 ,
add a copy of the clause gadget Glog s.j / of height
log s.j / to G. Denote this copy by Cj;k . Let its
s.j / terminals be yj;k;1 ;    ; yj;k;s.j / . Connect the
terminals to the literal-vertices made in the first
step of the construction, as follows. If the r-th
literal of Cj is xi , then connect yj;k;r to ti . If
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the literal is :xi , then connect yj;k;r to fi . Going
through this process for all j 2 Œm, k 2 Œn2 ,
and r 2 Œs.j /, we add n2 clause gadgets to G
for each clause, which have identical adjacencies
S
to the literal-vertices i 2Œn fti ; fi g.
This concludes the description of G. Now set k WD
P
S
n C n2 jiD1 .s.j / 2/. Let X WD i 2Œn fti ; fi ; ei0 ; ei00 g.
Observe that since clause gadgets are only connected
to vertices in X, the graph G
X consists of the
disjoint union of clause gadgets. Since each clause
gadget is a mock forest, the set X is a valid modulator
of G to a mock forest. Observe that jX j D 4n, which
is polynomial in the parameter of the input instance
of CNF-SAT. The tuple .G; X; k/ forms an instance
of FVS [ MOCKFOREST ]. It is easy to see that it can
be computed in polynomial time. To complete the
polynomial-parameter transformation, it suffices to
prove the following claim.
Claim 5 The CNF-SAT formula is satisfiable
if and only if .G; X; k/ is a YES-instance of FVS
[ MOCKFOREST ].
Proof ()) Suppose that the formula is satisfiable
and consider a satisfying assignment vW Œn !
fTRUE; FALSEg such that v.i / gives the truth value
of variable xi . Construct a feedback vertex set for
G as follows. Initialize S0 WD ∅. For each i 2 Œn,
if v.i / D TRUE then add ti to S0 , otherwise add fi
to S0 . For each clause Cj with j 2 Œm, for each
copy k 2 Œn2  of the clause gadget for Cj , do the
following. As the assignment satisfies the formula, at
least one literal in the clause evaluates to TRUE. Let r be
the index of a literal that evaluates to TRUE, and let r 0
be the index of an arbitrary other literal in Cj . Consider
the terminals yj;k;r and yj;k;r 0 in the clause gadget copy
Cj;k which are attached to the vertices in X for the r-th
and r 0 -th literal of Cj , respectively. By Lemma 3, there
is a feedback vertex set Sj;k for the subgraph of G
induced by the copy Cj;k of the clause gadget, with the
following properties: jSj;k j D s.j / 2, and for each
pair of terminals distinct from fyj;k;r ; yj;k;r 0 g, there is
no path connecting the terminals in Cj;k
Sj;k . Let
S
S WD S0 [ . j 2Œm;k2Œn2  Sj;k /. Since jS0 j D n and
jSj;k j D s.j / 2, it is easy to see that jS j D k. It
remains to prove that S is a feedback vertex set for G.
It is easy to see that S is a feedback vertex set for
the graph GŒX , since that graph consists of n vertexdisjoint copies of C4 of the form fti ; ei0 ; fi ; ei00 g, and
S contains either fi or ti for each i 2 Œn. Since we
have explicitly added feedback vertex sets for the clause
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gadgets Cj;k with j 2 Œm; k 2 Œn2  to S, no cycle
in G S is contained entirely within one copy of a
clause gadget. It remains to prove that G S does not
have any cycles containing vertices from both X and
one of the clause gadgets. To prove this, suppose that
G S has a simple cycle C  consisting of at least one
vertex of a clause gadget copy Cj  ;k  , and at least one
vertex from the set X . Consider a maximal subpath of
the cycle C  through the clause gadget copy Cj  ;k  ,
and let yj  ;k  ;rO be the first vertex of this subpath in
Cj  ;k  , and let yj  ;k  ;rO0 be the last vertex of this subpath
in Cj  ;k  . This means that the cycle C  goes from a
vertex in X to yj  ;k  ;rO , then traverses the subpath to
yj  ;k  ;rO0 within Cj  ;k  , and then moves back to a vertex
in X . Since the only vertices in the clause gadget that
are adjacent to X are the terminals, the vertices yj  ;k  ;rO
and yj  ;k  ;rO0 are terminals of Cj  ;k  . Moreover, since
each terminal has only one neighbor in X , the two
terminals must be distinct. The subpath of C  in Cj  ;k 
shows that the pair of terminals yj  ;k  ;rO and yj  ;k  ;rO0
in the copy of the clause gadget are connected by a path
through the clause gadget, in the graph G S . But by the
property of the feedback vertex set Sj  ;k  that we added
to the set S , this can only happen if the terminal pair
fyj  ;k  ;rO ; yj  ;k  ;rO0 g equals the pair fyj  ;k  ;r ; yj  ;k  ;r 0 g
that was chosen to construct the set Sj;k . Observe
that by the choice of yj  ;k  ;r , the unique vertex in
X adjacent to that terminal is contained in S. Hence
yj  ;k  ;r cannot be the point where the cycle C  in G S
moves from Cj  ;k  to X ; a contradiction. It follows that
there are no cycles in G S containing a vertex in X
and a vertex of a clause gadget. As this excludes all
possibilities of cycles, we conclude that S is indeed a
feedback vertex set for G of size k.
(() For the reverse direction, suppose that G has a
feedback vertex set S of size k. Since, for each i 2 Œn,
the vertices fti ; ei0 ; fi ; ei00 g form a cycle of length four,
S contains at least one of these four vertices, for each
i 2 Œn. Hence jS \ X j > n. For each copy Cj;k of a
clause gadget, the intersection of S with Cj;k must be a
feedback vertex set in Cj;k . Since Cj;k is a clause gadget
of height log s.j /, by Lemma 3 this shows that jS \
Cj;k j > 2log s.j / 2 D s.j / 2. Using the pigeonhole
principle this easily shows that S contains exactly n
vertices from X, and exactly s.j / 2 vertices from
each clause gadget copy Cj;k . Create a truth assignment
vW Œn ! fTRUE; FALSEg as follows. For each i 2 Œn,
if ti 2 S , then set v.i / D TRUE. If fi 2 S , or neither
of ti ; fi is in S , then set v.i / D FALSE. We shall prove
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that v satisfies the CNF-SAT formula.
To see this, consider a clause Cj for j 2 Œm. Assume
for a contradiction that Cj is not satisfied, i.e., that all
literals in Cj evaluate to FALSE under v. By definition
of v, this implies that for all literals in Cj , the vertices t
and f corresponding to the truth setting of that literal,
are not in S . We derive a contradiction by showing
that S is not a feedback vertex set. For each k 2
Œn2 , consider the corresponding copy Cj;k of the clause
gadget for clause j , which is a clause gadget of height
h WD log s.j /. Since the intersection of S with Cj;k
has size exactly s.j / 2, by Lemma 3 there is a pair
of terminals fyj;k;r ; yj;k;r 0 g in Cj;k that are connected
by a path in GŒCj;k
S . Each terminal in Cj;k is
connected to a unique vertex in X , and as observed
above, these neighbors in X are not contained in S . Let
xj;k;r ; xj;k;r 0 be the neighbors of yj;k;r and yj;k;r 0 in X;
thus xj;k;r ; xj;k;r 0 62 S. If xj;k;r D xj;k;r 0 then there is
a cycle in G S that starts at xj;k;r , moves to terminal
yj;k;r , traverses the path inside Cj;k S to yj;k;r 0 , and
goes back to xj;k;r 0 D xj;k;r ; a contradiction to the
assumption that S is a feedback vertex set. Now assume
that the vertices xj;k;r and xj;k;r 0 are distinct. Observe
that each clause that is not satisfied, cannot contain
two contradicting literals. Hence Cj has at most n
literals. Each copy Cj;k for k 2 n2 realizes a path
between two vertices in X that
 represent literals in
Cj . Since there are at most n2 < n2 pairs that can
be realized (as n > 2), by the pigeonhole principle
there is some pair fx1 ; x2 g of vertices in X such that
two distinct copies of the clause gadgets for clause j
realize a x1 x2 path that is not intersected by S . Hence
by appending the two paths, we find a cycle in G not
intersected by S ; a contradiction to the assumption that
S is a feedback vertex set. We conclude that if S is
a feedback vertex set of size k, then all clauses are
satisfied by the derived truth assignment v and hence
the CNF-SAT formula is satisfiable.

Since the claim shows that the presented construction
yields a valid polynomial-parameter transformation,
this completes the proof of Theorem 6.


7

Polynomial Kernel Parameterized by
Distance to a Pseudoforest

In this section we consider a parameterization of
FVS that is structurally smaller than the natural
parameterization and derive a polynomial kernel. The
overall approach is inspired by the method employed

402

to kernelize a structural parameterization of V ERTEX
C OVER [36] . The parameterized problem of study is
formally defined as follows.
FVS [ PSEUDOFOREST ]
Instance: A graph G, a modulator X  V .G/
such that every connected component of G X
has at most one cycle, and an integer k.
Parameter: The size jX j of the modulator.
Question: Does G have a feedback vertex set of
size at most k?
We assume that a modulator is given in the input for
technical reasons; see Ref. [10, 2.2] . If no modulator
is known, then we may compute a constant-factor
approximation to the minimum pseudoforest modulator
and use that as the set X . The class of pseudoforests
is closed under taking minors and is characterized by
two forbidden minors: the diamond K4 feg and the
butterfly graph that consists of two triangles sharing
one vertex but no edges. Hence the psuedoforests are
exactly the fdiamond,butterflyg-minor-free graphs. As
both these graphs are planar, the problem of finding
a pseudoforest modulator falls into the planar F minor-free deletion framework of Fomin et al.[51] Their
results therefore give a randomized polynomial-time
constant-factor approximation algorithm for finding a
pseudoforest modulator.
The overall strategy for the kernelization will be
the following. We introduce a single reduction rule
that reduces the number of connected components
of G
X that contain a cycle. This effectively
reduces the feedback vertex number of the instance
to polynomial in the structural parameter jX j. Then
we invoke the existing kernelization[7, 8] for the natural
parameterization for FVS to obtain a kernel of size
polynomial in the feedback vertex number of the
instance, which at that point is polynomial in jX j.
7.1

Structure

Consider
an
instance
.G; X; k/
of
FVS
[ PSEUDOFOREST ]. By the definition of the problem,
each connected component of G X contains at most
one cycle. The feedback vertex number of G
X
therefore equals the number of connected components
of G
X that have a cycle, which can easily be
computed in polynomial time. We use FVS.G X / to
denote the feedback vertex number of G X . We can
obtain a feedback vertex set for G by taking the union
of X with a feedback vertex set for G X .
Observation 3 If .G; X; k/ is an instance of FVS
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[ PSEUDOFOREST ], there is a feedback vertex set in G
of size jX j C FVS.G X / that contains all vertices of
X.
The following concept will be used to reason about
the effect of connected components of G X on the
structure of solutions.
Definition 3 Let C be a connected component of
the graph G X that contains a cycle, and let X 0 
NG .C /  X be a subset of the neighbors of C in X. We
say that C can be resolved with respect to X 0 if there is
a vertex v 2 V .C / such that C fvg is acyclic and every
connected component C 0 of C fvg satisfies jNG .C 0 /\
X 0 j 6 1 and jNG .X 0 / \ C 0 j 6 1.
Intuitively, component C can be resolved with
respect to X 0 if we can break the unique cycle in
C in such a way that each of the remaining trees in
C fvg attaches to at most one vertex of X 0 from at
most one location. If C can be resolved with respect to
NG .C / \ X , then it does not impose any interesting
constraints: any feedback vertex set for G V .C / can
be extended to a feedback vertex set for G by adding
a vertex v that resolves the component. Observe that
by simply trying all possibilities for the vertex v, it is
easy to test in polynomial time if a component can be
resolved with respect to some set.
Lemma 4 Let .G; X; k/ be an instance of FVS
[ PSEUDOFOREST ] and let C be a connected component
of G X containing a cycle. If there is a set X 0 
NG .C /\X such that C cannot be resolved with respect
to X 0 , then there is a set X 00  X 0 of size at most
four such that C cannot be resolved with respect to X 00 ,
either.
Proof Assume that the stated conditions hold. By
the definition of FVS [ PSEUDOFOREST ], there is a
unique cycle C in the component C . For a vertex x 2 X 0
we say that a vertex u on the cycle C is an attachment
point for x if the subgraph C contains a path, possibly
of length zero, from u to a vertex in NG .x/ \ C , that
intersects C only in u. A vertex u on C is an attachment
point if it is an attachment point for some x 0 in X. We
use a case distinction to prove the existence of a set X 00
as described in the lemma.
(1) Suppose there are three distinct attachment
points u1 ; u2 ; and u3 on the cycle C . Choose
x1 ; x2 ; x3 2 X 0 such that ui is an attachment
point for xi , for all i 2 Œ3. Then C cannot be
resolved with respect to X 00 WD fx1 ; x2 ; x3 g 
X 0 . To see this, recall Definition 3. If v is a
vertex such that C
fvg is acyclic, then v is
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(2)

(3)

(4)

(5)

contained in cycle C , otherwise that cycle is
not broken. For any vertex v on C , there is a
connected component of C fvg that contains at
least two of the attachment points fu1 ; u2 ; u3 g:
Removing a vertex on the cycle C leaves the
remaining vertices on the cycle belonging to
the same connected component. As each such
attachment point has a path to a member of X 00
that avoids vertex v, removing any vertex v 2 C
leaves a connected component of C
fvg that
is adjacent to X 00 from at least two locations,
showing that C cannot be resolved with respect
to X 00 . As jX 00 j 6 3, the lemma holds in this case.
If there is a connected component C 0 of C
V .C / with jNG .C 0 / \ X 0 j > 2, then letting
X 00 contain two vertices of NG .C 0 / \ X 0 we
claim that C cannot be resolved with respect to
X 00 . Any vertex v whose removal makes v acyclic
is contained in C and therefore does not break the
component C 0 , which leads to a component of
C fvg with two neighbors in X 00 .
If there is a connected component C 0 of C V .C /
with jNG .X 0 / \ C 0 j > 2 and the previous case
does not hold, then let X 00 contain the unique
vertex in X 0 that is adjacent to C 0 . Removal of
a vertex on C cannot break component C 0 , so
for any v 2 C there will be a component of
C fvg that has two vertices that are adjacent
to X 00 . Hence C cannot be resolved with respect
to the singleton set X 00 .
If there is (at most) one attachment point u on
the cycle C , then let v be this attachment point
(or an arbitrary vertex if there are no attachment
points at all). If none of the previous cases hold,
then we claim that this choice of v resolves
C with respect to X 0 , thereby contradicting the
assumption that C cannot be resolved. To see
that this choice of v indeed resolves C , observe
that the connected component of C
fvg that
contains the remains of the cycle C is not adjacent
to any vertex of X 0 (otherwise there would have
been more attachment points); the remaining
components of C
fvg are each adjacent to
at most one vertex of X 0 through one location,
otherwise one of the two previous cases would
have triggered. Hence C can be resolved with
respect to X 0 , a contradiction.
If none of the above cases apply, then there
are exactly two attachment points u1 and u2
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on the cycle C . As C cannot be resolved with
respect to X 0 by assumption, there is a connected
component of C fu1 g that is adjacent to two
members x1 and x10 of X 0 , or that is adjacent
to the same member x1 of X 0 through two
different vertices. Let X100 contain fx1 ; x10 g in
the first case, and let X100 contain fx1 g in the
second case. By the same argumentation, there
is a connected component of C
fu2 g that is
adjacent to two members x2 and x20 of X 0 , or that
is adjacent to the same member x2 of X 0 through
two different vertices. Let X200 contain fx2 ; x20 g in
the first case and fx2 g in the second case. We
claim that C cannot be resolved with respect
to X 00 WD X100 [ X200 , which has size at most
four. To see this, observe that if v 62 fu1 ; u2 g then
both attachment points are contained in the same
connected component of C fvg since the cycle
C provides two internally vertex-disjoint paths
between them. Each attachment point provides a
path to a neighbor of X 00 , showing that the choice
of v does not resolve C . If v 2 fu1 ; u2 g then
the vertices we have added to X 00 on account of
this choice ensures that v does not resolve C with
respect to X 00 . Hence C cannot be resolved with
respect to X 00 of size at most four, proving the
lemma.
As the case distinction is exhaustive, this concludes the
proof.

To further analyze the structure of an instance, we
introduce the following concept.
Definition 4 Let .G; X; k/ be an instance of FVS
[ PSEUDOFOREST ]. We say that a set A  X is
saturated by t nonresolvable components if there are at
least t connected components in G X that have a cycle
and cannot be resolved with respect to A.
We say that a feedback vertex set S avoids a vertex
set A if S \A D ∅. Similarly, S intersects A if S \A ¤
∅. Optimal feedback vertex sets intersect every set that
is saturated by many nonresolvable components, as is
expressed by the following lemma.
Lemma 5 If .G; X; k/ is an instance of FVS
[ PSEUDOFOREST ] and A  X has size at most four
and is saturated by jX j C 7 nonresolvable components,
then any minimum feedback vertex set in G intersects
A.
Proof Suppose that S is a minimum feedback
vertex set in G. By Observation 3, the cardinality of S
is at most jX jC FVS.G X /. Assume that A is saturated

404

by jXj C 7 nonresolvable components and assume for a
contradiction that S \ A D ∅, i.e., that S avoids A.
To be a feedback vertex set, S contains at least one
vertex of each connected component of G
X that
contains a cycle, of which there are exactly FVS.G
X/. As the total size of S is at most jX j C FVS.G X /,
there are at most jX j connected components of G X
from which S contains two or more vertices. By the
precondition to the rule and Definition 4, there are at
least jXj C 7 connected components in G X that
have a cycle and that cannot be resolved with respect
to A. By the argument above, there are at least seven
of such components from which S contains only one
vertex. Let Z be a set of seven of such components.
Consider an arbitrary component C in the set
Z. Since C 2 Z cannot be resolved with respect to
A, while S contains a single vertex v from the cycle
in C , by Definition 3 it follows that there is a connected
component C 0 of C fvg such that one of the following
holds: (1) jNG .C 0 / \ Aj > 1, or (2) jNG .A/ \ C 0 j >
1. In case (1), we find that the component C 0 realizes a
path between two distinct members of A whose internal
vertices avoid S. In the second case, a priori there may
be a single vertex in A that has two or more neighbors
in C 0 ; but this would imply the existence of a cycle that
is not intersected by S, so this cannot happen. Hence
in the second case, there must again be two different
vertices of A that each have a neighbor in C 0 , resulting
in a path between two distinct members of A whose
internal vertices avoid S .
We find that through each of the seven components
in Z, we can realize a path connecting two members
of A whose internal vertices are avoided by S. As
the components are distinct, these paths are pairwise
internally vertex-disjoint. As
 the number of possible
4
pairs among A is at most 2 D 6 since jAj 6 4, there
is one pair of distinct vertices x and x 0 in A between
which at least two paths are realized. Hence there are
two pairwise internally vertex-disjoint paths between x
and x 0 whose internal vertices avoid S. Since S avoids
A we have x; x 0 62 S. But then these two paths together
form a cycle that is not intersected by S , contradicting
the assumption that S is a feedback vertex set. This
proves Lemma 5.

7.2

Reduction rule

The structural insights developed in the previous section
allow us to formulate our single reduction rule. To
understand the motivation behind our reduction rule, it
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is worthwhile to think of our structural parameterization
of feedback vertex set as a kind of constraint satisfaction
problem. We know that for each connected component
C of G X that contains a cycle, a feedback vertex
set contains at least one vertex from the cycle. If there
is a vertex on the cycle whose removal reduces C to
a set of trees that each has only one neighbor outside
C , and that each has at most one vertex adjacent to
the remainder of the graph, then v can occur in an
optimal feedback vertex set: Any feedback vertex set
has to break the cycle in C in some way, and breaking it
by removing v does not leave any paths between the
vertices of G
C that may be used to build other
cycles. Hence if a cyclic component C can be broken
in such a way, it does not interact with the rest of
the graph in interesting ways. We will therefore see
that the interesting components of G
X are those
in which a single vertex deletion leaves some paths
through C that connect vertices of X , and which
can therefore contribute to making other cycles in the
graph. The manner in which such components C are
broken is therefore important to the global solution. The
important characteristics of a cyclic component C are
what kind of connections between vertices of X can
remain after breaking the cycle in C . This is intuitively
what our reduction rules work on.
Reduction rule 1 Let C be a connected component
of G
X that contains a cycle. If, for each A 2
NG .C /\X
, component C can be resolved with respect
64
to A or A is saturated by jX j C 8 nonresolvable
components, then remove C and its incident edges from
G and decrease k by one.
Since it can be tested in polynomial time whether
a component can be resolved for a subset, and the
number of relevant sets is at most O.n4 /, the rule
can exhaustively applied in polynomial time. Using
Lemma 4 we can prove its correctness.
Lemma 6 If Rule 1 applies to a connected
component C of G X in an instance .G; X; k/ of FVS
[ PSEUDOFOREST ], then .G; X; k/ is a YES-instance if
and only if .G V .C /; X; k 1/ is a YES-instance.
Proof ()) If .G; X; k/ is a YES-instance, then
there is a feedback vertex set S in G of size at most
k. Since C contains a cycle by the precondition to
Rule 1, set S contains at least one vertex from C . Hence
S n V .C / is a feedback vertex set for G V .C / of size
at most jS j 1 6 k 1.
(() Assume that S is a minimum feedback vertex set
for G V .C / that has size at most k 1. For every set
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NG .C /

A 2 64 that is saturated by jX j C 8 nonresolvable
components in .G; X; k/, at least jX j C 7 nonresolvable
components remain in the instance .G V .C /; X; k
1/. Hence by Lemma 5, the minimum
 feedback vertex
.C /
set S intersects all sets A 2 NG64
that are saturated
with jXj C 8 nonresolvable components in .G; X; k/.
Consider the set X 0 WD NG .C / n S , which is a subset
of X since C is a connected component of G X . We
claim that C can be resolved with respect to X 0 . To
see this, assume for a contradiction that C cannot be
resolved with respect to X 0 . By Lemma 4, there is a
set X 00  X 0 of size at most four such that C cannot
be resolved with respect to X 00 . By the precondition to
Rule 1, for this set A WD X 00 either the component C
can be resolved with respect to A or A is saturated by
jXj C 8 nonresolvable components in .G; X; k/. As C
cannot be resolved with respect to A by assumption,
set A must be saturated by jX j C 8 nonresolvable
components in .G; X; k/, implying it is saturated by
jXjC7 nonresolvable components in .G V .C /; X; k
1/. But A D X 00  X 0 D NG .C / n S is avoided by S , a
contradiction to Lemma 5. We may therefore conclude
that C can be resolved with respect to X 0 .
Now let v 2 V .C / be a vertex that resolves C with
respect to X 0 , i.e., such that all connected components
C 0 of C fvg have at most one neighbor in X 0 and have
at most one location that is adjacent to X 0 . We claim that
S 0 WD S [ fvg is a solution for the original instance. It
is easy to see that S 0 has size at most k. To see that it is
a feedback vertex set in G, observe that the graph .G
V .C // S (which is a forest since S is a feedback vertex
set) can be transformed into the graph G S 0 by adding
the connected components C 0 of C fvg together with
their incident edges to the rest of the graph. Since C is
a connected component of G X , the only neighbors
of C 0 in G are contained within X . Now observe that
since v resolves C with respect to X 0 , each connected
component of C
fvg is a tree that has at most one
vertex that is adjacent to X 0 , and this vertex is adjacent
to at most one vertex of X 0 . Hence each tree C 0 connects
to at most one vertex of the forest .G V .C // S,
and it connects through at most one vertex. Since such
connections preserve the fact that the graph is a forest,
the graph G S 0 is a forest. Hence S 0 is a feedback
vertex set for G, which concludes the proof.

Exhaustive application of the reduction rule reduces
the feedback vertex number of an instance to a
polynomial in the structural parameter, as shown by the
following lemma.
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Let .G; X; k/ be an instance of FVS
[ PSEUDOFOREST ] that is exhaustively reduced under
Rule 1. Then the number of connected components in
G X that have a cycle is at most .jX j C 7/jX j4 .
Proof Assume that the stated conditions hold and
let Z be the set of connected components of G X
that have a cycle. Since Rule 1 cannot be applied,
for each component
C in the set Z there is a set

NG .C /
X
A 2
 64 such that A is not saturated
64
by jX j C 8 nonresolvable components and C cannot
be resolved with respect to A. For each component
C in Z we choose one such set A and charge C
to A. Clearly we can charge to every set A at most
jX j C 7 times, otherwise the set would be saturated by
jX jC8nonresolvable components. Hence jZj 6 .jXjC

X
X
7/j 64
j. A simple computation shows that j 64
j D

P4
jX j
6 jX j4 , which concludes the proof.

i D1 i
Lemma 7

7.3

Kernelization algorithm

Our kernelization algorithm for FVS [ PSEUDOFOREST ]
uses the kernel for the natural parameterization as a
subroutine. The subroutine is captured by the following
theorem.
Theorem 7 [8] There is a polynomial-time
algorithm that, given a graph G and integer k, outputs
a graph G 0 and integer k 0 such that jV .G 0 /j 6 4k 2 and
k 0 6 k such that G has a feedback vertex set of size at
most k if and only if G 0 has a feedback vertex set of
size at most k 0 .
With these ingredients we can state the main result of
this section.
Theorem 8 FVS [ PSEUDOFOREST ] has a
polynomial kernel with O.jX j10 / vertices.
Proof Given an instance .G; X; k/ of FVS
[ PSEUDOFOREST ],
the kernelization algorithm
proceeds as follows. It starts by repeatedly applying
Rule 1, until this is no longer possible. As each
application takes polynomial time and the number
of iterations is clearly bounded by jV .G/j as each
iteration removes at least one vertex from the graph,
we obtain a reduced instance .G 0 ; X; k 0 / in polynomial
time to which the rule cannot be applied any more;
observe that the set X is not changed by the reduction
rule. By Lemma 7, there are at most .7 C jX j/jXj4
connected components in G 0
X that contain a
cycle. As each connected component of G 0
X
contains at most one cycle by the definition of FVS
[ PSEUDOFOREST ], we can obtain a feedback vertex
set in G 0 by starting with X and adding one vertex
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from each cycle in G 0
X . This yields a feedback
vertex set of size at most jX j C .7 C jX j/jX j4 . Hence
if k 0 > jXj C .7 C jX j/jX j4 then the answer to the
problem is YES and we may output a constant-size YESinstance. Otherwise, we know that k 0 2 O.jX j5 /. We
now forget the modulator and apply Thomassé’s kernel
for the natural parameterization of FVS to the instance
.G 0 ; k 0 /. By Theorem 7, this results in an equivalent
instance .G 00 ; k 00 / of FVS with O..k 0 /2 / 2 O.jXj10 /
vertices. By transitivity, it is equivalent to the original
input instance .G; X; k/. Observe that the set X might
not be a valid modulator for the graph G 00 , as the
kernelization of Theorem 7 might introduce new
edges in the graph. To obtain a valid instance of the
FVS [ PSEUDOFOREST ] problem we therefore define
X 00 WD V .G 00 /. We output the kernelized instance
.G 00 ; X 00 ; k 00 / of FVS [ PSEUDOFOREST ], which has
O.jXj10 / vertices.

7.4

Discussion

There are several interesting facts to remark concerning
the kernelization results for structural parameterizations
of F EEDBACK V ERTEX S ET. The kernel size we
obtained for FVS [ PSEUDOFOREST ] is significantly
larger than the kernel for the natural parameterization of
F EEDBACK V ERTEX S ET; the degree of the polynomial
that bounds the kernel size is ten in our case, while
it is two for the natural parameterization. While
we do not expect our kernel bound to be tight, it
can be formally shown that the parameterization by
deletion distance to a pseudoforest must have a larger
kernel size than the natural parameterization, assuming
NP 6 coNP=poly. Let H be the graph consisting of
a triangle fa; b; cg to which vertices a0 and a00 are
added that are adjacent to a, and vertices b 0 and
b 00 are added that are adjacent to b. The resulting
graph is a pseudoforest. While this graph H with four
terminals fa0 ; a00 ; b 0 ; b 00 g does not satisfy all properties
of Lemma 3, it can still be shown that using H as
the clause gadget in the construction of Theorem 6
gives a linear-parameter transformation from 4-CNFSAT parameterized by the number n of variables to
FVS [ PSEUDOFOREST ]. As Dell and van Melkebeek[29]
proved that this parameterization of 4-CNF-SAT does
not admit a kernel with O.n4  / bits for any  > 0
unless NP  coNP=poly, the FVS [ PSEUDOFOREST ]
problem does not admit a kernel with O.jX j4  / bits
unless NP  coNP=poly. Comparing this lower bound
to Thomassé’s kernel for F EEDBACK V ERTEX S ET,
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which can be encoded in O.k 2 log k/ bits, we find that
the structural parameterization we considered is strictly
harder to kernelize.
It is known[52] that superpolynomial kernelization
lower bounds can sometimes be circumvented by
relaxing the requirement that a kernelization algorithm
outputs a single instance of size polynomial in the
parameter. For example, for an n-bit input with
parameter value k, one could require a preprocessing
algorithm to output a list consisting of nO.1/ instances,
each of size k O.1/ , such that the answer to the
original instance can efficiently be obtained from
the answers to the instances on the list. These
notions can be formalized as Turing kernelization
(cf. Ref. [53] ). It is therefore worthwhile to consider
whether such relaxations are fruitful for F EEDBACK
V ERTEX S ET, i.e., whether parameterizations that do
not admit polynomial (single-output) kernels admit
polynomial-size Turing kernels. The argument by
Bodlaender et al.[34, 4.2] showing that V ERTEX C OVER
parameterized by the deletion distance to a clique has
a polynomial Turing kernel, can easily be adapted
to obtain the same result for F EEDBACK V ERTEX
S ET parameterized by the deletion distance to a
clique. It is unlikely that the existence of polynomial
Turing kernels continues much further down in the
parameter hierarchy of Fig. 1, however. It can be shown
that there is a polynomial-parameter transformation
from CNF-SAT parameterized by the number of
variables to F EEDBACK V ERTEX S ET parameterized
by the deletion distance to a cluster graph. In the
language of Hermelin et al.[53] this implies that
the latter parameterization of F EEDBACK V ERTEX
S ET is MK[2]-hard. Hermelin et al.[53] conjectured
that MK[2]-hard problems do not admit polynomial
Turing kernels, although no complexity-theoretic
evidence supporting this conjecture is currently
known. As the construction of Theorem 6 gives a
polynomial-parameter transformation from CNF-SAT
parameterized by the number of variables to FVS
[ MOCKFOREST ], the latter parameterization is also
MK[2]-hard.

8

Conclusions

We have surveyed the parameterized and kernelization
complexity of F EEDBACK V ERTEX S ET under a
range of different parameters, and have contributed
to the understanding of the problem through several
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new results. We highlight some directions for future
research.
In many aspects, F EEDBACK V ERTEX S ET behaves
similarly as the V ERTEX C OVER problem. For
the latter problem, there is a general theorem
showing the parameterized tractability of many
parameterizations that measure the vertex-deletion
distance to polynomial-time solvable special cases
of the problem. More specifically, for any hereditary
graph class F in which V ERTEX C OVER is solvable
in polynomial time, the V ERTEX C OVER problem
parameterized by the size of a given vertex set whose
deletion results in a graph in F is fixed-parameter
tractable (cf. Refs. [54, 6] and [36, 5] ). It is interesting
to consider whether F EEDBACK V ERTEX S ET is also
generally tractable when parameterized by the distance
to polynomial-time solvable cases: Is F EEDBACK
V ERTEX S ET in XP, or even FPT, when parameterized
by the size of a given vertex set whose deletion results
in a graph from a hereditary graph class in which the
problem is polynomial? Although we do not believe
this to be the case in general, we have no explicit
examples showing the answer to be negative. An
interesting question in this direction is whether
F EEDBACK V ERTEX S ET is XP or FPT parameterized
by the vertex-deletion distance to a subcubic graph, or
alternatively, parameterized by the number of vertices
of degree more than three. This parameterization
exploits the fact that F EEDBACK V ERTEX S ET is
polynomial-time solvable on subcubic graphs[55] . A
similar question is whether F EEDBACK V ERTEX S ET
is FPT parameterized by the asteroidal number of a
graph; see Kratsch et al.[2] for details. An XP algorithm
follows from their work, generalizing the fact that
F EEDBACK V ERTEX S ET is polynomial-time solvable
on AT-free graphs.
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