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Abstract
In cloud computing, datacenters are the principal consumers of electricity. In 2014,
Cloud datacenters reportedly accounted for some 70 billion kWh, which is the equiv-
alent of 1.8% of the US total energy consumption. With growth in on-line services,
but increased computational power per unit of energy, consumption is projected to
account for 73 billion kWh by 2020. Datacenters comprise large numbers of servers,
as well as storage, that cloud customers can use in the amounts they require for
as long as they are willing to pay. In infrastructure clouds, customers request the
launch of Virtual Machines (VMs) which will consume server and storage resources.
The provider decides which server is selected, and the customer decides how long
to run the VM for. The unpredictability of customers of infrastructure clouds can
result in datacenters having a number of servers either idle or running a minimal
VM loading at various times, and wasting energy as a consequence.
Improvements to management techniques such as VM allocation and resource con-
solidation can help to improve energy and performance efficiency. However, for a
particular VM the energy consumption and runtime may be different in different
servers due to: (i) the number of VMs the servers run; and (ii) the performance
of servers. Therefore, w.r.t VM allocation it might be more energy and perfor-
mance efficient to place VMs on servers that consume less energy and can meet
the VM performance goals. Moreover, consolidation brings two, related, problems:
(i) consolidation involves migrating VMs across servers, which adds to energy con-
sumption, and will only be more energy efficient if this cost can be recovered; and
(ii) due to resource heterogeneity the performance of VMs varies with the underly-
ing hardware, and with it, runtimes and energy usage, and hence costs. In respect
to (i), if the VM terminates during or just after the migration has finished, the
migration effort is definitely wasted, which implies a cost recovery time objective
after which further energy can be saved as the VM subsequently runs more effi-
ciently. In respect to (ii), if the VM is migrated to a server with lower performance,
increased runtime can decrease datacenter throughput and energy efficiency, and
increase agreed (pay per use) customer cost.
We explore how consolidation of VMs can help to decrease datacenter energy con-
sumption whilst ensuring that migration costs are recoverable in the vast majority of
cases, and also ensuring that workload performance is not negatively affected. Sev-
v
vi
eral algorithms for energy-performance efficient VM allocation and consolidation are
proposed, implemented through extensions and modifications to the popular Cloud
simulation environment, CloudSim, and evaluated in respect to a large dataset of
workload information from a major cloud provider.
Principal findings from these simulations are: (i) efficient VM allocation can be at
least 1.72% (±0.02 error) more energy-efficient than consolidation; (ii) it is 3.52%
(±0.05 error) more energy-efficient to migrate relatively long-running VMs; and (iii)
for heterogeneous workloads and clouds, different scheduling and migration tech-
niques demonstrate a diversity in energy efficiency and performance (hence cost)
trade-off. An energy-performance efficient migration approach can be up to 3.66%
(±0.05 error) more energy efficient, and 1.87% (±0.025 error) more performance effi-
cient, than a no migration strategy. This suggests a saving of approximately $0.72m
annually, which compares favourably to a maximum projected usage of the Google’s
cluster (12,583 hosts) of $1.58m/year. Based on these results, cloud providers could
both reduce their energy usage, reducing costs and either pass savings to customers,
invest in more infrastructure, or increase profits; more broadly, such reductions in
energy usage could reduce the impact of global warming.
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Chapter 1
Introduction
Cloud computing is playing a major role in transforming the IT industry by facilitat-
ing elastic on-demand provisioning of computational resources including processors,
storage and networks. This is necessarily accompanied by the creation of large-scale
datacenters from which such resources are provided. Consequently, cloud datacen-
ters consume substantial amounts of energy, with associated costs and leading to
significant CO2 emissions. In 2014, datacenters consumed almost ∼70 billion kWh,
representing about 1.8% of the total energy consumed in the US and are expected
to consume approximately 73 billion kWh by 2020 due to the growth in on-line
services [37]. National energy supply problems, fuel costs, and global warming, all
bring the need for green computing into sharp focus. The closure of all nuclear
power plants in Germany and France, and reduction in coal-based power plants in
the UK, offering an expected energy safety margin of just 0.1% in 2017, bring the
very real risk of power outages [38]. If we assumed similar consumption rates to
the US of 1.8% of total energy consumption [37], a 6% increase in datacenter effi-
ciency could represent a doubling of such an energy safety margin; [37] also suggests
datacenter energy use will remain constant to 2020 due to the move from internal
systems to cloud.
Energy supply problems and rising fuel costs suggest the need to examine for the
causes of rising energy consumption in datacenters and seeks to eliminate the causes
and/or manage them through possible solutions. The increasing number and use
of Information & Communication Technology (ICT) equipment in datacenters has
a consequential impact on energy consumption levels. Likewise, the decreasing use
of non-renewable energy sources, such as coal, increases the need to develop solu-
tions for managing datacenters resources to minimize the growing levels of energy
use. Public clouds like Google and Amazon have been observed to be more energy
efficient than other computing systems such as clusters, grids and enterprise clouds.
Apart from offering rapid and on-demand services (elastic) to both the business
sectors and IT, cloud helps in managing energy use more efficiently [4]. Several
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ICT companies have accepted the potential of cloud computing and they suggest
it as the most useful technology to surmount the energy supply problems. One
of the reason behind the energy efficiency of public clouds is the implementation
technology (virtualisation), which makes resource consolidation possible [39], that
could decrease energy consumption through: (i) increasing resource utilization; and
(ii) decreasing the number of active resources (servers).
Virtualisation allows same resources to be shared among different users (applica-
tions), that increases resource utilization and hence energy savings through con-
solidation. Along with these benefits, virtualisation and consolidation could also
produce performance related issues due to co-location [40] that leads to higher
user costs, Virtual Machines (VMs) runtime and hence less energy efficiency. Fur-
thermore, besides decreasing energy consumption using consolidation supported by
virtualisation, cloud computing can also be used to gain energy efficiency through
efficient resource management and scheduling.
The goal of the present research is to explore further savings as may be possible
through approaches such as efficient scheduling and consolidation in order to de-
crease datacenters energy consumption in such a way that the workload (VMs)
performance (runtime) is not negatively affected due to resource heterogeneity. In
the context of this thesis, resource heterogeneity refers to different CPU models, ar-
chitectures, and hardware (servers) types. Similarly, workload heterogeneity means
different sizes of VMs running various kinds of application i.e. instance types. We
focus on Infrastructure as a Service (IaaS) clouds, like Google and Amazon’s EC2,
where numerous independent customers provision VMs dynamically and deploy and
run different types of applications. As such, the underlying resources must be able
to handle different types of workloads, largely without prior information about the
workload. Here, consolidation of workloads, allied to hardware-based power control
mechanisms, offers potential for achieving reductions in energy consumption, but
the deliverable savings require evaluation.
We present work to date that has explored research in energy efficient datacen-
ters, and in particular in energy and performance aware VM placement/allocation
(scheduling) and VM consolidation. We explore how consolidation of VMs can help
to decrease datacenter energy consumption whilst ensuring that migration costs
are recoverable in the vast majority of cases, and also ensuring that workload per-
formance is not negatively affected. Novel algorithms for energy and performance
efficient VM allocation and consolidation are proposed, which would require adapta-
tion of existing scheduling mechanisms, and evaluated in respect to a large dataset
of workload information from a major cloud provider, using a well-known simulation
of cloud environments – CloudSim [20]. This thesis presents the following:
1. an efficient VM allocation policy and a host efficiency metric;
2. a novel migration algorithm that accounts for costs of migrating workloads
amongst heterogeneous hosts and the recovery of migration costs; and
3. work that extends the migration technique in (2) to account for performance
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(and hence cost), to prevent breaching Service Level Agreements (SLAs) [“if
a task does not reach the condition by a set amount of time, SLA is marked
breached”].
1.1 Problem Definition
According to the Environmental Protection Agency (EPA), in the US, datacenters
consumed about 61 billion kWh of energy in 2006 i.e. 1.5% of the total electricity
usage [41]. The study projected that energy consumption will double every 5 year.
In 2014, Shehabi at al. [37] estimated that these datacenters consume approximately
70 billion kWh which is about 1.8% of the total energy consumed in the US. In 2016,
the world’s datacenters consumed ∼416.2 billion kWh of electricity, far higher than
UK’s total consumption1. Globally, the energy consumption of large-scale datacen-
ters is increasing continuously, that reportedly consume approximately 3% of all the
electricity production across the world [26].
A typical datacenter consists of compute servers and storage devices which are con-
nected with different network equipment to operate in a distributed fashion. The
heat generated by these servers is reduced using different cooling mechanisms which
also consume energy. The breakdowns of energy consumption within datacenters
are: (i) ICT equipment (40%), (ii) cooling schemes (45%) and (iii) power supply
units (15%) [42], [43]. The study in [37] suggests that datacenter network devices
consume about 5% of the ICT equipment share, however, in [43] the authors put this
as high as 33%. The EPA report [41] suggests that approximately 70% energy sav-
ing can be achieved by implementing modern state-of-the-art efficiency techniques
in the cooling, power delivery and resource management of the datacenters. Table
1.1 shows the energy consumption of datacenters, in 2011, along with the savings
when using state-of-the-art techniques [25], [42].
Table 1.1: Energy savings with state-of-the-art - 2011 [24], [25]
ICT equipment Energy usage Energy usage with
(billion kWh) state-of-arts (billion kWh)
Infrastructure 42.1 18.1
Network devices 4.1 1.7
Storage 4.1 18
Servers 33.7 14.5
Overall 84.1 36.1
Furthermore, datacenters are accountable for GHG production because power pro-
duction units release CO2 when fossil fuels including coal, oil or natural gases are
used. In 2006, the ICT sector was estimated to produce 2% of the worldwide CO2
emissions and was consuming approximately 3.9% of all global electricity produc-
tion [25]. It shows that datacenters were one of the key contributors to global GHG
emissions that increase global warming. Currently, the share of ICT equipment to
1http://www.independent.co.uk/environment/global-warming-data-centres-to-consume-three-
times-as-much-energy-in-next-decade-experts-warn-a6830086.html
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global GHG emissions is around 1.6% which is less than the emissions reported in
2006, that could be possible due to renewables and state-of-the-art energy efficiency
techniques. However, it is estimated to be around 2% by 2020 [44], and Griffiths et
al. [45] put it as high as 3%.
These kinds of energy related problem in datacenters can be addressed, in part,
through approaches such as efficient scheduling and consolidation (resource man-
agement) [39], [46], [47]. But consolidation involves migrations that can be expen-
sive in terms of additional energy consumption, and this is largely not accounted
for in many published models. Furthermore, apparently energy efficient hardware
may mean that certain workloads (VMs) need to run for longer (given dependen-
cies of various workloads on CPU architectures [13]), and the trade-off between
energy efficiency and runtime (performance) [32], as well as the implication in cost
of increased runtime, all need to be addressed. Ideally, a general utility computing
model would emerge as a cloud-based service to provide the best trade-off between
energy, performance and cost requirements. However, a realistic approach for re-
source provisioning and consolidation is needed such that the energy requirements
to run the service and the expected performance/price goals can be met.
Largely, IT companies are moving to cloud which offers potential for gains in ef-
ficiency as cloud datacenters are generally more energy efficient than enterprise
clusters and clouds [4]. However, considering cost as a major factor, we expect that
cloud users will become increasingly discerning, wanting to know more about the
performance they can obtain at a certain price, and that calls for greater trans-
parency in the fuel sources used to provide computational performance will lead
to a more sophisticated and dynamic pricing propositions. Consequently, cloud
providers would then need to factor in the possibility of migration and to be trans-
parent in the formulation of services and resources they offer to users.
1.2 Motivation
Both economical and environmental issues related to large-scale datacenters mo-
tivate this study. With the rapid uptake of cloud datacenters to host industrial
applications, reducing the operational costs of powering and cooling large-scale dat-
acenters is a major economical concern. Given energy consumption and GHG emis-
sions, there is a need to make these datacenters more energy, performance efficient
and environmentally friendly. This study is completed with the intention to collect
the existing energy saving techniques for cloud and cloud datacenters in order to
deliver a comprehensive analysis of the energy, performance efficient scheduling and
resource management. In datacenters, scheduling and resource management meth-
ods (such as consolidation) have several benefits that can be achieved through max-
imizing resource utilization and minimizing the number of in-use resources. Using
the minimum number of resources also decreases datacenter’s OpEx (Operational
Expenses), cooling energy, GHG emissions, and minimizes energy bill to maximize
provider’s profit. A detailed discussion on datacenter’s OpEx [by a distinguished
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AWS engineer] can be found in [2].
Note that cloud providers usually purchase power from electricity suppliers by sign-
ing long-term contracts called PPAs (Power Purchase Agreements)3. Usually the
agreement is signed for long time (maybe decades) where the required amount of
power is guaranteed at cheap (not necessarily) prices. PPAs for renewables are
very common for datacenter providers such as Google4, particularly, if it is impossi-
ble to produce enough on-site power due to physical and geographical restrictions.
Providers have still to pay the amount (energy bill) they agreed with the supplier in
PPA, even if they are not using the fixed amount of power. This creates a question
that “why service providers should care about minimizing their energy bills by using
minimum number of resources (switching off idle resources)”; and in practical, it is
likely to be true [48]. However, there is at least one benefit – providers could scale
the on-site grid energy production according to the resource demand that minimizes
energy costs.
The current trends of cloud service providers towards using renewable5 energy
sources that may operate intermittently, and hence necessitate falling back to the
energy grid, also implies a need for resource management (migration) policies to be
able to effectively switch between the available energy sources [49], as well as to
reduce the replacement cycle of renewable capture and storage equipment. With
640 datacenters outages in the UK alone in 2015 and outages expected to be more
common in the near future [50], there is a need at least for proper capacity planning,
consolidation of workloads onto servers powered by renewables, and migration of
workloads when it is most energy, and therefore cost, efficient, to safeguard supply
and reduce the drain on renewable generation and storage equipment.
1.3 Research Questions (RQs)
As described in Sec. 1.1, virtualisation and consolidation are the core technolo-
gies (methods) to make public clouds more energy efficient than enterprise clouds,
clusters and grids. We deeply investigate these methods and determine possibilities
for further energy savings as may be possible through approaches such as efficient
scheduling and consolidation. The aim of this research is to answer the following
questions.
1. Is there further scope beyond existing resource scheduling approaches for en-
ergy and cost savings?
2. When consolidating workloads, is it possible to create an approach to migra-
tion (consolidation) that only ever increases energy efficiency?
2http://perspectives.mvdirona.com/2010/09/overall-data-center-costs/
3https://www.goodenergy.co.uk/business/our-generators/power-purchase-agreements-ppas/
4https://environment.google/projects/ppa/
5https://www.theguardian.com/environment/2016/dec/06/google-powered-100-renewable-
energy-2017
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3. What trade-offs may have to be made of energy efficiency against computa-
tional performance (runtime) and hence price, given heterogeneous hardware
and heterogeneous workloads?
4. Is it possible to save energy by dynamically switching on/off resources to meet
the demand, without any performance (workload) loss?
We focus on the research tasks related to energy and performance efficient VM
allocation and consolidation (migration) in cloud datacenters (IaaS) under migration
cost and workload performance constraints. In particular, the following issues are
explored and examined in this research:
 Efficient VM allocation algorithms: A cloud datacenter consists of hetero-
geneous hosts (maybe in thousands) and each host has its own energy con-
sumption ratio. Furthermore, each host can accommodate different numbers
of heterogeneous instances (VMs) which offers variability in VMs energy con-
sumption. It is essential to develop scheduling heuristics that can run the
applications in an energy efficient way [RQ. 1].
 Migrate VMs: VM consolidation involves two straightforward tasks: (i) mi-
grating VMs from under-loaded hosts to switch them off, and (ii) migrating
VMs from overloaded hosts to avoid performance degradation and to improve
resource utilization.
A critical decision is to determine the best time to migrate VMs while satis-
fying recovery of migration cost and performance constraints [RQ. 2 and RQ.
3].
– Which VMs to migrate: When a migration is decided, it is essential to
select one or more VMs from a host that need to be reallocated to other
hosts. The problem is to determine suitable VMs to migrate in order to
make their migration cost recovery possible [RQ. 2]. We call this stage
VM selection.
– Where to migrate the VMs: Deciding the best placement for selected
VMs is another important feature that affects VM consolidation and
energy consumption. The problem is to choose a host which can run the
migrated VM more energy efficiently and the performance of workload
is not affected [RQ. 3]. We call this stage VM migration placement and
it is essential to develop energy, performance (hence cost) efficient VM
placement algorithms.
 Host switching on/off: VM consolidation allows for switching on/off tech-
niques, to save more energy by removing energy consumption of idle hosts.
The term used for switching on/off resources is DCP (Dynamic Capacity Plan-
ning). It is essential to decide when and which hosts should be switched off,
or switched on back to handle increases in demand in such a way that the
performance of workload (VMs) is not affected [RQ. 4].
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1.4 Objectives
The aim of this thesis is to decrease datacenter energy consumption in such a way
that the performance of workloads is not affected. This aim could be achieved
by investigating resource management and performance in clouds as part of two
research activities; VM allocation and consolidation – that have been identified as
having the potential for creating solutions to energy problems. These activities
proved to be highly pertinent in investigating the research aim. Exploring these
activities and to answer the RQs described in Sec. 1.3, provided the three objectives
of this research that were envisioned by identifying limitations in the literature
through critical appraisal.
1. Investigate, explore and categorise the research in the field of energy efficient
computing (particularly in clouds) to present an organized understanding of
the current methods, approaches and techniques [RQ. 1].
2. Understand the existing resource management techniques and modify or de-
velop new ones for energy savings in datacenters (IaaS cloud platform) under
workload aware Energy-Performance-Cost (Epc) limitations [RQs. 2, 3].
3. Investigate the effects of different resource management techniques on cloud
energy consumption and performance (hence cost) [RQ. 4].
1.5 Research Methodology
In order to achieve the above objectives, a research methodology must be followed
that reveals scientific method and merit [51]. The research performed in this thesis
is based on the quantitative analysis of repeatable empirical experiments. For dis-
tributed systems, three research methodologies are suggested in [51]: (i) prototyp-
ing; (ii) mathematical modelling; and (iii) simulations. The methodology adopted
in this thesis consists of:
1. A taxonomical approach [2], [4], [5], used to classify the existing energy effi-
ciency techniques in computing devices and particularly, resource management
in large systems such as clusters, grids and clouds [Objective 1].
2. The methodology adapted for resource management to minimize the datacen-
ter’s energy consumption through: (i) scheduling (VM allocation); and (ii)
consolidation (VM migration) [Objective 2].
(i) VM allocation [52]: VM allocation is the process of provisioning physical
resources (host) for a VM, that has a direct impact on resource utilization,
energy consumption and performance of the datacenter.
(ii) VM migration [39]: Migration is the technology which makes consolidation
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possible, particularly in virtualised hosts, that increases resource utilization
and minimizes the total number of active hosts which in turn also reduces
datacenter’s energy consumption.
3. Simulations [51]: We use real-world workload traces, from Google’s clus-
ter [18], which are logged from execution of heterogeneous applications. We
then relate Google cluster traces to real performance benchmarks to deter-
mine the heterogeneity of resources (hosts). We evaluate the proposed re-
source management techniques through simulation in a discrete-event simula-
tion tool-kit, CloudSim [20]. It is important to evaluate the proposed resource
management techniques on a large-scale virtualised datacenter set-up. How-
ever, such a production datacenter is not available to us and it is hard to
conduct large-scale experiments repeatedly on a large-scale, real, actual set-
up as this would require generating identically running workloads. For these
reasons, simulations are preferred [Objective 3].
1.6 Research Hypothesis and Contributions
1.6.1 Hypothesis
The aim of the present research is to explore further savings as may be possible
through approaches such as efficient scheduling and consolidation in order to de-
crease energy consumption of clouds (datacenters) such that VMs can recover their
migration cost, and the workload performance is not affected. This thesis is making
a novel contribution to theory by hypothesizing that efficient scheduling and con-
solidation techniques could make clouds more energy, performance and hence cost
efficient.
1.6.2 Contributions
The focus of this thesis is to reduce datacenter energy consumption, through re-
source allocation and consolidation with migration approaches. Here, consolidation
refers to increase resource or datacenter utilization. While inefficiencies exist across
the hardware, workload performance and datacenter utilization are to a large extent
determined by the scheduling and migration techniques. To this end, our contribu-
tions focus on increasing datacenter utilization by improving the existing scheduling
and migration policies, while guaranteeing that each scheduled workload satisfies
its performance requirements.
To answer the RQs described in sec. 1.3, this thesis contributes to: (i) a taxonomy
& exploration of the research field; (ii) new policies for VM allocation; and (iii) new
approaches towards consolidation with migration. The main contributions will be:
 A taxonomy and exploration of the state-of-the-art in energy efficient cloud
computing [12] [RQ. 1].
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 A new algorithm for VM allocation that accounts for host efficiencies (energy),
where efficient hosts are utilized first, which decreases datacenter’s total en-
ergy consumption. We call this approach FillUp [53] [RQ. 1].
 A migration approach that migrates VMs only if migration cost (in terms of
energy) can be recovered, and ideally then save energy. We call this approach
Consolidation with Migration Cost Recovery (Cmcr) [53] [RQ. 2].
 A migration approach that accounts for resource heterogeneity and user cost,
which migrates VMs to energy, performance (hence cost) efficient hosts if the
desired level of performance at the agreed cost can be achieved. We call this
approach Energy-Performance-Cost (Epc) efficient consolidation with
migration [RQ. 3].
 Extensions to CloudSim [20], that can be used to evaluate resource manage-
ment techniques in large-scale heterogeneous clouds using Google’s cluster
traces [18] [RQ. 4].
1.7 Thesis Structure
The core chapters of this thesis are structured as shown in Fig. 1.1 and draw upon
several research papers published during the PhD candidature. The remainder of
the thesis is organized as follows:
Chapter 2 Chapter 3 Chapter 4 Chapter 5 Chapter 6
Literature Models Algorithms & simulations Assessment
Taxonomy Datacenters Bin-packing Simulations Analysis
Contribution
Approach
Figure 1.1: The thesis organization
1. Ch. 2 surveys the state-of-the-art in large-scale computing systems such as
clusters, grids and clouds. It presents a taxonomy and survey of energy and
performance efficient computing systems such as clusters, grids and clouds.
This chapter is draws upon two published, peer-reviewed papers:
 Muhammad Zakarya and Lee Gillam, “Energy efficient computing, clus-
ters, grids and clouds: A taxonomy and survey”, Sustainable Computing,
Informatics and Systems (SUSCOM), Elsevier [12]
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 Position Paper, “Trends in cloud economics: scenarios, requirements,
and technologies”, International Conference on Economics of Grids, Clouds,
Systems and Services (GECON-2017), Springer
2. Ch. 3 presents a short survey of the state-of-the-art energy efficiency tech-
niques in clouds. It presents models and techniques such as VM allocation,
virtualisation and consolidation used to achieve energy efficiency in datacen-
ters. All proposed methods are classified into a taxonomy for description. The
scope of this thesis and its position in the research area is also discussed. This
chapter also draws upon the above papers.
3. Ch. 4 explains the research methodology and proposes algorithms for VM
allocation, placement, VM consolidation and migration. The chapter includes
a description of the modifications made to CloudSim in order to run our
experiments. This chapter draws upon the following papers:
 Muhammad Zakarya and Lee Gillam, “An energy aware cost recovery ap-
proach for virtual machine migration”, International Conference on Eco-
nomics of Grids, Clouds, Systems and Services (GECON-2016), Springer
[53]
 Muhammad Zakarya and Lee Gillam, “Managing performance, energy
and cost in large scale heterogeneous datacenters using migrations”, Fu-
ture Generation Computer Systems (FGCS), Elsevier (submitted)
4. Ch. 5 demonstrates the experimental set-up, results and key findings.
5. In Ch. 6, we demonstrate accuracy of the results, contribution, and compari-
son with alternative approaches. This chapter also describes verification and
validation of the obtained results (hence simulator) to capture the accuracy of
proposed algorithms in a real cloud test-bed. We also criticise our own work
to offer opportunity to other researchers for further investigation.
6. Ch. 7 summarises our works in this thesis and offers several ideas for further
investigation and future research. We believe this includes some useful sug-
gestions on design of energy and performance efficient scheduling (allocation)
and migration algorithms.
To perform the experiments through simulation in Ch. 5, we use real data from
one of the Google’s production cluster [18] and relate these to real performance
benchmarks [13] for resource heterogeneity [as discussed in Ch. 5 and App. A].
An analysis of the Google dataset is presented in App. A. App. B provides an
introduction of the simulator – CloudSim [20].
Chapter 2
Literature Review
Computing systems have been focused on performance improvements, driven by the
demand of user applications in past few decades, particularly from 1990 to 20101.
However, due to their ever-increasing energy demand which causes large energy bills
and CO2 emissions, over the past six years the focus has shifted towards energy-
performance aware [54]. The average energy consumption of servers is increasing
continuously [55]; and [56] suggests, if this trend continues further, the cost of energy
consumed by a server during its lifetime will exceed the hardware costs. The energy
consumption problem is even greater for large-scale infrastructures, such as clus-
ters, grids and clouds, which consist of several thousand servers. Large-scale systems
which consist of same servers (same architecture, hardware platforms, or vendors)
are called homogeneous otherwise heterogeneous. These characteristics (homogene-
ity, heterogeneity) of systems are very important from the resource management
perspective. For different kinds of workload, heterogeneous systems usually per-
form better and could be more energy efficient than homogeneous systems. Efforts
are continuously made to minimize the energy consumption of large-scale systems,
but the interest of people in computational services and popularity of smart devices
make it a difficult task2.
In this chapter, we discuss the energy consumption of Information & Communi-
cation Technology (ICT) equipment, and present a taxonomy of energy efficient
techniques for large computing systems covering the High Performance Computing
(HPC) systems, clusters, grids and clouds. Ch. 3 covers energy efficient clouds and
datacenters comprehensively. Key research papers are surveyed and mapped onto
the taxonomy to characterise and identify key and outstanding issues for further
investigation. We discuss a number of state-of-the-art approaches (power manage-
ment), reported in the literature, that claim to improve the energy efficiency of
1https://www.nap.edu/read/12980/chapter/5
2It is a great example of the Jevons paradox – “the easier you make it to consume the product
the greater the consumption will be”
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ICT equipment and large-scale computing systems, and identify a number of open
challenges. The rest of the chapter is organized as follows. In Sec. 2.1, we provide
a brief introduction to large computing systems such as clusters, grids and clouds.
In Sec. 2.2, we describe the energy consumption problem. It is also essential to
measure the energy consumption of ICT equipment such as server, when dealing
with energy related issues. Therefore, Sec. 2.3 presents a mathematical model to
estimate a non-virtualised host energy usage. To decrease servers’ power consump-
tion, two kinds of power management techniques are illustrated in Sec. 2.4. Various
energy saving methods in computing equipment, large-scale systems and their tax-
onomies are presented in Sec. 2.5. Sec. 2.6 describes several metrics that service
providers use to measure energy efficiency of their infrastructures (datacenters). We
summarise the chapter in Sec. 2.7.
2.1 Introduction
Large-scale computing systems as observed in the top500 [57] supercomputers, clus-
ters, grids and clouds [9], consist of a large number of ICT resources that are con-
nected through networks. Supercomputers and clusters are non-distributed systems
which are used to solve large problems quickly (low latency services) where large
mathematical calculations are involved, like weather forecasting, defence and con-
trol systems etc. Distributed systems (grids and clouds) may be preferred over
non-distributed systems for reasons including reliability, distributed nature of ap-
plications, and concurrent execution [9]. These systems provide their services to
users based on either best or commercially reasonable effort policies. Furthermore,
grids and clouds may be distributed over different locations, connected over net-
works. Therefore, these systems are not preferred for low latency services. With
the development of HPC clouds and GPU3 servers inside datacenters, processing
can be increased. However, performance of low latency services will remain an issue
for underlying networks. There are certain distributed systems such as HPC [Sec.
2.1.5], that provide low latency services with high compute performance.
Cluster, grid and cloud service providers maintain shared pools (of different capaci-
ties) of computational resources (e.g. servers, storage) known as datacenters. Each
datacenter needs energy to: (i) operate, and (ii) cool the heat generated by servers.
In 2010, the energy consumption by datacenters was expected to be in the range of
1.1% to 1.5% of the global energy use and is likely to rise more in the near future.
Datacenters are the principal electricity consumers in cloud computing, reportedly
consuming approximately 70 billion kWh in 2014, equivalent to 1.8% of the US
total energy consumption, and are projected to account for ∼73 billion kWh by
2020 [37]. It has been suggested that due to resource management techniques like
virtualisation and consolidation of VMs [39] this figure (∼70 billion kWh) increased
by only 4% from 2010 to 2014, which is a significant improvement over the 24%
3Graphics Processing Unit
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increase from 2005 to 2010 [12]. Industry reviews such as [37], [46] have illustrated
that US datacenters (including small and large clusters) energy cost had increased
by 15% per year since 2011.
A report [58] shows that in 2016, across the world, almost ∼416.2 billion kWh
of energy was consumed by compute servers, which is higher than the UK’s total
energy consumption. Energy consumption will continue to increase with increas-
ing capacity unless energy efficient management techniques such as scheduling, re-
source allocation and management algorithms are established and applied [55]. The
resource allocation and management algorithms, along with the physical infrastruc-
ture (resources, set-up, location etc.) of the clusters, grids and clouds are supposed
to reduce the environmental impact (CO2 emission) and make these systems high
energy and cost efficient [59].
In this chapter, we discuss energy consumption of computational devices (individual
servers), clusters, grids and clouds, and whether it is possible to minimize their en-
ergy consumption without detrimental impact on service quality and performance.
The focus of this thesis is on datacenter energy efficiency, so energy management
techniques in datacenters are discussed in Ch. 3. Before discussing energy issues
related to these systems, first we briefly introduce single device (server, network,
storage), clusters, grids and clouds.
2.1.1 Individual Devices (Server)
Every compute device such as server, disk, router needs some amount of power (P )
to operate. When power (P ) is consumed for a fix amount of time (t), it represents
the amount of energy (E) consumed – in Watts per hour (Wh). The more power
is used for longer time, the more energy (Wh/Joules) is consumed, as given by Eq.
2.1:
E = P × t (2.1)
Same rule applies to almost all ICT equipment. However, w.r.t the focus of this
thesis in scheduling and resource allocation, we only address compute servers (its
components) and their energy consumption. A server consists of several components
such as CPU, disk, memory, fan etc. The energy consumption of a typical (dual-
processor 2U)4 server’s components is described in Table 2.1. Studies like [2], [60]
show that CPU is the most energy consuming component which consumes approxi-
mately 19.11% of the server total consumption. Similarly, disk drive also consumes
significant amount of energy that can be up to 16% of the total consumption. Server
fan keeps the CPU temperature in a particular range and has been observed to con-
sume approximately 7.11% of the server total energy use.
4http://www.vertatique.com/average-power-use-server
14 CHAPTER 2. LITERATURE REVIEW
Table 2.1: A typical server’s component (fully utilized) energy consumption [2015]5
Component Energy usage
(W)
% of total
consumption
CPU 86 19.11
PCI slots 41 9.11
Memory 27 6.0
Motherboard 32 7.11
Disk 72 16.0
Fan 32 7.11
Losses
AC-DC 130 28.89
DC-DC 30 6.67
Total 450 100
2.1.2 Clusters
A cluster (computer cluster) ties together a number of compute servers through a
LAN, to act as a single computer, and that can be more cost effective than a single
computer of comparable performance. The reason for their cost-effectiveness is the
difference between the prices of commodity computers and bespoke mainframes or
supercomputers. Typically, clusters are homogeneous in that have all computers
have the same hardware, architecture and operating system. However, there are
certain heterogeneous HPC clusters like OSCAR [9] which have different hardware,
processing speeds and operating systems. In clusters, a centralized job scheduler
is responsible for resource allocation and placement of jobs/tasks for execution [as
discussed later in Sec. 2.5.2].
In terms of energy consumption, clusters are expensive and cause large energy bills
for service providers. If we assume a cluster consisting of 12,583 servers5 of the
above type [18], it will need approximately 5.7 MWh energy (costs ∼$3.97m per
year) to operate plus additional energy for cooling, networking and staff offices.
2.1.3 Grids
“A grid is a system in which computing and data resources belonging to many enter-
prisers are organized into a single, virtual computing entity that can be transparently
utilized to solve compute and data intensive problems” [61]. Computational grids
which are based on the notion of virtual organizations (VO) [62], use high speed
public networks for high availability of computational resources or multiple clusters
at low-cost. Grids such as SETI@home6, are more heterogeneous and geographically
dispersed (distributed) than clusters. Due to multiple administrative domains (that
can be seen as multiple clusters), a hierarchical job scheduler (local and meta) is
responsible for resource management in grids [9]. Each cluster has its own local job
scheduler that interacts with the meta-scheduler for optimal schedules. This kind of
hierarchical approach provides grids the ability to incorporate fault-tolerance and
scalability [9].
5http://www.vertatique.com/average-power-use-server
6http://setiathome.ssl.berkeley.edu/
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2.1.4 Clouds
According to National Institute of Standards and Technology’s (NIST), “cloud com-
puting is a model for enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction” [63]. Here, management effort,
allied to resource allocation (scheduling/placement/migration), performance mon-
itoring and maintenance if needed [Ch. 3]. Clouds are essentially virtualised and
largely heterogeneous. Compared to grids, a pricing model is associated to clouds
because they offer resources on a Pay As You Go (PAYG) concept/model. Based
on the services they offer, cloud computing is divided into three major models of
cloud service: (i) Software as a Service (SaaS), (ii) Platform as a Service (PaaS),
and (iii) Infrastructure as a Service (IaaS) [64]. In this thesis, we focus only on IaaS
where customers buy resources in the form of VMs.
Figure 2.1: A high level system architecture and framework for OpenStack cloud –
OpenStackNeat [1] [virtual machine monitor – VMM implements virtualisation (us-
ing a hypervisor such as KVM/Xen/QEMU) and is responsible to allocate physical
resources to VMs – the physical compute nodes represents a datacenter]
To understand clouds from an IaaS perspective, consider an OpenStackNeat [1]
cloud – a cloud computing framework based on OpenStack7. OpenStack is not a
cloud itself, but is an open source software tool that is largely used to develop cloud
infrastructures. A high level system architecture for OpenStackNeat [2] is shown in
Fig. 2.1. A Global Resource Manager (GRM) is responsible for resource allocation,
VM placement and initiating migration (consolidation) at the controller level. A
7https://www.openstack.org/
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Local Resource Manager (LRM) is working on each server, which monitors the re-
source usage, decides a host is under-loaded or over-loaded (based on its utilization
thresholds) and informs the GRM to take appropriate action on resource realloca-
tion (migration). To achieve energy efficiency, the GRM is responsible to switch on
and off resources to match the varying resource (workload) demand.
Several studies [18], [65] suggest that the resource demand in clouds is largely un-
predictable. Cloud computing provides ICT devices that could be at lower prices
without any upfront costs to customers/users on PAYG model. Clouds are elastic8
to fulfil the varying resource demand, flexible and provide resources at lower Total
Cost of Ownership (TCO), but not necessarily. Customers are looking for Quality
of Service (QoS), performance and reliable services when they pay for their provi-
sioned resources. If the desirable performance level is not achieved, consequently,
the customers have to pay more. Therefore, the focus of service providers is to
satisfy customer needs (performance at the agreed cost) with minimum energy con-
sumed. A cloud can be public and/or private. Public clouds are operated by a
third party such as Amazon9 and Google10, so the enterprises do not need to man-
age and maintain their provisioned resources. Private clouds (such as those based
on OpenStack) are operated by large enterprises, who can afford the cost of operat-
ing and maintaining it. Both public and private clouds exist only due to large-scale
datacenters.
Datacenters:
Datacenters provide an IT backbone for cloud computing and may consist of large
numbers of servers (could be in thousands) that process large tasks for businesses,
complex scientific problems, and facilitate users to accomplish their business goals
[66]. A server can be virtualised to increase its utilization and might run multi-
ple VMs possibly of different sizes, for different users. Virtualisation can provide
opportunities for server consolidation that increases resource utilization, which is
further explained in Ch. 3. Datacenters are IaaS, that may (or may not) be located
in different geographical areas for a single service provider. For example, Amazon
EC2 is distributed over 16 different regions and 42 availability zones globally, and
each region/availability zone has one or more virtualised datacenters [34]. As shown
in Fig. 2.1, the physical compute nodes are networked with each other to represent
a datacenter. Apart from different kinds of servers (web, database, file), datacenters
also consist of Storage Area Networks (SANs) and/or Network Attached Storage
(NAS)11. Datacenters storage are further explained in Sec. 2.5.1. Fig. 2.2 shows a
logical view of the cluster/datacenter components that might be helpful in under-
8“the system is able to adapt to workload changes by provisioning and de-provisioning resources
automatically, such that the available resources match the current demand as closely as possible”
9https://aws.amazon.com/
10https://cloud.google.com/
11http://www.slashroot.in/san-vs-nas-difference-between-storage-area-network-and-network-
attached-storage
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standing the design objectives of a cloud datacenter12.
Figure 2.2: A logical view of a compute cluster/datacenter13 – [a single datacen-
ter consists one or (maybe) more compute cluster(s) and storage modules such as
NAS/SAN]
The front end interface is used for external access to the cluster, that can be ac-
cessed by users who are submitting workload or retrieving workload’s results from
the cluster. The master node communicates with the outside world (users) and
is/are responsible for managing the resources in the cluster and optimizing the
overall compute capacity. Master and compute nodes are interconnected with each
other though high-speed fabric [67]. Each compute node runs an optimized or full
OS kernel and is responsible for compute operations. The storage path can use
Ethernet or fibre channel interfaces to connect the storage module (SAN/NAS) to
the cluster nodes. Furthermore, the cluster uses a common parallel file system that
allows high performance access to all compute nodes13.
2.1.5 High Performance Computing (HPC)
According to NIST, “HPC enables work on challenging problems that are beyond
the capacity and capability of desktop computing resources”. Supercomputers (such
as INCITE [68]) and production clusters are considered the two most reliable (fast
and highly available) HPC systems, where the focus can be to provision power-
ful resources for a short period to complete the user’s task quickly (low latency
services). These systems differ from High Throughout Computing (HTC) like HT-
Condor, where powerful resources are provisioned over a long period [69]. Grids and
clouds are not HPC, but they can certainly support HPC workloads as observed in
TeraGrid (grid) [70] and Amazon new generation C4 instances (cloud) [71]. How-
ever, the latency introduced by the fiber optic network over which data travels in
12www.cisco.com/c/en/us/td/docs/solutions/enterprise/data center/dc infra2 5/dcinfra 1.htm
13www.cisco.com/c/en/us/td/docs/solutions/enterprise/data center/dc infra2 5/dcinfra 1.htm
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datacenters, would affect performance of low latency services. This latency can be
up to five (5) microseconds over a distance of 0.6 miles. There is some ongoing work
on low latency options and methods for datacenter interconnect14.
2.2 The Energy Consumption Problem
The large number of hosts inside datacenters consume energy and produce Green-
house Gas (GHG) emissions. Energy and fuel cost are rising that could also affect
the economy of service providers. If we assume a typical compute server [as shown
in Table 2.1] as consuming ∼450 Wh and US commercial electricity price of 0.08$
per kWh, it will cost ∼315$ per year if it is fully utilized over the year. This
figure would translate into a million dollar energy bills for clusters consisting of
more than three thousand servers. Therefore, to minimize the energy bills that will
also maximize the provider’s profit and will minimize GHGs emissions, it is impor-
tant to consider the energy efficiency of these large-scale systems. Table 2.2 shows
worldwide datacenters energy consumption from 2000 to 2016 [26], [15], which is
continuously increasing.
Table 2.2: Worldwide datacenters energy consumption in billion kWh (2000 – 2016)
[26], [13] – for 2010, the energy usage has also been reported in the range of 271.8b
kWh – 301.1b kWh
Year 2000 2005 2010 2016
Energy 70.8 152.5 397.6 416.2
consumption 271.8 – 301.1
As discussed in [4], the energy sector is one of the major GHG emitters, producing
43% of GHGs in total. Following green computing principles, it is essential to mini-
mize energy consumption in datacenters that will decrease GHG emissions. In 2007,
IT sector energy requirements (including PCs, cooling, servers, telephony, networks,
mobiles, printers & office telecommunication) and CO2 emissions were considered
equal to those of airline industry, which is 2% of the global emissions [66], [72]. In
2013, US servers and datacenters consumed an estimated 91 billion kWh of energy
and were projected to be consuming roughly 140 billion kWh annually by 2020 [73].
However, due to state-of-the-art energy efficiency techniques, a 2016 study [37] re-
ports that these systems now account for 70 billion kWh of energy, which is 1.8% of
the total energy consumed in the US and are expected to consume approximately 73
billion kWh by 2020. In 2016, the share of ICT equipment to global GHG emissions
was around 1.6% and it is estimated to be around 2% by 2020 [44]. Table 2.3 shows
the % of global CO2 emissions from ICT equipment.
14http://www.datacenterdynamics.com/content-tracks/core-edge/low-latency-options-for-data-
center-interconnect/96012.fullarticle
15http://www.independent.co.uk/environment/global-warming-data-centres-to-consume-three-
times-as-much-energy-in-next-decade-experts-warn-a6830086.html
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Table 2.3: Worldwide CO2 emissions from ICT equipment in Gtons (2011) [27]
PCs & Monitors Datacenters Telecom Communication TV, printers
Voice Data & others
0.33 0.16 0.01 0.1 0.1 0.19
2.3 Modelling Energy Consumption
To understand the impact of energy efficient approaches and to develop new meth-
ods, it is essential to create a model for energy measurement [2]. Once we have an
understanding of energy measurement, we will be able to understand energy saving
techniques. Energy consumption of an individual physical server can be measured
by metering the provided energy through sensors or watt-meters. However, in clus-
ters and grids that consist of large number of servers, it may be time-consuming
to install such devices. Consequently, researchers often use simulations as a way
to evaluate the performance of their proposed models and techniques. To produce
valid results that can also be achievable and verifiable in a real platform, plausible
assumptions and models based on different characteristics of server, are needed.
The focus of this study is energy (largely in servers), so we explain how the energy
consumption of a typical real server is modelled. As shown in Table 2.1, CPU is the
chief energy consuming component in a typical server. Therefore, a number of pro-
posed energy models16 are based on the assumption that server energy consumption
can be modelled as the energy consumed by its CPU [60], [74]. An empirical study
(based on the benchmarks) of CPU utilization and its energy consumption in [60]
suggests that a linear relationship exists (as shown in Fig. 2.3).
Figure 2.3: The relationship between server CPU utilization and energy usage [2]
16https://www.infoq.com/articles/power-consumption-servers
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This relationship of CPU utilization and energy consumption can be used to esti-
mate the server total energy/power consumption, given by Eq. 2.2:
P (u) = Pidle + (Pbusy − Pidle)× u (2.2)
where P (u) is the estimated server power consumption, Pidle is static power con-
sumed by the CPU when the server is idle, Pbusy is the power consumed by the CPU
when the server is fully utilized, and u is the percentage of current CPU utilization.
The portion (Pbusy−Pidle)×u is called dynamic power consumption, and is treated
as a linear function of the server utilization. The power model in Eq. 2.2, allows an
estimate of energy consumed by a non-virtualised server given its CPU utilization
level and the energy consumed at idle and fully utilized state. The authors [2] also
proposed a non-linear model w.r.t the server CPU utilization (u) as given by Eq.
2.3:
P (u) = Pidle + (Pbusy − Pidle)× (2u− ur) (2.3)
where r is a calibration17 (tuning) parameter that can be computed experimentally
to minimize the square error and (2u−ur) is the modelled CPU utilization (through
regression). Fan et al. [60] demonstrated that the derived models accurately predict
the server energy consumption for different kinds of workload, with an error below
5% for the linear model and 1% for the non-linear model. Note that r has been
set to 1.4 for the presented results in [60]. CPU utilization-based power models can
accurately predict (with ≤ 5% error) the energy consumption of servers which are
running CPU intensive workloads. However, for other kinds of workload (I/O or
memory intensive), the prediction might not be accurate, particularly, if the work-
load is not utilizing the CPU. Other components of the system like memory and
disk also consume significant amounts of energy as shown in Table 2.1; and have
been considered in several power models as described in [75]. There are several
other models like PowerTOP18 and Joulemeter [5], which are demonstrated to be
accurate with an error less than 1%. Rivoire et al. [75] also presented a system-
atic comparison of different CPU utilization based power models and empirically
demonstrated their accuracy.
The Intel’s Intelligent Platform Management Interface (IPMI) and Running Aver-
age Power Limit (RAPL)19 are the two technologies that can help is estimating the
energy use of server components and their management [3]. IMPI uses Baseboard
Management Controllers (BMCs) that have various sensors to report performance,
energy and power consumption of the physical servers. IPMI enables system admin-
istrators to monitor servers at hardware level and perform required maintenance,
remotely. Kavanagh et al. [3] empirically demonstrated that IPMI is relatively in-
accurate and is unable to detect any change in power consumption at 10% CPU
load. Furthermore, RAPL provides a set of performance counters to gather server
components energy consumption information that uses a software power model.
17https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2879656/
18https://01.org/powertop
19https://01.org/blogs/2014/running-average-power-limit--rapl
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PowerTOP also uses the Intel’s RAPL on-board interface. Monitoring interfaces
such as IPMI and RAPL provide help for improving the energy efficiency of servers
and datacenters. Note that a server will consume a maximum amount of electricity
no matter what the (high) workload might be [as shown in Fig. 2.4]. This be-
haviour can be seen in [3] where at 60% CPU utilization the power consumption is
the maximum20; thus, a purely linear model as suggested in the literature may not
apply.
Figure 2.4: The relationship between server CPU utilization and power consumption
with IPMI and Watt Meter [3]
In Ch. 3, we will describe that the above models can only be used to measure the
energy consumption of a non-virtualised server. In virtualised platforms such as
clouds, each server is capable to run several VMs (co-located). Therefore, the en-
ergy consumption of the virtualised server strongly depends on the number of VMs
it hosts (accommodates). Furthermore, it might be essential to model the energy
consumption of a single VM, which is not possible with the above model. We will
discuss more about this in Ch. 3 [Sec. 3.6.1]. Now that we know about the energy
consumption and the relationship between device (server) utilization and energy
use, we are able to explain different approaches that are (can be) used to minimize
energy consumption of servers (individual computational device), clusters, grids and
clouds. These approaches are called power/energy management techniques [2].
2.4 Power Management Techniques
From Eq. 2.1, it is clear that energy (E) can be minimized in two different ways:
(i) design the device in such a way that it needs less power (P ) to operate; and (ii)
simply switch it off when it is not in use (reduce its use time t) [2]. However, a
switched off device is unavailable to perform any compute task and might take con-
20speculating that the CPU is throttled to meet it’s TDP (Thermal Design Power)
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siderable time to become available. Therefore, hardware designers implement other
capabilities to devices such as DVFS (Dynamic Voltage and Frequency Scaling) so
that energy can be minimized if the device is not in use [5]. Same rule also applies
to compute servers, network devices such as switches, routers, communication links
and storage devices. We will discuss more about these capabilities in servers, net-
work and storage devices in Sec. 2.5.1.
The technologies, methods and/or approaches which are used to minimize the
power/energy consumption of ICT equipment are known as Power Management
Techniques [2]. In respect to (i), there are two different ways to minimize the
energy usage: (a) hardware-based techniques which are called Static Power Man-
agement (SPM); and (b) adaptation of system behaviour based on the resource
demand i.e. Dynamic Power Management (DPM) [10]. SPM makes the hardware
suitable for DPM – if the hardware has a certain capability such as DVFS, then
DPM techniques make it possible to use that hardware capability. A third category
i.e. application level approaches makes use of energy efficient compilers (static and
dynamic) [76] and software development or programming (code generation). These
three approaches are mapped to a taxonomy as shown in Fig. 2.5.
Power Management Techniques
Applications
SoftwareCompilers
DynamicStatic
DPM
Software
Resource management
CloudsGridsClusters
Hardware
DPS
ALRDCDDVFS
SPM
Logic gatesCircuits
Figure 2.5: Taxonomy of power management techniques [in the rest of article, we
follow this taxonomy for further discussion of SPM, DPM and applications based
power saving techniques]
2.4.1 Static Power Management (SPM)
Most of the work in SPM techniques relates to hardware level optimization, and
considered most efficient at a single server. These approaches are implemented in
different components of a server such as processor, memory chip, and disk drive
etc. These include methods like reducing the switching activity power in logic gates
(transistors) [5], clock, power and data gating [54]21, Chip Multi-Processing (CMP)
architecture [56], and Static Leakage Management (SLM) [77]. Clock gating is one of
21clock gating saves dynamic power due to switching activity of latches and flip-flops, power
gating saves leakage power and data gating is used to decrease unwanted switching in combinational
logic blocks. the capacitance of the gate is much smaller than that of the flip-flop, so power is saved
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the most widely used and effective method to save power, particularly, in processors.
The processor clock consumes 60% to 70% of the total chip power, which is directly
proportional to switching activity (A), capacitance (C), voltage (V), and frequency
(f ) of the clock given by Eq. 2.4:
P = A× C × V 2 × f (2.4)
Philippe et al. [78] have discussed clock gating approach for both processor architec-
tures – CISC (Complex Instruction Set Computer) and RISC (Reduced Instruction
Set Computer) which execute instructions differently so the clock gating approach
would also be different [78], [79]. The authors suggest that clock gating technique
results in a power consumption divided by a factor between 5 and 6. Furthermore,
the combination of clock and data gating techniques allows an additional power re-
duction between 4% and 9% depending on the kind of benchmark (workload). These
techniques reduce the hardware energy consumption without adversely impacting
system performance. Kaxiras et al. [79] describe “Today, virtually all processor
designs use clock gating to some degree. It is interesting that not only low-power
designs but also many high-performance processors utilize extensive clock gating
because of its non-extant impact on performance. According to IBM, the use of
clock gating yields a reduction in switching power by more than 25% without af-
fecting either performance or frequency”.
DPM methods [Sec. 2.4.2] also use SPM techniques to achieve energy saving. Musah
et al. [77] have demonstrated a review of processor level SPM and DPM techniques.
SLM make it possible to keep an idle device in a power-efficient state (standby, deep
sleep) that have short wake-up latency (delay). If further processing is needed, then
the device can be switched on quickly. However, energy drives the hardware per-
formance and it is impossible to completely reduce hardware energy use without
impacting its performance. Largely, SPM techniques are related to hardware de-
sign architecture, which is not the focus of this thesis. Various SPM techniques for
energy efficiency are discussed in [79].
2.4.2 Dynamic Power Management (DPM)
DPM includes methods for runtime adaptation of the system behaviour according
to resource demand. DPM relates to application level resource management tech-
niques, which is considered more energy efficient than SPM both in single server and
large systems [2]. DPM techniques have been classified as: (i) hardware-based; and
(ii) software-based. Hardware-based techniques use the concept of Dynamic Perfor-
mance Scaling (DPS), which are dependent on the hardware type, such as DVFS
(servers) [80], Adaptive Link Rate (ALR - networks) [81], and Dynamic Component
De-activation (DCD) [2]. Other methods include Adaptive Voltage Scaling (AVS)
and Dynamic Power Switching (DPS) as explained in [77]. DPS automatically
switches an idle part of a device into power-efficient state to save energy. Software-
based DPM are resource management policies which make use of hardware-based
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DPM methods to achieve energy efficiency in large systems like clusters, grids and
clouds [11].
Job schedulers also make use of these approaches to minimize the energy consump-
tion of servers. However, each approach has its own drawbacks. For example: (i)
running a CPU at lower voltage would certainly affect its performance; and (ii) us-
ing ALR have an adverse impact on the network throughput. DPM methods could
save energy on a single server or a small cluster, however, they are not practical in
clouds. Software-based DPM such as switch on/off an idle server, is considered more
energy efficient than hardware-based DMP in clouds22, but may not be favoured by
cloud providers [48].
2.4.3 Application Level Energy Efficiency
Apart from SPM and DPM, applications and compilers can also be designed in such
a way that they can run with minimum energy usage. The application may be the
operating system itself, that is able to run the user’s workload (other applications)
energy efficiently. Energy efficient compilers generate machine code that can save
energy through: (a) reduced number of instructions (that can decrease execution
time) [82]; and (b) determine when the processor is not needed and can be switched
off. Application level energy efficiency techniques are not within the scope of this
research. A brief introduction is provided in Sec. 2.5.3 and interested readers are
recommended to further review [4], [5], [6], [82], [83], [84].
In Sec. 2.5, we present a taxonomy to classify and elaborate different energy effi-
cient approaches in terms of SPM, DPM and application levels, collected from key
research papers.
2.5 Taxonomy of Energy Efficient Computing
Fig. 2.6 outlines an overview of various energy management schemes in computing
equipment [2]. Energy aware methods like DVFS [80], energy efficient routing [85],
ALR [81], and load balancing [5] have been studied by a number of researchers in
energy efficient computing. Some work on selective connectedness i.e. turn off the
network devices (using DCD) when they are not in use for some period, are also
proposed [10]. These methods could be energy efficient for a single server/device,
but are not guaranteed for energy efficiency in large-scale systems due to the gap
between Pidle and Pbusy of a server. Therefore, resource management and scheduling
techniques are considered more efficient than the above techniques in large systems
such as clusters, grids and clouds. There are also application/software level meth-
ods to limit (decrease) the amount of energy used by the applications though green
compilers and robust programming [83], which are not within the scope of this work.
However, we believe that a brief introduction as provided in Sec. 2.5.3 would be
22https://www.youtube.com/watch?v=sfU138NeApo
2.5. TAXONOMY OF ENERGY EFFICIENT COMPUTING 25
useful for readers.
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Figure 2.6: Taxonomy of energy management techniques in computing systems
[classification of three large systems (cluster, grid, cloud) in terms of three different
approaches to energy efficiency (hardware, resource management, application), dif-
ferentiate this taxonomy from its alternatives as presented in [2], [4], [5] – system
level scheduling and resource management falls under software-based DPM]
In the rest of this section, we follow the taxonomy presented in Fig. 2.6 to de-
scribe different approaches (proposed in the literature) to achieve energy efficiency
in ICT equipment and large-scale systems such as clusters, grids and clouds. In
Sec. 2.5.1 we discuss hardware-based DPM techniques to achieve energy efficiency
at single system/device such as frequency scaling [80], ALR [86] etc. We discuss
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software-based DPM methods in Sec. 2.5.2, including scheduling for single/multi
processors and multi-core systems, and high level management policies that make
use of hardware-based DPM to save energy in large systems. Note that datacenter
level energy efficiency techniques and the technologies that make them energy effi-
cient [such as virtualisation, consolidation], are briefly explained and mapped onto
taxonomies in Ch. 3.
2.5.1 Hardware-based DPM
(i) Servers
One of the most important methods that have enabled servers to manage their
energy usage is the ability to dynamically adjust the voltage and frequency of the
CPU w.r.t its utilization (DVFS). DVFS has been applied in servers, which requires
hardware support and Advanced Configuration & Power Interface (ACPI) standard
implementation. Modern processors have the capability to run at different frequen-
cies which provide various processing speeds and energy consumption.
DVFS control sounds easy, but should be considered a more complex operation.
Reducing CPU speed/rate has a robust influence on performance that users may
not accept. Likewise, if reducing CPU rate reduces energy consumption, then the
resulting slowdown may lead to increased energy consumption as energy depends
on both power and execution time [based on Eq. 2.1 and linear power model as
discussed in Sec. 2.3]. Therefore, DVFS control needs suitable policies particularly
if it is aimed to achieve energy savings. DVFS is integrated as SpeedStep on Intel
processors, or as CoolnQuiet on AMD processors23. Software support for DVFS
is common among all major Operating Systems (OS), including Linux that comes
with cpufreq which allows users/administrators to set the required frequency. The
Linux kernel supports five diverse modes; (i) performance, (ii) power-save, (iii) user-
space, (iv) conservative, and (v) on-demand to activate DVFS [80]. Each mode has
its own governor to decide increases or decreases in frequency. Three modes use
static frequencies: performance runs CPU at the maximum frequency; power-save
always uses the lowest frequency; and user-space allows the user to choose one of
the existing frequencies. The two modes, on-demand and conservative are dynamic,
where CPU frequency can differ over time based on the workload. These two modes
operate on pre-defined thresholds and periodically observe whether the workload
is under (or over) these threshold values. The on-demand mode operates on one
threshold and favours system performance through increasing the frequency when
the workload is above that threshold. If the workload stays below the threshold for a
fixed interval, the frequency is decreased. The conservative governor operates with
both upper and lower thresholds. When the workload is above the upper threshold,
the frequency is increased, and when lower, the frequency is reduced to save energy.
23http://techreport.com/blog/17493/contemplating-speedstep-and-coolnquiet-in-performance-
testing
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A lower frequency denotes lower voltage, saving energy, but it affects the system
performance in terms of execution time.
Modern processors support DVFS on a per-core basis, which means that the pro-
cessor is able to adjust the frequency of each core. However, this leads to two major
issues: (i) each core needs its own control (regulator), which might be impractical
for processors with more than 8 cores; and (ii) if each core in the many-core pro-
cessor is controlled individually, then what about the core-affinity24 during process
switching. Contradictorily, if all cores are controlled through a single regulator,
it might not be energy efficient and could degrade the performance of active core.
To overcome these issues, Kolpe et al. [87] proposed a DVFS approach based on
the cluster based regulator, and empirically evaluated it to be more energy efficient
than both the single and per-core regulator based DVFS approaches.
Apart from DVFS, DPS technique essentially determines when (part of) a hardware
device has finished its current computational tasks, and is not needed for the time
being. The DPS method puts the hardware into a power-efficient sleep (deep sleep)
mode [77]. Similarly, using AVS technique, the hardware (processor) senses its own
performance level and adjusts voltage supplies accordingly.
(ii) Networks
With the rising electrification and connectedness of the society including smart
phones, laptops, ad-hoc and Wi-Fi networks, a report [26] has suggested that 1%
to 3% of US electricity use comes from compute network devices (voice, data) and
large system fixed networks. This figure is even larger if energy use also accounts
for the consumer devices (cellphones, tablets etc.) and wireless networks. In [88],
it is estimated that access networks including consumer devices use as much energy
as datacenters, and these have a faster growth rate of usage. Table 2.4 shows the
estimated energy consumption of network devices in Italy by 2020 – where due to
scaling effect, reducing the energy consumption of less energy hungry devices (home
networks) can still lead to higher savings per year than other devices [28]. The stud-
ies in [24], [88] also signifies the need of energy efficient techniques to reduce the
energy consumed by access networks in clusters and grids. In [89], it is estimated
that a typical compute cluster network accounts for 30% of the total energy con-
sumed – including 15% for access switches, 10% for aggregate switches and 5% for
core switches. The typical cluster [89] consists of total 1,536 nodes, 512 access, 16
aggregation and 8 core switches, and is 30% utilized (average).
In the literature [24], [28], [81], [88], [89], server communication is one of the prime
energy consumers where energy optimization must deal with performance of the
network, QoS and energy savings trade-offs. There are network hardware that offer
different capabilities, which make them suitable for energy efficient operations such
as turn off network interfaces when there is no traffic and the link is idle (DCD). Us-
ing such techniques, significant energy (∼0.307 billion kWh/year) can be saved [28].
24affinity means binding and unbinding tasks to cores or CPU – CPU pining
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Table 2.4: Networks energy consumption forecast 2015–2020 [one billion kWh is
1,000 GWh and one GWh is one million kWh] [28]
Network Energy No of Energy consumption
type consumption (W) devices (billion kWh/year)
Home 10 17,500,000 1.533
Access 1,280 27,344 0.307
Transport 6,000 1,750 0.092
Core 10,000 175 0.015
Total 1.947
However, despite their benefits, these techniques could raise other problems includ-
ing loss of connectivity and long re-synchronization periods for both process and
data. In addition, constantly power cycling network devices can be more energy
consuming than keeping them switched on all the time [90]. Therefore, the under-
lying communication protocols must be optimized and re-designed to enhance the
energy efficient operations of the network [90].
To enhance the network performance with minimal energy consumption, other tech-
niques like ALR [81], [86], [91] slowdown(s) the speed of communication link when-
ever there is less or no data to transfer. As stated in [5], the difference between an
idle and a fully utilized Ethernet link is negligible, hence the energy savings with
ALR are not very significant. ALR mechanisms use queues to store the incoming
packets when the network link or device is in sleep mode which might introduce a
delay in data transfer. This means that these approaches could increase the net-
work traffic and result in congestion. Therefore, the congestion control mechanism
should be re-designed to minimize data transfer in such a way that the throughput
is never affected when the network is congested. Energy efficient TCP (Transmis-
sion Control Protocol) [92] has overcome the two major problems of simple TCP:
(i) the acknowledgement scheme that does not provide enough information about
the state of the destination server to the sending server; and (ii) the window man-
agement that makes TCP aware of the burst errors. In respect to (i), if a packet
is lost or received out of order, energy efficient TCP sends an ack to the sender for
retransmission; and in respect to (ii) if there are lots of errors then energy efficient
TCP burst otherwise it uses the ack scheme. These two optimizations cause a 75%
reduction in energy overhead. Such energy efficient protocols at the network layer
and other approaches in [6], can reduce the energy consumption of large networks,
as shown in Table 2.5.
Table 2.5: Contribution of different device types to the global network (internet)
energy consumption [6]
LAN
Switches
Hubs Routers WAN
Switches
53.7% 26.0% 17.9% 2.4%
The problems with ALR implementation include queue management (in terms
of additional overhead), increased packet delay (transfer), packet loss ratio and
QoS, which affect the network performance and throughput. Low power idle (LPI)
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mode [5] for Ethernet devices is defined by IEEE 802.3az standard, which can save
at least 50% of the network interface controller (in servers, switches, and routers)
energy consumption. In 2005, network controllers were estimated to consume ap-
proximately 5.3 billion kWh in the US. Another approach before IEEE 802.3az
standard was Green Ethernet25, that reduces network energy consumption in two
ways: (i) it detects link status, allowing each port (switch) to power down into a
sleep mode when a connected device, is not active; and (ii) it detects cable length
and adjusts the power accordingly. Switching off network devices (DCD), adapting
the network speed according to the need (ALR), or a combination of both is more
energy efficient, however, they might affect the network performance in terms of data
transfer time and throughput (queue delay). In clusters and grids, for certain work-
loads and QoS constraints, this delay may be acceptable or can be reduced with an
accurate traffic prediction technique. However, in clouds, where the demand varies
in an unpredictable way and the customers pay for their expected service time, such
techniques may result in breaching Service Level Agreements (SLAs) and workload
performance degradation.
To minimize the energy consumption of the global networks, the work in [85] has
considered this minimization problem as a NP-hard bin-packing problem. The
objective function is to minimize the number of network elements needed for the
communication and an Integer Linear Programming (ILP) formulation (heuristic)
is proposed to solve it. However, in global networks as well as in large-scale dat-
acenter networks with thousands of devices, ILP may not be an efficient and fast
approach to achieve the objective as Ferreto et al. [39] demonstrated. For these
large-scale systems, Orgerie et al. [5] suggested that high level energy efficient tech-
niques (software-based DPM) such as Green TCP, network algorithms, clean-slate
approaches and energy-aware framework (network virtualisation) could be more en-
ergy and throughput efficient than hardware-based DPM techniques such as ALR
etc.
Networks energy savings techniques
Proportional computing
Reduce speed
Selective connectedness
On/offSleep state
ConsolidationVirtualization
Figure 2.7: Energy savings techniques in computer and datacenter networks [6]
There are other techniques that have been studied to reduce the network energy
consumption [6] as shown in Fig. 2.7. These include: (i) virtualisation that increases
device utilization; (ii) resource consolidation which minimizes the number of active
devices; (iii) selective connectedness which allows devices to go into sleep state if
not used for certain period of time; and (iv) proportional computing such as ALR –
25https://juniper.net/documentation/en US/junos/topics/concept/energy-efficient-ethernet
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which is similar approach to DVFS. Regarding energy efficient networks, Bianzino
et al. [6] quoted that “indeed, while energy efficiency is becoming a primary issue, at
the same time the energy gain must not come at the price of a network performance
loss”.
(iii) Storage
Along with numerous modules installed in large systems such as clusters and clouds,
storage devices are one of the prime energy consumers. In terms of a datacenter,
storage (or a storage module) primarily refers to the devices and software that en-
able application and data storage. This includes: (i) hard disk drives, tape drives
and other forms of storage (internal); (ii) cloud and remote storage (external – by
definition, not in a particular datacenter); (iii) storage and backup management
software; and (iv) storage networking such as Network Attached Storage (NAS)
and Storage Area Networks (SAN). Furthermore, it also includes storage policies
and approaches that govern the whole process of data storage and retrieval26.
Several reports [37], [46] suggest that a datacenter storage module consumes approx-
imately 27% energy in a typical cluster. Increasing demand for performance has
introduced storage devices with higher energy needs and this trend is rising annually
by 60% [29] because of people (community) increasing interest in on-line services
and popularity of smart devices. Given the well-known growth in datacenter TCO,
several solutions that can decrease the energy consumed by storage module while
keeping customers data highly available, are proposed in the literature [5]. Efforts
are continued to make the disk drives more energy efficient using SPM techniques.
Furthermore, efficient algorithms are proposed to decrease the energy consumption
of storage devices with DPM mechanisms.
Using High Capacity (HC) disk drives has significantly changed storage device en-
ergy consumption. Classic Serial Advanced Technology Attachment (SATA) drives
consume 50% less energy than capacity fiber channel drives per Terabyte (TB).
Having the highest storage density per drive, HC drives minimize storage energy
consumption. Table 2.6 shows the potential savings from HC drives [29]. Battles
et al. [29] have suggested several ways to make the storage devices more energy
efficient which includes: consolidation of storage module; usage of HC drives; pro-
tection against device failure; migration of data to more energy efficient devices;
increase in disk utilization; backup of data; elimination of storage overhead; and
measure energy efficiency of the storage module and cluster regularly to take ap-
propriate action.
In [93] an efficient buffer-disk scheduling algorithm is suggested which is 38% more
energy efficient than no-buffer approach that puts idle disks into sleep mode to
save energy. In [94] a new architecture is proposed for energy efficient Redundant
Array of Independent Disks (RAID) system to save energy using redundant infor-
mation in scheduling (DPM) and cache management (power aware – PA) policies.
26https://www.techopedia.com/definition/30135/data-center-storage
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Table 2.6: Potential savings from greater volume drives [replace 11 older systems
with one high-capacity system – the new system increases capacity by 16% while
consuming 81% less power and 93% less space than the old systems [29]]
Old System New System Improvements
Number of systems 11 1
# System type # System type
System details 3 F810 1 FAS 3020 with
4 F880 3 disk shelves
2 F820
1 F840
1 F825
Energy savings
without cooling (kWh) 113,651 20,919 81% decrease
Space (Cubic Feet) 63.0 4.3 93% decrease
Capacity (GBs) 9,776 14,000 16% increase
DPM uses the concepts of: (i) spin-down and spin-up the disk (speed) based on the
read/write requests (speed ∝ energy use); and (ii) shut-down the disk if it is idle.
The PA approach caches the data for disks with enough workload. New controller-
level cache management and I/O scheduling techniques based on DPM and PA are
proposed in [94] for energy efficient RAID-5 and RAID-1 respectively. The exper-
imental study for single speed disks show that RAID-1 can save 30% energy and
would save 11% more along with RAID-5. Similarly, for multi speed disks RAID-1
can save 22% energy, and would save 11% additional energy when combined with
RAID-5. Also, energy-aware cache management systems have been suggested in the
literature [95], [96] to save energy. Belady’s Off-line Power-aware Greedy (OPG)
algorithm [96] has minimized cache misses and the proposed approach is extended
for greater efficiency to an on-line energy-aware cache replacement method in [95].
Although their results are impressive in saving energy, however, OPG is designed for
single disk and the on-line algorithm is considered for several disks. It can be more
energy efficient than OPG if the proposed on-line algorithm can be implemented on
a single disk. Similarly, the storage cache is active all the time, which costs energy
and both techniques have ignored it [95].
Storer et al. [97] proposed “Pergamum”, which is a network of smart storage disks
that stores data energy efficiently and reliably. At present, Massive Arrays of Idle
Disks (MAID) systems keep storage disks idle to save energy. However, Perga-
mum complements Non-Volatile Random-Access Memory (NVRAM) at each node
to store data signatures and raw data which allows data requests to be completed
while the storage disk is switched off (DCD) to minimize energy consumption. Both
techniques (idle to sleep and DCD) impact system performance in terms of access
delays and throughput (latency).
The larger the disk drive and slower its operating speed, the more efficient its en-
ergy usage27. Therefore, using high speed drives only where necessary, and using
drives with lower rates (operating speed) for applications that don’t require in-
stant response, would also save energy. Storage consolidation would also improve
disk utilization provided data are partitioned by application and warrant the use
of those larger drives. Several other techniques have been proposed to minimize
27buildings.com/article-details/articleid/6000/title/10-ways-to-save-energy-in-your-data-center
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the energy consumption in storage devices which include: DPM schemes [98], cache
management [95], pre-fetching [99], software directed power management [99], re-
dundancy [99], and multi-speed setting [100]. However, the study of energy efficient
parallel and distributed storage module in large-scale systems (such as datacenters)
is still in relative infancy.
2.5.2 Software-based DPM – Resource Management and Schedul-
ing
Resource management is significant to the success of large-scale computing, as it
regulates the efficiency with which resources are used and that QoS is provided
to the users. Today’s computing systems deliver best-effort (in compute clusters,
grids) or reasonable (in clouds) services to their users. There are certain com-
plex applications which involve immense computational power, strict delay (needs
to complete execution within a deadline) and other best effort services; failure to
provide the required performance makes users unwilling to pay for provisioned re-
sources in clouds [101]. In order to provide QoS and guaranteed performance to the
users there is a strong need for efficient performance aware resource management
and scheduling techniques. Performance aware resource management provides as-
sured services to premium users (SLA) and reasonable services to other users. Such
approaches are able to allocate resources (task/VM placement) near-optimally, in
view of task characteristics and performance requirements [9]. A possibility of
on/off switching (power cycling) [102] can save energy but still considerable efforts
are needed to find a conciliation between keeping a core/system idle, in on state or
switch it off [103]. Switching on/off a core/system also costs energy (reconfiguration
cost) and can degrade the system performance.
The above techniques relate to two different terms, based on the system size: (i)
scheduling – system level scheduling on a single server; and (ii) resource manage-
ment – high level scheduling in large systems such as clusters. In the rest of this
section, first we discuss system level scheduling and then we briefly explain resource
management in compute clusters, grids and clouds.
(i) System Level Scheduling
The idea of scheduling (system/server level) is to allocate jobs to processors consid-
ering job execution time, deadline (for real-time systems), and other characteristics.
A job may contain multiple tasks that can be executed on different processors. Tasks
can be independent or dependent, where the output of one task provides input for
other tasks (workflow). In literature [5], [8], energy aware scheduling algorithms
either focus on scheduling of tasks in such a manner that their execution completes
in minimum time with reduced energy consumption or tasks are balanced over a
number of processors so that all processors run with similar utilization levels. For
example, if the deadline of a job/task can be extended, then the processor fre-
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quency/voltage may be scaled down to minimize the energy consumption.
An idle processor still consumes a significant amount of energy that can be up to
60% of its peak energy consumption [104]. Therefore, switching off an idle processor
could save more energy than running it at a lower voltage. However, switching off
an idle processor may not be feasible if the resource demand varies and is unpre-
dictable. Furthermore, keeping processors always carrying out some work with lower
voltage would also save energy [7], if energy cost of switching on/off is taken into
account. Other techniques like delaying the execution of a job (with the hope that
another job will finish in near future) [105] and migrating a job to another system (if
co-located jobs have finished execution and the system is under-utilised) [5] would
also save energy, particularly, for non-critical applications. In this section we discuss
energy efficient scheduling techniques in single-processor (uni-core), multi-processor
and multi-core systems.
(a) Single-processor Scheduling
The scheduling problem has been predominantly studied on uniprocessor systems,
which contain a single processing unit (core) on which all jobs must be executed af-
ter satisfying some scheduling constraints. The focus of job scheduling is to allocate
n jobs/tasks to m homogeneous or heterogeneous processors, such that the total
makespan is reduced. The job total makespan is the time duration when all of its
tasks have finished processing. Job scheduling approaches are normally categorised
as static (off-line) and dynamic (on-line) as shown in Fig. 2.8. In static scheduling,
the workload28 size (number of tasks), required physical resources (CPU), and job
priorities – are determined prior to their execution. Information about workload
size, Worst Case Execution Time (WCET), job deadline and communication time
are thought to be known at execution time. Min-Min (schedule small tasks for exe-
cution first) and Min-Max (schedule large tasks for execution first) are two common
static scheduling techniques [8].
Scheduling
Dynamic scheduling
Dynamic priority
EDFDM
Static priority
RM
Realtime scheduling
Dynamic priorityStatic priority
Static scheduling
Figure 2.8: Scheduling techniques for single / multi processors (RM - Rate Mono-
tonic, DM - Deadline Monotonic, EDF - Earliest Deadline First) [7], [8]
In dynamic scheduling, algorithms may change job priority levels during execution
28http://www.omgwiki.org/hpec/files/hpec-challenge/metrics.html
34 CHAPTER 2. LITERATURE REVIEW
and allocate CPU dynamically to running processes in order to maximize resource
utilization. Maximizing resource utilization could increase the energy consumption
of the given workload, however it strongly depends on the workload type. The work-
load size and runtime are also not known in advance that make dynamic algorithms
more challenging and complex. An on-line scheduler decides the job placement on
the fly, and then the results are compared to optimal off-line algorithm using com-
petitive analysis [35], to estimate its optimality and efficiency. Dynamic scheduling
algorithms can be either (i) static priority - job priorities are fixed, or (ii) dynamic
priority - job priorities vary over the execution time. Another category of schedul-
ing is real time scheduling, which comprises static and dynamic priority scheduling
algorithms as well, as shown in Fig. 2.8.
Furthermore, scheduling can be categorised by policy as centralized, distributed
and hierarchical as explained in [9]. In centralized scheduling, a single scheduler is
responsible for all users jobs, while in a distributed model, several schedulers co-
operate with each other to execute users jobs. Distributed schedulers are also able
to schedule and provision resources from the same cluster. In hierarchical models
the scheduling is a combination of centralized and decentralized schedulers, where
a centralized scheduler is working at the high level and a decentralized scheduler is
installed at the low level [9]. For a cluster such as Google Borg [106], we can assume
that the high level scheduler is installed at BorgMaster and each Borglet has a low
level scheduler. If Borglets are distributed into several groups – hierarchical model,
then another local scheduler could be installed at each group that can communicate
with high level and Borglet schedulers.
(b) Multi-processor Scheduling
In multi-processor systems several tasks can be executed in more than one pro-
cessor (SMP29 – simultaneous multi-processing). There are two major types of
multi-processor scheduling: (i) partitioned; and (ii) global scheduling [107]. In par-
titioned scheduling [107], every job/task is allocated to a processor statically and
then it is executed there without being migrated to other processors. Each pro-
cessor (based on the system architecture) has exactly one ready queue. In global
scheduling [108], jobs/tasks are kept in a single priority queue (shared) and the
scheduler picks the job having the highest priority for execution. Unlike partitioned
scheduling, jobs can migrate freely amongst different processors/cores. One of the
optimal scheduling algorithms for multi-processor system is fair (Pfair) scheduling.
Pfair works on the notion of “fair share of processor” where each task receives an
amount of CPU time slots proportional to its utilization, in a way that the task’s
deadline is not missed.
Assigning tasks optimally to multiple processors is a bin-packing NP-hard prob-
lem [109] and different heuristic approaches (on-line, off-line based on the nature of
29http://superuser.com/questions/214331/what-is-the-difference-between-multicore-and-
multiprocessor
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problem and workload) and/or approximation algorithms (to find approximate opti-
mal solutions/schedule) are used in the literature [109] to solve it. Heuristics are fast
enough and only provide good solutions but not optimal; however, approximation
techniques are near to optimal. The main purpose of heuristics is to determine that
all tasks are schedulable within the deadline (task feasibility) or not. However, they
are not responsible for efficient and optimal allocation of tasks. Several other heuris-
tic based multi-processor scheduling algorithms are offered in [2], [110], [111], [112]
and [113].
The feasibility test of a job on a specific resource is to determine if all tasks in
that real-time job will meet their deadlines or not when energy efficiency technique
such as DVFS is taken into account. Many parallel applications consist of several
computational tasks that can be modelled as a weighted Directed Acyclic Graph
(DAG). A vertex denotes a task, its weight represents task (computational) size and
an edge (directed) shows the dependency between two tasks. An edge also shows
communication among two tasks, and its weight is the cost of communication [113].
While the execution of some of these tasks depends on the completion of other
tasks, others can be executed at the same time, to increase parallelism. When the
feasibility of the application is checked, then the communication overhead of tasks
must also be considered. If all tasks are executing on the same processor, then
their communication overhead is zero. However, if tasks are executing on separate
processing units, then their communication overhead is positive and it is possible
that the job will take longer and hence more energy to complete.
Scheduling algorithms that are implemented for energy optimizations (minimiza-
tion) on uni-processor systems (as discussed in previous section) need to be re-
designed for multi-processor platforms. Several scheduling techniques including
Rate Monotonic (RM), Deadline Monotonic (DM) and Earliest Deadline First (EDF)
have been already optimized to achieve energy efficiency in multi-processor sys-
tems [8]. The communication overhead must be considered while implementing
such techniques as it might reduce the system performance and increase the energy
consumption for workflow scheduling.
(c) Multi-core Scheduling
A Multi-core processor consists of multiple execution cores which perform arith-
metic and logical operations (CMP30 – chip-level multi-processing). These sys-
tems provide similar (but not the same) performance to multi-processor systems
where multiple processors (uni-core) work in parallel31, but may be at lower cost of
energy26,27. Theoretically, adding an extra core to the same chip doubles the per-
formance of the chip. In practice, performance of each core is slower than a single
core processor that is dependent on the type of application. The communication
30https://software.intel.com/en-us/blogs/2008/04/17/the-difference-between-multi-core-and-
multi-processing
31http://forum.cakewalk.com/Difference-between-3939multicore3939-and-
3939multiprocessor3939-m1098367.aspx
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amongst cores and main memory is achieved in two different ways: (i) through a
single communication bus, which is also known as a shared memory model; and (ii)
through an interconnected network approach which is also known as a distributed
memory model. Min-Allah et al. [7], [8] suggested that multi-core processor can
provide up-to four times greater bandwidth, lower energy consumption and runs at
similar frequency with the same voltage as a single core processor.
Increasing the frequency of a single-core processor increases the energy consump-
tion due to the linear relationship of frequency to energy consumption [2]. For that
reason, vendors adopted an approach of multiple cores on a single chip against the
single core processor to increase the performance with lower energy consumption.
There are several major challenges involved in using multi-core architectures to
minimize energy usage [8]. “Multi-cores have the potential to be more energy effi-
cient, however, they do not save energy unless you simplify each individual core to
make it more energy efficient”32. Several industry organizations have been making
enhancement to solve these challenges with streamlining applications and splitting
them amongst the cores. The idea of dividing the task set t1, t2, t3, ..., tn into k
subsets where every subset is feasible on a single core is called partitioning. To
utilize multi-core CPU in an energy efficient way, the partitioning problem is an
important concern. Multi-core hardware can increase the running application per-
formance and minimize the energy consumption even more, if all the cores stay
similarly active [7], [8]. If the cores are not equally loaded, it can waste CPU cycles
and can increase message passing amongst different cores which reduces the running
applications’ performance [107] and increases energy usage.
There are several basic steps involved in designing parallel applications for these
systems. In the first step designers need to find out the opportunities for parallel
execution of the application (as an application might consist of several tasks or
threads)33. The main purpose of this is to define the number of small tasks that
can run in parallel on different cores. The output of one task may provide input for
other tasks (workflow), so the data must be transferred between tasks to continue
processing normally. This message passing or data transfer between tasks is speci-
fied in the communication phase [114]. In the last stage designers need to identify
where (which cores) tasks will execute. In compute clusters, load balancers are used
to balance the workload among different servers in order to increase resource uti-
lization. Load balancers also decrease the probability of servers overload. Similar
load balancing techniques are also offered for multi-core processors in [7].
(ii) Resource Management (Clusters and Grids)
System/server level approaches might not be energy efficient in large systems due
to: (i) energy consumed in idle state (of a server) is much more than dynamic
energy consumption; (ii) large number of idle resources; and (iii) varying demand
32http://www.futurechips.org/chip-design-for-all/a-multicore-save-energy.html
33there are four kinds of parallelism – bit, instruction, data and task level
2.5. TAXONOMY OF ENERGY EFFICIENT COMPUTING 37
and performance loss (heterogeneity of resources and workload). Therefore, other
resource management systems are required to monitor the system state and take
appropriate energy efficiency action in large systems. Fig. 2.9 presents a tax-
onomy of resource management techniques in clusters, grids and HPC. Resource
management, for large systems, is very similar to resource allocation and task/VM
placement. Task/VM placement is treated as a bin packing optimization problem
in the literature [59], and several heuristics have been proposed to allocate the pro-
visioned resources more efficiently [115]. In [72], an energy consumption model is
suggested for large clusters based on three steps: (i) optimization; (ii) monitoring;
and (iii) reconfiguration. The entire state of the cluster is continuously monitored
by the optimization module to find energy efficient software alternatives and service
deployment configurations. Once the optimization module detects a suitable energy
efficient configuration, the deployment is reconfigured for energy efficiency. A 20%
decrease in energy consumption is reported, and the proposed model is generic so
it can be implemented in cluster, grid and cloud computing.
Resource Management Techniques
HPC
On/off
Servers
Scheduling
Job
Migration
Process
Grids
Placement
Geographic
Migration
Clusters
On/off
Servers
Balancing
Load
Placement
Tasks
Figure 2.9: Taxonomy of resource management methods in clusters, grids and HPC
systems – the differences between these systems were described in Sec. 2.1 [Geo-
graphic based placement runs the workload in a grid (VO) operating at low price
energy] [4], [9], [10], [11]
A brief survey on resource allocation (high level scheduling) problem in clusters,
grids and cloud computing systems has been conducted in [9]. The findings of [9]
suggest that the features of cluster, grid, and cloud are closely related to each other
and the authors have differentiated them in terms of resource allocation. Clusters
support centralized job management and scheduling, grids follows a decentralized
resource management system and clouds are based on hybrid architecture of clus-
ters and grids [9]. Largely, clusters do not support virtualisation, therefore load
balancing and job/process migration may be more feasible to save energy in these
systems. In [11], the authors have briefly surveyed the energy efficiency in clusters
using load balancing, power scalable processors (DVFS) and low power memory
chips. The authors suggest that both SPM and DPM techniques could reduce clus-
ter energy consumption, however, there are two potential drawbacks: (i) SPM –
using low power components has proven to be expensive; and (ii) DPM – designing
power-aware schedulers is not trivial. Furthermore, energy savings vary significantly
with workload, scheduling strategy, and cluster system [11].
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The work in [116], scales up and down the processor frequency based on the cur-
rent demand (DVFS), to minimize the CPU energy consumption. For systems like
clusters and grids, where the demand does not frequently change, DVFS can be
energy-performance efficient. However, in clouds the demand varies over time, so it
may not be feasible to switch processor frequency frequently. Note that the perfor-
mance of the processor is affected when running the processor on lower frequency
and the task might take longer to complete – so more energy is consumed. Thus,
for applications that need a hard deadline met (hard real-time systems) it may not
be feasible to reduce the clock frequency. Grids are rather similar to clouds, and
previous studies [117] have shown that grid nodes are mostly idle; thus consum-
ing significant energy which can be saved by switching them off. Machine learning
based load prediction techniques can be useful to decide when to switch nodes on
to accommodate varying demand. Switching nodes on and off (power cycling) also
costs energy and affects system performance, customer SLAs, resource reliability
and device lifetime [118].
Hu et al. [119], have discussed energy saving in clusters in terms of two different
methods: (i) local, and (ii) cluster-wide. Local methods focus on decreasing energy
consumption of a single server either with (a) reduced processor clock speed/voltage
(DVFS) and/or (b) energy savings in network modules (switches) etc. DVFS, Dy-
namic Link Scaling (DLS) and request batching are common examples of implemen-
tations. Cluster-wide methods aggregate (consolidate) total workload on a minimum
number of servers, and savings are achieved by switching off the idle servers in the
cluster. The energy saved from scaling down (slowing) the processor speed and then
scaling up the speed when needed, is far less than the savings with switching off
idle servers (idle processor consumes ∼60% of its peak energy). Therefore, cluster
wide techniques like Independent Voltage Scaling (IVS), Coordinated Voltage Scal-
ing (CVS) [10] etc. can be useful (used) to save energy in clusters and grids. These
systems are for specific applications and might go to failure state for reallocation of
the workload.
Elnozahy et al. [120] have demonstrated different cluster-level energy efficiency tech-
niques such as IVS, CVS, VOVO (Vary On Vary Off – DCP), CVS+VOVO and
IVS+VOVO for web and compute server clusters. They suggest that VOVO is up
to 42% energy efficient and the combination of CVS and VOVO could save up to
60% energy compared to no DVFS and ’idle hosts switched on’ approach. The
proposed framework in [119] makes clusters run in an energy efficient way, and has
little influence on system performance. There are two major problems which are
mostly influencing the performance of a cluster: (i) inner job blocking – jobs with
fluctuate resource needs that leads to node trashing (insufficient memory), and (ii)
outer job blocking – jobs requirements cannot be fulfilled with active servers. A pos-
sible solution to (i) is to balance the jobs among servers; however it requires that
the CPU and memory requirements are known in advance. Moreover, (ii) happens
due to a large task having requirements that cannot be fulfilled. The framework
“Magnet” [119] has tried to solve these two problems and thus saves energy with
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improved performance.
Computational grids are distributed over different geographic locations (with dif-
ferent energy prices), that might be virtualised. Therefore, migrating the workload
to those servers which are powered by cheaper energy sources (such as renewables)
than grid energy, and efficient job scheduling34 techniques have been suggested to
be more energy efficient than SPM and hardware-based DPM. Teodoro et al. [121]
demonstrated that the idle resource approach (switching off the idle hosts) when
combined with energy efficient scheduling (assign tasks with high energy needs to
more energy efficient hosts than others), maximizes the grid energy efficiency with
negligible performance loss. Kolodziej et al. [122] proposed data aggregation35 based
techniques that can fairly reduce energy consumption in data grids. In HPC sys-
tems, it is impractical to scale the processor frequency or turn on/off the idle servers
even if they are not needed due to performance loss [48]. Therefore, for these sys-
tems, it is essential to design energy efficient scheduling and resource allocation
algorithms [123].
2.5.3 Application Level Energy Efficiency
As well as the techniques presented above, applications (software) and compilers can
also be designed in such a way that they can run with minimum energy consumption.
These techniques do not fall within the scope of this thesis (which focuses only
on IaaS clouds), so they are not discussed in more detail. However, we believe
that a short introduction would be useful to readers. Interested readers may refer
to [4], [5], [6], [84], for more discussion. Piraghaj et al. [84] have also briefly discussed
application level energy efficiency techniques. Kaur et al. [4], have presented a
taxonomy of various application level energy efficiency techniques in large systems
such as clusters and clouds. In the rest of this section, we briefly describe how
energy could be saved through applications (computer programs), in terms of: (i)
compilers, and (ii) software/applications.
(i) Compilers
As discussed above, energy optimizations are implemented in hardware through cir-
cuit design (SPM), by the OS through scheduling techniques (DPM), and by the
compiler through compile time analyses and code reshaping36. The compilers need
to generate only required number of instructions, because more instructions would
lead to more energy consumption and longer execution times [82]. Fakhar et al. [83],
have proposed an energy efficient compiler which executes instructions with mini-
mum energy consumption. As software drives the bare hardware, therefore design
and development phase decisions will have control on energy consumption of the
server [124]. The approach in [83] has focused on power management measures for
34http://www.igi-global.com/chapter/improving-energy-efficiency-computational-grids/40816
35collect usage data from nodes and decide scheduling based on the monitored data
36https://www.cs.rutgers.edu/∼uli/CRC04.pdf
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software level and their utilization in scheduler and compiler. A hardware inde-
pendent Distributed Green Compiler (DGC) is presented that distributes software
source code over a grid and redesigns binary code after applying green tactics that
suggest green recommendations to programmers for energy savings. Performance
evaluation of DGC shows that it conserve clock cycles by 30% to 40% compared
to Linux DIET (GCC) compiler. Kandemir et al. [76] have discussed gains in en-
ergy efficiency through code modification (restructuring) in both static and dynamic
compilers.
(ii) Software
It is also important to consider the implementation of software, applications or
programs (source code) that are to be executed on the system37. Poor software
design can lead to high energy consumption as well as performance losses. However,
it is difficult to analyse programs energy usage, because the order of instructions has
an impact on energy usage along with the code generation and compilation [2], [5],
[84]. Programming techniques like active polling and waiting loop38 frequently check
the job queue for any pending work that keep the CPU busy all the time and waste
energy. If an application or program keeps the CPU busy most of the time without
doing any useful work (for example, waiting for i/o – input/output), the process is
known as “wake-up the CPU”. The authors in [5], have discussed several examples
of applications that wake-up the CPU a hundred times per second unnecessarily.
Some applications may not need or use certain hardware in specific systems. For
example, the Universal Serial Bus (USB) adapter takes time to initialize and costs
energy, that could be avoided in applications designed for HPC or cloud systems
where it is hardy used.
Zhang et al. [125], demonstrated that on a virtualised server, similar applications
would have different runtimes due to the performance variations (heterogeneity of
resources) and would cause different energy consumption. Therefore, it might be
helpful to know different applications (workloads) and their energy consumption, to
schedule and run them more energy and performance efficiently. Once the workload
has finished execution, the next step may be to measure the overall energy efficiency
of infrastructure. For this purpose, various metrics are suggested in the literature
[126] as described in Sec. 2.6.
2.6 Energy Efficiency Metrics
Service providers use various energy efficiency metrics to measure the efficiency of
their infrastructure – how much energy is consumed and how much useful work
carried out etc. A number of metrics such as Power Usage Effectiveness (PUE)
37Adapting Service lifeCycle towards EfficienT Clouds (ASCETiC) – a project that supports
software developers to build energy efficient software and applications
38https://software.intel.com/en-us/articles/benefitting-power-and-performance-sleep-loops
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and Data Center Efficiency (DCE) are proposed in the literature [126]. Fig. 2.10
summarizes a few of the most widely used metrics.
Energy Efficiency Metrics
DCePDCiEDCEPUE
Figure 2.10: Energy efficiency metrics [12]
These metrics facilitate service providers to estimate the total energy requirements
of their datacenters and the energy usage of IT equipment (servers) which actually
carries out computation and useful work. Furthermore, efficiency metrics enable
providers to match their obtained energy outcomes with outcomes obtained from
other datacenters, which will help them to easily decide, whether energy efficiency
improvements needed in their datacenters or not [127]. PUE was given proper
importance in the literature, however, DCE is not enough successful to measure
energy efficiency. PUE is given by Eq. 2.5:
PUE =
Ptotal
PIT
(2.5)
where Ptotal is total facility power measured through a utility meter and PIT is the
energy consumed by IT equipment (servers) in a datacenter. DCE actually shows
the percentage of IT equipment energy efficiency, which is given by the following
Eq. 2.6:
DCE =
1
PUE
=
PIT
Ptotal
(2.6)
In [128], a new metric Data Center Infrastructure Efficiency (DCiE) is proposed,
which is given by Eq. 2.7:
DCiE =
1
PUE
=
PIT
Ptotal
× 100% (2.7)
The above Eq. 2.5 shows that larger PUE values represent less efficiency and vice
versa. PUE benchmarks the amount of energy deployed usefully (used by IT equip-
ment) and the amount of energy wasted (used by other facilities such as cooling) in
datacenters. Despite its large use and popularity, PUE is still an incomplete metric,
which does not really address hardware efficiency and energy productivity – how
efficiently datacenters use energy to provide services.
Table 2.7 shows the PUE values based on several experiments which were performed
in a small datacenter [30]. The authors demonstrated that overall efficiency (en-
ergy) of the datacenter is very poor which have a PUE of 3.2. The study in [30] also
suggest that the main reason of this inefficiency is that; the datacenter contains 150
racks and 85% of these racks are underutilized which consume idle energy without
carrying out any useful work.
These energy efficiency metrics are energetic tools for service providers to use when
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Table 2.7: PUE efficiency values [30]
PUE DCE (%) Level of efficiency
3.0 33 Very inefficient
2.5 40 Inefficient
2.0 50 Average
1.5 67 efficient
1.2 83 very efficient
1.1 87 standard
judging their services performance and deciding which resource should be consid-
ered for enhancement in terms of energy efficiency. Unfortunately, PUE is just a
measure of how much energy is consumed by the computing equipment (servers)
in a datacenter and it does not describe how the energy is used – how much the
equipment are energy efficient39. The energy sources powering a datacenter, the
amount of useful work carried out and the underlying network used to move data
around are also important, as they govern the amount of energy consumed and CO2
emitted. A better Data Center Productivity (DCP) metric has been identified by
TGG40 – The Green Grid [126] as DCeP which is given by Eq. 2.8.
DCeP =
W
Euse−dc
(2.8)
where W is the useful amount of work carried out and Euse−dc is the total amount
of energy consumed by datacenter to produce W . The TGG suggest the following
equation (simplified) for measurement of useful work (W ) carried out41:
W =
n∑
i=1
taski × Timeti (2.9)
where n is the total number tasks and Timeti is the execution time of task i. It
means that W is the number of tasks (jobs) carried out by the hardware (servers)
during the assessment window. The key problem with this efficiency metric is the
calculation of an accurate measure of the quantity in numerator [126].
An energy efficient datacenter must maintain the requirements of achieving good
computational performance and hence cost w.r.t customers and minimum energy
(more profit) w.r.t providers. Other metrics like performance per watt (PPW)
and performance to power ratio (PPR) are used by the well-known green50042 list
to rank energy efficient supercomputers worldwide and SPECpower43 benchmarks
organization to estimate the server energy efficiency, respectively. These metrics
are further discussed in Ch. 4 [Sec. 4.3.4]. Similar performance based metrics
are still needed that mirrors how datacenters performance will perform, after the
implementation of energy efficient approaches.
39http://www.datacenterknowledge.com/archives/2011/11/15/pue-is-dead-the-case-for-
performance-per-watt/
40https://www.thegreengrid.org
41http://www.42u.com/measurement/dcep.htm
42https://www.top500.org/green500/
43https://www.spec.org/power ssj2008/
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Calculating Total Energy Consumption and Costs with PUE
If we know the PUE and the energy consumed by servers (in carrying out useful
work), then it is possible to calculate the total energy needed for a datacenter.
There is no typical values for PUE, however, a wide range of numbers is often used
in the literature to address datacenter efficiencies44. Google has achieved an average
PUE of 1.1145 for their datacenters and Facebook claims the PUE of one of their
datacenters as 1.0946. Most datacenters have PUEs less than or equal to 1.2, so it is
reasonable to assume this PUE in our assumptions and costs analysis. Furthermore,
a PUE of 1.2 is also considered as a state-of-the-art value by the EPA report42. A
PUE of 1.2 means that approximately 83% (DCiE) energy of the total is consumed
by the datacenter (servers), perhaps in carrying out useful work.
Once the energy efficiency of an infrastructure is computed, its economical impact
and money savings can be calculated/estimated using energy prices. Largely, energy
prices vary47 w.r.t the amount of energy consumed, time and location, so, the savings
would also vary. Cloud providers often purchase electricity from the electricity
supplier by signing a long-term contract called PPR (Power Purchase Agreement),
so the prices are unknown. It is reasonable to assume energy price of $0.08 per kWh
due to two reasons: (i) this figure corresponds to the average energy price in the
West South Central, US during February 2016; and (ii) most states in the US have
similar energy prices according to the US energy data [45].
The following Eq. 2.10 can be used to calculate the total cost of running a datacenter
with given values for PUE, energy consumed by servers (Eservers) and energy price
(Eprice).
Costtotal = PUE × Eprice × Eservers (2.10)
2.7 Summary
In this chapter we discussed the energy consumption problem and its impact on
environment and economy. We studied the energy efficiency of ICT equipment and
large-scale systems such as clusters, grids and clouds at three levels: (i) hardware;
(ii) resource management; and (iii) applications. We discussed various energy ef-
ficiency methods for computing equipment like servers, networks and storage; and
introduced resource management of large systems like clusters and grids. Following
are the key messages from the discussion in this chapter:
1. in clusters and grids, use of system level efficiency techniques (hardware-based
DPM) might increase their energy consumption due to largely stable work-
loads [12],
44http://www.vertatique.com/no-one-can-agree-typical-pue
45https://www.google.co.uk/about/datacenters/efficiency/internal/
46https://www.facebook.com/PrinevilleDataCenter/app/399244020173259/
47https://www.eia.gov/electricity/monthly/epm table grapher.cfm?t=epmt 5 6 a
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2. in clusters, switching on/off idle resources (DCP – resource management) may
be more energy efficient than SPM, hardware-based DPM and system level
scheduling techniques, however, this might be impractical in clouds due to
demand variations,
3. in networks, energy efficiency techniques such as ALR could degrade the net-
work performance in terms of throughput.
This chapter provided a detailed comparison and description of the energy efficient
techniques in ICT equipment and large-scale systems such as clusters, grids and
clouds, and several taxonomies were presented to classify them for further inves-
tigation. The focus of this thesis is energy efficient datacenters, therefore in Ch.
3, we discuss the models (datacenter technologies) and investigate energy efficiency
techniques (datacenter resource management) which are proposed in the literature.
The survey will help the readers to analyse the gap between what is already avail-
able in existing systems (datacenters) and what is still required, so that outstanding
research issues can be identified.
Chapter 3
Models and Techniques
In Ch. 2, we described energy efficiency in computing equipment and scheduling (re-
source management) in large-scale clusters and grids. We discussed different power
management techniques such as SPM, DPM and described how these methods can
be used to manage resources (energy efficiently) in large-scale systems, particularly,
non-virtualised. Contradictorily, this chapter is more focused on virtualised systems
and offers an overview of models and techniques such as virtualisation and consol-
idation that could help in managing datacenter resources energy efficiently. We
discuss resource management at scale – bigger effects across resources than within
resources. Furthermore, this chapter gives a concise description of cloud computing
concepts and technologies. Research gaps are being identified that can feed to the
research methodology for our proposed work in Ch. 4. These methods fall under the
category of resource management in cloud datacenters. We discuss energy efficient
resource management techniques in terms of resource allocation (scheduling), place-
ment, virtualisation and consolidation with migration. State-of-the-art approaches
that are related only to datacenters are surveyed and presented using taxonomies.
Furthermore, resource and workload heterogeneity in terms of energy consumption
and performance, are explored.
The rest of the chapter is organized as follows. Sec. 3.1 introduces resource manage-
ment in clouds and datacenters. In Sec. 3.2, we discuss virtualisation technology
which creates opportunities for consolidation and thus resource management. In
Sec. 3.3, we describe the VM allocation problem and discuss several algorithms
that are used to place VMs on physical hosts. Consolidation is explained in Sec.
3.4. VM Migration that makes consolidation possible is explained in Sec. 3.5. In
Sec. 3.6, the energy consumption of a virtualised host is discussed. The taxonomy
of energy efficiency techniques at datacenters level is presented in Sec. 3.7. Sec.
3.8 is devoted to energy and performance aware resource consolidation with migra-
tions. Note that in the rest of this thesis, performance means runtimes that might
be affected by the heterogeneity of resources. Key findings from both Ch. 2 and
45
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Ch. 3 are explained in Sec. 3.9. In Sec. 3.10, a gap has been identified for further
research in the domain of energy efficient datacenters. In Sec. 3.11, the scope of
this thesis and its positioning within the research area is explained. Finally, Sec.
3.12 summarises this chapter.
3.1 Resource Management
As discussed in Ch. 2, the unpredictability of users in cloud on-demand environ-
ments can lead to a number of resources (such as hosts) either being idle or running
a minimal VM loading – in principle, wasting energy [App. A]. When resources
are not needed because demand is low, it may be possible to switch them off or
enable lower energy states in order to save energy [using SPM and DPM – Ch.
2]. However, resources (hosts) would need to be powered back on, or up, quickly
when demand spikes. Switching hosts off has the potential to offer operational cost
savings with some resource management efforts, particularly in clusters1, but a re-
searcher from one cloud provider [48] suggests it is unreasonable to switch hosts
off due to demand variation. Power cycling a host also carries costs in energy and
may cause performance degradation (in terms of scheduling delays) if the boot time
is quite long. Similarly, if the workload demand for resources (CPU) is low, then
running a host in a lower energy state, can reduce energy consumption but with
non-trivial performance loss [2]. The performance loss could increase the work-
load runtime (execution time) and possibly energy consumption and provisioning
cost [13]. Those paying for cloud services are unlikely to be keen on resources of
diminished performance, unless costs are correlated with performance. The term
used for allocation of resources, switching on/off devices, enable lower energy sate
when possible and scale the resources w.r.t demand (keep the datacenter in an ideal
state), is resource management.
Datacenter resource management refers to the processes, tools and methodologies
used for the provisioning, governance and overall management of datacenter assets
and infrastructures. It addresses factors, such as: (i) datacenter energy manage-
ment (power, cooling, carbon footprint), (ii) resource provisioning, (iii) capacity
planning, and (iv) integration of virtualisation, consolidation and cloud comput-
ing technologies2. In this chapter, we discuss resource management in large-scale
datacenters, and whether it is possible to decrease datacenter energy consumption
without detrimental impact on service quality and performance. We discuss a num-
ber of approaches, reported in literature, that claim to improve the energy efficiency
of large-scale datacenters under performance constraints, and identify a number of
open challenges that need to be addressed. To understand resource provisioning in
cloud datacenters, it is essential to describe virtualisation in order to explain how
a single host can run multiple VMs.
1https://www.youtube.com/watch?v=sfU138NeApo
2https://www.techopedia.com/definition/29111/data-center-infrastructure-management-dcim
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3.2 Virtualisation
“Virtualisation refers to the creation of a virtual resource such as a server, desktop,
operating system (OS), file, storage or network”3. With OS level virtualisation, it is
possible to run multiple OSs on a single piece of hardware (host). When a different
OS is running on top of the primary OS by means of virtualisation, it is referred
to as a virtual machine (VM). Cloud uses VMs that run inside hosts independent
of other VMs and the underlying host. Each host can accommodate different VMs
(co-located). From a user point of view, a VM is like a real host that runs the
given workload. These VMs can be switched on and off any time without causing
significant fluctuations to other co-located VMs and/or original host. A VM is a
data file on a host that can be migrated (moved) or copied to another host, just
like a normal data file3.
In terms of cloud computing and datacenters, virtualisation is considered as the
most promising approach to save energy, which increases resource utilization (as
multiple VMs with different kinds of workload run on a single host while maintain-
ing segregation among workloads, OSs, and users)4. For different types of workload
scheduled on a virtualised and physical (non-virtualised) servers, the study in [129]
suggests that a virtualised server (running two VMs) can save up to 51.7% more
energy as compared to two physical servers (non-virtualised) treating the same type
of workload. The workload utilizes the provisioned resources in the range of 25%
– 30%. If we assume energy cost of 10p per kWh [as quoted by British Gas], a
virtualised server that operates 24/7 will save £259.99 per year using server virtual-
isation technique compared to using two servers (non-virtualised). In a datacenter
that consists of thousand hosts [18], virtualisation could be even more useful, par-
ticularly, if the resource demand is low. A report on datacenters [46] suggests that
in the US, there are many idle servers which waste a lot of energy. Therefore,
many researchers are looking for computing models to realize green computing in-
frastructure. Cloud is a virtualisation based centralized model that could advance
the quality, efficiency and high availability of IT resources. This model is ending
the old “one server, one application” concept and makes it possible that different
VMs/workloads run on a single server. These VMs, behind the scenes, are sharing
resources with other workloads and it is possible that workloads compete for same
resources – which might create performance problems. The performance issue has
become a barrier of virtualisation technology [130].
Rakesh et al. mentioned in [5] that “it is reasonable to assume that virtualisation
will improve server use from an average of 10% – 20% for x86 machines to at least
50% – 60% in the next three to five years”. Generally, virtualisation can bring ben-
efits for datacenters and service providers4, however, if a datacenter is designed for
periodic peak loads then virtualisation would not be an option to save energy. In
that case, idle and under-utilized resources are usually expected5.
3https://www.techopedia.com/definition/719/virtualization
4http://www.nycomnetworks.com/resources/Top10WaysToSaveEnergy-Eaton5B15D.pdf
5https://www.gartner.com/doc/500296/important-power-cooling-green-it
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3.3 Scheduling – VM Allocation / Placement
A virtualised host can accommodate several VMs and it is possible that a number
of hosts could run the VM with variations in energy use due to resource hetero-
geneity – it may take more, or less, energy to run the same VM’s work on different
hosts. A cluster scheduler is responsible to allocate hosts for VMs inside a cluster
or datacenter [106]. Therefore, to reduce the energy consumption and guarantee
the desired level of performance, it is essential to allocate energy and performance
efficient resources. Note that for workload consolidation [Sec. 3.4], VM allocation
(i.e. place the migrated VMs on hosts) can be considered a kind of bin-packing
problem [39], [47], as discussed later in Ch. 4. A number of scheduling approaches
are used to assign jobs/VMs to hosts with a certain criteria/policy. For example the
well-known Google scheduler (Borg) [106] runs in two parts: (i) find feasible hosts
on which the task could run; and (ii) pick one of the feasible host, based on scoring.
Scoring determines a policy to run the tasks, for example “put a mix of high and
low priority tasks onto a single host to allow the high-priority ones to expand in a
load spike” [106].
There are plenty of scheduling and VM placement algorithms available in the lit-
erature [39], [59], [106], [131], [132]. The following algorithms are examined in this
thesis due to their popularity and widespread use for VM placement. We evaluate
the hypothetical results of each algorithm, which will offer an explanation of why
there is a need for further research in VM allocation policies.
(i) Round Robin (RR):
The RR policy places each VM on the next available host based on the concept of
a circular queue. In a circular queue (linked list), the last node is connected back
to the first node to make a circle. RR records the last position (hostlastvisited) the
scheduler visited and places a new incoming VM on the subsequent host. Therefore,
RR seeks to use the fullest extent of available hosts, irrespective of utilization of any
host. If more hosts are underutilized, it will create more migration opportunities
during consolidation, and increasing the number of possible migrations could lead
to higher energy consumption. The steps in the RR approach are shown in Alg. 1.
Lin et al. [133] has demonstrated round robin VM placement technique and proposed
a new variant i.e. Dynamic Round Robin (DRR) to overcome the following two
shortcomings of RR.
1. DRR uses two rules to help consolidate VMs. The first rule is that if a VM has
finished and there are still other VMs on the same host, this host will accept
no more new VMs for a specific duration. Such hosts are referred to as is in
“retirement” state, meaning that when the rest of the VMs finish, this host
can be shutdown [133]. This implies that a host (or set of hosts) on which
any VM finishes can no longer be scheduled to accommodate new VMs. This
explanation suggests a basic flaw in DDR technique – all hosts may go to the
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Algorithm 1 Round Robin Algorithm
Require: hostList (circular list), vmList
Ensure: vmPlacement
1: for vm in vmList do
2: allocatedHost ← NULL
3: host ← hostList.next() [ pick the next host from the circular hosts list ]
4: if host has enough resources for vm then
5: allocatedHost ← host
6: add (allocatedHost, vm) to vmPlacement
7: else increment count and go to step 3
8: if count == hostList.size()
9: “no suitable host found for vm”
10: continue with for loop
11: end for
12: return vmPlacement
“retirement” state and new VMs are allocated to hosts: (a) which are not in
the “retirement” state; or (b) switched off (they will need to be powered on
before any placement).
2. The second rule of DRR is that if a host is in the retirement state for a suffi-
ciently long period, instead of waiting for the hosting VMs to finish, the host
will be forced to migrate the rest of VMs to other hosts, and shutdown after
the migration finishes. This waiting time threshold is denoted as retirement
threshold [133]. Note that the DDR approach does not consider arrival of new
VMs at runtime that corresponds to the on-line behaviour of any scheduling
algorithm (heuristic).
Experimental results show that using DDR for VM placement in a Eucalyptus cloud
(8 hosts and a set of VMs from Amazon EC2 instances – small, large, extra large), it
is approximately 43.7% and 3.1% more energy efficient than using RR and FF (First
Fit) for the same experiment, respectively [133]. On a datacenter which consists
of 600 hosts and 2,000 VMs, the proposed algorithm keeps up to 5% more hosts
switched off as compared to FF heuristic. Furthermore, DRR achieves up to 3%
more energy savings than using the FF heuristic.
(ii) Random (R):
A typical random (R) approach picks a random host in the datacenter and checks
if the host can accommodate the VM or not. If not, then it picks another one and
the process continues until a suitable host is selected. An improved variant of R
in [134] finds a list of all suitable hosts first, and then selects a random host from
the list to place the VM.
Dabbagh et al. [47] suggested another variant of R – the AnyFit heuristic, which
selects a random host from a list of all suitable hosts. An evaluation of AnyFit
and BestFit using the Google cluster trace is presented in [47]. Using BestFit
could save up to 15% energy costs as compared to AnyFit algorithm. The only
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Algorithm 2 Random Algorithm
Require: hostList, vmList
Ensure: vmPlacement
1: for vm in vmList do
2: allocatedHost ← NULL
3: host ← hostList.PickRandom() [ pick any host randomly from hostList ]
4: if host has enough resources for vm then
5: allocatedHost ← host
6: add (allocatedHost, vm) to vmPlacement
7: else increment count and go to step 3
8: if count == hostList.size() [ any other condition to stop searching for suitable host ]
9: “no suitable host found for vm”
10: continue with for loop
11: end for
12: return vmPlacement
difference between R and AnyFit is that the latter one eliminates the chance to
select an unsuitable host for the VM. Both R and AnyFit keep more hosts switched
on, that could be expensive in terms of energy consumption.
(iii) Best Resource Selection (BRS):
The BRS algorithm [135] finds the host(s) with the least available slots (more uti-
lized) and allocates them first. BRS ensures a minimum number of migrations,
so should save energy if low utilized hosts can be switched off later. BRS places
a VM on a host with the least free capacity, which also maximizes resource uti-
lization. Maximizing resource utilization also increases energy efficiency but may
create performance issues [47]. BRS can be seen as a Best Fit (BF) technique, if
the available hosts are sorted in order of available slots. Dabbagh et al. [47] have
evaluated BF and R (AnyFit) techniques on a cluster of 12k machines using real
data from Google’s cluster [18]. In terms of energy costs, they suggest that BF can
save up to 15% more energy costs as compared to R (AnyFit) algorithm. Further
evaluation of the BRS technique is described later in this section.
(iv) Minimum Power Difference (MPD):
In MPD [136], every VM is allocated to the host which will consume the least energy
to run the VM. MPD is based on the Best Fit Decreasing (BFD) heuristic and is
used as the primary model of energy savings in CloudSim [20]. MPD is also referred
as Power Aware BFD (PABFD) algorithm in the literature [59]. MPD is an off-line
heuristic6 that sorts all VMs in decreasing order of CPU utilization and allocates
each VM to a host that increases its energy usage the least, selecting the most
energy efficient host first, based on the linear power model. However, this off-line
heuristic is suitable only for those VM requests whose resource usage are known
6it mimics an on-line behaviour at 1 second intervals
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Algorithm 3 Brs Algorithm [135] – [ geUtilization() returns the host overall
utilization (CPU) ]
Require: hostList, vmList
Ensure: vmPlacement
1: for vm in vmList do
2: bestEfficiency ← MIN [ 0 means 0% – maximum slots available ]
3: bestHost ← NULL
4: foreach host in hostList do
5: utilization ← getUtilization(host)
6: if (utilization > bestEfficiency and host has enough resources for vm) then
7: bestHost ← host
8: bestEfficiency ← utilization
9: end for
10: if bestHost 6= NULL
11: add (bestHost, vm) to vmPlacement
12: else “no suitable host found for vm”
13: end for
14: return vmPlacement
in advance. The proposed methodology beats other strategies (migration aware)
in total number of SLA violations, which is less than 1% and the amount of VMs
migrated still provides comparable energy savings.
Algorithm 4 Mpd Algorithm [59]
Require: hostList, vmList
Ensure: vmPlacement
1: sort vmList in the order of decreasing utilization [ assuming known ]
2: for vm in vmList do
3: minPower ← MAX [ maximum power consumption of less efficient host ]
4: allocatedHost ← NULL
5: for host in hostList do
6: if host has enough resources for vm then
7: power ← estimatePower(host, vm) [ for estimatePower() see [59] ]
8: if power < minPower then
9: allocatedHost ← host
10: minPower ← power
11: if allocatedHost 6= NULL then
12: add (allocatedHost, vm) to vmPlacement
13: return vmPlacement
Lago et al. [135] demonstrated different VM allocation policies such as RR, BRS,
MPD and LAGO and suggested that MPD is more energy efficient than BRS,
specifically, in heterogeneous clouds. The empirical evaluation of these algorithms is
explained later in this section. To make sure that the performance of the co-located
VMs is not affected, MPD allocates the host which will not become over-utilized
after the allocation. If the utilization of a host increases than a pre-defined upper
utilization threshold (U), the host is not allocated. MPD also excludes the under-
utilized hosts from allocation, with a possibility that these can be switched off later
to save energy.
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(v) First Fit (FF):
This heuristic considers the available hosts in a sequential order for placement
i.e. for n number of hosts the getOrder() procedure always returns the sequence
{0, 1, 2, ..., n}. This tries to place the VM onto the first host in the list that has
enough space to accommodate it. First, this ensures that a lower number of hosts is
utilized, which minimizes migrations and saves energy. Secondly, more energy can
be saved through consolidation if idle hosts can subsequently be switched off [53].
FF heuristic selects a suitable host in order (perhaps RR), which is different from
AnyFit that selects a suitable host randomly [47].
Algorithm 5 First Fit Algorithm
Require: hostList, vmList
Ensure: vmPlacement
1: for vm in vmList do
2: allocatedHost ← NULL
3: for host in hostList do
4: if host has enough resources for vm then
5: allocatedHost ← host
6: add (allocatedHost, vm) to vmPlacement
7: break for
8: end for
9: if allocatedHost = NULL
10: “no suitable host found for vm”
11: continue with for loop to pick next VM in the vmList
12: end for
13: return vmPlacement
FF algorithm provides a fast but often non-optimal solution. Similar to BFD, a
variant of FF is FF Decreasing (FFD), which have been shown to use no more than
[119 ×OPT+1] bins (OPT is the number of bins given by an optimal solution) [59].
(vi) Lago (LAG):
Lago allocator [135] combines the BRS, MPD algorithms and uses the power after
allocation (paa) technique [59], to select a more energy efficient host for the VM.
If there are several energy efficient hosts, then the host with the highest CPU
utilization is selected. Host with the lowest utilization is not selected because of the
possibility that it can be switched off later to save more energy. The steps of the
Lago algorithm are described in Alg. 6.
The algorithm finds a more utilized (fewer slots available) and energy efficient host
[Steps 4 to 9]. If there is more than one host then the algorithm selects the one which
will consume less power after the VM is allocated [steps 10 to 14]. Again, if there
is more than one host, then the algorithm gives priority to the host which is more
utilized than the others [steps 15 to 20]. The authors evaluated the hypothetical
results of this approach and compared it to several other heuristics like RR, BRS and
MPD. Their results shows improvement in almost all scenarios, particularly when
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Algorithm 6 Lago Algorithm [135] [ The getPowerAfterAllocation() returns
the estimated power of host after allocation of VM [59] ]
Require: hostList, vmList
Ensure: vmPlacement
1: for vm in vmList do
2: bestEfficiency ← MIN [0]
3: bestHost ← NULL
4: for host in hostList do
5: utilization ← getCurrentMIPSUtilization(host) + getMIPS(vm) [ host utilization ]
6: if (utilization < getMIPS(host)) then
7: efficiency ← getMIPS(host) / getMaximumPower(host) [ green500 List factor ]
8: if (efficiency > bestEfficiency) then
9: bestEfficiency ← efficiency
10: bestHost ← host
11: else if (efficiency = bestEfficiency) then
12: pwvmathost ← getPower(bestHost) + getPowerAfterAllocation(host, vm)
13: pwvmatbestHost ← getPower(host) + getPowerAfterAllocation(bestHost, vm)
14: if (pwvmathost < pwvmatbestHost) then
15: bestHost ← host;
16: else if (pwvmathost = pwvmatbestHost) then
17: if (getUtilizationOfCpu(host) > getUtilizationOfCpu(bestHost)) then
18: bestHost ← host
19: else if (getUtilizationOfCpu(host) = getUtilizationOfCpu(bestHost)) then
20: if (getTotalMips(host) > getTotalMips(allocatedHost)) then
21: bestHost ← host
22: end for
23: if bestHost 6= NULL
24: add (bestHost, vm) to vmPlacement
25: else “no suitable host found for vm”
26: continue with for loop to pick next VM in the vmList
27: end for
28: return vmPlacement
compared to MPD (PABFD) algorithm [135]. However, for small homogeneous
datacenters (10 hosts, 20 VMs) there is not a clear significant improvement. For
large heterogeneous datacenters (1,000 hosts, 2,000 VMs), the improvement of Lago
over MPD can reach up to 6.1%, which suggests that more number of hosts could
lead to larger (more than 6.1%) differences between Lago and MPD.
(vii) Carlo (CAR):
Mastroianni et al. [134] proposed ecoCloud, where each host takes a decision ei-
ther to accept or reject an incoming VM placement request, based on the Bernoulli
trial against its available resources (CPU and memory). The datacenter manager
broadcasts7 the VM placement request to all available hosts, and each host responds
to the datacenter manager if it can accommodate the VM (Bernoulli trial is suc-
cessful) [137]. The datacenter manager then places the VM on one of the hosts
7In large-scale datacenters, the servers may be distributed among several groups of hosts and
the invitation message may be broadcast to one group only to minimize the overhead of broadcast.
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(those which responded positively) randomly.
Algorithm 7 EcoCloud Algorithm [134]
Require: hostList, vmList
Ensure: vmPlacement
1: for vm in vmList do
2: assign ← NULL
3: allocatedHost ← NULL
4: for host in hostList do
5: if host has enough resources for vm then
6: assign ← fAssign(host.getUtilizationOfCpu(), p, Ta) [ broadcast ]
7: if assign 6= 0 then
8: allocatedHost.add(host)
9: end for
10: if allocatedHost 6= EMPTY then
11: add (allocatedHost.random(), vm) to vmPlacement [ pick a random host ]
12: else “no suitable host found for vm”
13: continue with for loop to pick next VM in the vmList
14: end for
15: return vmPlacement
Algorithm 8 fAssign(u, p, Ta) [134]
Require: host utilization (u), probability (p), threshold (Ta)
Ensure: host suitability (y)
1: Mp ← p
p
(p+1)p+1 × (Ta)p+1
2: f ← 1(Mp×up×(Ta−u))
3: if (u ≤ Ta)
4: y ← f ;
5: return y
Each host monitors its utilization level and decides VMs migration through eval-
uating a migration probability function. If the utilization (u) is lower than a low
utilization threshold (Tl) or is higher than a high utilization threshold (Th), VMs
are migrated to other hosts using the same allocation techniques (Bernoulli trial).
Eq. 3.1 and Eq. 3.2 are the two migration probability functions to migrate from
under-utilized and over-utilized hosts respectively.
f lmigrate(u) = (1−
u
Tl
)α (3.1)
fhmigrate(u) = (1 +
u− 1
1− Th )
β (3.2)
Mastroianni et al. [134] demonstrated that their proposed algorithm performs better
(both in real and simulated clusters) than BFD (reduces the number of active hosts)
especially, when the demand is high. The parameters for their experiment were set
as: Ta = 0.9; Ta = 0.5; Th = 0.95; α = 0.25; β = 0.25 and p = 3. Note that p
can be adjusted dynamically based on the datacenter load (a lower p is preferable
when the load is low). ecoCloud reduces the number of migrations that can be
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approximately 96% minimum as compared to BFD algorithm in a datacenter which
consists of 400 servers and 6,000 VMs. However, in both papers [134], [137] that
address ecoCloud, there is no clear discussion on how much energy could be saved.
(viii) EPOBF:
A simple approach to minimize the energy consumption of datacenters is to allocate
the most energy efficient host first. The idea is to sort all hosts in decreasing order
based on their energy efficiency. When a VM request is received, start choosing a
host from the top to bottom (of the sorted list) until a suitable host is allocated.
If more energy efficient hosts are utilized, more energy can be saved. One such
approach is Epobf [138] that uses the host efficiency factor Ef such as the one
used by green500 list to rank their energy efficient servers. According to this factor,
the energy efficient host is the one that can run a VM more efficiently. For non-
virtualised host, Ef is given by Eq. 3.3 – the greater this factor, the more energy
efficient is the server.
Ef =
hostcapacity (MHz)
hostMaxPowerConsumed
(3.3)
Algorithm 9 Epobf Algorithm
Require: hostList, vmList
Ensure: vmPlacement
1: sort vmList by VM earliest start time [assuming as off-line]
2: for vm in vmList do
3: maxEf ← MIN [ divide the speed of maximum cores host by its power consumption ]
4: allocatedHost ← NULL
5: for host in hostList do
6: if host has enough resources for vm then
7: ef ← hostcapacity (MIPS)hostMaxPowerConsumed
8: if ef > minEf then
9: allocatedHost ← host
10: maxEf ← ef
11: end for
12: if allocatedHost 6= NULL then
13: add (allocatedHost, vm) to vmPlacement
14: else “no suitable host found for vm”
15: continue with for loop to pick next VM in the vmList
16: end for
17: return vmPlacement
Epobf sorts all the VMs in increasing order of their start time [assuming that their
start times are known], and then uses the host efficiency factor (Ef ), to ensure
that more energy efficient hosts get used first. Similar to MPD, Epobf heuristic is
also an off-line algorithm and assumes that VMs start times are known in advance.
Quang et al. [138] have evaluated the efficiency of Epobf approach on a datacenter
which consists of 5,000 servers (three different architectures). The results show
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that Epobf can minimize the energy consumption up to 35% as compared to MPD
(PABFD).
3.4 Consolidation
Virtualisation allows several VMs to be run on a single host, making server consol-
idation possible [39], and virtualisation is a key component of most Infrastructure
Clouds. Taken over a number of hosts, server consolidation attempts to find a
minimum number of hosts that would still be able to run all of the VMs in the
datacenter, offering further potential to make energy savings. In [139] the authors
suggest that in Google’s cluster [18], hosts are not highly utilized, and some power
might be saved through consolidation. Various studies such as [4], [37], [46] also
suggest that approximately 30% of the running servers in US datacenters are idle
and the others are under-utilized, making it possible to save energy and money
by using VM consolidation to reduce the number of hosts in use. Similarly, task
runtime distributions show that the majority of tasks run only for a short duration
[App. A] − which could lead to unnecessary migrations that should be avoided.
Furthermore, consolidation (migration) may also be necessary following (possible)
performance degradation e.g. 99% CPU utilization leading to VMs competing for
limited resources. Server consolidation is similarly achieved through server (here,
VM) migration. Energy consumption of the physical machines can be decreased by
switching them on/off (power cycling) to fulfil the current resource demand through
Dynamic Capacity Planing (DCP) - explained in Sec. 3.7.3.
GM (master node) gathers information from the
LM to maintain the total sight of resource utiliza-
tion and issues commands to optimize VM place-
ment
Global Manager (GM)
LM (each node) module of VMM continuously
monitor utilization of a node, resize VMs accord-
ing to the current resource requirements and de-
cide VM migrations
Local Manager (LM)
VM Monitor (VMM)
VM | VM | VM | VM
Virtualization
Physical Machine
Figure 3.1: Basic architecture of OpenStackNeat proposed in [1] – [OpenStackNeat
is a software used to build clouds, resizing a VM means using a different flavour/type
for the instance, when needed]
Beloglazov et al. [35] proposed a scalable and distributed consolidation framework
(based on OpenStack) which enables service providers to offer elastic resource pro-
visioning with minimum energy use. The virtualisation layer lies between the OS
and hardware, implemented by a Virtual Machine Monitor (VMM), that manages
the allocation of physical resources to the VMs. The consolidation problem is di-
vided into four sub-problems: (i) server under-load detection; (ii) server over-load
detection; (iii) VMs selection for migration; and (iv) placement of the selected VMs
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on servers. In the proposed framework [35] as shown in Fig. 3.1, the whole cluster
resources are managed by a Global Resource Manager (GRM) and each resource
has a Local Resource Manager (LRM). This framework is very similar to Google’s
Borg [106] which has a BorgMaster (cluster level) and Borglet(s) (resource level).
The GRM decides VM allocation and placement. The burden on the GRM is low
as it only handles VM placement decisions for those VMs which are to be mi-
grated [1], [36]. The LRM decides if one or more VM(s) needs to be migrated from
the host. Furthermore, the GRM can be duplicated to eliminate the single point
of failure to make the system entirely distributed. Experimental results on a five
node OpenStack deployment with real data from PlanetLab CoMon project [35]
show that dynamic VM consolidation can minimize the energy consumed that can
be approximately 30% compared to no consolidation approach, with limited impact
on workload performance.
Cardosa et al. [140] proposed an energy efficient technique to adjust the VM re-
sources based on application types, available resources and energy costs. A min,
max and shares parameter concept is presented which is also supported in VMware
and Xen hypervisors. Setting a min for a VM assures that it receives at least that
amount of resources and setting a max for a low priority application assures that
it does not use more resources, thus keeping them available for high priority ap-
plications. Similarly, shares makes scheduler aware of how to distribute resources
between contending VMs. For example, a CPU shares ratio of 4:1 between high and
low priority VMs informs the scheduler to give 4 CPU cycles to the high priority
VM for each CPU cycle given to the low priority one. Many proposed techniques
like [131], [141] analysed server utilizations which can result in a consolidation plan
to virtualise servers. However, these fail to yield benefit of the min, max and shares
parameters. The experiment in [140] shows that for higher utilized (100% resource
usage) VMs, shares performs better than min, max, however, for lower utilized (35%
resource usage) VMs, all three approaches perform equally. These three parameters
are valuable only under high load circumstances as shown in [140] and high load
circumstances will occur frequently in recent datacenters.
In dynamic VM consolidation, each server is continuously monitored, and an appro-
priate action is taken if certain predefined threshold values (lower–L and upper–U)
are reached. For example, if a server is under-utilized (its utilization is lower than
L), its accommodated demand (VMs) could be migrated to another server, and it
can be switched off to save energy. Setting proper threshold values is difficult and
inappropriate values could reduce the energy efficiency and performance. There-
fore, Beloglazov et al. [36] proposed an idea of estimating the server’s threshold
values adaptively based on the VM resource usage. The upper (U) and lower (L)
utilization threshold values are dynamically determined according to the server’s
workload and utilization.
As discussed in Sec. 3.3, heterogeneity of datacenter’s resources and customer’s de-
mand may introduce issues like reduced load-balancing and large amount of energy
consumption. The energy consumption might be increased due to resource waste
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(stranded resources) as Verma et al. [106] identified while allocating Google cluster
resources with the Borg scheduler. Maurya et al. [142], demonstrated a power-aware
load-balancing policy based on adaptive8 VM migration – consolidation technique.
If the current resource demand allows (based on utilization thresholds), some VMs
are migrated to increase resource utilization and minimize energy consumption.
The approach reduces the total number of migrations through minimum migration
time (MMT) VM selection policy [35]9 which results in load-balancing under SLA
constraints. Data collected from more than 5,000 servers in 6 months (PlanetLab
as part of the CoMon project)10 shows that server utilization hardly approaches
100%. Similarly, idle servers still consume 60% of their peak energy. So under-
utilized servers are useless from an energy consumption point of view and can be
switched off to save energy11. However, cloud providers are not in favour of switch-
ing off idle resource due to unpredictable demand [48]. The approach to switch
on/off idle resources is described in Sec. 3.7.3.
3.5 Migration
VM migration is an approach that enables efficient resource management at datacen-
ters for a range of key actions such as fault-tolerance, hosts maintenance, rolling up-
dates, load-balancing and server consolidation [141]. VM migration might be either
off-line or on-line (live). The former implements a suspend and resume method-
ology that could increase service downtime, which degrades system performance.
The latter relocates VMs from source (host) to target (host) with small impact on
performance, and having minimal downtime (D). “D” is the duration when the VM
is inactive (i.e. stop and copy). The two well-known live migration approaches are
pre-copy (Xen, KVM) and post-copy [143]. In pre-copy, the VM memory is copied
to target host in a succession of iterations until the remaining dirty pages can be
copied in a short enough stop and copy phase to avoid prolonged D. In post-copy,
the CPU and device state are copied immediately to target host followed by trans-
fer of execution control to the target. Source host memory is fetched on-demand if
needed by the running VM on the target, which reduces the total migration time
and D but incurs service degradation due to page faults [144]. The performance
evaluation of VM migration is dependent on three major parameters: migration
time (T), downtime (D) and the total data transferred (B) over the network. An-
other important factor is the utilization level of the migrated VM. In the case of an
idle VM (0% utilized), memory pages are not updated so less data is copied to the
target [143].
Live migration can be achieved in three different ways: (i) shared storage; (ii) block;
8here, adaptive means that the hosts utilization threshold values are changed dynamically based
on the current workload in order to make appropriate migration decisions [59]
9select those VMs for migration that should complete their migration process quickly
10https://www.planet-lab.org/
11https://www.youtube.com/watch?v=sfU138NeApo
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and (iii) volume backed12. A shared storage based migration happens when VM
images are on shared storage and only memory needs to be copied to the target.
Thus, during a shared storage migration, the real VM image stays in the storage
system but is accessible to both hosts over the network. In case the management
overhead and cost (set-up, energy) of shared storage is not affordable, then block
migrations are suitable. This involves an extra step to the live migration of copying
the VM disk image over the network from source to target. Hence, block migrations
take longer compared to shared storage migration. Shared storage based migration
is a good option to consider in a small Storage Area Network (SAN) connected
cluster. However, in more advanced scenarios like migrating VMs inside a datacen-
ter (having multiple clusters), block migration is more practical. The third type,
volume-backed migration, is similar to block migration, but VMs are backed with
iSCSI (Internet Small Computer Systems Interface) volumes rather than ephemeral
(temporary) storage. Similar to block migrations, no shared storage is needed, and
similar to shared storage only the memory (RAM) contents are copied to the tar-
get. In Sec. 3.6.2, we discuss migrations in terms of energy consumption. Different
approaches to migration in the literature are further presented in Sec. 3.7.2.
3.6 Modelling Energy Consumption
The basic idea of migration is to consolidate VMs in order to increase resource uti-
lization and switch off under-utilized resources (idle hosts) to save energy. However,
in order to make suitable decisions, they should be guided by models that estimate
the energy consumption of hosts [145]. In this section we explain two mathematical
models to measure the energy consumption of: (i) a virtualised host [Sec. 3.6.1];
and (ii) a VM migration [Sec. 3.6.2].
3.6.1 Virtualized Host
Due to large numbers of hosts inside datacenters, it is difficult to conduct repeat-
able experiments on a real infrastructure, as would be required to evaluate and
compare different scheduling and resource management policies [2]. Largely, re-
searchers use simulations as a way to evaluate the performance of their proposed
policies. To produce valid and verifiable results that can be achievable in a real
platform, plausible assumptions and mathematical models are required. The fo-
cus of this study is energy, so we only explain how the energy consumption of a
typical virtualised server is modelled. As discussed in Ch. 2, CPU is the chief
energy consuming component in a typical server and the presented power model
[in Sec. 2.3] allows an estimate of energy consumed by a server (non-virtualised)
given CPU utilization and the energy consumed at idle and fully utilized state. In
virtualised servers, there is a multi-layered software stack that contains physical de-
12https://blog.zhaw.ch/icclab/an-analysis-of-the-performance-of-live-migration-in-openstack/
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vices, native OS, a hypervisor and potentially several VMs on the same hardware.
The privileged hypervisor has control over virtualised servers – the hypervisor can
get coarse-grained13 energy consumption of the server. However, fine-grained12 VM
level energy consumption cannot be easily measured in this way [146], as the capa-
bility of a server is multiplexed across several VMs, whose real energy consumption
is decided by the characteristics of running applications. Moreover, the virtuali-
sation layer makes it challenging to isolate application energy consumption from
server energy consumption.
Energy consumption of a physical server can be measured by metering the provided
energy (through sensors or watt-meters), but VMs are software, which makes it
challenging to measure VMs energy consumption. Measuring the energy consump-
tion of a VM or a virtualised server is important for several reasons. Firstly, if a
VM is consuming too much energy it may need to be migrated to a more energy
efficient server. Secondly, if we know in advance how much a VM is to be consum-
ing, we can initially place it on a suitable (energy efficient) server. VMs are sized
such that a certain number will fit on a server. Efficiency (of a server) for a VM is
going to be a factor of how many are running on that server. Assuming a constant
power use for a server that is switched on with no VMs, the first VM is going to
be the least energy efficient because the whole server is required in order to run it
– the baseline energy use gradually spreads across all VMs being run. This means
that VM level energy management actually drives the efficiency of each virtualised
server, and can be used in deciding energy efficient VM placement. Therefore, new
VM level energy consumption models are needed to measure accurate levels of total
energy consumption in a virtualised platform [146]. The total power consumption
of a virtualised host is given by Eq. 3.4 [14]:
Phost = Pidle +
n∑
i=1
P vmi (3.4)
where Phost is the total power consumed by the host, n is the number of active VMs
on host, Pidle is the host static power consumption and P
vm
i is the dynamic power
consumption of VM i which is individually calculated for every VM accommodated
on a host using the linear power model discussed before. In Ch. 4, we extend this
approach to: (i) predict the energy consumption of a single VM; and (ii) compare
the energy efficiencies of virtualised hosts.
Alzamil et al. [14] proposed a VM level energy-aware profiling model that attributes
the host’s energy consumption to VMs. Similar to our approach [53], they divide the
host’s idle (static) energy consumption evenly amongst the number of VMs running
on it. However, the dynamic energy consumption of the host is divided among VMs
based on their CPU utilisation levels only. The authors [14] have ignored the sizes
of VMs (instance types), and it is well-understood that if a VM has larger share
of a server, the more energy it will consume. If different types of VMs are running
13A coarse-grained description of a system considers large subcomponents while a fine-grained
description considers smaller components of which the larger ones are composed.
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on a single virtualised host, we can relate this to heterogeneity of VMs. Therefore,
the proposed model could estimate the energy consumption of homogeneous VMs
accurately, however, heterogeneity of VMs is not considered. The authors extended
their work in [14] to account for heterogeneity [147], and demonstrated in a real test-
bed that the proposed model can fairly distribute the energy consumption among
several VMs running inside a virtualised host.
3.6.2 VM Migration
During VM migration, the running VM is moved from one host to another. This
means migrating memory pages and, depending on the underlying approach to stor-
age, data on disk. This leads to two kinds of migration: (i) live/on-disk migration,
where a VM image is run from shared storage, for example in Amazon’s Elastic
Block Storage (EBS), and only memory is copied; (ii) block live/over-Ethernet mi-
grations, where a VM image is run from a local disk, for example Amazon’s Instance
Store, and both memory and disk are copied. Since the VM image may itself be
large, this latter form of migration may take rather longer. The third kind of migra-
tion (volume-backed) also falls under (i), because only memory contents are copied
over to the destination as discussed in Sec. 3.5. If we perform migrations for reasons
of energy efficiency, there will be an energy cost in the additional VM running on
the source host for the duration of migration. This cost will be dependent on: (a)
the kind of migration being used; and (b) the source host’s energy consumption as
explained in Sec. 2.3.
During a live VM migration [141], an extra VM is created on the target host and
is progressively synchronized. Once synchronized, the VM is started on target host
and its copy is terminated on the source host. This means that a migration costs
roughly double the resources for the duration of migration. If the VM terminates
during the migration process, or before this resource cost is recovered, this effort is
wasted. A number of studies [39], [136], [148] discuss consolidation but appear to
ignore the cost that is due to the migration energy overhead, and with the notable
exception of [149] this is rarely addressed. The migration cost is dictated by the
cost of the most expensive VM (at source host) running for the duration of migra-
tion, plus any associated network cost during migration. The overhead also includes
some marginal extra costs of migration Cm if this requires changes in power state
of either or both hosts [54].
For homogeneous hosts, the time required for a migration can be given by:
tmig =
Vmem + Vdisk
B
(3.5)
where tmig is dependent on VM memory size Vmem, VM ephemeral disk image Vdisk
(in case of block live migration) and the available network bandwidth B for data
transfer [149]. For live migration (shared disk), Vdisk is zero and Vmem is calculated
using the VM memory size and the dirty pages that are continuously copied in
multiple rounds n, during the migration process. If the VM is idle then the dirty
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pages are zero and hence the network traffic is only equal to Vmem measured in MB,
otherwise:
Vmem =
n∑
i=0
Vi (3.6)
Vi = D × Ti−1 (3.7)
where i denotes the round, D is the rate at which the memory pages are being
dirtied in MB/s, T is round duration in seconds and V represents the size of dirty
pages in MB. If VM load remains the same, then D can be assumed as constant.
However, if D varies for a VM, it may be realistic to simulate using a distribution
around a mean or with reference to historical data. Two migration models as
offer alternatives, based on (i) average (AVG) and (ii) history based (HIST), are
proposed and validated in [150] with 90% accuracy in estimating the energy use.
The migration energy overhead Costmig is given by:
Costmig = tmig × (Psource + Pnet) + Cm (3.8)
where Cm ⊂ [14.3, 60.0, 110.0] denotes the marginal cost (in Joules) needed to switch
on/off or change the status of hosts (as shown in Table. 3.4), Pnet is the network
power consumption and Psource is the cost of the most expensive VM (if we migrate
the VM to an energy efficient target host) running at source host. Based on the host
action due to the migrated VM and the corresponding amount of energy consumed,
the Cm addresses a part of the overall energy use. The amount of data transferred
datat = Vmem+Vdisk has a significant impact on tmig. In [149], the authors validated
a model for measuring the energy consumption of a live migration with 0.993 R2
value, which is proportional to datat.
Costmig = 0.512× datat + 20.165 (3.9)
Based on experimental results, the authors suggest that migration is I/O intensive
with energy mostly consumed in data transfer. Due to the simplicity and accuracy,
several researchers [150], [151], [152] have used this model directly to compute mi-
gration cost. However, if the host status is changed with the migration decision, this
ignores the marginal migration cost Cm. Another approach to estimate the energy
consumption of a migration is proposed in [151], which offers a linear relationship
between Vmem and B, hence the energy consumed is equal to α.Vmem + β.B + C.
Furthermore, the authors applied a linear regression model over 625 measurements
to get the values for α = 0.4, β = −1.7 and C = 201, with more than 90% accu-
racy. This model does not take load into account, so only suits scenarios where the
migrating VM is idle.
3.7 Taxonomy of Energy Efficient Datacenters
Largely, energy efficiency techniques in datacenters fall into three broad categories
as discussed in Ch. 2: (i) DVFS – where a host adjusts its operating frequency
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(voltage) to lower power mode, dynamically; (ii) DPM schemes (resource manage-
ment) – which allows host’s components to be in sleep state (to save energy) and
decides when and for how long the component should be put to sleep [Sec. 2.5.1];
and (iii) DCP – which allows hosts to switch on/off dynamically to save energy
[Sec. 2.5.2] [130], [153]. Lim [130] proposed a hybrid scheduling scheme consisting
of all three approaches and demonstrated through a number of simulations that the
proposed power-aware approach is 50% more energy efficient as compared to a non-
power aware approach. They considered two kinds of benchmark workload RUBiS
and TPC-W [153]. The author suggests that TPC-W workload generates many
small requests, thereby making it difficult to take advantage of DVFS and DPM
techniques effectively. As discussed in Ch. 2, software-based DPM methods use
hardware-based DPM approaches (DVFS and ALR) to achieve energy efficiency.
However, for large-scale systems such as clouds, the savings from DPM methods
are less than savings from other resource management methods like DCP because
energy saved by decreasing the processor speed is less than that saved by switching
off a server.
Fig. 3.2 shows a taxonomy of approaches proposed in the literature to achieve en-
ergy efficiency in cloud datacenters [2], [5], [130]. Virtualisation allows different VMs
to run on a single server, creating more opportunities to consolidate workload on
minimum number of servers to save energy in datacenters. DCP [154] allows switch-
ing on/off the available resources to meet only the current demand that could save
energy for production clouds such as Google and Amazon EC2 where the resource
demand is low [18].
Table 3.1 summarizes techniques which are proposed in the literature for datacenters
to make them greener and more energy efficient. Service providers such as Google14
are claiming to use renewables energy sources to power their datacenters. However,
renewables are unreliable, and energy may be required to migrate away [49]. Dis-
cussion on the renewables and the energy needed to migrate away, is not within the
scope of this thesis. The focus of this thesis is VM allocation and consolidation, so
we only discuss those energy efficiency techniques which are relevant to virtualised
platforms i.e. resource allocation, consolidation and DCP (switch off idle hosts). In
Sec. 3.7.1, energy efficient VM allocation and placement techniques are discussed.
In Sec. 3.7.2, we describe consolidation with migration techniques and explore the
three aspects related to migration: (i) when to migrate VMs; (ii) which VMs to mi-
grate; and (iii) where to migrate VMs. Finally, existing DCP methods are covered
in Sec. 3.7.3.
3.7.1 VM Placement - Resource Allocation
How to place VM requests into available servers while taking their energy con-
sumption into account, has turned out to be an important research problem [47],
14https://www.theguardian.com/environment/2016/dec/06/google-powered-100-renewable-
energy-2017
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Figure 3.2: Different approaches to make datacenters greener [note that this chapter
focus on resource management only – the other approaches such as host and network
level were discussed in Ch. 2]
[115], [160], [161]. The VM placement problem is NP-hard and a number of heuris-
tics like First Fit (FF), First Fit Decreasing (FFD), Best Fit (BF), Best Fit De-
creasing (BFD) etc., have been proposed to solve it [158], [162] as a bin-packing
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Table 3.1: Current approaches to make datacenters energy efficient
Technique Explanation Benefits Shortcomings
Virtualisation Dynamically provision re-
sources [129], [140], [155]
Efficient, most widely
used method, energy
saving
VM live migration affects
network performance
Server consolida-
tion & encapsulat-
ing application
Reduce active servers by
consolidating the workload
of multiple servers [140]
Increase servers utiliza-
tion, reduce SLA viola-
tion ratio [140]
Servers segregation, failure
of single consolidated server
[156]
DCP Automatically scale the
available resources to cur-
rent demand [130]
More energy effi-
cient [154], [157] than
DPM techniques
DCP involves additional cost
of switching on/off the re-
sources that could violate
customers SLA’s [153]
Load Balancing Balance workload among dif-
ferent servers, increases uti-
lization [59], [142]
Equal servers utilization Difficult to implement in a
heterogeneous platform [156]
Scheduling & VMs
Placement
Place VMs onto a suit-
able (most energy efficient)
servers [158], [159]
Energy efficient servers
(DVFS) and communi-
cation (ALR)
Capacity planning, mini-
mizes live migration & SLA
violations [119], [36]
Live migrations Migrate VMs from over-
utilized & under-utilized to
efficient servers [59]
Less energy consump-
tion
Service level of running ap-
plication affected
Renewables Makes VM migration possi-
ble to servers uses renewable
energy [39]
Energy efficient and eco-
nomical
Renewables are intermittent,
so VM migration back to
server uses grid energy, costs
extra energy
scheduling problem. Other heuristics based approaches like availability-aware [115],
affinity-aware [163] and workload-aware [164] are also proposed15. Energy savings
at datacenters increase if the optimal placement of VMs on physical hosts can be
maintained. Mann et al. [161] have presented a brief survey of the state-of-the-art
in VM allocation in terms of models and algorithms. Similarly, Pietri et al. [160]
have conducted a systematic review of VM placement techniques in clouds, however,
energy efficiency is not discussed. A number of approaches to VM allocation and
their hypothetical results were discussed in Sec. 3.3.
EnaCloud [156] has allowed VMs placement onto servers in an energy efficient way.
To save energy, every VM that runs an application, also supports live migration
in order to decrease the number of active servers. The tactic is implemented as
an advantageous module in internet-Oriented Virtual Computing (iVIC) platform.
The results have shown that a single desktop machine having two cores idle con-
sumes 85W, and the consumption is doubled when the machine is fully utilized.
This means that an idle machine still consumes at least half of the total energy
consumed when it is fully utilized. Therefore, in distributed systems like clusters,
task scheduling focuses on how to allocate tasks to servers that could increase their
utilization instead of running them idle. In clouds, the placement problem is more
challenging due to heterogeneity of resources, applications, and especially with the
focus how to run an individual VM more efficiently.
Geronimo et al. [165] proposed a VM provisioning technique which integrates two
policies; (i) On Demand (OD); and (ii) Spare Resources (SR). OD activates the re-
sources when they are wanted similar to DCP [Sec. 3.7.3]. When a service reaches
an overload threshold, then new VMs are instantiated. And if there is no host
to accommodate a new VM, then a new host is activated that could introduce a
15availability-aware places VMs onto hosts based on their location, affinity-aware take care of
VMs co-location and workload-aware decides placement based on the workload characteristics
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time-out issue (scheduling delay). Similarly, when a threshold of idleness is reached,
the idle VM and host are deactivated. To alleviate the requests time-out issue, the
authors adopted SR policy, i.e. to reserve idle resources ready for use. This policy
reduces energy consumption on private clouds [165] and decreases SLA violations.
Beloglazov et al. [35] modified the BFD heuristic and proposed Power Aware Best
Fit Decreasing (PABFD) approach to place VMs on hosts. The policy sorts all
VMs in decreasing order of their CPU utilizations (assuming that the workload is
known in advance) and assigns every VM to a host that offers the smallest growth
of energy consumption after allocation.
As consolidation can be more expensive for certain kinds of workload [32], efficient
placement policies can be more energy-performance (hence cost) efficient. The en-
ergy consumed by a task or VM is dependent on the server’s energy consumption –
the more efficient is the server, the less energy is consumed. In clusters and grids,
a server energy efficiency factor like the one used by top500/green500 list [166] to
rank energy efficient servers, might be of significant importance to run the task
on a most efficient server. However, in virtualised platforms, as the efficiency of a
server is dependent on how many VMs are running on it (the baseline idle power in
divided amongst all running VMs), new approaches to rank energy efficient servers
like the one proposed in [53] are sill required.
3.7.2 VM Migration – Consolidation
The migration of a VM may happen for a number of reasons within a datacenter,
including host maintenance, rolling updates or load-balancing. Migrations can be
useful where renewable energy is used to reduce datacenter energy costs and CO2
footprint. Energy sources like solar and wind are intermittent and require policies
to tackle the variability in supply [49]. There are at least three benefits: (i) over-
supply of renewables allows for more energy to be provided back to the electricity
grid; (ii) low supply of renewables means lessened demand on non-renewable sources
from the electricity grid; (iii) lessened reliance on means to store renewable energy
reduces the costs of management and replenishment of storage mechanisms, such as
batteries, and extending the life of these mechanisms.
Greater performance, fault tolerance and enriched resource manageability (server
consolidation) are some benefits of virtualisation technology. VM live migration
in clouds lets demand be consolidated on fewer servers with small service down-
time. Service levels of active applications are negatively affected during a migration,
therefore, there is a need to better understand its effects on system performance and
energy efficiency. In [16], the authors have discussed the effects of migrations on
energy and performance inside Xen-based VMs. In general, the migration overhead
is bearable but cannot be ignored in datacenters where service availability is man-
aged by strict SLAs and the customer pays for their services. Beloglazov et al. [1]
have also proposed a distributed framework for OpenStack cloud that focuses on
live VM migration approach. Which, when and where to migrate VMs are the main
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points that have distinguished the proposed framework from earlier techniques.
Taheri et al. [167] have presented a bi-phase optimization technique that decreases
energy consumption by decreasing the total number of VM migrations while main-
taining QoS to its best level. In the first phase, VM selection policy determines the
VMs to migrate from over-utilized and under-utilized servers and adds them to the
VMs pool. In the second phase, VM placement policy places all VMs available in the
pool (migration queue) on suitable servers subject to particular heuristic functions.
Their technique also uses the same method as in [1] to determine under-utilized
and over-utilized servers. When migrating VMs amongst different servers, these
approaches [1], [167] have ignored the migration energy overhead as demonstrated
in [16].
The three important questions that should be kept in mind during a consolidation
(migration) process are [2]:
1. when to migrate VMs – time (for example periodic),
2. which VM(s) to migrate, and
3. where to migrate VMs – to which hosts
Various approaches and policies have been suggested in the literature to migrate
VMs accordingly [2], [59], [168]. These three questions are further described in the
following sections.
(i) When to migrate VMs:
In this stage, the migration policy selects hosts to migrate their accommodated
VMs in order to switch them (hosts) into lower power mode (if hosts are under-
utilized) or avoid performance loss (if hosts are over-utilized). In the literature,
pre-defined lower and upper utilization threshold values are used to decide which
hosts are under-utilized and which are over-utilized [35], [167]. Policies that use
adaptive threshold values are also proposed in [36]. The consolidation policy can
also be triggered at some fixed interval of time (periodic) to monitor datacenter
state and consolidate VMs [169], [170].
(ii) Which VMs to migrate:
After a migration decision, it is essential to select one or more VMs from a host that
need(s) to be reallocated to other hosts. Beloglazov et al. [36] proposed several VM
selection policies including: (i) migrate VMs randomly; (ii) migrate VMs which
are using small memory to minimize migration time (MMT); (iii) migrate VMs
with small proportion to CPU utilization (assuming that the workload is known);
and (iv) migrate the VM using Multiple Correlation Coefficient (MCC). The MCC
method is based on Verma et al. [171] approach – “the higher the correlation between
the resource usage by applications (VMs) running on an server, the higher the
probability of the server overloading”.
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(iii) Where to migrate VMs:
Deciding the best placement for selected VMs is another important feature that
affects VM consolidation and energy consumption. The initial VM allocation and
placement policy can also be used to place the migrated VMs on suitable hosts.
However, it is also possible to use two different policies, one for initial placement
and another one for migration placement.
A management system is responsible to manage (allocate, consolidate and relo-
cate) VMs inside a datacenter. Tighe et al. [170] have demonstrated three kinds of
management system: (i) static; (ii) dynamic periodic; and (iii) dynamic reactive.
In respect to (i), a VM placement policy implements a greedy algorithm to place
the incoming VM in the first host that has enough resources available to fit the
VM without over-committing resources. This initial allocation is never modified in
static systems. In respect to (ii), oversubscribing resources increases the hosts’ uti-
lization, however, it also increases the risk of hosts becoming stressed (over-utilized).
To deal with the stress situation, several VMs are migrated (consolidation) to other
hosts (partially utilized), periodically. (iii) is similar to (ii), but instead of periodic
consolidation, (iii) uses an on-demand greedy approach to consolidate if some hosts
are stressed or under-utilized. The results show that the periodic system is more
energy efficient (however with greater SLA violation ratio) than a reactive man-
agement system; both consume less energy compared to the static system. Table
3.2 summarises a few state-of-the-art consolidation techniques for energy savings in
cloud datacenters.
Table 3.2: Server consolidation techniques
Approach Methodology Metrics Migrations
When Which Where
Khanna [141] Consolidation Capacity - Less utilized Capacity based
best
Sandpiper [172] Hotspot Volume, size Thresholds Most utilized Under-utilized
Memory Buddy
[173]
Hotspot &
Consolidation
Memory size - Most utilized Feasible to
house the VM
Entropy [22] Consolidation No of migra-
tions
No of migra-
tions
Min reconfigu-
ration cost
Min reconfigu-
ration cost
Memory
pages [174]
- Memory page Thresholds Most utilized Best fit
Sercon [175] - CPU & mem-
ory utilization
- Less utilized Mostly utilized
It is important to improve the performance of migration methods in order to ef-
ficiently manage cloud resources. Many approaches have been suggested in the
literature to improve migration performance through metrics like migration time
and downtime. Some of these approaches are memory compression [176], [177], delta
page transfer, data de-duplication [177], post-copy approach (demand paging, active
pushing, pre-paging) [143], hybrid pre & post copy [178] and gang migration [177].
Delta page transfer approaches reorder the memory pages before transferring and
data de-duplication do not transfer identical memory pages that minimizes migra-
tion time. Gang migration improves the performance of multiple VMs migration by
pro-actively transferring identical contents of co-located VMs in the physical host
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only once. Memory compression can be either: (i) on-line – such as the default
mode of VM migration currently used by QEMU/KVM; or (ii) off-line – where
the VM memory is compressed before initiating its migration [177]. A review and
comparative study of different approaches to migration (w.r.t pre-copy approach)
is given in Table 3.3.
Table 3.3: VM Migration techniques (% of improvement in migration time and
downtime w.r.t pre-copy migration approach)
Approach Explanation Migration
time
Downtime
Optimize live migra-
tion time [143]
Excludes duplicate data on disk and resumes VM earlier
than all memory is re-loaded
44% -
Memory compres-
sion [176]
An adaptive compression technique to diminish the vol-
ume of network traffic
32% 27%
Memory com-
pression of pre-
copy [176]
Memory is compressed at the source and decompressed at
target
32% 27%
Gang migra-
tion [177]
Migrate multiple co-located VMs by pro-actively trans-
ferring identical contents only once
45% 16.9%
Post-copy [178] Minimize the number of page faults 50% Increase
Pre-copy [178] Copy VM memory from the source and then transfer it to
the target iteratively without stopping VM on the source
- -
Trace and re-
play [179]
Checkpoint the VM on source that is moved to the target 32% 72%
Sonic migra-
tion [180]
Page cache & unused memory in a guest VM is not trans-
ferred
68% -
Geographic migra-
tion [181]
Migrate to a datacenter running on renewables 28% 26%
Priority migra-
tion [182]
Transfers all dirty pages of high priority applications only - 57%
Migrations are also costly in terms of energy consumption as discussed in Sec. 3.6.
Jeong et al. [168] analysed different migration approaches and suggested that neither
pre-copy nor post-copy could predictably reduce datacenter energy usage if VMs are
fully using their resources. The authors demonstrated that pre-copy approach tem-
porarily requires heavy CPU utilization and increases energy consumption for a
short time. However, post-copy reduces energy consumption at non-negligible per-
formance cost. Their proposed approach to “lower the processor clock speed at the
time of migration initiation – DVFS” also affects the performance of all co-located
VMs on the source. They concluded that the argument “live migration would in-
stantaneously reduce datacenter energy consumption” is false. From this discussion
and state-of-the-art results, we suggest that these contradictory results de-
mand an innovative VM live migration approach that is appropriate for
energy savings and performance efficient in cloud datacenters.
3.7.3 Dynamic Capacity Planning (DCP)
“Capacity planning is a process through which the procurement of IT resources, in-
frastructure and services are planned over a specific period. It is an IT management
practice to predict and forecast the future requirements of an enterprise IT environ-
ment and its associated essential entities/services/components”16. The purpose of
the DCP is to plan well that new resources are added dynamically (just in time)
16https://www.techopedia.com/definition/13932/capacity-planning
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to meet the expected resource demand, but not so early that resources go unused
for long periods. Successful capacity planning and management make the trade-offs
between the present and the future that prove to be the most cost-efficient17. The
question of why service providers would switch off a host is also studied in the lit-
erature [183]. As discussed in Ch. 2, an idle host still consumes approximately 60%
(at least half) of the total amount of energy consumed when running at peak load.
Furthermore, in terms of workload and minimal VM loading, most datacenters are
utilized in the range of 20% to 40% [139], which means there are a lot of hosts idling
(not being used, but consuming energy), that can be switched off to save energy.
However, it is difficult to state the type of hosts that can be switched off [154], be-
cause it is impractical to switch off servers (like web servers) that should be running
continuously.
Using DCP techniques, tenant owners who use clouds to offer services can always
have the right quantity of resources by varying resources with demand fluctuation
for the usage. Significant efforts have been carried out to design elastic cloud sys-
tems, which are intelligent to scale themselves according to demand fluctuations by
provisioning and de-provisioning resources automatically (DCP) [154]. These sys-
tems scale up as long as the demand is high, and scale down when possible, which
possibly brings operational cost and energy savings. Elasticity is the vital feature
of clouds that differentiates them from other systems such as clusters and girds but
may lead to performance degradations in the absence of required resources when
the resource demand is high [184]. Similarly, sometimes additional operational costs
(as shown in Table. 3.4) are needed for scaling events (up-scaling, down-scaling)
when DCP is considered.
Host Type Old status New status Delay Energy consumed
(Seconds) (Joules)
ON HIBERNATE 30 60.0
ON STANDBY 5 14.3
Typical ON OFF 30 110.0
host HIBERNATE ON 30 60.0
STANDBY ON 5 14.3
OFF ON 30 60.0
Table 3.4: A typical host reconfiguration costs (delay and energy) – [reconfiguration
means switch on/off or switch between lower and higher power states] [31]
A conceptual framework of an elastic cloud platform is presented in [184] that
consists of heterogeneous compute resources. The computing resources (such as
hosts) are planned to be managed in a scalable manner to run user applications.
In the proposed framework, the Cloud Management Unit (CMU) is responsible to
automatically scale-in and scale-out the cloud resources on-demand, through provi-
sioning and releasing resources to accommodate current workload. Such decisions
are based on the system load that is initiated using some predefined threshold val-
ues, but the scheduling delay due to turning on idle hosts cannot be ignored [Table
3.4]. In an elastic cloud, a VM request passes through some steps before the VM is
17http://searchenterprisewan.techtarget.com/definition/capacity-planning
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started [184]. Upon submission, the VM request reaches to the CMU which main-
tains an admission queue implementing First Come First Serve (FCFS) mechanism.
If the queue is full, the request is directly rejected, otherwise the VM is placed
in the queue to be deployed on an active host. Each host can provision several
VMs through multiplexing logical resources which possibly leads to capacity sav-
ing as compared to individual VM provisioning, by having increased consolidation
ratio [2], [31], [184]. Once a VM has finished, it must be terminated to release the
resources and make them available for further use.
The admission queue has a finite capacity C, where VMs inter-arrival time are ran-
domly distributed with arrival rate α [184]. The time to create a VM is considered
minimal. The total number of hosts is m which are managed by the CMU. Initially,
only one host is active and the rest are switched off. The switched off hosts need to
be started before it can accommodate a VM. Such up-scaling activity is triggered
when the following condition is satisfied (true);
Uavg =
VMsactive
n× hostsactive > U (3.10)
where n is the number of VMs that an active host can accommodate and U is the
predefined upper threshold value. Similarly, A down-scaling activity is triggered
when the following condition is satisfied (true);
Uavg =
VMsactive
n× hostsactive < L (3.11)
where L is a predefined lower threshold value and L < U. Higher values for U
increase the risk of violated SLAs and lower values increase the amount of energy
consumed; higher values for L increase the energy consumption and lower values
increase the risk of violated SLAs. For heterogeneous hosts, n varies and the value
in denominator i.e. n× hostsactive corresponds to the notion of VM density as ex-
plained in [53].
Zhang et al. [154] proposed a framework for DCP and analysed it with extensive
simulations using real workload traces from Google’s compute clusters. Their frame-
work consists of five modules: (i) a scheduler which assigns tasks to active hosts;
(ii) a monitoring module which is responsible for collecting CPU and memory usage
statistics; (iii) a prediction module which estimates the future resource usage; (iv)
a controller to control the resources considering the reconfiguration costs; and (v)
a capacity provisioning module which identifies which hosts should be switched off
or switched on. They suggest that DCP could save energy and hence cost, while
maintaining an acceptable average scheduling delay (the performance objective in
terms of SLAs). However, their findings are limited to homogeneous hosts with
identical resource capacities. In [183], it is claimed that switch off technique can
save 8% energy at a cluster operated by Cornell University by switching off 16%
of the servers over a period of six months. Zhang et al. extended their own work
in [154] with Harmony [157], a heterogeneity-aware framework that dynamically
adjusts the number of hosts to strike a balance between energy savings and schedul-
ing delay (SLA), while considering the host reconfiguration cost.
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DCP could save energy, particularly, in private clusters18. However, this approach
also introduces scheduling delays that could degrade the workload performance.
Note that DCP can be effective in saving energy, but, in practice, datacenter
providers do not switch off idle hosts. A researcher describes a dataset from one
of Google’s cluster and suggests that it is unreasonable to switch off hosts because
they always continue doing some processing [48]. The same researcher also suggests
that “you should be careful about the assumption that it is OK to turn machines
off: the vast majority of them were running a storage service”19. This may happen
due to two reasons: (i) DCP has impacts on workload (application) performance;
and (ii) service providers often purchase energy by signing long-term PPAs20 with
electricity suppliers – so even if providers are not using the fixed amount of energy,
still they have to pay the energy bills per agreement (PPA). Therefore, we suspect
this might be one reason that service providers do not care/favour to switch off idle
resources in order to save energy.
Similar to DCP that introduces scheduling delays, the resource and workload het-
erogeneity that is very usual in datacenters [18], [65] can also create performance
issues, particularly, when VMs are migrated from one host to another. Largely, the
literature about consolidation with migrations [59], [141], [154], [157], has ignored
the performance of VMs. The performance issues when taken in the context of
execution times (VMs runtime), have a direct impact on energy consumption and
user cost. In Sec. 3.8, we discuss several reasons that could lead to performance
issues in clouds, and what approaches exist to solve them.
3.8 Energy-Performance-Cost (EPC) Aware VM Allo-
cation and Consolidation
Understanding platform (hardware architecture) variation for a specific workload
type, initially, is important because the performance of a VM running the work-
load is primarily determined by the platform where it is accommodated. The time
taken to run a given workload (heterogeneous) will depend on the hardware plat-
form (heterogeneity of the resources and instance classes), and therefore the cost of
completing the workload also differs. Heterogeneity of computational resources and
application workload is the major cause of such compute performance variation in
public clouds. Several studies including [13], [40], [185] on compute performance of
EC2 suggest that cloud applications experience significant performance variation,
and that it can be unpredictable [186]. The authors also observed that similar in-
stances of the same instance class on EC2 perform differently for different types of
benchmark workload. Generally, there is no ‘best-performing CPU model’ for all
benchmark workloads, neither it is possible to guess performance from CPU age.
18https://www.youtube.com/watch?v=sfU138NeApo
19personnel correspondence with John Wilkes, Google Inc. – based in Mountain View, CA
20Power Purchase Agreements
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Typically, in public clouds, compute performance is positively skewed [as shown in
Fig. 3.3], which indicates the existence of instances with worse performance i.e.
higher execution times [40].
Figure 3.3: Performance variations for Gnugo and Namd benchmark workloads
on m1.small instances [AMD performs ’best’ for Gnugo but ’worst’ for Namd –
E5-2650 & E5-2651 perform ’best’ for Namd but are ’worst’ for Gnugo] [13]
Existing work on VM migration aims to minimize energy consumption without
significant impact on workload performance. It is necessary to quantitatively de-
termine the balance between energy savings and workload performance to find the
optimal number of VM migrations. Current work has explored the hardware hetero-
geneity and performance variation of different instance classes, however, the effect
of scheduling techniques and VM migrations is not addressed when different appli-
cations are taken into account – and with the notable exception of [164], [187], [188]
this is rarely addressed. In [164], an experimental study is conducted to investigate
the effect of placement decisions, when several VMs are placed on same core/host
or neighbouring hosts. In [187], the authors investigated several scheduling policies
combined with a consolidation technique to reduce the energy cost which is based on
VMs performance level. The authors proposed a performance-based pricing model
to increase service revenue and decrease the system energy consumption by up to
32%. Hao et al. [188] studied the impact of resource allocation and instance seek-
ing strategies on the system performance and cost, however energy consumption is
not addressed. Furthermore, the authors in [188] suggest that “resources allocation
strategies in the cloud exert a strong influence on the effectiveness of seeking strate-
gies”21.
The emergence of clouds imposes a significant challenge for applications and service
21tenants looking for best performance guaranteed hosts for their instances – providers could
discourage the seeking behaviour of tenants through changing VM placement policies
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providers. Applications that are running inside VMs are affected by many fac-
tors including virtualisation and co-allocation (VMs that runs on same host) [40].
Kousiouris et al. [164], investigated the effects of allocation decisions for different
kinds of workload and found that the performance overhead of VMs can reach
up to 150%. The authors suggest that careful selection of the co-allocated VMs
and VM placement policies can minimize or even cancel this effect. Verma et al.
proposed pMapper [131], a migration-aware workload placement framework to opti-
mize energy consumption and performance of the application (VMs) in datacenters.
However, it does not consider the cost of turning on and off hosts. Similarly, Jung
et al. proposed Mistral [189], a framework that dynamically adjusts VM placement
to find a trade-off between application performance (in terms of response time),
energy consumption, and hosts reconfiguration cost. However, it does not consider
the arrival rate of VM requests in its formulation. The arrival rate is very important
w.r.t the ideal state of the datacenter, because it describes how VMs are placed onto
hosts and consolidated.
Production datacenters like Google and Amazon often consist of several generations
of heterogeneous hosts with variable capacities, capabilities, and energy consump-
tion characteristics. Meanwhile, the workloads (heterogeneous) running in these
datacenters typically consist of a wide variety of applications with different priori-
ties, performance objectives, and resource requirements [18]. Therefore, placement
of VMs inside hosts to reduce the energy consumption is a challenging task due to
heterogeneity of resources and applications. To address this challenge for optimal
energy savings and SLA’s, Zhang et al. extended their own work in [154] with
Harmony [157]. Harmony is a framework that dynamically adjusts the number
of hosts to strike a balance between energy savings and scheduling delays (SLA’s)
while considering the host’s reconfiguration cost.
Djemame et al. [32] studied three different resource management policies (energy-
aware, performance aware, cost-aware and baseline – balance the load among the
hosts) for energy-performance-cost evaluation. The energy-aware policy predicts
VM energy use and places the VM on a host that will consume less energy. Their re-
sults suggest that an energy-aware policy results in 21% less energy being consumed
than when using consolidation techniques. The findings also demonstrate a trade-
off between energy and performance by showing that although energy consumption
can be reduced, there is an associated loss in performance as shown in Table 3.5.
Their experiments do not consider the host’s reconfiguration (switch on/off) and
migration energy costs [Table 3.4]. Furthermore, the existing trade-off between en-
ergy and performance is not studied for different kinds of workload. In [190], an
allocation policy is proposed for consolidated platforms which proportionally scale
the provisioned resources according to the workload energy consumption and per-
formance. A feedback mechanism is used to set the performance levels for each
application, and if the performance is below a certain threshold, more resources are
added to avoid breaches to SLA’s.
Energy consumption and performance issues (runtime) have a direct impact on
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Evaluation Policy
Criterion Baseline Performance energy Cost
Time (Seconds) 750 735 882 751
Power (Wh) 108.70 94.37 83.80 94.45
Cost (Euro cents) 68 61 63 61
Table 3.5: Energy, performance and cost trade-off using different policies [32]
user’s workload (hence cost). Lim. [130] addressed the energy, performance and
cost issues in datacenters and developed a model to estimate the slow-down of
applications (workloads) based on the job expected completion time. To increase
energy efficiency, they used a hybrid approach consisting of dynamic provisioning,
frequency scaling and Dynamic Power Management (DPM) techniques while meet-
ing the customer SLA’s. Although the proposed hybrid approach could save up to
50% energy as compared to static provisioning with no frequency scaling and DPM,
the authors ignored migration and reconfiguration costs. Similarly, the resource
and workload heterogeneity is not addressed. Zhang et al. [125] demonstrated that
seemingly equivalent platform choices (instance types) for Hadoop cluster in Ama-
zon EC2 results in different application performance (completion time) that leads
to various provisioning costs. The authors considered two types of applications
(TeraSort and KMeans) and found that the performance of TeraSort is bet-
ter on small instances (40 m1.small), while the performance of KMeans is better
on large instances (10 m1.large).
Imes et al. [191] demonstrated that different hardware platforms have fundamentally
different energy and performance trade-off spaces. As a result, minimizing energy on
these platforms requires substantially different resource allocation strategies. Their
investigations reveal unexpected differences, that one class of systems requires a
race-to-idle22 heuristic to achieve optimal energy consumption, while another re-
quires a never-idle23 heuristic to achieve the same [191], [192]. These consolidation
techniques (race-to-idle, never-idle) have focused on the improvement of resource
utilization, particularly CPU utilization and consider little about the performance
of workloads. The work in [193] is a notable exception in addressing degradation
to workload performance due to the VM co-location and migration. However, it
ignored how scheduling and resource allocation techniques would affect the energy
efficiency, performance and hence cost.
Xu et al. [194] suggested that the application performance on A1 VM instances [Mi-
crosoft Azure IaaS cloud] can vary by 92.1%, and can even reach up to 280% for the
m1 class instances [Amazon EC2] due to resource heterogeneity. Furthermore, the
performance interference across VM instances also brings substantial performance
variation to applications. To address this issue, the authors presented “Heifer” [194],
a hardware heterogeneity and interference aware VM provisioning framework, in
order to deliver predictable performance to applications in IaaS clouds. Heifer pro-
22makes all resources available until the task completes and then idles until the next task arrives
23attempts to keep the system busy (perhaps not fully utilized) to complete the work just at
the deadline
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visions an appropriate number of VM instances of the good-performing hardware
type to applications, and then increases or decreases the number of instances to
meet the application performance goals. Heifer achieves an increase of over 16.7%
in the provider’s revenue, and up to 55.2% decrease in provisioning costs as com-
pared to state-of-the-art techniques. This framework can be extended to use VM
resizing and then migrating the resized VM to a good performance host, instead of
adding or removing VMs. Moreover, energy consumption is not addressed.
The work in [195] suggests “iAware” which migrate VMs, such that both migra-
tion and co-location interference can be mitigated holistically, to avoid breaching
SLAs. Migration interference occurs when the migrated and other VMs accom-
modated on source and destination hosts undergo performance degradation. Co-
location interference occurs when a migrated VM and other co-located VMs at the
destination host suffer from performance losses due to resource contention. The
authors suggested that the co-location interference is highly correlated with the
number of VMs running on a host. Furthermore, they have proposed two models
(demand-supply) to estimate the migration and co-location interference. The pro-
posed approach “iAware” [195] can identify a pair of host (target) and VM with
the least performance interference. Experimental results on a real cloud test-bed
(for mixed workload) demonstrate that iAware is approximately 16% – 28% more
performance efficient than Sandpiper [172] and pMapper – First Fit Decreasing
(FFD) [131]. However, migrations are not discussed w.r.t resource heterogeneity
and energy consumption.
3.9 Key Findings
The energy bills for major cloud service providers are typically the second largest
item in their budgets [12]. Energy efficiency in large-scale computing systems serves
the providers interests in saving money to enable reinvestment, reduce supply costs,
and reduce CO2 emissions. In Ch. 2 and Ch. 3, we discussed energy consumption
in large-scale computing systems, such as scientific high performance computing
systems, clusters, grids and clouds, and whether it is possible to decrease energy
consumption without detrimental impact on service quality and performance. We
discussed a number of approaches, reported in the literature, that claim to improve
the energy efficiency of such large-scale computing systems. Key findings of both
Ch. 2 and Ch. 3 include:
1. in clusters and grids, use of system level efficiency techniques might increase
their energy consumption due to largely stable workloads [12], however, clouds
may not effectively take advantage of SPM and DPM due to short running
VMs [130] and unpredictable demand of resources;
2. in (virtualised) clouds, energy efficient scheduling and power aware resource al-
location can lead to substantially greater economies than consolidation through
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migration (due to the energy costs associated with migrations and VMs per-
formance – runtime) [32], [53];
3. in clusters, switching off idle resources is more energy efficient than DPM
techniques, however in (production) clouds, performance is affected due to
demand fluctuation and unpredictability [130]; and
4. in clouds, due to heterogeneity of resources, migrations may affect energy
consumption and the workload (VMs) performance in terms of runtime (hence
users cost) [32].
3.10 Areas in Need of Further Research
Despite the large amount of work already presented in the literature [1], [16], [39],
[66], [115], [131], [141] there are still several aspects that, in our opinion, have
not yet been addressed satisfactorily. This is true both for efficient VM alloca-
tion/placement and for consolidation with migration techniques. We elaborate on
these topics in this section; followed by a detail discussion and proposed algorithms
in Ch. 4.
3.10.1 Efficient VM Allocation and Placement
Consolidation approaches may be more expensive than energy-aware allocation [32],
particularly when resource heterogeneity is considered. Therefore, energy-aware
allocation policies are needed that guarantee minimum energy usage and expected
level of performance. However, to know which host can run the VM in an energy and
performance efficient way, is a challenging task, especially in virtualised platforms
[as discussed in Sec. 3.6.1].
3.10.2 Consolidation with Migration
Migrations can reduce the energy consumption of datacenters but they also cost
energy. Each migration costs dual resources (source host and target host) for the
duration of migration, and if there is no check on VM execution time, they become
more expensive when the migration effort is being wasted. With unpredictable VM
runtimes in an on-demand environment with heterogeneous resources, there are two
possibilities:
1. the migration cost is never recovered through increased efficiency if the VM
is terminated during, or even just after, migration, and
2. the VM performance (in terms of execution time) is affected which could
potentially lead to higher costs and SLA violations.
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Migration energy cost, its recovery and the trade-off between energy use and work-
load performance (hence cost) are not accounted for in many published consolidation
models.
3.10.3 Workload independent Performance aware Consolidation
Variable performance of similar instances (VMs) results in a different amount of
work that instances can complete per unit of billable time [185]. Hence, for some
fixed amount of work, variability in performance would produce different workload
execution time, and so potentially increase costs. Further research is needed to:
1. show the impact of different scheduling policies and migration decisions on
energy efficiency, performance and hence cost when performance variations
of different types of workload on heterogeneous hosts are taken into account,
and
2. determine what trade-offs may have to be made of energy efficiency against
computational performance (instances runtime) and hence price, given het-
erogeneous hardware and workloads.
In Ch. 4, we propose novel algorithms for resource management in cloud datacenters
(VM allocation and consolidation), and account for migration cost and performance
for different kinds of workload [as described above].
3.11 Thesis Scope and Positioning
This thesis investigates server consolidation with migration under energy, perfor-
mance and hence cost constraints applied in large systems such as virtualised data-
centers, which consists of heterogeneous hosts and application workloads [24], [66].
The two goals are: (i) minimize datacenter energy consumption by migrating only
relatively long-running VMs in such a way that they are able to recover their mi-
gration cost, and subsequently run more energy efficiently; and (ii) demonstrate the
existing trade-off between energy, performance and hence cost for different kinds of
workload, allocation and migration policies (as in virtualised platforms, performance
of VMs may vary due to co-location and heterogeneity of resources). Moreover, en-
ergy consumption causes GHG/CO2 emissions, thus reducing energy consumption
reduces CO2 emissions and effects of global warming. Table 3.6 describes charac-
teristics of the work presented in this thesis.
Beloglazov et al. [2] demonstrated that to gain the most benefits of consolidation it
is necessary to oversubscribe system resources, such as CPU and RAM. This allows
the system to leverage resource fluctuations (VMs usage) and achieve higher lev-
els of utilization. However, it may lead to performance degradation of VMs when
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Table 3.6: Thesis scope and positioning
Characteristics Thesis scope
Resource types Virtualized
System components Multiple resources [CPU, RAM]
Target systems Heterogeneous IaaS Clouds
Goal Reduce energy usage under performance, cost constraints
Energy saving methods Runtime and performance aware consolidation
Workload Heterogeneous (benchmarks)
Datacenter set-up (i) All hosts switched on
(ii) Idle hosts switched off (DCP)
the resource demand increases. Furthermore, higher levels of utilization does not
guarantee energy efficiency. The approach proposed in this thesis neither oversub-
scribes the server CPUs nor overcommits RAM. However, we assume the amount
of RAM as a constraint when placing VMs on servers, because RAM is a more
critical resource than CPU; and due to insufficient RAM the application may fail,
but insufficient CPU may only slow down its execution.
3.12 Summary
Methods like resource allocation and placement, VM selection and consolidation
with migration have great research potentials. With efficient allocation and place-
ment methods, the VM can run a specific kind of workload in an energy efficient
way. In server consolidation, which VM, when and where (which server) to migrate
the VM, are the basic questions that need more research due to the reasons as de-
scribed in Sec. 3.10.
The above questions are strongly dependent on: (i) system performance if servers are
overloaded (SLA violation may occur); and (ii) energy efficiency if several servers are
under loaded (the demand can be consolidated on fewer servers to switch-off some
servers in order to save idle energy consumption). However, each migration and
switching on/off of servers also have energy costs in terms of migration overhead
and reconfiguration cost, respectively. These migration and host reconfiguration
costs cannot be ignored. Another important issue we discussed in this chapter was
the VMs performance (runtime) and its impact on user’s cost. In infrastructure
clouds, this is possible that VM(s) performance vary due to the heterogeneity of
datacenter’s resources and users’ workload. Variations in performance could lead
to more user cost and therefore need to be considered when a VM is migrated from
one server to another [13].
To deal with the above problems that were also comprehensively discussed in Sec.
3.10, in next chapter [Ch. 4] we propose several techniques to efficiently manage
the datacenter’s resources under migration cost (energy) and performance (hence
user cost) constraints. These include:
1. an energy efficient VM allocation policy [FillUp],
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2. an energy aware migration approach that: (i) migrates relatively long-running
VMs only; and (ii) maximally recovers the migration cost of each VM [Consolidation
with Migration Cost Recovery – Cmcr], and
3. an energy and performance aware migration approach to make sure that en-
ergy is reduced and the VM achieves its service level without increasing users’
cost [Energy-Performance-Cost – Epc].
Chapter 4
Experimental Methodology
Virtualisation allows several VMs to be run on a single host, making server consol-
idation possible [39], and virtualisation is a key component of most infrastructure
clouds. Taken over a number of hosts, server consolidation attempts to find a
minimum number of hosts that would still be able to run all of the VMs in the
datacenter, offering further potential to make energy savings. In [139] the authors
show that in Google’s cluster [18], hosts are not highly utilized and energy can be
saved through consolidation techniques and cluster management [106]. Similarly,
task runtime distributions in the Google data [18] show that majority of tasks run
only for a short duration − which could lead to migrations that should be avoided
because they cost energy. However, server migration also has a cost and (maybe)
impact on Service Level Agreements (SLAs) in terms of performance. Further, with
unpredictable VM runtimes in an on-demand environment it is possible that the en-
ergy and user cost are increased through decreased performance (longer runtimes)
if the VM is migrated to a target host with low performance.
In this chapter we discuss, and propose new, algorithms for efficiently provision-
ing resources (hosts) and migrating VMs in a datacenter so as to optimize energy
consumption under migration cost and performance constraints. We describe the
two problems of (i) efficient VM allocation and (ii) consolidation with migrations in
Sec. 4.1 and Sec. 4.2, respectively. In respect to (i), we propose a virtualised host
efficiency model, and modify the BRS and First Fit (FF) heuristics to efficiently
run the VM. In respect of (ii), two migration policies are presented to provision
and manage datacenter resources in an energy, performance and cost efficient way.
We also describe “simulations” as the implementation methodology for the pro-
posed algorithms in terms of: (i) Google’s cluster dataset; and (ii) cloud simulator
CloudSim [20]. CloudSim does not provide all the capabilities needed for our ex-
periments. Therefore, in our implementation, we made changes to the core classes
of CloudSim to be able to: (i) create and terminate VMs at runtime; (ii) read
the Google data; (iii) support host heterogeneity; and (iv) place VMs according to
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the proposed allocation and migration policies. These modifications are described
in Sec. 4.3. The optimality and time complexity of the proposed algorithms is
described in Se. 4.4. We summarise the chapter in Sec. 4.5.
4.1 VM Allocation
In general, VM allocation is the process of finding a host with enough available
capacity (resources), to accommodate and run a VM. However, in terms of consoli-
dation, VM allocation can be seen as a bin-packing problem and different heuristics
based VM allocation algorithms are proposed to solve it in the literature [39], [47],
[59], [115], [131]. In production clouds like Google and Amazon, users submit jobs
by requesting the use of their desired types of VMs or instances. Users pay for
the execution of their jobs per VM per hour (on-demand) [196]. Apart from fixed
on-demand prices (per hour), providers [e.g. Amazon]1 can also host VMs on other
price plans such as: (i) reserved – which provides capacity reservation and a dis-
count compared to on-demand pricing; and (ii) spot market – which allows to bid on
spare computing capacity. Furthermore, spot prices fluctuate based on the supply
and demand of the capacity.
Once a VM request is received, the next step is to place the VM on a suitable host.
The problem of VM placement is widely studied in the literature [Ch. 3]. However,
due to heterogeneity of cloud resources, different hosts would have dissimilar energy
usage for the same VM. Hence, running the VM on an energy efficient host could
be more economical to the Cloud Service Providers (CSPs) as compared to running
it on expensive host for a while, and then migrating it to more efficient one. In this
section, we describe the problem of energy efficient placement of VMs and derive
a host efficiency model that can be used to place VMs on more energy, and hence
cost, efficient hosts.
Problem I:
Migrations could be expensive in terms of extra energy, and could also degrade the
system performance (in terms of VM runtime) in heterogeneous systems. Also, in
situations where it is not possible to switch off the idle hosts [48], consolidation
might not be an effective way to achieve energy efficiency.
Methodology:
VM allocation heuristics that can guarantee to keep the ideal state of a datacenter,
such that the number of hosts in use is always the minimum, could be more energy
and hence cost efficient. An approach would be to pick the most efficient host
that can run the VM on less energy. However, this could be a challenging task in
virtualised platforms where each host can accommodate and run more than one VM.
1https://aws.amazon.com/ec2/pricing/
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To address the above problem, we first present a virtualised host energy efficiency
model in Sec. 4.1.1; and use the proposed model to calculate the efficiency factor
(Ef ) of hosts to rank them based on their energy usage for a particular VM. In
Sec. 4.1.2, we then extend the FF and BRS heuristics to come up with a FillUp2
allocation approach which guarantees that a particular VM runs on a more energy
efficient host.
4.1.1 Comparing Host Efficiencies
In non-virtualised platforms, if one host consumes less energy than another to run
a particular workload, it is more energy efficient. However, efficiency should be ad-
dressed across a range of workloads as there may be other workloads that run less
efficiently [13]. Different vendors use different approaches to calculate the energy
efficiency of hosts. For example, the well-known top500/green5003 supercomputer
list uses the following model [Eq. 4.1] to compute and compare host energy efficien-
cies [166]:
Hostefficiency =
HostCapacity
HostMaxPowerConsumed
(4.1)
where the HostCapacity is the host processing speed in terms of, only, Floating Point
Operations Per Second (FLOPS). This model always produces a single value for each
host that represents only its efficiency which ignores the efficiency of what it is doing.
However, this model may not be applicable to a virtualised host where each host
efficiency is related to how many VMs are running on a host. In Ch. 5 we will show
empirically that this model is not a good approach to energy efficiency (or to decide
energy efficient host) in virtualised platforms. In virtualised environments, multiple
VMs can be running different workloads on a single host, and so several factors must
be considered in order to compare energy efficiencies. We consider, first, division
of the host to VMs and so the total energy consumption of a virtualised host is
characterised by Eq. 4.2:
Phost = Pidle +
n∑
i=1
P vmi (4.2)
where Phost is the total power consumed by the host, n is the number of active VMs
on host, Pidle is the host static power consumption and P
vm
i is the dynamic power
consumption of VM i which is calculated by the linear power model discussed in
Ch. 3 [Eq. 4.3]:
Pvm = Wvm × Pdynamic (4.3)
where Wvm is the fraction of host total CPU allocated to the VM. This allows us to
simplify concerns by considering each VM equivalent with respect to a host: in an
infrastructure cloud, VM size may be equally divided by the number of allocated
(hyperthreaded) cores out of m cores on the host (vCPUs), or by allocation of an
2we are not aware on any similar approach in the context of VM allocation within clouds
3https://www.top500.org/
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equal amount of memory. For simplicity, we use the number of (hyperthreaded)
cores as given in Eq. 4.4.
Wvm =
coresvm
m
(4.4)
To consider complete heterogeneity of VMs (VMs of different sizes/cores) and divide
the host’s energy consumption amongst accommodated VMs (k) more fairly, the m
(host total number of cores or vCPUs) can be calculated by Eq. 4.5 [14].
m =
k∑
i=0
corevmi (4.5)
If each VM runs on a single core, then Eq. 4.4 can be used to determine the share
of a particular VM in dynamic energy consumption (Pdynamic). However, if a single
host runs VMs that are running on different numbers of cores, then the dynamic
energy consumption (Pdynamic) of every VM is different, and Eq. 4.5 is used to
calculate the total number of cores w.r.t the running VMs.
Therefore, the total power (including static power) consumed by a single VM can
be calculated with Eq. 4.6:
Pvm =
Pidle
n
+Wvm × (Pmax − Pidle)× u (4.6)
where n is the total number of VMs running on host, u is the utilization level of
vm, Pidle is the idle and Pmax is the maximum power consumed by the host. Hence,
efficiency of a host can be related to the number of VMs that are allocated to it
and, if need be, to their individual efficiencies. Note that, to consider a fair division
of Pidle amongst all heterogeneous VMs, n should be replaced by Wvm, which is the
exact amount of resources (cores/vCPUs) provisioned by the VM.
In this model, due to Pidle, the energy used in order to run a single VM is going
to be at its highest, and the more VMs that are run on the host, the more power
efficient each VM is. We also make use of the notion of VM density, used elsewhere
both to address the number of VMs running on a host, and the maximum number
that can be run whilst avoiding resource starvation; we combine these to understand
VM density as the present fraction of the maximum for a host. The total power
consumed by a virtualised host with n number of running VMs is given by Eq. 4.7:
Phost =
n∑
i=1
P vmi [where P
vm
i is given by Eq. 4.6] (4.7)
This model can be used to compare energy efficiencies of two or more virtualised
hosts and pick the one which is more energy efficient to place and run the VM.
For example, for two hosts H1 and H2, let’s assume that there are p VMs currently
allocated to H1 and q VMs allocated to H2. Assume that each VM is utilizing 100%
of its proportional resources allocated. The per VM power consumption of each VM
on both hosts is given by P
vmi=1:p
H1
and P
vmj=1:q
H2
[Eq. 4.6]. Similarly, the total power
consumption of both hosts is given by PH1 =
∑p
i=1 P
vm
i and PH2 =
∑q
j=1 P
vm
j [Eq.
4.7]. For a VM vmk selected for allocation, lets say that both hosts H1 and H2 have
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sufficient available resources to accommodate it, and provided that P vmkH1 > P
vmk
H2
,
then H2 is more energy efficient than H1 with a factor of Ef given by Eq. 4.8:
Ef =
PH1
PH2
(4.8)
If Ef = 1, then both hosts will run the VM with same energy costs; if Ef > 1, then
H2 is more energy efficient than H1, and vice versa. We will discuss the importance
of Ef when considering to recover the VM migration cost (in terms of energy) in
Sec. 4.2.1.
Ibrahim at el. [14] proposed a VM level energy-aware profiling model that attributes
the host’s energy consumption to VMs. Similar to our approach, they divide the
host’s idle (static) energy consumption evenly among the number of VMs running
on it. However, the dynamic energy consumption of the host is divided based on
VM CPU utilisation level only. Their proposed model in [14] could estimate the
energy consumption of homogeneous VMs accurately, however heterogeneity is not
considered in their approach.
4.1.2 FillUp VM Allocation Policy
Rieck et al. [197] have benchmarked several heuristics (on-line and off-line) and
demonstrated empirically that the slowest algorithms based on their runtime are
First Fit (FF) and First Fit Decreasing (FFD). The authors also suggest that Next-
Fit (NF) heuristic is fastest because only one bin has to be managed [197]. However,
on-line heuristics based on FF and FFD, are suggested as more optimal4 than NF
and off-line heuristics as they pack the available VMs into fewer hosts to keep the
datacenter in an ideal state [198]. To address the common problem of stranded
resources 5, when dealing with VM allocation as a bin-packing issue, we first fill
the host with the least slots available. Stranded hosts are those that cannot be
allocated due to the unavailability of a single resource. For example, the host might
have enough CPU resources but there is no (or insufficient) memory available to
start the VM. In Ch. 3, we discussed several VM allocation techniques (such as
BRS) which suggest to “allocate host with the least slots available”.
Due to the wide use of FF heuristic, we also use it for VM placement with a slight
modification [Alg. 10]: find the host(s) with the least available slots (more utilized)
first. Upon VM requests, all available hosts are arranged in decreasing order of
their efficiencies (Ef ) and in increasing order of the available slots (capacities). We
allocate VMs to the most energy efficient and more utilized host first and continue
allocation to this host until it is filled. If no further allocations are possible, then we
select the next host from the sorted list and continue filling it. We call this approach
“FillUp”, and the steps are described in Alg. 10. This approach guarantees that:
4BFD and FFD are guaranteed to be not using more than 11
9
× OPT + 1 hosts where OPT
is the number of hosts given by an optimal solution – note that sorting inputs (VMs) may not be
feasible for online algorithms
5http://dl.acm.org/citation.cfm?id=2820470
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Algorithm 10 FillUp VM Allocation
Require: List of hosts (H) in increasing order w.r.t the slots available, List of VM requests
(V ), wait queue (W )
Ensure: Energy efficient VM placement
1: sort H in decreasing order using Pvm [ as discussed in Sec. 4.1.1 ]
2: for vm ∈ V
3: for h ∈ H [H is sorted w.r.t the slots available]
4: if h has enough resources and can run the vm
5: allocate vm to h
6: break the loop and pick next vm
7: end if
8: end for
9: if vm did not fit in any available h then [ if DCP is considered ]
10: start new h and allocate vm
11: else “vm can not be allocated”
12: “push the vm request into W”
13: end if
14: end for
(i) there are always few and energy efficient hosts in use; and (ii) hosts with fewer
slots available (more utilized) are allocated first which also minimizes the chances
of stranded (wasted) resources.
4.2 Consolidation
Server consolidation with migration can be considered as a multidimensional bin-
packing problem that tries to minimize the number of hosts needed to accommodate
a set of VMs [39]. Such NP-complete problems are typically solved using Linear
Programming (LP) or heuristics such as FF, Worst Fit (WF), Best Fit (BF) and
Best Fit Decreasing (BFD). Dynamic server consolidation is typically suggested to
be an improvement on doing nothing, allowing: (a) to switch off the underutilized
host if the accommodated VMs can be relocated to other hosts; (b) to withdraw
hosts from an overloaded state if the sum of accommodated VMs becomes larger
than its capacity due to resource over-subscription [141]. Note that in this thesis,
we only migrate in respect to (a); (b) will not happen as we do not over-subscribe
the resources. However, migration may also be necessary following the possible
performance degradation e.g. 99% CPU utilization leading to VMs competing for
limited resources. This can be done using either a reactive or a proactive approach
as described in [39], [59]. Besides the trade-off involved between migrating VMs and
decreasing the number of hosts to accommodate VMs, live VM migration can be
completed without needing downtime, and ideally without impacting performance
(and, specifically, SLAs).
As discussed in Ch. 3, consolidation involves migrations which results in two, re-
lated, problems: (i) migrations have energy cost and it is also possible that the VM
finishes its execution during or just after the migration is completed – migration
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effort is wasted; and (ii) migrations could degrade the VM performance due to re-
source heterogeneity as discussed in Sec. 3.8. The degradation can be even more
than three times reduction in performance due to the heterogeneity of resources and
the offered instance classes [13]. Consequently, degradation in performance also re-
sults in longer workload runtime, and thus increases user costs as well as energy
consumption. In this section, we briefly explain these two problems and provide
algorithmic solutions.
Problem-II
Migrations have energy cost and it is also possible that the VM finishes its execution
during or just after the migration is completed; hence, the migration effort might be
wasted.
Methodology
If every VM can first recover the migration cost, and then continues to run on the
energy efficient host, then the migration is effective in energy saving and hence in
cost reduction. However, migration cost recovery is only possible if two conditions
are both met: (i) a VM is migrated to a more efficient target host; (ii) the migrated
VM then runs for a sufficient length of time (t) on the target host. The length of
time t is the runtime duration which allows the VM on the target host to save energy
in the amount its migration has consumed (migration cost). Dynamic consolidation
can be considered as an optimization problem in minimizing the amount of energy
consumed by avoiding migrations. We describe the problem as Consolidation with
Migration Cost Recovery (Cmcr), further explained in Sec. 4.2.1, and address it by
exploring the impact of VM runtimes. In an on-demand environment, future VM
runtimes are unknown, so we can only consider the past runtime Rpast in order to
decide on migration. A VM selection policy is presented to migrate relatively long
running VMs. An exploration of runtime influence on migration cost recovery is
described in App. A considering task runtimes in Google’s cluster [18].
4.2.1 Consolidation with Migration Cost Recovery (CMCR)
We consider migrations for the purpose of consolidating to fewer hosts to minimize
the cost of energy consumption. The migration cost including the marginal migra-
tion cost (host reconfiguration cost) must be considered as part of the migration
decision. If the target host is similar or less energy efficient than the source host,
based on the total number of accommodated VMs, then the migration cost cannot
be recovered. Otherwise, the migration cost may eventually be earned. Using the
efficiency factor of the source and target hosts, we can find a time point toff on the
target host at which the VM has recovered the cost of migration Costmig and will
now be saving energy if it continues to run.
Consider a VM vm1 that runs on source host H1. A migration decision is triggered
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to target host H2 at time t. Assume that we know H2 is more energy efficient than
H1 with a factor of Ef . If there are no other VMs (except vm1) running on both
hosts, then the host with less static power consumption would be considered more
energy efficient. If there are other VMs running on source and target hosts then the
efficiency (Ef ) of each host depends on the number of running VMs due to share of
Pidle (n VMs on source host and m VMs on target host). Ef as explained in Sec.
4.1.1, can be computed as:
Ef =
PVMsource
PVMtarget
(4.9)
If Ef = 1, it means that the power profile is identical and we cannot recover the
migration cost. If Ef < 1, the target host is less efficient. The offset of migration
cost and further savings can only be made if Ef > 1.
t tmig
Costmig
toff H2
tsavings
H1
Rtotalr1 r2
vm
vmRoffset
Rpast
Figure 4.1: Cmcr technique description
Costmig is measured in Watts per hour (Wh) and is computed as explained in Ch.
3. However, we also add marginal migration cost (host reconfiguration cost) to the
migration model presented in Sec. 3.6.2 [using Eq. 3.9]. The difference between the
power consumption values of both source and target hosts is:
4x = PVMsource −
PVMsource
Ef
= PVMsource − PVMtarget (4.10)
And so toff , which represents the time when vm1 has recovered its migration cost
(Costmig), is given by:
toff =
tmig.Costmig
4x (4.11)
For vm1 with past runtime Rpast on source host, and migration to target host
started at time t, migration completes in time tmig as shown in Fig. 4.1. The total
runtime of vm1 on the source host is r1 = Rpast + tmig, and the remaining runtime
on target host is r2 = Rtotal − (t − tmig) = Rtotal − r1 [assuming that Rtotal is
known, r2 is any time between tmig & Rtotal, and t ≥ Rpast]. If r2 > toff , then vm1
has recovered Costmig and subsequently runs more efficiently to save energy. The
remaining runtime of vm1 on the target host after the toff , which contributes to
energy savings, is given by:
ts = r2 − toff (4.12)
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The savings Psavings with an energy efficient migration are then only:
Psavings = ts.4x (4.13)
Hence the minimum value for r1 + r2 (Fig. 4.1) which is sufficient to offset Costmig
at time t is Roffset = tmig + toff . For any VM running for Rpast, the Roffset is
given by:
Roffset = Rpast + tmig + toff (4.14)
If Roffset ≥ toff , then the migration is energy efficient. If vm1 is terminated be-
fore toff , migration cost is not recovered. If Roffset is not sufficient to recover
Costmig then t can be estimated to make a migration efficient using t = t− toff and
Rpast = Rpast− toff . This method can be easily extended with a runtime prediction
technique to make appropriate migration decisions for energy efficiency and im-
proved application performance (hence user cost) – Energy-Performance-Cost
(Epc-aware) approach.
In the above formulation Rtotal denotes the time for which the VM will run, which
is unknown in advance: to make the scenario realistic for on-demand systems, we
only consider the past runtime (Rpast) of VMs in order to determine if a VM is a
suitable candidate for migration or not. The pseudocode for the proposed Cmcr
approach is described below in Alg. 11.
Algorithm 11 Consolidation with Migration Cost Recovery (Cmcr)
Require: vm, Costmig, t, tmig, source and target hosts
Ensure: return toff , the time point where the Costmig is recovered
1: Ef ← PVMsourcePVMtarget [ as explained in Sec. 4.1.1 ]
2: if Ef>1 continue
3: 4x← PVMsource − (PVMsourceEf )
4: if 4x>0 continue
5: toff ← currentTime (t) + tmig + Costmig4x [ Costmig as explained above ]
6: else Costmig is not recoverable
7: else target host is not more efficient than source host
8: return toff
VM runtimes are unknown and it is also difficult to predict them accurately [47].
There are different techniques that use workload characteristics and history in-
formation to estimate VM runtimes. This work does not propose any estimation
technique. However, we use Rpast of VMs (which are known) in the above formu-
lation, because VMs running for longer have high probability to: continue running
after migration, and recover their migration cost. Therefore, Cmcr only migrates
relatively long-running VMs.
VM Selection Policy
To migrate only relatively long-running VMs, we use their past runtime (Rpast) to
decide migrations as discussed above. If there are several VMs to migrate from a
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single host, then we prioritize them based on their runtime (past), because migrat-
ing more than one VMs at once degrades system performance. The Rpast of each
VM is known and can be used to give priority for migration to those VMs which
are running for longer with the hope (possibility) that: (i) long-running VMs would
recover their migration cost; and (ii) if subsequently run for longer after migration,
more energy could be saved. The steps are described in Alg. 12 [VM selection
policy].
Algorithm 12 VM Selection Policy
Require: List of migratable VMs (V )
Ensure: Select a suitable VM (vmsuitable) for migration
1: access Rpast for each vm in V [ from VMs history ]
2: sort V in decreasing order using Rpast
3: vmsuitable ← V [FIRST ] [ FIRST means the first vm in V → V [0] ]
4: return vmsuitable
In Ch. 5, we evaluate the proposed VM allocation [Sec. 4.1.1] and migration
approach [Sec. 4.2.1] and demonstrate that migrating only long-running VMs (rel-
atively) is most energy and cost efficient. However, in heterogeneous clouds, mi-
grations could also produce performance issues [13] because different hosts perform
differently. If a VM is migrated to a more energy efficient host, but the VM per-
formance on the target is worse than the source, this potentially leads to longer
runtimes and decreased efficiency. Similarly, different kinds of workload inside VMs
that run on different CPU models would perform differently and would have different
energy usage. The above approach does not consider either performance (caused by
resource heterogeneity and co-location) or workload heterogeneity (different kinds
of workload). In the rest of this section, we address the performance issue of co-
located VMs and propose a solution to migration so that workload performance is
not affected due to resource consolidation.
Cloud computing tends to incorporate resource virtualisation in which a host’s hard-
ware resources are shared among multiple VMs [199]. Therefore, the performance6
of a VM measured in terms of execution time may (or may not) be influenced by
the VMs which utilize the same hosts’ resources (co-located). As an example, when
VMs are running similar workloads and competing for similar resources – referred
to as contention, VM performance can be degraded by up to 67% [40]. It is impor-
tant to place VMs in the optimal processing host in order to maximize the overall
VM performance. However, this would not necessarily be the best approach, since
adding more to the same (host) could be bad for it in terms of co-location, energy
consumption and performance loss [based on the business paradox]7 – as similar
workloads will compete for similar resources. From a service provider’s (business)
perspective, energy consumption of the processing nodes (hosts) is equally impor-
tant to the VMs performance due to the existing trade-off between energy and
performance [54] and contention will be detrimental to these.
6http://www.apmdigest.com/best-practices-to-resolve-resource-contention-in-the-cloud
7https://blog.kissmetrics.com/too-many-choices/
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There are several other reasons that could also produce performance variations for
workloads such as: (i) inter-CPU; and (ii) intra-CPU. In respect to (i), the per-
formance of a computing host is not only determined by its processing capabilities
measured in terms of core count or clock speed (GHz) but also by all the associated
hardware resources such as cache, memory and disk, as well as the network speed.
These create performance issues due to the architecture (platform type) of a single
CPU model and particularly the resource contention which occurs when workloads
(applications) compete for similar resources. In respect to (ii), different CPU models
performs differently for similar kinds of instances and workload as observed in [13].
Therefore, it is important to account for VMs (workload) performance during their
migration among CPU models. Performance aware migrations were described in
Ch. 3 [Sec. 3.8].
In Sec. 4.2.2, we present a migration approach that take care of VMs performance
when migrating VMs to an energy efficient target host. We call this approach “En-
ergy, Performance and Cost (Epc)” efficient allocation/migration, and we intend to
develop a model to predict the VM performance on a different host (platform), if
the VM was migrated to that host within the datacenter. Such an allocation would
guarantee that a migrated VM runs more efficiently without any performance degra-
dation on the target host.
Problem-III
In production clouds (e.g., Google and Amazon EC2), users are charged for the
provisioned VM resources and the duration of the service (i.e., job execution time
(that does depend on VM performance) → VM runtime). As a consequence of
increased VM runtime which may happen due to their poor performance caused by
the CPU model and resource heterogeneity, the energy consumption of the hosts itself
will increase (even if the host consumes less energy). Similarly, this might lead to
situations where the service provider has to pay penalties for breaching SLAs. These
SLAs are more important in applications (with strict deadlines) where the jobs are
required to be completed within a very short period.
Methodology
In consolidation, it is important to make sure that a VM meets its expected perfor-
mance level at the target host, and if not, it should be reallocated (i.e. migrated)
to a better performing host (at least not reducing the current performance if it is
advantageous to do so). The migration decision will be desirable if the newly allo-
cated host is not only a better performing one but also an energy efficient host.
VM allocation problem is a sub part of the migration problem [39]. When VMs are
selected for migration, the allocation policy places (reallocates) them on suitable
hosts. We formulate the Epc efficient VM allocation problem as a multi-objective
optimization problem. The three entities (service providers, VMs and users) in-
volved in the system are mapped each to a single objective: (i) service providers
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minimize the amount of energy consumed (E); (ii) VM achieves its desirable per-
formance level (to meet SLAs) - in terms of runtime (R), with performance being
defined as the inverse of R, the objective here is to minimize or maintain R; and
(iii) users are billed accordingly (i.e. minimize cost or maintain the agreed cost
- C). Since user bills are proportional to R, if objective (ii) is achieved it means
that objective (iii) is also achieved. The objective of our optimization is to mini-
mize both E and R, which also minimizes C. Consequently, the objective of our
bi-optimization problem becomes to minimize both energy (E) and runtime (R).
Mathematically, this can be defined as in Eq. 4.15:
f =

min(E) whereE =
∑hosts
i=1 Ei
max(Performance)⇐ min(R)
(4.15)
The constraints are: (i) each VM is mapped to only one host at a time; and (ii) the
number of VMs on a host cannot exceed the host capacity [39].
Gupta et al. [200] used ERP (Energy Response time Product) to capture the trade-
off among energy, performance and hence cost, which is widely accepted as a suitable
metric to capture similar trade-offs [201]. Minimizing ERP can be seen as maximiz-
ing the “performance-per-watt” – with performance being defined as the inverse of
mean response time. In our case, as performance is determined through R that can
be assumed similar to response time, we call this metric Energy Runtime Product.
The ERP is given by following Eq. 4.16;
ERP = E ×R (4.16)
Theoretically, the single objective of our multi-objective optimization problem is to
minimize and study the behaviour of ERP for different scheduling and consolidation
with migration techniques, given by Eq. 4.17;
min(ERP ) (4.17)
Therefore, if the ERP value of a migrated VM on a target host is less than its ERP
value on the source host, then both energy efficiency and performance is guaranteed
and the migration is worthwhile. In essence, there are two parameters needed to
calculate the ERP of a migrated VM, energy usage (E) and remaining runtime
(R). The model presented in Sec. 4.1.1 can be used to predict the future energy
usage of the VM on both source and target host. Similarly, machine learning and
history based prediction techniques can be used to estimate the remaining runtime
of the migrated VM [202]. However, if hosts perform differently, then the increase
or decrease in runtime must also be taken into account. In Sec. 4.2.2, we present a
model to estimate the increase or decrease in VMs runtime when they are migrated
among heterogeneous hosts. In practice, it is very difficult to accurately estimate
the runtime of any VM running an unknown workload. Therefore, our approach is
not using prediction models. The approach that we adopt for migrating VMs in an
Epc efficient way is based on the assumption that a host which is energy efficient
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and also performs better for a given type of workload is a good choice for allocation
and migration [192].
4.2.2 Energy-Performance-Cost (EPC-aware) Consolidation
In Sec. 4.2.1, we proposed an approach to migrate relatively long-running VMs
to more energy efficient target hosts. We derived a host (virtualised) efficiency
mechanism and a migration cost recovery technique; however, performance variation
of VMs due to heterogeneity of resources and workload was not explored. If we
migrate a VM to an energy efficient target host, but the VM performance is lower
on the target host than the source host, then the energy efficiency effort is likely
wasted and this could cost the customer more. Hence, in this section, we extend
our previous model in Sec. 4.2.1 and consider the host’s performance variations in
migration decisions. For two hosts [source (S) and target (T)], where µ and σ are
the mean and standard deviation of instances (VMs) runtime running on S; and µ1
and σ1 are the mean and standard deviation of VMs runtime running on T, we can
say that an instance backed on T could perform better than S, iff:
µ1 < µ (4.18)
In terms of ERP [as explained above using Eq. 4.16], if for a particular VM, the tar-
get host ERP (ERPT ) is less than the source host ERP (ERPS), then both energy
efficiency and better performance is guaranteed. Both σ and σ1 have a key role and
would affect the above condition, particularly, when both sets of performance vari-
ations overlap [App. A]. However, for simplicity, we assume that with mean values
for S and T, we can determine their performance levels. Theoretically, migration of
some workload (VM) from S to T [if S and T have different CPU models] can be
modelled with z-score normalization (normal distribution), and then converted back
to an equivalent lognormal distribution8. The z-score (standard score) as given by
Eq. 4.19, can be used to calculate the probability of a score (x) occurring within
a normal distribution. Furthermore, it also provides a way to compare two scores
that are from different normal distributions.
z =
x− µ
σ
(4.19)
For lognormal distribution, x must be replaced with log(x) according to the defini-
tions of normal and lognormal distributions. The following Eq. 4.20 can be used to
find runtime of the migrated VM (estimated) on T with given µ and σ [lognormal
distribution].
log(x)− µ
σ
=
log(x1)− µ1
σ1
(4.20)
where x and x1 are the expected runtimes of the migrated VM on S and T respec-
tively. The above Eq. 4.20 can be rewritten to find the expected runtime of the
8 [13], [40] suggest that performance of VMs vary in clouds that can be modelled with lognormal
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migrated VM on T, as Eq. 4.21:
x1 = exp
(
σ1 ×
{
log(x)− µ
σ
}
+ µ1
)
(4.21)
If x1 < x, the VM would perform better on T, and migration can proceed. Simi-
larly, if x1 = x then the performance of VM can be maintained after its migration
and the decision is to migrate. Otherwise, the migration would not be cost effective
and the decision is not to migrate. We combine this with the host efficiency factor
proposed in our previous paper [53] [Sec. 4.1.1] into the migration decision. So, if
T is more energy efficient and the performance of the migrated VM is better than
on S, then there are more chances for the VM to recover its migration cost and to
be more Energy-Performance-Cost (Epc) efficient.
Empirical evidence has shown [130], [191], that configuring and executing workload
across multiple resources (i.e. segregation and/or parallelism) provides greater en-
ergy efficiency than working with only a single resource. However, as shown in [191],
scheduling heterogeneous applications on heterogeneous hosts would provide dif-
ferent energy efficiency and performance trade-offs, so each will need a different
scheduling strategy to minimize energy while meeting performance objectives. The
migration process also introduces performance degradation (Pd) that can be up
to 10% of CPU utilization (of the host overall), according to empirical evaluation
in [16], [59]. The downtime and performance degradation (Pd) is dependent on the
application behaviour and resource utilization that can be approximated by the
dirtying rate of the VM memory pages [53] in a shared disk based systems. The
average performance degradation as given above (Pd = 10%), which also includes
the downtime, is estimated for web applications with dynamic workloads [16]. The
performance degradation experienced by a migrated VM (vm) is estimated with
Eq. 4.22 [59]:
PERFdegradevm = Pd ×
∫ t0+Tmvm
t0
uvm(t) dt (4.22)
where PERFdegradevm is the total performance degradation by vm, Pd is equal to
0.1 (10%) as discussed above, t0 is the time when the migration starts, Tmvm is the
time taken to complete the migration that can be easily estimated using Eq. 4.23;
and uvm(t) is the CPU utilization by vm. Estimation of migration time (T ) was
described in Ch. 3.
Tmvm =
vmmemory
vmbandwidth
(4.23)
Note that degradation of performance increases the VM (workload) execution time,
as explained in Sec. 4.2.1. Several other papers such as [203], [204] have demon-
strated that the migration of a VM has a negative impact (workload dependant)
on the performance of the migrated VM, on both source and target hosts, which in
turn affects the performance of all hosted VMs9. This impact could be worse if a
single host is experiencing the migration of several VMs at the same time. There-
fore, as described in Ch. 3, well-known resource management tools like Hyper-V10
9https://blog.zhaw.ch/icclab/an-analysis-of-the-performance-of-live-migration-in-openstack/
10http://kevingreeneitblog.blogspot.co.uk/2010/12/automatically-live-migrate-multiple.html
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do not support migrating more than one VM from a single host at the same time.
However, in this work we only migrate VMs from underutilized hosts. Therefore,
it is reasonable to assume that with the exception of the migrated VM itself, these
migrations will have less of an effect on the performance of other co-located VMs
and potentially no effect. The steps which are involved in Epc efficient allocation
are described in Alg. 13. Note that in our implementation we use the VMs past
runtime (Rpast) and do not consider any prediction model to estimate the VMs
runtime.
In the rest of this chapter, we discuss the implementation methodology and the
modifications needed in CloudSim [20] – in order to evaluate the proposed VM
allocation and migration algorithms.
Algorithm 13 Energy-Performance-Cost (Epc-aware) Migration
Require: vm (that is to be migrated), Hsource and Htarget
Note: [ in our implementation, we use Rpast, instead of Rremaining, which is known
– as discussed in Sec. 4.2.1 (Rremainimg = Rtotal −Rpast) ]
Ensure: return migration decision d
1: d ← FALSE
2: Estimate the remaining runtime Rremaining of vm [ assuming it is possible ]
3: ERPsource = E
vm
Hsource
×Rremaining
[ EvmHsource is the energy consumed by vm on host Hsource ]
4: ERPtarget = E
vm
Htarget
×Rremaining
[ EvmHsource and E
vm
Htarget
are calculated using Eq. 4.6 ]
5: if ERPtarget < ERPtarget then
6: d ← TRUE
7: end if
8: return d
4.3 Implementation
The major reason to select a simulator instead of a real test-bed is that extensive
and repeatable evaluation of a large system would require one to be readily available
for such a purpose, as well as production of suitable code for this purpose. Sharkh
et al. [205] state that CloudSim [20] is one of the most widely used simulation
toolkits in cloud computing. Moreover, CloudSim enables users to define and control
resource allocation and provisioning policies, virtualisation, and energy consumption
management techniques. A detailed discussion of CloudSim and other alternatives
is presented in App. B.
However, CloudSim does not provide a function to add or remove VMs while the
simulation is running, which is necessary to the implementation of a real datacenter
that runs interactive services. Normally, all the simulation entities are instantiated
at the beginning and terminated at the end of the simulation as described in App.
B. The main distribution of CloudSim expects the user to specify the submission
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times and service demands of all tasks (VMs) in advance, which is not possible for
interactive services. Therefore, several modifications are needed which are explained
in Sec. 4.3.1.
Furthermore, it is also important that a sufficient amount of appropriate data is
available to build a simulation model and validate it accurately. The data should
be from a reliable source. Lack of appropriate data is often the reason attempts
to validate a model fail. Therefore, we use real data from Google cluster [18] and
PlanetLab11 (CoMon project)12 to validate our proposed models. The PlanetLab
dataset is briefly explained in Ch. 6 [Sec. 6.4.2] and further discussion can be found
in [206]. An analysis of Google’s dataset is available in App. A.
4.3.1 Extending CloudSim
CloudSim [20], its layered architecture, and the features provided, are briefly ex-
plained in App. B. Fig. 4.2 shows the block digram of CloudSim and its different
components, offering a view of different capabilities for which CloudSim can be used
such as scheduling, VM placement and consolidation techniques.
Figure 4.2: CloudSim high level block diagram that shows a list of CloudSim features
such as virtualisation, resource allocation and migration of VMs – users request VMs
for their application (workload) and can see the desired output [20]
We found several limitations that need to be addressed before implementing our
scheduling and migration techniques. For example, the available version of CloudSim
does not support dynamic creation of VMs at runtime. To make it possible, we ex-
tend the DatacenterBroker class, with additional capabilities to read the Google
11https://www.planet-lab.org/
12http://comon.cs.princeton.edu/
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data and monitor the submission time of each task to create VMs at runtime. If a
task cannot be allocated to a VM, the DatacenterBroker puts the task in its waiting
queue (W ) to handle it later when enough resources are available [Alg. 10]. The
DatacenterBroker also implements Alg. 14 to select a suitable VM type for each
task and charge the user according to Google custom machine13 prices. We also
extend the PowerDatacenter class to implement our proposed migration policies.
An existing problem in this class i.e. several VMs were suddenly disappeared when
they were in migration process was resolved. In essence, there was no check on the
VM status during its migration and some VMs finish execution during the migra-
tion process.
Another issue was the heap memory, particularly, when dealing with large-scale
simulations that run for longer periods. As discussed, CloudSim deals with each en-
tity as an object, and it is important to clear the corresponding memory states and
references when some objects are destroyed or not referenced. We noted that the
Java garbage collector was also unable to free space, as the objects were referenced
even when they have been destroyed. To resolve this issue, we used two techniques:
(i) modified the DatacenterBroker to explicitly destroy VM objects when they finish
their execution; and (ii) force the Java garbage collector to periodically clear the
memory.
A slight modification to ensure that an idle host consumes idle power was made to
the PowerHost class. To implement realistic simulations (which resemble closely to
a real test-bed), we extend the Host class for host reconfiguration costs. These costs
matter when switching on/off the resources (hosts) using DCP as described later
in Ch. 5 [Sec. 5.2.2]. To create a history of VM past runtime, the Vm class is ex-
tended. The extended PowerVmList then ensures that VMs selected for migration
are in descending order of their past runtime (Rpast). All VM allocation policies
were implemented by extending the VmAllocationPolicy class. However, there is
no model implemented for the energy consumption of VM migration in CloudSim.
We add a MigrationPowerModel class to CloudSim, which can be extended to any
power model of the migration process. Initially, the migration power model demon-
strated in [207] was added to perform our simulations. We also add a new class
to CloudSim, i.e. VmLevelHostPowerModel, to estimate the energy consumption
of VMs on a virtualised host. We extend this class with the VM power model as
explained in Sec. 4.1.1 and which is also demonstrated on a real cloud test-bed
in [14], [147].
CloudSim does not model the resource heterogeneity and performance variations
due to CPU models and/or workload contention. However, the performance degra-
dation due to migration is already taken into account [59]. To model resource
heterogeneity and performance variations, we use several performance benchmarks
from Amazon EC2, relate them to Google workload and feed them into CloudSim.
We extend the host class with performance parameters (such as mean, standard
deviation) to model variations in workload runtimes – as described in App. A.
13https://cloud.google.com/custom-machine-types/
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Figure 4.3: Extended CloudSim class diagram [The classes shown in red, green or blue inside google and googlecluster packages are
extensions to CloudSim default classes. In util package, we extend the WorkloadModel with GoogleWorkload to read the Google
cluster data [18], the green classes in google package are the proposed allocation and migration policies while the green class in models
package is the migration energy consumption model – the VmLevelHostPowerModel is implemented inside the PowerModel class –
the blue GooglePowerVm class extends the PowerVm class to account for VMs past runtime and the blue GooglePowerHost class extends
the PowerHost class to account for host reconfiguration costs]
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Fig. 4.3 shows the UML (Unified Modelling Language) class diagram of several
extended classes of CloudSim. The classes in google package extend the CloudSim
functionality for VM allocation and migration. Similarly, the classes defined in
googlecluster package read Google data and create VMs according to their arrival
rate (time). Readers who are unaware of the basics of CloudSim, should read App.
B first to appreciate how these classes relate to each other and what they are sup-
posed to do.
4.3.2 Google Cluster Dataset
The extended WorkloadFileReader class reads every task and requests the broker
to create a VM using Alg. 14. We assume each Google cluster task is a VM, and
extract its characteristics (required resources, duration etc.) from the trace [18].
The required resources (CPU, memory), submission (request) time and runtime of
every task are known prior to VM creation. It is also possible that a user’s task
has a deadline, and it might be useful to know before launching a VM whether it is
able to finish its execution in time or not. In this case, every task request also goes
through Alg. 14, and a suitable, cheap (low price) instance type (VM) is selected
from the available pool of instance (VM) classes.
Algorithm 14 Instance type selection algorithm
Require: Instance request (R), available instance types (Instances)
Ensure: Return a suitable and cheap instance (Instancesuitable)
1: Instancesuitable← InstancesmaxCores
[ assume that the larger instance is a suitable one ]
2: price ← Price.InstancesmaxCores [ on-demand price per hour ]
3: minPrice ← Price.InstancesminCores [ on-demand price per hour ]
4: for VM in Instances
5: if VM can finish R within time (is suitable)
6: if VMprice < price
7: Instancesuitable ← VM
8: price ← Price.Instancesuitable [ on-demand price per hour ]
9: end if
10: end if
11: if Price.Instancesuitable = minPrice
12: break for;
13: end if
14: end for
15: return Instancesuitable
The Google cluster dataset is briefly explained in App. A. We wrote a Python script
to read task durations and start times from the dataset (available at GitHub)14.
Using task runtime details from Google data, we wrote the dataset as a text file
(.txt) which contains the fields shown in Table 4.1. Note that the CPU needed for
a VM is converted into the notion of MIPS (Millions of Instruction Per Second) to
create consistency with CloudSim. The WorkloadFileReader class reads the file and
14https://github.com/google/cluster-data
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sends an event for VM creation at runtime (start time). When a VM is created, the
broker class sets its termination time (finish time) and sends a VmDestroy event
when the time is reached. Note that reading large files containing millions of entries
can create problems with the JVM memory (heap) as discussed in Sec. 4.3.1. We
also use another dataset from the PlanetLab (data related to CoMon project) [208]
to validate our algorithms in Ch. 6. The PlanetLab data consists of CPU utilization
values for more than a thousand of VMs with an interval of five minutes as explained
in Sec. 6.4.2.
Field name Type Description
Start time (int) start time of the VM in seconds
CPU (int) total number of MIPS that the VM needs to execute
Memory (int) memory needed for the VM in MB
Network (int) network resources needed for the VM in MB
Finish time (int) finish time of the VM in seconds
Table 4.1: Fields in the dataset [CPU requirements are in MIPS to make it consistent
with CloudSim – for example if a VM, which has 1 GHz CPU, runs for one hour
then it needs 1000× 60× 60 = 3, 600, 000 MIPS [20]]
4.3.3 Datacenter Set-up
We consider two states of the datacenter: (i) all hosts are switched on; and (ii) idle
hosts are switched off. In respect to (i), idle hosts still consume idle power that
can be up to 60% of host’s maximum power usage. In respect to (ii), idle hosts are
switched off to save energy (idle power) using DCP (tested at five minute intervals).
The policy and framework used to switch on/off the idle hosts is described in Ch.
5 [Sec. 5.2.2]. In the latter case, as hosts needs to be switched on again when
the demand is high, performance (in terms of scheduling delay) may be affected.
Furthermore, switching on/off hosts consumes energy in terms of reconfiguration
costs [Ch. 3, Table 3.4], which also need to be taken into account when migration
of VMs changes host states (marginal migration cost).
To evaluate and compare different algorithms, it is essential to use good perfor-
mance metrics. The metrics should be able to measure the goodness of the results
produced by a certain policy. In Sec. 4.3.4, we discuss various metrics to evaluate
the performance of our VM allocation and migration policies. We also propose new
metrics such as D, ERP and H, to measure energy and performance efficiency.
4.3.4 Performance Evaluation Metrics
The metrics of interest are: the number of migrations, average number of hosts
used to run the VMs, total datacenter energy consumed, and the average VM ex-
ecution time Ravg (performance). An overall calculation of datacenter efficiency,
D [Eq. 4.25] measures the efficiency of a scheduling approach at datacenter level
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(overall) [53]. This accounts for the occupancy rate (% slots filled i.e. VM density
– Eq. 4.24), the number of hosts switched on, the number of idle hosts (idle energy
consumption), and a factor of energy efficiency Ef in respect to the efficiency of
hosts in use.
VMdensity =
VMsonHost
Hostcapacity
(4.24)
D =
[∑
hosts(VMdensity ∗ Ef )
Hostsused
+
∑
hosts(HostunUsed ∗ Ef )
HostsunUsed
]
(4.25)
The first part of the above Eq. 4.25 determines how many efficient/inefficient hosts
are utilized and to what levels they are used. The second part represents how
many efficient/inefficient hosts are idle and consume idle energy. If DCP [154] is
considered then the second part is zero as the hosts are switched off to save idle
energy consumption.
The host efficiency model presented in Sec. 4.1.1 [53], is used to calculate Ef for each
host, which represents its energy efficiency. Lower values for D represent a more
efficient datacenter with VMs running on a minimum number of most energy efficient
hosts, and hence also offers potential for hosts to be powered off. Unfortunately,
D is not relevant to the system performance, and we need other metrics such as
ERP [200] to measure performance. We use Energy Runtime Product (ERP) [Eq.
4.26 – as discussed in Ch. 4] to evaluate the performance of EPC aware migration
technique.
ERP = Energy (E)×Runtime (R) (4.26)
We assume each workload type as a single job and use its execution time (wall clock
time - R) as a proxy to denote the system performance score. Furthermore, we
use Ravg to compare different allocation and migration policies w.r.t performance.
Better performance implies being able to execute the given workload more quickly
and thus reduces costs for customers.
To assert what is best, we need a combined (single) value for the bi-objective mea-
sure of energy and performance as discussed in Sec. 4.2.2. First, we put both
numbers (energy and performance) on the same scale against the maximum (nor-
malized using min-max technique – Eq. 4.27). Then, the harmonic mean (H)
produces a single value allowing for the best to be determined [Eq. 4.28]. Lower
H is preferable, as a combination of low energy use and low runtime (high perfor-
mance). With that, interpreting results is straightforward: the smaller the H, the
better the approach.
Enorm =
E − Emin
Emax − Emin and Rnorm =
R−Rmin
Rmax −Rmin (4.27)
H =
2× Enorm ×Rnorm
Enorm +Rnorm
(4.28)
A popular metric for system energy efficiency against performance is performance
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per watt (PPW) which is used by green50015 list to rank supercomputers for energy
efficiency and performance. “PPW measures the rate of computation that can be
delivered by a computer for every watt of power consumed”. PPW is given by Eq.
4.29.
PPW =
MIPS/GFLOPS
Watt
(4.29)
where MIPS/GFLOPS16 are the computations (number of instructions) performed
and Watt is the amount of energy consumed in doing the computation. A higher
value for PPW represents better energy efficiency in performance, and hence lower
cost. A similar metric, performance to power ratio (PPR) is used in SPECpower17
benchmarks to measure the system energy efficiency against performance, based
on the system throughput (SSJ OPS). SSJ OPS is defined as total number of
workload operations (in FLOPS – here MIPS) performed in one second, given by
the following Eq. 4.30.
SSJ OPS =
Workloadoperations
Runtimetotal
(4.30)
where Runtimetotal is the total execution time of the workload operations. PPR is
given by the following Eq. 4.31.
PPR =
SSJ OPS
Powerconsumed
(4.31)
where Powerconsumed is the total amount of power (energy) consumed to execute
the total number of workload operations. PPR is almost the same metric as PPW
that represents how many computations were performed per single watt of energy.
We use PPR to measure the energy efficiency against performance and hence cost.
There are other performance metrics that also demonstrate the existing trade-off
between energy consumption and performance (hence cost). For example, Gupta
[200] proposed Energy, Response time Product (ERP), also known as the Energy
Delay Product (EDP): (i) to capture the trade-off between performance (in terms
of response time) and energy, and (ii) to compare different consolidation policies.
However, ERP does not take the VM runtime, which represents performance (hence
cost), into account.
4.4 Analysis of the proposed Algorithms
The proposed FillUp allocation policy is based on the First Fit (FF) approach that
is demonstrated to be not using more than twice bins (hosts) as used by an optimal
(OPT) solution [35]. In means that only after the bin fills with more than V2 or
if an item (VM) with a size larger than V2 arrives, the algorithm may start (use)
15https://www.top500.org/green500/
16MIPS stands for Millions of Instructions Per Second while GFLOPS means Giga Floating
Point Operations Per Second
17https://www.spec.org/power ssj2008/
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a new host. Thus, if we have H hosts, at least H - 1 hosts can be more than half
full. Now, if we consider an improved version of FF i.e. FFD (First Fit decreasing),
where hosts are sorted in decreasing order of their sizes and which is guaranteed
to be not using more than 1.22×OPT hosts. In FillUp, hosts are sorted based on
their sizes and energy consumption, hence the number of hosts used by FillUp are
given by:
1.22×OPT ≤ FillUp ≤ 2×OPT (4.32)
This also holds for the proposed migration policies, as the migration policies use
the FillUp approach to place the migrated VMs on hosts.
If a VM is allocated to a suitable host in the first iteration (i.e. the best case), the
FillUp time complexity is O(1). In the worst case, it is possible that all (n) hosts
are scanned, so, the time taken in allocation can be up to O(n). For the migration
policies this (worst case) can be up to O(mn) and O(1) in the best case; where m
is the number of VMs selected for migration.
4.5 Summary
Consolidation with migration is often claimed to increase the energy efficiency in
datacenters. Analysis of Google’s cluster data [18] shows that most tasks run only
for a short time, and allowing all possible migrations could create additional costs
in energy. In this chapter, we proposed a virtualised host efficiency model and mod-
ified the FF and BRS heuristics to investigate energy saving potential through VM
allocation policies. We also discussed a number of existing VM allocation policies.
We described two more issues (the migration cost recovery and the performance
variations due to heterogeneity of resources) in terms of consolidating the workload
(VMs) and proposed two migration policies and one VM selection policy to recover
the migration cost under the performance (and hence cost) constraints.
Variable performance of similar instances (VMs) results in a different amount of
work that these instances can complete per unit of billable time [185]. Hence,
for some fixed amount of work, variability in performance would produce different
workload execution time, and so potentially increase costs. Researchers [13], [32] are
trying to propose various strategies to exploit such performance variation in clouds
and find instances that would perform better at the same price. In this chapter,
we proposed a VM allocation and reallocation technique for improving performance
and energy (hence cost) conservation in a datacenter.
Finally, we introduced the simulation framework and discussed how we modified the
existing event driven cloud simulator “CloudSim” to perform our experiments [20].
We proposed several performance metrics to evaluate and compare different al-
location and migration policies in terms of energy consumption and performance
(runtimes). In Ch. 5, we evaluate the proposed policies using a real dataset from
one of Google’s cluster [18].

Chapter 5
Results Analysis
In this chapter, we evaluate the performance of the proposed algorithms in an event
driven cloud simulator CloudSim [20], extended as described in Ch. 4 [Sec. 4.3.1],
using real workload data from Google’s cluster [18]. The experimental methodology
was described in Ch. 4 [Sec. 4.3]. The Google dataset and the CloudSim are ex-
plained in App. A and App. B, respectively. In Sec. 5.1, we explain our simulation
set-up for our contributions – problem I (FillUp VM allocation), II (Cmcr mi-
gration technique) and III (Epc-aware consolidation with migration) as discussed
in previous chapter. Results are described and analysed in Sec. 5.2. Finally, we
summarise the chapter in Sec. 5.3.
5.1 Performance Evaluation
As explained in [53], VM allocation is a type of bin-packing problem, and these are
solved using various heuristics which may not ensure optimal results but are fast
enough to deal with large problems [39]. It is possible to consider an analogous VM
packing problem as moving from a given datacenter state to an ideal state, which
should be one using the fewest hosts. We achieve a datacenter state by implementing
scheduling heuristics (RR, R, CARLO [134], LAGO, BRS [135], MPD [136], FF,
FillUp [53], Epobf (FUP) [138] – all these were described previously in Ch.
3), with VM packing then needing energy and cost efficiency to be assured and
performance not affected. To evaluate the effect of this, we consider (i) no migration;
(ii) dynamic consolidation (all possible migrations); and (iii) Cmcr (runtime-based
migration).
The consolidation (migration) process is considered as an optimization problem
with the objective to minimize the number of hosts in use. Every 5 minute, the
optimization is performed based on the current utilization level of all VMs, in three
steps: (i) VMs selection: Every host is observed and if its current utilization is less
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than a predefined lower threshold value, for example 20%, all VMs accommodated
on this host are selected for migration. If there is more than one VM for migration,
then the proposed VM selection algorithm gives priority to the one which has been
running for longer; (ii) hosts selection: The migration policy selects a list of available
hosts to accommodate these VMs. However, to minimize the number of hosts in use,
it excludes: (a) those hosts which are not in use; and (b) hosts which are intended
to go into the idle/switched off state; and (iii) placement: The list of selected VMs
is arranged in decreasing order of their past runtime (Rpast). Finally, same initial
VM allocation policy is used to reallocate all VMs, because VM placement is a sub
problem of the migration process [59]. However, it could be of interest to service
providers to know if either a single heuristic for both placement decisions is more
efficient or if two different heuristics are more economical and energy efficient [as
described in Sec. 5.2.4]. The scheduling policies were discussed in Ch. 4.
5.1.1 Experimental Setting (Problem I & II)
We use real workload traces from Google [18] to study the feasibility of our ap-
proaches inside CloudSim [20]. The Google dataset consists of workload traces for
29 days [App. A], however for this experiment, we only consider the second day’s
workload for two reasons: (i) at the moment, it is not possible to run the whole
dataset workload due to resource unavailability; and (ii) the day 2 workload is a
representative of the whole dataset (in terms of task arrival rate and runtimes) [31].
The day 2 dataset comprises 1,083,309 tasks, and as explained in [18] a task runs in
a Linux container, its CPU requirements are measured in core seconds per second,
and the values are normalized to the maximum cores host available in the Google’s
cluster. Furthermore, the dataset also shows that there are 12,583 hosts in the
Google datacenter (cluster).
To address a cloud context, each task is simulated using a single, notional, VM that
maps to Google instance types. We assume that hosts are comparable by a single
measure which allows for performance ranking, for which we adopt CloudSim’s use
of Million of Instructions Per Second (MIPS) as a proxy; we would not endorse this
as a good performance indicator for real systems for a number of CPU architecture
and workload comparability reasons. One approach is to assign a VM as a single
core for the maximum value 1, half a core (hyperthread) for 0.5, and assume that
higher VM gearing leads to a quarter of a core for 0.25. But to address alloca-
tion more flexibly, along lines of certain cloud providers, we map CPU frequency
for the hosts given to Google Compute Engine Units (GCEUs) as: 2 GHz CPU,
1.25GB RAM, giving types A1 (0.5 GCEU), B1 (0.25 GCEU) and C1 (1 GCEU).
The GCEU then maps MIPS for consistency with CloudSim, and we assume that
every instance needs at most 1 GCEU. Memory requirements then also map to these
types, as shown in Table 5.1.
When a task is submitted, the task scheduler finds the most suitable instance type
(using Alg. 14 in Ch. 4) and the allocation policy places it on a host. The task
5.1. PERFORMANCE EVALUATION 107
CLASS INSTANCE NAME GCEUs MEMORY (GB)
A1 a1.tiny 0.5 0.03
a1.xtiny 0.5 0.06
a1.micro 0.5 0.12
a1.small 0.5 0.25
a1.medium 0.5 0.5
a1.large 0.5 0.75
a1.xlarge 0.5 0.97
B1 b1.small 0.25 0.25
C1 c1.medium 1.0 0.5
c1.large 1.0 1.0
Table 5.1: Instance types
scheduler implements a First In First Out (FIFO) mechanism to dispatch submit-
ted tasks for execution. A cluster of 12,583 heterogeneous hosts, which consists of
three different architectures and characteristics as shown in Table 5.2, is available
to execute submitted tasks/VMs. The heterogeneous hosts available in the simu-
lated datacenter are set up based on assumptions that Google had certain kinds of
commonly available machines in their datacenters in May 2011, when the trace was
captured [33].
HOST HOST SPEED NO OF NO OF MEMORY PIDLE PMAX AMOUNT
TYPE NAME (GHz) CORES GCEUs (GB) (Wh) (Wh)
A Intel Xeon E3110 3.0 2 3 4 75.2 117 4,195
B Intel Xeon X3470 2.9 4 5.75 8 41.6 113 4,194
C Intel Xeon E5540 2.5 8 10 8 67.0 218 4,194
Table 5.2: Host characteristics and number suggested to be in Google’s cluster in
May 2011 [33]
The power consumption values for these hosts are taken from SPECpower1 bench-
marks [209]. The tasks are submitted according to arrivals in the Google dataset.
When VMs terminate, slots are made available to the scheduler and are also avail-
able for migrations. The migration policy regularly/periodically (every 5 minute)
checks all host utilizations, and if a host utilization level goes below a predefined
lower threshold value, e.g. 20%, VMs can be migrated to other hosts to consolidate
the current demand on fewer hosts to save energy. In principle, if host utilization
exceeds a predefined upper threshold value i.e. 80%, some VMs are migrated from
the overloaded host to less utilized hosts to avoid SLA violations. We assume, here,
that sensible ways of addressing VM density do not lead to overloading. A migra-
tion decision is based only on the lower utilization threshold value, current state of
the datacenter (consolidation opportunities), and scheduling techniques. If several
VMs are selected for migration, the list is sorted in decreasing order of their past
runtimes (i.e. VM selection policy), and migrated in order until all VMs in the
list are migrated. For the sake of simulation, migration duration is computed by
dividing the VM memory size by network bandwidth (set at 1Gbps). If disk size
is taken into account, then migration time can be calculated by dividing the VM
memory plus disk size by the available bandwidth [using Eq. 3.5]. We assume that
1https://www.spec.org/power ssj2008/
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half bandwidth is available for migrations and the other half is reserved for VMs
communication [59]. Furthermore, the VM resides on shared storage and we do not
take the disk size into account. The migration energy overhead and host efficiency
factor is calculated using the models discussed in Ch. 4.
Experimental Results
For problem I and II, the simulated infrastructure is composed of 12,583 hosts with
configuration shown in Table 5.2. In our first experiment (Sec. 5.2.1) and DCP (Sec.
5.2.2 - Case-II), we consider only the second day’s workload from Google data. In
the extended results (Sec. 5.2.2 - Case-I), we use the whole 29 day workload. Every 5
minute, the migration policy checks for consolidation opportunities, and selects VMs
suitable for migration according to the migration policy. For example, Cmcr looks
to migrate VMs running for longer times from a list of migration possibilities. Each
experiment was performed with five different values for past VM runtime (Rpast)
given in hours [0, 0.5, 1, 2, and 4], where 0 means migrate all, 0.5 means migrate
only those VMs which are running for 30 minutes or longer, 1 means running for
1 hour, and so on. Cmcr migrates VMs if the target host is more energy efficient
than the source host.
5.1.2 Experimental Setting (Problem III)
In our 3rd research problem, which is related to performance, we study the energy
usage and performance variations of VMs for different kinds of workload. In or-
der to study the impact of different scheduling techniques, we extend the studies
in [13], [40] for different benchmark workloads, and map the Google data to real
performance benchmarks. This mapping allows us to use performance statistics in
our simulations from a real cloud provider i.e. Amazon EC2 – as such information
is not available in Google data.
Relating Google data to Benchmarks
In [13], [34], [40], the authors investigated the performance of different instance
types (e.g. m1.small and second generation instances) in AWS EC2 (Elastic Com-
pute Cloud). The authors demonstrated that similar instances running similar or
different kinds of workload (Bzip2, Povray, Namd and Stream) perform differ-
ently depending on the CPU model hosting the instance. A specific CPU model
may perform best for one type of workload, but worst for another. In App. A [Sec.
A.2] we demonstrate that hosts in Google cluster perform differently for different
kinds of workload (task priorities). Those results and the parameters to represent
performance variation of different CPU models were obtained using assumptions
(task priorities – workload types, task runtimes – performance variations) based
on the Google cluster dataset [18]. For example, we assumed that the tasks which
belong to priority 0, 2 and 9 represent three kinds of workload Gratis (0), Batch
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(2) and Production (9), respectively [readers are recommended to read App. A].
However, this does not really represent workload dependent performance of hosts
in real cloud datacenters. It might be more practical if: (i) we are able to create
a mapping between the data from the Google dataset and those benchmark results
which are demonstrated in [13], [34], [40]; and (ii) we then use the real benchmark
values to represent host performance.
Figure 5.1: Mapping of Google Gratis (0) and Batch (2) to real benchmarks
Povray, and Namd [13] – both Google data and benchmarks are presented on the
same scale for best mapping using the peaks
Given knowledge of benchmark runtimes from [13], [34] and [40], we can investigate
how to relate and map this with Google data to determine whether the duration
multiples implied from Google cluster data are consistent with such findings. How-
ever, the data presented in [13], [34] is not sufficient for mapping it to Google data.
Therefore, we used Monte-Carlo simulations to generate more data using the pre-
sented parameters. After simulating the runtimes using the given parameters for
different types of workload in [13], [34] and [40], we map it to the Google cluster
data on the same scale. Based on similarities between the distributions in terms of
the mean (µ) and the standard deviation (σ) of both data (real benchmarks and
Google data) as shown in Fig. 5.2, we are able to create a mapping between the
Gratis (0) workload and the Povray benchmark workload running on m1.small
instances backed by three different CPU models: E5430, E5-2650 and E5645. The
Batch (2) workload can be mapped to Bzip2 benchmark workload which runs on
second generation standard instances (including m3.xlarge and m3.2xlarge) over a
single CPU model i.e. E5-2670. However, this means that the Batch (2) workload
[Bzip2 benchmark] does not overlap with E5-2670 CPU model, which does not re-
ally represents performance variations. If we consider overlapping histograms, then
the Batch (2) workload can be mapped to the Namd benchmark workload running
general purpose m1 class spot instances on 5 different CPU models i.e. E5-2651,
E5-2650, E5645, E5430 and E5507.
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Figure 5.2: Mapping of Google Production (9) workload to real benchmarks
Stream [13] – both Google data and benchmarks are presented on the same scale
for best mapping using the peaks
For the Production (9) workload, which is mapped2 to 5 different CPU models,
we assume the Stream workload throughput (data copied in MB/s) as a proxy of
instance runtime; and the order of hosts performance is adjusted to MB/s. As lower
MB/s means longer runtime to transfer data, therefore the graph in Fig. 5.5 would
be interpreted with the best performance from right to left. The Production (9)
workload is similar to Stream benchmark workload which runs for longer durations
on m1.small instances over four different CPU models: E5430, E5507, E5645 and
E5-2650. Different CPU models for each workload mapped to the real workload
benchmarks (as explained in [13], [34], [40], [185]) are shown in Fig. 5.3, Fig. 5.4
and Fig. 5.5. Note that the CPU models mentioned above are in decreasing order
of their performance for various workloads i.e. the first one performs better than
the second, second one performs better than the third and so on. By mapping these
workloads to CPU models, we are able to suggest a preference ordering in terms of
performance and performance improvement through migration: a workload landing
on an E5-2650 will be best for Namd, but not as good as E5430 for Povray, which
would itself be worse for Namd.
The parameters of runtime distribution for these workloads on these CPU models
are extracted from [13], [34] and are described in Table 5.3. The distribution of each
type of Google workload is divided to form a multi-modal (lognormal) distribution
in such a way (based on the VMs runtime) that it can be closely mapped to the
benchmarks. The µ and σ of real benchmark workloads are closely related to the
µ and σ of Google cluster data. The Coefficient of Variation (CoV ) of each host
is calculated with CoV = σµ , to represent the host performance variations as given
in [13], [40].
2we assume the number of peaks/distributions as the number of CPU models - the minimum
(min), maximum (max), µ and σ of each distribution represents the variations in performance – we
select the min and max in such a way that both distributions (Google data and real benchmarks)
are similar and closer to each other as shown in Table 5.3
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Figure 5.3: Google data mapping to real benchmark workload Gratis (0) –
Povray [E5430 implied as ‘best’ and E5645 as ‘worst’ for Gratis (0) – to dis-
tinguish among the distribution of each CPU model, refer to Table 5.3]
Figure 5.4: Google data mapping to real benchmark workload Batch (2) – Namd
[E5-2651, E5-2650 implied as ‘best’ and E5450 nearly ‘worst’ for Batch (2) – to
distinguish among the distribution of each CPU model, refer to Table 5.3]
In Table 5.3, P is the log value (as lognormal is equivalent to normal distribution
over log values) of VMs runtime in Google cluster data, that gives an opportunity
to distribute the workload among different types of hosts – to represent perfor-
mance variations. Certainly, there could be other appropriate ways to identify the
number of peaks and to divide the runtime distributions (to represent variations
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Figure 5.5: Google data mapping to real benchmark workload Production (9) –
Stream [E5-2650 implied as ‘best’ and E5430 ‘worst’ for Production (9) – to
distinguish among the distribution of each CPU model, refer to Table 5.3]
Workload Bench CPU Real benchmarks Google data
mark Model (µ) (σ) Min Max CoV (µ) (σ) Min Max CoV P
Gratis (0) Povray E5430 439 11 421 467 0.025 438.06 9.42 421 467 0.022 P < 7.65
E5-2650 468 12 451 500 0.026 473.87 11.93 451 500 0.025 9.75 > P ≥ 7.65
E5645 507 10 490 535 0.02 498.55 10.44 490 535 0.021 P ≥ 9.75
Batch (2) Namd E5-2651 1,994 41.9 1,952 2,036 0.021 1,991 39.51 1,800 2,040 0.02 P < 3.8
E5-2650 2,007 28.5 1,978 2,036 0.014 1,963.4 28.41 1,900 2,015 0.015 7.5 > P ≥ 3.8
E5645 2,043 96.4 1,946 2,140 0.047 1,931.4 93.43 1,800 2,170 0.048 9 > P ≥ 7.5
E5430 2,160 20.7 2,135 2,189 0.01 2,103.6 22.1 2,080 2,150 0.011 10.5 > P ≥ 9
E5507 2,187 18.1 2,162 2,217 0.008 2,191.8 15.69 2,150 2,200 0.007 P ≥ 10.5
Production Stream E5430 1,446 66 1,328 1,572 0.045 1,404.4 44.33 1,328 1,572 0.032 P < 5
(9) E5507 2,348 104 2,078 2,448 0.044 2,346.7 107.21 2,078 2,448 0.046 6.3 > P ≥ 5
E5645 3,395 287 2,995 4,008 0.085 3,388.7 238.22 2,995 4,008 0.07 11 > P ≥ 6.3
E5-2650 5,294 191 4,935 5,860 0.036 5,294.5 197.52 4,935 5,860 0.037 P ≥ 11
Table 5.3: Different benchmarks runtime parameters for lognormal distribution –
using different CPU models [13], [34]
in performance) such as the idea of modal value – mvalue3 which is compared to
a predefined threshold. However, to make it simple, we use visualization and rely
on the division points (P ), µ and σ as shown in Table 5.3 for data mapping and
integration. Note that the Guassian mixture model is used to find the number of
architectures as shown in Fig. A.2, Fig. A.3 and Fig. A.4 [App. A – Google cluster
dataset]. Based on the number of visible peaks, we choose values for P in such a
way that the difference between µ and σ between the datasets (real benchmarks and
Google data) is small: the smaller the differences, the more accurate mapping will
be. Based on the above mapping, we are able to determine the ‘best’ and ‘worst’
performing CPU model for each kind of workload as shown in Table 5.4. The two
CPU models, E5430 and E5-2650 performs differently for different kinds of work-
load. For example, E5430 is the best performing host for Gratis (0) workload, but
3http://www.brendangregg.com/FrequencyTrails/modes.html
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is a worse performing host for Batch (2), and is worst for the Production (9)
workload.
Gratis (0) Batch (2) Production (9)
Best E5430 E5-2650/E5-2651 E5-2650
Worst E5-2650/E5645 E5430/E5507 E5430
Table 5.4: Best and worst performing CPU models for three kinds of workload [for
all workloads, the two CPU models, E5430 and E5-2650 are shown in bold]
A cluster (simulated) of 12,583 heterogeneous hosts, which consists of different types
of architecture (varying performance) and hardware specifications – as shown in Ta-
ble 5.5 - is available to execute three different types of benchmark workload. These
hosts are subdivided by architecture based on the workload type they execute as
mentioned in Table 5.3. The simulated hosts are configured based on assumptions
that Google had certain kinds of commonly available machines in their infrastruc-
ture cloud that relate to Amazon EC2 (machines) when the experiments in [13], [34]
and [40] were performed. The hardware specification and energy consumption val-
ues for these hosts are taken from SPECpower4 benchmarks. The hosts are created
based on decreasing order of their performance. For example, if there are three hosts
(with different platforms) of a single type, then the first one performs better than
the second; second performs better than the third; and so on. We are aware that
such an order would essentially affect the results (in terms of energy consumption
and workload performance), which are discussed in Sec. 5.2.4.
CPU SPEED NO OF NO OF MEMORY PIDLE PMAX AMOUNT
MODEL (MHz) CORES ECUs (GB) (Wh) (Wh)
E5430 2,830 8 22.4 16 166 265
E5507 2,533 8 20 8 67 218
E5645 2,400 12 28.8 16 63.1 200 12,583
E5-2650 2,000 16 32 24 52.9 215
E5-2651 1,800 12 21.6 32 57.5 178
E5-2670 2,600 16 41.6 24 54.1 243
Table 5.5: Host characteristics for Amazon’s cloud [13]
Our simulation consists of six types from Amazon’s instance classes as shown in
Table 5.6. These are ranked (in terms of performance and resource requirements)
according to Amazon’s description of their VM performance rating – ECU (EC2
Compute Unit), which is described as: “equivalent CPU capacity of a 1.0-1.2 GHz
2007 Opteron or 2007 Xeon processor”; its performance variation is about 20% (1.0
– 1.2 GHz) [188]. The ECU rating is per core, so the total rating is given by the
number of cores multiplied by ECU rating [34]. These are arranged in increasing
order of memory size (as shown in Table 5.6), which makes it possible to provision
sufficient resources requested by the user with instance selection algorithm – Alg.
14 [Ch. 4]. Such a set-up decreases the user cost and increases the availability of
4https://www.spec.org/power ssj2008/
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resources for sudden increases in demand.
To address allocation more flexibly, along lines of certain cloud providers, we map
CPU frequency for the hosts given to Amazon’s ECUs as: 1 GHz CPU, 1.7GB
RAM, giving different types of instances5. The ECU then maps MIPS for consis-
tency with CloudSim (Table 5.6), and we assume that every instance needs at least
1 ECU and 1 vCPU (core), as shown in Table 5.6. The speed of each instance (in
terms of MIPS) is the product of number of ECUs (1 ECU = 1GHz) and vCPUs
(cores). For example, the speed of a m3.medium instance in Table 5.6 is 3 (ECUs)
× 1 (vCPU) = 3 (GHz).
Instance No of No of Speed Memory Storage Reserved price (1 yr)
type vCPUs ECUs (MHz) (GB) (GB) ($/hour US East - N. Virginia)
t2.nano 1 1 1,000 0.5 1 0.006
t1.micro 1 1 1,000 0.613 1 0.02
t2.micro 1 1 1,000 1 1 0.013
m1.small 1 1 1,000 1.7 160 0.044
m1.medium 1 2 2,000 3.75 410 0.087
m3.medium 1 3 3,000 3.75 4 0.067
Table 5.6: Amazon different instance types
Different allocation policies combined with different migration approaches as de-
scribed in Sec. 5.1 are used to study the effects (trade-off) of energy and per-
formance (hence cost) when different types of workload are taken into account.
However, for Epc-aware migration, we consider two additional migration policies:
(i) Perf - migrate for performance only; and (ii) Perf+Cmcr - migrate relatively
long-running VMs to most efficient hosts if and only if better performance is guaran-
teed. We use simple prices for VMs only to demonstrate the effects of performance
variations. Note that we do not focus on the costs related to VMs provisioning nor
propose a price model such as on-demand or reserved. Therefore, we use Amazon’s
prices for each VM type based on the reserved prices i.e. for one year with no
upfront in US East region (N. Virginia)5 as of September 2016; given in dollars per
hour – as shown in Table 5.6.
Experimental Results
For problem III, the simulated infrastructure is composed of 12,583 hosts with con-
figuration shown in Table 5.5. We run the simulation with three types of workload
(Gratis (0) – Povray, Batch (2) – Namd, Production (9) – Stream) mapped
from the Google trace. The hosts are heterogeneous, and one consequence of this is
that the workload could run faster or slower on a different host. Every 5 minute, the
migration policy checks for consolidation opportunities, and selects VMs suitable
for migration according to the migration policy. For example, Cmcr looks to mi-
grate VMs running for longer durations from a list of migration possibilities. Each
experiment was performed with five different values for past VM runtime (Rpast)
given in minutes [0, 15, 30, 45, and 60], where 0 means migrate all, 15 means mi-
5http://www.ec2instances.info
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grate only those VMs which are running for 15 minutes or longer, 30 means running
for 30 minutes, and so on. We choose these values smaller than the values used in
previous experiment [Sec. 5.1.1] because majority of tasks in Batch (2) workload
run for short durations. Cmcr migrates VMs if the target host is more energy
efficient than the source host. However, this ignores performance, and so we add a
performance aware migration approach (Perf) to migrate VMs to target hosts only
if this will guarantee better (or at-least maintained) performance. Perf+Cmcr ap-
proach then ensures that only relatively long-running VMs are migrated to energy
and performance efficient hosts.
Performance Evaluation Metrics:
To evaluate and compare the performance of different allocation and migration
policies, we use various metrics such as D, ERP and H as described in Ch. 4 [Sec.
4.3.4]. Note that we use two approaches to measure the energy consumption of
the simulated datacenter: (i) average usage per hour (kWh); and (ii) total usage
(KW/MW) – energy consumed for the whole duration of the experiment.
5.2 Results of the proposed Allocation and Migration
Techniques
In Sec. 5.2.1, we discuss the results for a single day of Google cluster dataset (tasks
run for approximately four days). In Sec. 5.2.2, results are demonstrated for the
whole (29 days) dataset (tasks in each day dataset may run up to 29 days). In the
latter part of Sec. 5.2.2, DCP (switch on/off idle resources according to demand)
is evaluated while taking into account the resource reconfiguration and marginal
migration costs as discussed in Ch. 3 [Table 3.4]. Sec. 5.2.3 describes results for
the Epc-aware migration approach.
5.2.1 Problem I & II (FILLUP and CMCR)
Fig. 5.6 presents the results obtained from running the Google cluster tasks sub-
mitted on day 2 using different scheduling heuristics. The results show that efficient
scheduling techniques would be more energy efficient (hence economical) than dy-
namic consolidation techniques, particularly, if the migration cost and its recovery
is not taken into account. For example, without migration a 1.72% decrease in en-
ergy consumption was achieved using FU instead of RR. But using FU, only 0.06%
decrease in energy consumption was achieved with dynamic consolidation, because
FU does the work in scheduling and so there is little to do in consolidation. The
metric D shows an average decrease of 1.65% in energy consumption for FU com-
pared to R scheduler. Similarly, for Cmcr, FU is approximately 0.55% more cost
efficient as compared to FF scheduler. We also note that no migration can be more
116 CHAPTER 5. RESULTS ANALYSIS
energy efficient (hence economical) than the dynamic consolidation (as shown in
Fig. 5.6 using MPD). Note that using MPD, Cmcr is more energy efficient than
no migration and migrate all approach. Cmcr beats both techniques as it allocate
VMs to the most efficient hosts first, minimizes the total number of migrations
(runtime-based migration) possible, and increases the probability that a VM recov-
ers its migration cost.
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Figure 5.6: Total power consumption (left) and number of migrations (right) for
Google trace day 2 when different allocation techniques are combined with different
migration approaches – tasks in the trace run for approximately four days [the
smaller values are better]
Table 5.7 shows the mean number of hosts in use, and datacenter utilization, mea-
sured in 5 minute intervals. For all allocation policies, Cmcr reduces the total
number of migrations and migration energy in comparison to migrate all approach.
The D value (Ch. 4, Sec. 4.3.4) shows that in terms of scheduling, FU is effec-
tive in using a minimum number of most efficient hosts: FU did not allocate VMs
to host type A which has larger idle power consumption and is less energy effi-
cient compared to types B and C. As MPD is an off-line heuristic, higher D values
confirm inability to address online problems. For each scheduling approach, cost
savings are compared to a baseline no-migration policy. Cmcr reduces the number
of hosts in use, with a reduced number of migrations in comparison to migrate all.
The runtime of VMs migrated depends on the scheduling heuristics. RR scheduler
equally distributes VMs among the available hosts, keeping all the hosts active and
less-utilized most of the time – creating more consolidation opportunities. Simi-
larly, R scheduler selects a host for VM placement randomly, which also results in
more energy consumption and increased number of migrations – as all hosts are
switched on but less utilized. The optimal value for these two algorithms is always
achieved with dynamic consolidation, i.e past runtime ≥ 0 minutes. BRS and MPD
give minimum power consumption results by migrating VMs with past runtime ≥ 2
hours. The most efficient heuristics, FF and FillUp – FU, produce optimal results
by migrating VMs with past runtime ≥ 4 hours.
The data and migration statistics in Table 5.8, show that combining Cmcr and
FU means only 1.08% of VMs are migratable and 99.62% of these were able to
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Scheduling Consolidation Total hosts used Avg used Datacenter D Cost
approach technique A B C hosts Util (%) (kWh) savings (%)
No migration 4,195 4,194 3,653 3,078 24.04 870.7 0
RR Dynamic 4,195 4,194 2,763 2,234 46.53 859.64 1.27
Cmcr 4,195 4,194 2,763 2,234 46.53 859.64 1.27
No migration 4,195 4,194 3,861 3,007 24.75 870.14 0
RANDOM Dynamic 4,195 4,194 3,711 2,152 48.36 860.95 1.06
Cmcr 4,195 4,194 3,711 2,152 48.36 860.95 1.06
No migration 2,664 2,662 2,667 1,141 48.69 861.58 0
BRS Dynamic 2,501 2,888 2,632 1,092 68.69 860.41 0.14
Cmcr 2,613 2,843 2,652 1,103 62.52 859.82 0.2
No migration 4,195 4,194 1,914 2,416 28.33 858.17 0
MPD Dynamic 4,195 4,194 2,226 1,975 34.14 861.08 -0.34
Cmcr 4,195 4,194 2,843 2,270 30.4 856.68 0.17
No migration 2,665 2,664 2,666 1,214 51.5 860.45 0
FF Dynamic 2,623 2,788 2,621 1,230 56.77 859.85 0.07
Cmcr 2,658 2,699 2,657 1,177 60.96 859.4 0.12
No migration 0 4,194 2,700 1,173 46.42 855.75 0
FU Dynamic 0 4,194 2,700 1,094 70.12 855.26 0.06
Cmcr 0 4,194 2,700 1,111 68.8 855.19 0.07
Table 5.7: Experimental mean results for different approaches (5 minute intervals)
[the ‘best’ values are shown in boldface and the cost savings (%) for each allocation
policy are obtained w.r.t no migration approach]
recover their migration cost. For FU with dynamic consolidation, 2.77% VMs were
migrated with 99.2% recovering migration cost. The migration statistics given in
Table 5.8, also consists of multiple entries for VMs that were migrated multiple
times during their lifetime. If we now assume a PUE [128] of 1.26 and energy cost
of $0.08kWh7, dynamic consolidation would save $47.38 per hour for this cluster (a
little over $1,137.06 per day) in comparison to a no-migration approach. Using the
above assumptions, Cmcr would further save $18.85 per hour compared to dynamic
consolidation. Hence, Cmcr makes total savings of $66.23 per hour (almost $1,589
per day) as compared to a no-migration approach. Over a year, this suggests a sav-
ing of some $0.58m annually, which compares favourably to a maximum projected
usage of the same 12,583 hosts cluster of $1.58m/year. This means a saving of one
third of total running costs.
Scheduling RR R BRS MPD FF FU
approach dc cmcr dc cmcr dc cmcr dc cmcr dc cmcr dc cmcr
Migratable 33.49 33.49 29.48 29.48 8.57 2.25 6.96 2.85 11.07 1.24 2.77 1.08
VMs (%)
VMs recovered 98.87 98.87 98.57 98.57 98.52 99.66 98.76 99.56 98.4 99.58 99.2 99.62
Costm (%)
Table 5.8: Cost recovery with Dynamic Consolidation (DC) and Cmcr [for first
row, minimum is ‘best’ and for second row, maximum is ‘best’]
We observed for MPD in Table 5.7 that energy efficient allocation is more eco-
nomical than dynamic consolidation, and to investigate this further, we run an-
other experiment. For 548,584 tasks submitted on the first day of Google trace [18],
with the same simulation, we see (as expected) that no-migration technique would
be more economical than dynamic consolidation if efficient VM scheduling heuristic
6facilities are already exceeding this PUE and there is no doubt that it is achievable
7based on commercial electricity average price in West South Central, US during February 2016
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such as FillUp is used. Thus, we observed consistency to our first experiment using
the same allocation and migration techniques. Also, we see that Cmcr is more en-
ergy efficient (hence economical) than migrate all approach. Therefore, the finding
that migrating relatively long-running VMs to more energy efficient hosts
to recover their migration cost, is more economical and energy efficient
is consistent.
5.2.2 Problem I & II (Extended Results)
We investigate whether the above findings (in boldface sentences) would be consis-
tent over time by evaluating and using the whole Google trace (28 further days).
In the first part of this section [Case-I], we run the experiments using similar sim-
ulation set-up and parameters as for the above experiment. However, we divide
the whole dataset into 29 parts, and it is possible that tasks in each part could
run up to 29 days. Therefore, it is expected that the total energy consumption
would vary w.r.t task (VM) runtimes. We also consider marginal migration cost
Cm = 0 in the migration model as explained in Ch. 4. In the second part of this
section [Case-II], we extend the above work to account for: (i) heterogeneous hosts
that cause variability in runtimes for given workload; (ii) switch off the idle hosts
in order to save idle power consumption; (iii) the effect of marginal energy costs
involved with switching on/off the idle hosts (reconfiguration costs); and (iv) the
effect of marginal migration cost (Cm ∈ [14.3, 60.0, 110.0]) as described in Table
3.4 [Ch. 3]. To make sure that there are enough hosts available to accommodate
the expected resource demand, a predictor is needed. We use a simple resource
prediction technique (weighted moving average) to estimate the number of hosts
that would be needed in the next round of consolidation (five minute intervals).
Dynamic Capacity Provision/Plan (DCP) [157] is a technique to adjust the number
of active hosts (switch on/off) to minimize datacenter energy consumption, if possi-
ble. However, it reduces service capacity that may lead to scheduling delays – which
affect the users’ SLA if an application needs immediate scale-up to accommodate
a surge in resource demand. We will study the effect of migration decisions, user
SLAs in terms of scheduling delay, and the amount of energy that can be saved in
such scenarios.
Case – I (Hosts remain switched on)
We run the above experiment for the whole 29 days Google trace [18], that comprises
20,071,2008 tasks with average arrival rate of 8.01 tasks per second and terminations
at 7.53 tasks per second [App. A]. A Google researcher [48] states that it is unreal-
istic and even impossible to switch off the idle hosts in their clusters [as discussed
in Ch. 3]. Hence, similar to the above experiment, we consider that idle hosts are
switched on and consume idle energy. Furthermore, the experimental set-up for
8these tasks terminated properly and the other tasks have either failed or did not finished
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this experiment is the same as for the above. Fig. 5.7 presents results obtained
from running the Google cluster’s tasks using different scheduling heuristics. Due
to the large amount of tasks and the data produced, we divided the trace into 29
parts, and executed each day’s workload until all submitted tasks are finished. The
results confirm that efficient scheduling techniques would be more economical than
consolidation techniques. For example, without migration a 53.63% decrease in en-
ergy consumption was achieved using FU instead of RR. But using FU, only 2.82%
decrease in energy consumption was achieved with dynamic consolidation. Using
consolidation with migrate all approach, FU is 31.72% more energy efficient than
RR which minimizes 94.89% of the migrations. The proposed Cmcr technique is
0.09% – 0.93% more energy efficient as compared to simple consolidation technique
and also minimizes up to 26.22% – 79.98% migrations for all allocation policies ex-
cept RR and R. Table 5.9 shows the mean number of hosts in use and datacenter
utilization, measured at 5 minute intervals. Furthermore, the mean and standard
deviation of all results are illustrated in Table 5.10.
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Figure 5.7: Total power consumption and number of migrations for 29 days Google
trace [minimum values are better – results are shown as sum of 29 days instead of
average per hour]8
For all allocation policies except RR and R, Cmcr reduces the total number of mi-
grations and hence migration energy. The D value shows that in terms of scheduling,
FU is more effective and energy efficient. It also validates the statement that mi-
grate all approach (for RR, BRS and FF) is less energy efficient than no migration
technique. Our proposed approach is more energy efficient than both no migration
and migrate all techniques9.
The data and migration statistics produced in Table 5.11 show that combining
Cmcr and FU means only 1.26% of VMs are migratable and 99.21% of those
migrated were able to recover their migration cost. For FU with dynamic con-
9Fig. 5.7 – these experiments were performed with 29 datasets and each dataset has VMs that
may run up to 29 days (maximum length of Google cluster data), results shown are sum of all –
due to high demand on day 9, 10, 11, 19, 23, 25 and 27 we increased the number of hosts from
12,583 to 18,583
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Scheduling approach Consolidation technique Avg used Datacenter D (kWh) Cost
hosts Util (%) savings (%)
No migration 5,541 27.02 1,678.94 0
RR Dynamic 3,470 48.37 1,176.14 34.0
Cmcr 3,444 48.52 1,176.14 34.0
No migration 5,153 27.04 1,610.61 0
RANDOM Dynamic 3,393 48.7 1,176.9 30.75
Cmcr 3,393 48.7 1,176.9 30.75
No migration 1,997 60.18 1,003.47 0
BRS Dynamic 1,918 68.77 955.03 6.03
Cmcr 1,892 69.36 952.36 6.36
No migration 4,293 31.51 1,295.61 0
MPD Dynamic 3,581 36.49 1,146.79 13.58
Cmcr 3,594 36.57 1,145.17 13.73
No migration 2,017 62.34 995.74 0
FF Dynamic 2,055 64.75 979.99 1.98
Cmcr 2,006 66.9 970.95 3.12
No migration 2,017 57.91 885.82 0
FU Dynamic 2,055 68.91 866.48 2.82
Cmcr 1,928 69.61 865.64 2.95
Table 5.9: Experimental mean results for different approaches (5 minute intervals)
[the ‘best’ values are shown in boldface and the cost savings (%) for each allocation
policy are obtained w.r.t no migration approach – D is the average for all 29 days
in kWh]
Scheduling Migration Energy Consumption (MW/month) Number of migrations (103)
approach technique Min Max Mean Std Dev Min Max Mean Std Dev
No migration 12.473 90.295 37.52 20.794 - - - -
RR Migrate all 8.0 58.039 24.564 13.371 94.53 360.194 249.607 77.313
Cmcr 8.0 58.039 24.095 11.443 20.796 360.194 250.723 74.047
No migration 11.471 85.468 36.042 19.562 - - - -
R Migrate all 7.936 57.551 24.57 13.379 80.043 320.214 205.845 65.877
Cmcr 7.936 57.551 24.326 11.449 80.043 320.214 205.845 65.877
No migration 4.616 50.98 19.19 12.379 - - - -
BRS Migrate all 7.087 63.165 23.426 14.034 20.803 104.645 57.36 24.503
Cmcr 4.554 46.63 17.432 10.194 2.068 92.099 26.886 19.985
No migration 7.145 87.309 26.811 18.406 - - - -
MPD Migrate all 7.087 63.165 23.426 14.034 0.295 161.19 54.727 43.557
Cmcr 7.087 62.734 22.591 12.285 0.255 161.19 56.603 37.952
No migration 4.639 50.524 19.084 12.331 - - - -
FF Migrate all 4.753 51.162 18.222 12.083 26.873 125.324 71.192 30.976
Cmcr 4.598 47.483 17.61 10.372 2.533 61.128 20.766 16.139
No migration 3.893 45.422 16.118 10.873 - - - -
FU Migrate all 3.853 44.297 15.486 10.597 1.314 26.519 10.843 7.323
Cmcr 3.853 44.043 15.182 9.441 1.314 14.93 5.533 3.738
Table 5.10: Results for different approaches for 29 days Google trace in terms of
energy consumption and migrations [the ‘best’ values are shown in boldface and
mean values (columns) are coloured “cyan” – energy is the total amount consumed
during 29 days (sum) using all 29 days datasets – see footnote [8] on previous page]
solidation, 2.16% VMs were migrated with 99.1% recovering migration cost. The
migration statistics given in Table 5.11, also include multiple entries for VMs that
were migrated multiple times during their lifetime. If we assumed a PUE [128] of
1.210 and energy cost of $0.08kWh11, dynamic consolidation would save $57.8 per
hour for this cluster (a little over $1,387 per day) in comparison to a no-migration
approach. Using these assumptions, Cmcr would further save $1.04 per hour com-
pared to dynamic consolidation. Hence, Cmcr makes total savings of $58.84 per
10facilities are already exceeding this PUE and there is no doubt that it is achievable
11based on commercial electricity average price in West South Central, US during February 2016
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hour (almost $1,411 per day) as compared to a no-migration approach. Over a
year, this suggests a saving of some $0.52m annually, which compares favourably
to a maximum projected usage of the same 12,583 hosts cluster of $1.58m/year.
This means a saving of one third of total running costs. Compared to our previous
results published just for a single day [53], the whole 29 day trace results are similar
– reduced savings with reduced average arrival and termination rate of the tasks as
compared to day 2. Therefore, we suggest that the finding “migrating relatively
long-running VMs is more energy efficient and economical than migrate
all approach” is accurate, and our results for all 29 days Google dataset are largely
consistent with our previous results (day 2 Google data).
Scheduling RR R BRS MPD FF FU
approach DC Cmcr DC Cmcr DC Cmcr DC Cmcr DC Cmcr DC Cmcr
Migratable 42.32 42.32 36.5 36.5 10.54 6.29 11.07 8.17 13.64 2.73 2.16 1.26
VMs (%)
VMs recovered 99.13 99.13 98.97 98.97 98.89 99.26 99.34 99.68 98.92 99.12 99.1 99.21
Costm (%)
Table 5.11: Cost recovery with Dynamic Consolidation (DC) and Cmcr [for first
row, minimum is ‘best’ and for second row, maximum is ‘best’]
In Fig. 5.8, the box plot shows that three scheduling policies, BRS, FF and FU,
produce optimal results by migrating relatively long-running VMs that run for 1
hour or longer (median value – the red line in each box). RR and R always pro-
duce optimal results by migrating more VMs due to their disperse nature in VM
placement. Using the values in Fig. 5.8, a simple prediction technique can be ap-
plied to estimate runtimes for migrating VMs in order to decide efficient migrations
such that VMs are able to recover their migration cost and subsequently run more
efficiently to save energy. For example, FF approach could produce optimal results
on 30th day of Google cluster, by migrating VMs that run for 2 hours or longer
(predicted value for Rpast using simple regression technique).
From these simulations and the data produced, we find that using efficient schedul-
ing and migrating relatively long-running VMs (∼2 hours or longer in case of FF
and FU) to more energy efficient hosts to recover their migration cost, is more eco-
nomical and energy efficient. The results presented in Fig. 5.8, are achieved based
on five different runtime values (in hours) i.e. [Rpast ∈ 0, 0.5, 1, 2, 4 – Sec. 5.1.1],
which may not accurately differentiate between short and long-running VMs dura-
tion due to 30 minutes gap. It is possible that FF and FU produce efficient results
by migrating VMs running for 105 minutes or longer. Such an evaluation requires
efforts and extensive simulations which were not possible due to time and resource
constraints. However, we evaluated the day 2 Google data on 17 different runtime
values (in hours) i.e. [Rpast ∈ 0, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5, 2.75,
3, 3.25, 3.5, 3.75, 4] for each experiment and found that the results (Rpast = 2)
are largely consistent with our previous findings. Based on these experiments and
statistical analysis, we can say that relatively long-running VMs are those
that run for 2 hours or longer.
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Figure 5.8: Runtime durations (Rpast) for Cmcr technique when combined with
different approaches to allocation in 29 days Google trace [for FF and FU, relatively
long-running VMs are those that run for 2 hours or longer – Rpast ∈ {0, 0.5, 1, 2,
4} hour(s)]
Case – II (DCP)
In the above experiments, unused hosts are not switched off, so still consume idle
energy. From the descriptions in Ch. 3, it seems to be a perfectly acceptable
solution to shut down all unused hosts and thus minimize the energy consumption.
We propose a model to capture a practical approach for switching on/off the idle
hosts (based on current resource demand) and migrate VMs such that the datacenter
reconfiguration costs (the energy cost and set-up delay incurred when power cycling
hosts to dynamically adjust the resources to current demand), the expected level of
performance, and SLAs, are considered [210]. For the sake of simulations, we assume
SLA violation in terms of task scheduling delay (Table 3.4) that corresponds to the
task scheduling delays in Google cluster trace [139], [210]. The following capabilities
were added to simulations for switching on/off idle hosts (DCP).
1. Hosts reconfiguration cost [the energy consumed and the delay (time) needed
to change the hosts states – as described in Ch. 3, Table 3.4]
2. VM migration model with marginal migration cost [the energy consumed when
a host state is changed due to migration]
3. A predictor that can be used to estimate the number of hosts needed or that
would be spare in next consolidation round [five minute intervals]
4. A configurer which is responsible to switch on or switch off the number of
hosts as estimated by the predictor
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We assume that a host in idle state consumes its idle power according to Table 5.2
(SPECpower12 benchmarks), while a host on standby consumes 50% of its peak
energy that can be related to S3 system/CPU state [211]. A system can be in one
of these sleeping states: S1, S2, S3, and S4; that is not executing any computa-
tional tasks and appears to be switched off. Unlike a system in the off state (S5), a
sleeping system retains memory state, either in the hardware (RAM) or on disk. A
system in S4 state is hibernated that have the longest wake-up latency. In S3 state,
the CPU, fans, hard drives and may be some other motherboard chips are switched
off. Therefore, it consumes less power than S2 (idle state) and can quickly response
to a computational task13.
We assume C (capacity of queue to hold VM requests) is unlimited and a VM on
its arrival is placed instantly without any delay. The λ (VM requests arrival rate)
matches the arrival rate of tasks in Google cluster dataset [18]. A queue (FIFO)
is implemented to hold all VM requests that cannot be placed due to resource un-
availability. We assume such a situation as an SLA violation, because if a VM is
not started at its expected time, it could not finish its execution within its deadline.
Several cloud providers such as ServiceNow14 consider the time or duration of a
service as a major component in SLA [212], hence it is reasonable that we consider
the amount of wait time (assuming either VM scheduling delay or downtime) as a
proxy to represent SLA violation.
Based on the number of VMs in the wait queue, and number of hosts used in
the previous three consolidation rounds (at five minute intervals), a simple predic-
tor estimates the total number of resources that would be needed or spare in the
next consolidation round. We use a weighted moving average estimation technique,
where the latest (last) consolidation round is weighted three times more than the
earliest consolidation round i.e. weight ∈ [3, 2, 1]. If Wr represents weight for each
consolidation round r and rn is the current consolidation round, then the estimator
uses the model in Eq. 5.1 to predict the number of required or spare hosts in next
consolidation round rn+1.
Hostsrn+1 =
rn ×W3 + rn−1 ×W2 + rn−2 ×W1
W3 +W2 +W1
+ S (5.1)
where S is the number of hosts needed to accommodate all VMs that are in the wait
queue and rn is the number of hosts in use during last consolidation round. These
estimates are fed to the configurer after five minute intervals, either to switch on
or switch off idle resources appropriately. We always keep one extra host switched
on but idle15 as a safety margin, to handle VM requests, to avoid SLA violation in
case the demand suddenly spikes. However, due to largely stable workload (Google
cluster trace day 2), we found that the extra host is very rarely used and may be
12https://www.spec.org/power ssj2008/
13https://msdn.microsoft.com/en-us/library/windows/hardware/ff564575(v=vs.85).aspx
14https://www.servicenow.com/
15an approach in use at a high performance cluster at Cornell University [183] – spare resource
(SR) approach as described in Ch. 3 [165]
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more costly in terms of energy consumption.
Fig. 5.9 presents the results obtained from running the Google cluster tasks sub-
mitted on day 2 using different scheduling heuristics and approaches to migration.
The switching on/off (DCP) technique is 62.03% – 82.15% more energy efficient
than the all hosts switched on technique, based on the scheduling approach used,
as shown in Fig. 5.10. For inefficient RR, DCP could be 62.03% more efficient than
all hosts switch on technique, and for efficient FU, this efficiency could be as high
as 82.15% (because FU utilizes fewer hosts than RR). The FUP – Epobf allocation
policy uses the green500 list16 host efficiency factor [Ch. 4].
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Figure 5.9: Power consumption (left) and number of migrations (right) for Google
trace (day 2) using DCP [FU: FillUp, FUP: “Epobf”] [the approaches having
minimum values are better]
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Figure 5.10: Comparison of power consumption (all hosts on, hosts switch on/off)
– left and predicted vs. actual used hosts average (at 5 minute intervals when using
FU combined with Cmcr approach) – right [FU: FillUp, FUP: “Epobf”]
Table 5.12 shows the results obtained using the Cmcr technique with idle hosts
switch on/off capability. The FU scheduling approach gets the minimum value for
16https://www.top500.org/green500/
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both D and SLAV (SLA violations), with approximately 3.52% further cost savings.
The Cmcr approach was implemented using five values for past VM runtimes (in
hours) i.e. [Rpast ∈ 0, 0.5, 1, 2, 4]. The results validate our previous findings that
efficient scheduling techniques are more efficient than server consolidation. RR,
MPD and LAGO approaches produce optimal results by migrating all VMs. R,
FUP and CAR produce optimal results by migrating VMs with past runtime du-
ration of 0.5 hours. Similarly, BRS, FF and FU are optimal if only VMs with past
runtime duration of 2 hours are migrated.
Scheduling Consolidation Total hosts used Avg Datacenter D SLAV Cost
approach technique A B C used
hosts
utilization
(%)
(kWh) (%) savings
(%)
No migration 4,195 4,194 3,087 3,107 25.23 865.64 0.784 0
RR Dynamic 4,195 4,194 2,743 2,598 45.82 598.16 1.658 13.56
Cmcr 4,195 4,194 2,743 2,598 45.82 598.16 1.658 13.56
No migration 2,663 2,662 2,666 1,679 33.25 859.65 0.633 0
RANDOM Dynamic 2,669 2,668 2,668 1,392 53.53 653.18 1.399 10.14
Cmcr 2,666 2,665 2,666 1,391 52.87 660.83 1.399 10.46
No migration 2,663 2,663 2,667 1,153 48.96 735.5 0.366 0
BRS Dynamic 2,664 2,664 2,665 1,110 69.92 517.89 0.407 1.54
Cmcr 2,664 2,662 2,667 1,093 70.72 512.51 0.407 2.74
No migration 2,657 2,672 2,672 1,753 30.13 891.85 0.587 0
MPD Dynamic 2,655 2,672 2,672 1,443 41.38 786.09 0.643 10.7
Cmcr 2,655 2,672 2,672 1,443 41.38 786.09 0.589 10.7
No migration 2,663 2,663 2,666 1,176 53.61 682.29 0.381 0
FF Dynamic 2,665 2,663 2,665 1,120 70.76 507.11 0.398 2.05
Cmcr 2,663 2,663 2,666 1,120 69.84 516.93 0.398 2.28
No migration 2,661 2,672 2,663 1,182 47.83 744.07 0.378 0
FUP Dynamic 2,662 2,672 2,662 1,122 68.3 533 0.428 2.05
Cmcr 2,662 2,672 2,662 1,111 68.45 533.36 0.403 2.07
No migration 2,666 2,665 2,665 1,650 33.41 860.19 0.637 0
CARLO Dynamic 2,669 2,669 2,665 1,374 52.7 665.09 1.4 3.64
Cmcr 2,665 2,664 2,668 1,372 53.29 658.67 1.4 3.64
No migration 2,650 2,672 2,657 1,611 32.69 872.15 0.427 0
LAGO Dynamic 2,660 2,673 2,664 1,568 35.06 847.66 0.601 9.47
Cmcr 2,660 2,673 2,664 1,568 35.06 847.66 0.601 9.58
No migration 2,659 2,669 2,665 1,139 47.95 748.1 0.37 0
FU Dynamic 2,662 2,666 2,664 1,074 70.5 518.33 0.4 3.09
Cmcr 2,659 2,669 2,666 1,069 74.13 481.01 0.38 3.52
Table 5.12: Experimental mean results for different approaches (5 minute intervals)
[FU: FillUp, FUP: “Epobf”] [the ‘best’ values are shown in boldface]
Table 5.13 explains the cost savings using the Cmcr technique. The most efficient
approach FU minimizes the number of migratable VMs up to 0.53%, and 99.08%
VMs recover their migration cost. For 548,584 tasks submitted on the first day of
Google trace [18], with the same simulation, we see that for dynamic consolidation,
switching off idle servers (DCP) would be more economical than ’all hosts switched
on’ even if energy efficient VM scheduling heuristics (such as FillUp) are used.
However, these savings are achievable on some cost of performance loss and SLAs
violation. Our second finding is that migrating relatively long-running VMs to more
energy efficient hosts to recover their migration cost, is more economical and energy
efficient.
When a VM is not started in time (the required resources are not provisioned) due
to resource unavailability, it represents that an SLA has been violated (approximat-
ing scheduling delays). An efficient resource estimator should reduce the percentage
of SLA violations. The root-mean-square error
[
RMSE =
√
1
n
∑n
i=0(yi − y‘i)2
]
cal-
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Scheduling RR R BRS MPD FF FUP LAG CAR FU
approach DC CR DC CR DC CR DC CR DC CR DC CR DC CR DC CR DC CR
Migratable 18.8 18.8 2.4 1.2 0.8 0.4 1 1 0.6 0.3 0.5 0.4 0.8 0.8 2.3 1.1 0.6 0.5
VMs (%)
VMs recoup 99.1 99.1 97.5 98.8 97.2 98.9 95.7 95.7 98 98.8 96.8 98.5 97.8 97.8 97.6 99 98.2 99.1
Costm (%)
Table 5.13: Cost recovery with Dynamic Consolidation (DC) and Cmcr (CR) [FU:
FillUp, FUP: “Epobf”] [for first row, minimum is ‘best’ and for second row,
maximum is ‘best’]
culated for our simple estimator (weighted moving average) is 3.29 and the SLA
violation ratio is 0.37% – 0.38% (average over 5 minute intervals). The RMSE =
3.29 can be considered enough good due to the range of predicted variables – 0 to
12,58317. If we now assume a PUE [128] of 1.218 and energy cost of $0.08kWh19,
dynamic consolidation with hosts switch on/off would save $15.37 per hour for this
cluster (a little less $369 per day) in comparison to a no-migration approach. Using
these assumptions, Cmcr would further save $0.66 per hour compared to dynamic
consolidation with hosts switch on/off. Hence, Cmcr makes total savings of $16.03
per hour (a little over $385 per day) as compared to a no-migration approach. Over
a year, this suggests a saving of some $0.14m annually, which compares favourably
to a maximum projected usage of the same 12,583 hosts cluster of $1.58m/year.
These savings are additional to the $0.58m annually, which are estimated for dy-
namic consolidation with all hosts switched on, making total savings of $0.72m
annually. This means a saving of one half of total running costs, which is more
than the saving (one third) that can be achieved using the “all hosts switch on”
approach.
In Table 5.12, the FUP policy implements the well-known top500/green500 Su-
percomputer list [138] host efficiency metric and FU uses the virtualised host effi-
ciency metric (proposed in this thesis). We observed that for virtualised platforms,
our proposed metric is more energy efficient than the one used by the
green500 list. Switching off idle hosts could save energy, but the cost re-
lated to performance loss or SLA violation cannot be avoided, particularly,
for latency sensitive services.
5.2.3 Problem III (EPC-aware Migration)
We simulated three different kinds of workload on a cluster of 12,583 heterogeneous
hosts as discussed in Sec. 5.1.2. The experiments are performed (repeatedly) using
different allocation and migration policies with five different values [Rpast ∈ 0, 15,
30, 45, 60 in minutes] for VMs past runtime (Rpast) at the time when they were
considered for migration. Note that all the results discussed here are the best
17https://stats.stackexchange.com/questions/56302/what-are-good-rmse-values
18facilities are already exceeding this PUE and there is no doubt that it is achievable
19based on commercial electricity average price in West South Central, US during February 2016
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(minimal) that we achieved20. The results for different allocation and migration
approaches are shown in Table 5.14 (Gratis (0) – Povray), Table 5.16 (Batch
(2) – Namd) and Table 5.18 (Production (9) – Stream). The most important
columns i.e. energy, performance and ERP are coloured (cyan) to make them more
visible. The best approach is shown in bold face. Similarly, migration statistics and
cost recovery are given in Table 5.15, Table 5.17 and Table 5.19. The cost savings
(%) are calculated based on the amount of energy consumed and service providers’
revenue (user cost) with respect to the baseline no migration approach.
In this section, we characterize the results for each kind of workload. To assert what
is best, we need a combined (single) value for the bi-objective measure of energy
and performance as discussed in Ch. 4 [Sec. 4.2.2]. First, we put both numbers
on the same scale against the maximum (normalized using min-max technique).
Then, the harmonic mean (H) produces a single value allowing for the best to be
determined. Lower H is preferable, as a combination of low energy use and low
runtime (high performance). With that, interpreting results is straightforward: the
smaller the H, the better the approach. It is also readily possible to weight one
number’s importance over another (preference) and then use weighted harmonic
mean instead of H, but we do not address this in this work.
GRATIS (0) Workload:
In Google data, the Gratis (0) workload runs on 156,886 VMs of five different
types [t2.nano = 31,265, t1.micro = 8,777, t2.micro = 30,777, m1.small = 54,873,
m1.medium = 31,194], and the results obtained are shown in Table 5.14. The ex-
ecution time (performance) varies between 292.73 and 324.86 minutes, and energy
consumption varies between 46,461.1 and 50,441.78 kWh, for all allocation and mi-
gration policies. The H value corresponds to a combined (single) value of both
energy consumption and performance (the inverse of runtime). Note that execution
times are averages. As the RR approach creates more opportunities for consolida-
tion, VMs are fortunate enough to be migrated to better performance hosts, and
so jobs will finish faster. The ALL migration approach is not necessarily energy
efficient, and nor does it guarantee good performance. However, Perf migration
approach guarantees good performance at the cost of a small increase in energy
consumption (less energy efficiency). When there are no migrations, the Gratis
(0) workload would complete, on average, in 315.48 minutes. With random (R)
allocation policy, although performance is better i.e. 292.73 minutes, the energy
consumption (49,485.43 kWh) is not lowest (minimal). The RR approach runs the
workload with minimum energy consumption (46,461.1 kWh), and completes the
job in 296.58 minutes. If there are no migrations, the FillUp approach beats all
other scheduling algorithms (as expected) because it utilizes more energy efficient
and utilized hosts first.
20the Gratis (0), Batch (2) and Production (9) workloads run for approximately 29, 30 and
44 hours, respectively – in the rest of this chapter, energy consumption and D are shown for the
whole duration
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Scheduling Consolidation Rpast Hused DCutil D Energy User Ravg Mgrtns ERP Cost H
approach technique (mnts) (avg) (%) (MW) (MW) cost ($) (mints) (W×
h)
savings
(%)
NO - 5,656 18.93 40.015 48.02 26,492.67 315.48 0 3.507 0 0.504
ALL - 1,665 59.34 40.952 49.14 26,408.61 314.45 137,395 3.577 -2.34 0.675
RR Perf - 2,654 40.02 38.913 46.7 25,426.21 300.91 83,751 3.253 2.75 0.096
Cmcr 30 2,868 37.7 38.718 46.46 24,919.48 296.58 62,276 3.19 3.24 0.001
Perf+Cmcr 30 3,574 28.91 38.945 46.73 25,092.39 297.83 41,112 3.222 2.67 0.096
NO - 5,424 19.51 39.95 47.94 26,492.67 315.48 0 3.501 0 0.488
ALL - 1,628 57.61 42.035 50.44 26,163.43 311.34 140,437 3.635 -5.22 0.735
R Perf - 2,479 42.28 38.875 46.65 25,315.26 300.22 101,978 3.242 2.69 0.079
Cmcr 60 3,340 30.58 38.84 49.49 24,707.97 292.73 51,538 3.158 2.78 0.006
Perf+Cmcr 15 3,027 34.27 38.966 46.75 25,396.65 301.73 53,136 3.266 2.46 0.119
NO - 3,180 34.02 39.293 47.15 26,492.67 315.48 0 3.443 0 0.279
ALL - 1,377 77.67 38.8 46.56 26,420.57 314.43 8,697 3.389 1.25 0.049
BRS Perf - 1,383 77.05 38.783 46.54 26,439.59 314.7 2,753 3.39 1.3 0.039
Cmcr 60 1,376 77.49 38.781 46.56 26,424.32 314.47 4,061 3.388 1.3 0.037
Perf+Cmcr 30 1,384 77.04 38.783 46.54 26,441.5 314.73 2,526 3.391 1.3 0.039
NO - 4,312 24.36 39.522 47.43 26,492.67 315.48 0 3.463 0 0.362
ALL - 1,476 68.92 40.554 48.67 26,637.23 317.72 56,898 3.579 -2.61 0.647
MPD Perf - 1,694 64.03 38.763 46.52 26,320.96 312.93 22,024 3.37 1.92 0.028
Cmcr 0 2,115 49.94 39.168 49.26 26,081.4 309.34 15,738 3.366 0.9 0.216
Perf+Cmcr 15 2,245 48.98 38.779 46.54 25,943.58 307.15 16,736 3.309 1.88 0.036
NO - 3,189 33.94 39.296 47.16 26,492.67 315.48 0 3.444 0 0.328
ALL - 1,282 75.91 41.562 49.88 26,429.94 314.56 7,355 3.632 -5.77 0.759
FF Perf - 1,285 75.74 41.555 49.87 26,433.94 314.63 4,542 3.632 -5.75 0.759
Cmcr 45 1,385 77.24 38.786 46.56 26,434.69 314.61 3,242 3.39 1.3 0.04
Perf+Cmcr 60 1,388 76.92 38.786 46.55 26,436.73 314.67 2,503 3.39 1.3 0.041
NO - 3,179 34.02 39.292 47.15 26,492.67 315.48 0 3.443 0 0.279
ALL - 1,375 77.8 38.797 46.56 26,416.63 314.38 8,732 3.388 1.26 0.047
FillUp Perf - 1,381 77.22 38.782 46.54 26,431.45 314.58 3,012 3.389 1.3 0.038
Cmcr 45 1,376 77.49 38.78 46.56 26,421.36 314.44 4,097 3.387 1.3 0.037
Perf+Cmcr 30 1,381 77.22 38.782 46.54 26,431.45 314.58 3,012 3.389 1.3 0.038
NO - 5,423 19.52 39.951 47.94 26,492.67 315.48 0 3.501 0 0.488
ALL - 1,739 56.8 40.655 48.79 26,146.32 311.13 141,483 3.514 -1.76 0.579
CARLO Perf - 2,542 41.39 38.899 46.68 25,359.68 300.82 101,660 3.25 2.63 0.09
Cmcr 30 2,824 36.78 38.904 48.65 25,047.18 297.73 67,401 3.217 2.62 0.083
Perf+Cmcr 0 2,853 37.46 38.971 46.77 25,675.29 305.23 61,052 3.304 2.46 0.128
NO - 3,794 28.27 39.413 47.3 26,492.67 315.48 0 3.454 0 0.324
ALL - 1,518 67.43 40.184 48.22 27,190.95 324.86 59,298 3.626 -1.95 0.613
LAGO Perf - 1,775 60.93 38.79 46.55 26,352.6 313.36 16,446 3.376 1.58 0.043
Cmcr 60 1,745 59.86 40.377 48.48 26,347.34 313.32 12,338 3.514 0.09 0.562
Perf+Cmcr 30 1,896 56.49 38.796 46.57 26,278.73 312.24 12,952 3.365 1.57 0.046
Table 5.14: Experimental results (minimal based on Rpast) for different scheduling
and consolidation approaches with Gratis (0) workload - Povray – number of
used hosts and datacenter utilization are averaged at 5 minute intervals [H is the
harmonic mean of energy and performance as explained in Ch. 4 (Sec. 4.3.4):
closest to zero represents better approach – boldface values show the trade-off among
energy, performance and cost]
[ some migration polices individually performs better than the others and some are
more energy efficient than the others as shown in boldface – the H values identify
the best approach i.e. RR+Cmcr with H = 0.001, the second best approach is
R+Cmcr with H = 0.006 ]
In the case of Cmcr, the energy usage could be increased if the target host performs
worse as the extra time needed may offset any perceived (host) energy efficiency.
The other scheduling techniques, with exemption of RR, R and CARLO, migrate
VMs occasionally (as they initially pack VMs into a host until it is filled and always
attempt to fill gaps created by terminated VMs), and could produce minimal results
with Perf+Cmcr if only relatively long-running VMs are migrated. For Gratis
(0) workload, Cmcr produces minimal results (in terms of energy consumed) by
migrating VMs that are running for 30 - 45 minutes (for different allocation policies)
or longer. Migration of VMs running for less than 30 minutes were found costly as
they were unable to recover their migration cost. If performance of hosts is taken
into account, then the more VMs (relatively long-running) we migrate to perfor-
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Scheduling RR R BRS MPD
approach dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c
Migratable 0.88 0.53 0.4 0.26 0.9 0.65 0.33 0.34 0.06 0.02 0.03 0.02 0.36 0.14 0.1 0.11
VMs (%)
VMs recovered 35.07 46.08 39.24 49.63 35.03 44.47 38.38 48.81 11.89 7.95 11.25 8.14 34.01 46.59 50.27 54.25
Costm (%)
Scheduling FF FillUp CARLO LAGO
approach dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c
Migratable 0.05 0.03 0.02 0.02 0.06 0.02 0.03 0.02 0.9 0.65 0.43 0.39 0.38 0.1 0.08 0.08
VMs (%)
VMs recovered 5.64 5.77 4.24 4.5 6.83 4.26 10.99 10.17 35.49 44.68 38.48 48.22 35.09 39.56 39.41 25.32
Costm (%)
Table 5.15: Cost recovery and proportion (%) of migratable VMs using different
scheduling and consolidation techniques for Gratis (0) workload [using Cmcr with
Perf (p+c) enables more VMs to recover their migration cost – for first row,
minimum is ‘best’ and for second row, maximum is ‘best’]
[ taking the ratio of both rows will determine the ‘best’ approach – minimum the
ratio, better is the approach ]
mance guaranteed hosts, the more efficient allocation and the lower the value for
D. If the workload executes faster, then users should pay less for their provisioned
resources and thus the system is more energy and cost efficient both for providers
(in terms of energy bills) and for users.
Migration of VMs ensures that workloads (VMs) perform better on target hosts,
which also increases the probability that migrated VMs will be able to recover their
migration cost. The migration statistics in Table 5.15 show that with performance
aware migration, the majority of the migrated VMs (54.25%) run for a sufficient
additional duration to be able to recover their migration cost. However, alloca-
tion heuristics like FillUp achieve optimal results by migrating only about 0.02%
of the VMs. Overall, performance aware migration is up to 3.24% more cost ef-
ficient than no migration, but other approaches can increase costs by up to 6%.
Fig. 5.11 shows the PPR values of different allocation and migration policies for
Gratis (0) workload – where maximum energy efficiency of 289.43 (performance
to power ratio) is achievable with the proposed Perf+Cmcr technique. Compared
to other scheduling and migration heuristics, the PPR value for our proposed VM
allocation and consolidation approach shows a balanced trade-off amongst energy,
performance and hence cost.
BATCH (2) Workload:
For Batch (2) workload which runs 282,464 VMs of four different types [t2.nano =
56,199, t1.micro = 16,137, t2.micro = 116,582, m1.small = 93,546], the findings are
similar to the Gratis (0) workload, and efficient heuristics like FF and FillUp ob-
tain minimal results as shown in Table 5.16. For Batch (2) workload, the execution
time (performance) varies between 71.57 and 85.49 minutes, and energy consump-
tion varies between 39,181.97 and 69,104.78 kWh, for all allocation and migration
policies. For such short running workloads, migrations could be even more expen-
sive (due to migration cost that could lead to wasted migration effort [53]), and
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Figure 5.11: Performance to power ratio (PPR) for different allocation and migra-
tion policies – Gratis (0) [maximum is better, Perf+Cmcr balances the trade-off
between energy, performance and cost]
Perf+Cmcr produces good results with minimum energy consumption (39,181.97
kWh) and average VM runtimes (77.2 minutes). Similar to Gratis (0) workload, if
we migrate more VMs, then the performance (execution time) of the system might
improve from 85.49 minutes to 71.57 minutes, however the energy consumption is
increased by ∼ 8.33% i.e. from 39,181.97 kWh to 44,749.58 kWh. Similar trade-off
between performance and energy was observed for Gratis (0) workload as well.
For Batch (2) workload, Cmcr produces minimal results (in terms of energy con-
sumption) by migrating VMs that are running for 15 minutes or longer. The H
metric shows the efficiency of Perf+Cmcr technique.
As shown in Table 5.17, migration of VMs to better-performance hosts also increases
the probability that they will recover their migration cost and subsequently run more
efficiently to save energy. The Perf+Cmcr migration approach could save approx-
imately 5.77% in costs compared to the baseline, no migration, approach. The H
value of Perf+Cmcr is between the H values of Perf and Cmcr approaches
which shows a balanced trade-off between energy consumption and performance.
Fig. 5.12 shows the PPR values of different allocation and migration policies for
Batch (2) workload – where maximum energy efficiency of 568.41 (performance to
power ratio) is achievable with Perf+Cmcr. Note that the migrate all approach
consolidates VMs on fewer hosts, which increases the resource utilization and also
improves the performance. However, there is a 39.02% increase in total energy con-
sumption. Therefore, it is not always the case that increase in resource utilization
will always decrease the system energy consumption. These findings contradict what
researchers [153], [213] believe they can achieve in terms of greater energy efficiency
in datacenters through increased resource utilization. More research is required to
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Scheduling Consolidation Rpast Hused DCutil D Energy User Ravg Mgrtns ERP Cost H
approach technique (mnts) (avg) (%) (MW) (MW) cost
($)
(mints) (W×
h)
savings
(%)
NO - 5,301 10.28 34.816 41.78 8,858.04 84.76 0 0.82 0 0.159
ALL - 1,032 31.72 57.098 68.52 8,393.93 80.27 232,782 1.273 -64 0.765
RR Perf - 3,308 17.32 33.232 39.88 8,139.8 77.85 67,143 0.719 4.55 0.045
Cmcr 60 3,169 18.13 37.291 44.75 7,477.22 71.57 37,845 0.708 -2.31 0.013
Perf+Cmcr 0 3,347 16.31 33.542 40.25 8,140.31 77.9 47,389 0.726 3.66 0.067
NO - 4,804 11.19 34.652 41.58 8,858.04 84.76 0 0.816 0 0.148
ALL - 1,017 36.1 57.587 69.11 8,556.41 81.83 232,288 1.309 -66.19 0.85
R Perf - 2,744 22.12 32.652 39.18 8,068.57 77.2 99,765 0.7 5.77 0.001
Cmcr 60 2,792 21.08 35.87 68.85 7,787.91 74.57 41,889 0.743 -3.52 0.163
Perf+Cmcr 15 3,054 17.31 33.396 40.54 8,179.55 78.23 40,523 0.726 3.63 0.057
NO - 1,502 37.66 33.738 40.49 8,858.04 84.76 0 0.794 0 0.084
ALL - 809 60.3 37.423 44.91 8,801.48 84.21 12,402 0.875 -10.92 0.316
BRS Perf - 912 59.77 33.526 40.23 8,810.72 84.3 4,105 0.785 0.63 0.068
Cmcr 30 868 61.16 34.457 41.51 8,795.68 84.17 5,991 0.806 -2.13 0.135
Perf+Cmcr 15 912 59.28 33.515 40.23 8,809.78 84.31 2,476 0.785 0.66 0.067
NO - 4,522 12.24 34.246 41.1 8,858.04 84.76 0 0.806 0 0.12
ALL - 1,200 46.17 33.297 39.96 8,871.02 84.89 89,641 0.785 2.77 0.051
MPD Perf - 1,798 31.28 33.591 40.31 8,454.3 80.87 47,336 0.755 1.91 0.072
Cmcr 0 1,386 39.58 33.227 39.87 8,599.02 82.36 90,680 0.76 2.97 0.045
Perf+Cmcr 0 2,042 28.46 33.34 40.01 8,381.88 80.19 46,537 0.743 2.65 0.053
NO - 1,484 38.92 33.736 40.48 8,858.04 84.76 0 0.794 0 0.084
ALL - 896 63.63 33.557 40.27 8,811.94 84.33 11,490 0.786 0.53 0.07
FF Perf - 897 61.51 33.524 40.23 8,820.14 84.4 5,758 0.786 0.63 0.068
Cmcr 15 891 61.78 33.514 43.13 8,820.2 84.4 4,384 0.786 0.66 0.067
Perf+Cmcr 15 898 60.65 33.51 40.23 8,822.71 84.42 2,728 0.786 0.67 0.067
NO - 1,484 38.92 33.736 40.48 8,858.04 84.76 0 0.794 0 0.084
ALL - 893 63.17 33.551 40.26 8,809.06 84.3 11,397 0.786 0.55 0.07
FillUp Perf - 903 61.41 33.541 40.25 8,822.78 84.43 7,020 0.787 0.58 0.069
Cmcr 30 891 61.44 33.552 40.26 8,816.79 84.37 3,814 0.785 0.67 0.067
Perf+Cmcr 15 899 60.38 33.54 40.25 8,826.39 84.46 2,789 0.786 0.66 0.067
NO - 4,813 11.17 34.659 41.59 8,858.04 84.76 0 0.816 0 0.149
ALL - 1,017 36.74 57.501 69.0 8,590.45 82.35 232,550 1.315 -65.91 0.873
CARLO Perf - 2,664 22.98 33.589 40.31 8,068.77 77.19 99,352 0.72 3.09 0.069
Cmcr 60 2,804 20.52 57.401 68.88 7,766.81 74.31 41,886 0.735 -2.72 0.15
Perf+Cmcr 45 3,311 16.3 37.448 44.94 8,124.04 77.67 28,725 0.712 4.79 0.028
NO - 3,366 16.46 33.996 40.8 8,858.04 84.76 0 0.8 0 0.103
ALL - 989 48.39 33.381 40.06 8,938.28 85.49 72,208 0.793 1.81 0.057
LAGO Perf - 1,976 31.48 33.495 40.19 8,266.6 79.08 53,119 0.736 1.47 0.064
Cmcr 0 1,000 48.24 33.277 39.93 8,908.0 85.22 69,629 0.788 2.11 0.049
Perf+Cmcr 30 2,295 27.09 33.537 40.24 8,272.42 79.13 19,286 0.734 1.74 0.058
Table 5.16: Experimental results (minimal based on Rpast) for different scheduling
and consolidation approaches with Batch (2) workload - Namd – number of used
hosts and datacenter utilization are averaged at 5 minute intervals [H is the har-
monic mean of energy and performance as explained in Ch. 4 (Sec. 4.3.4): closest to
zero represents better approach – boldface values show the trade-off among energy,
performance and cost]
[ some migration polices individually performs better than the others and some are
more energy efficient that the others as shown in boldface – the H values identify
the best approach i.e. R+Perf with H = 0.001, the second best approach is
CARLO+Perf+Cmcr with H = 0.028 ]
establish the levels of resource utilization that do increase energy efficiency without
any performance loss when different kinds of workload and a heterogeneous environ-
ment are taken into account. We suspect that could vary significantly, depending
on workload mixtures and how each utilizes the system.
PRODUCTION (9) Workload:
Unexpected behaviour is observed for Production (9) workload which runs 52,959
VMs of five different types [t2.nano = 10,596, t1.micro = 2,767, t2.micro = 10,305,
m1.small = 18,677, m1.medium = 10,614], as shown in Table 5.18. For Produc-
tion (9) workload, the average runtime (performance) varies between 963.59 and
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Scheduling RR R BRS MPD
approach dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c
Migratable 0.82 0.24 0.13 0.17 0.82 0.35 0.15 0.14 0.04 0.01 0.02 0.01 0.32 0.17 0.32 0.16
VMs (%)
VMs recovered 14.58 39.33 26.24 33.89 15.57 34.58 21.26 25.82 12.47 8.6 9 7.05 19.84 21.96 27.09 30.71
Costm (%)
Scheduling FF FillUp CARLO LAGO
approach dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c
Migratable 0.04 0.02 0.02 0.01 0.04 0.02 0.01 0.01 0.82 0.35 0.15 0.1 0.26 0.19 0.25 0.07
VMs (%)
VMs recovered 7.67 5.42 6.34 3.8 8.11 9.33 9.98 8.21 15.45 34.13 20.84 26.06 22.12 14.5 23.53 9.21
Costm (%)
Table 5.17: Cost recovery and proportion (%) of migratable VMs using different
scheduling and consolidation techniques for Batch (2) workload [using Cmcr with
Perf (p+c) enables more VMs to recover their migration cost – for first row,
minimum is ‘best’ and for second row, maximum is ‘best’]
[ taking the ratio of both rows will determine the ‘best’ approach – minimum the
ratio, better is the approach ]
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Figure 5.12: Performance to power ratio (PPR) for different allocation and migra-
tion policies – Batch (2) [maximum is better, Perf+Cmcr balances the trade-off
between energy, performance and cost]
1,107.42 minutes, and energy consumption varies between 61,957.91 and 63,054.65
kWh, for all allocation and migration policies. Previously, we demonstrated [53],
that migrating relatively long-running VMs is more economical and energy effi-
cient. Therefore, we would expect similar findings for long-running VMs for the
Production (9) workload. However, we observed that although performance is
improved, energy consumption is higher than for the no migration approach. For
example, with FillUp combined with Perf+Cmcr, performance is improved from
1,107.42 minutes to 1,086.74 minutes. However, energy consumption is increased
from 61,957.91 kWh to 63,046.62 kWh. Note the strange behaviour of H for efficient
heuristics like BRS, FF and FillUp where no migration approach is more energy
and performance efficient.
5.2. RESULTS OF THE PROPOSED ALLOCATION AND MIGRATION
TECHNIQUES 133
Scheduling Consolidation Rpast Hused DCutil D Energy User Ravg Mgrtns ERP Cost H
approach technique (mnts) (avg) (%) (MW) (MW) cost ($) (mints) (W×
h)
savings
(%)
NO - 3,359 22.85 52.297 62.76 31,546.87 1,107.42 0 16.087 0 0.841
ALL - 1,075 64.6 52.052 62.46 29,136.14 1,014.44 57,678 14.668 0.47 0.4
RR Perf - 1,203 55.21 51.809 62.17 27,669.44 963.59 55,167 13.868 0.93 0.001
Cmcr 60 1,762 40.61 52.06 62.77 29,485.22 1,035.49 41,106 14.974 0.45 0.483
Perf+Cmcr 45 1,856 38.47 51.96 62.57 29,525.98 1,035.44 37,392 14.945 0.64 0.417
NO - 3,238 23.27 52.254 62.7 31,546.87 1,107.42 0 16.074 0 0.808
ALL - 1,072 65.94 52.259 62.71 29,980.06 1,047.18 63,170 15.201 -0.01 0.629
R Perf - 1,187 56.14 51.95 62.34 28,235.13 985.23 64,180 14.217 0.58 0.211
Cmcr 60 1,783 38.57 52.019 62.86 29,295.24 1,027.54 48,810 14.848 0.45 0.434
Perf+Cmcr 60 1,931 35.16 51.937 62.64 28,814.87 1,009.74 45,450 14.567 0.61 0.327
NO - 1,763 44.98 51.634 61.96 31,546.87 1,107.42 0 15.883 0 0.005
ALL - 937 80.89 52.546 63.06 31,083.36 1,086.9 3,262 15.864 -1.77 0.922
BRS Perf - 942 80.53 52.543 63.05 31,092.2 1,087.18 2,612 15.868 -1.77 0.922
Cmcr 60 937 80.87 52.542 63.06 31,082.91 1,086.78 3,123 15.862 -1.76 0.919
Perf+Cmcr 45 946 80.24 52.549 63.05 31,099.06 1,087.92 2,520 15.88 -1.78 0.927
NO - 2,163 34.66 51.749 62.1 31,546.87 1,107.42 0 15.919 0 0.228
ALL - 1,117 66 51.967 62.36 30,261.23 1,052.55 20,944 15.194 -0.42 0.46
MPD Perf - 1,116 64.99 51.913 62.3 29,838.06 1,034.07 17,581 14.912 -0.32 0.378
Cmcr 60 1,223 61.34 52.021 62.51 30,838.7 1,076.32 12,868 15.553 -0.52 0.551
Perf+Cmcr 60 1,300 55.77 52.036 62.48 30,788.86 1,074.26 11,149 15.528 -0.56 0.561
NO - 1,766 44.91 51.632 61.96 31,546.87 1,107.42 0 15.883 0 0.002
ALL - 938 81.02 52.537 63.04 31,046.02 1,085.6 2,989 15.843 -1.75 0.912
FF Perf - 939 80.88 52.535 63.04 31,051.46 1,085.98 2,711 15.848 -1.75 0.913
Cmcr 15 937 80.88 52.534 63.04 31,037.83 1,085.38 2,724 15.839 -1.75 0.91
Perf+Cmcr 15 938 80.78 52.533 63.04 31,039.45 1,085.45 2,694 15.84 -1.75 0.91
NO - 1,766 44.91 51.632 61.96 31,546.87 1,107.42 0 15.883 0 0.002
ALL - 939 81.06 52.542 63.05 31,070.29 1,086.8 3,072 15.862 -1.76 0.92
FillUp Perf - 940 80.46 52.538 63.05 31,066.08 1,086.68 2,522 15.859 -1.75 0.917
Cmcr 60 939 80.93 52.542 63.05 31,074.2 1,086.62 2,663 15.858 -1.75 0.917
Perf+Cmcr 60 941 80.43 52.539 63.05 31,068.15 1,086.74 2,423 15.86 -1.76 0.918
NO - 3,234 23.28 52.25 62.7 31,546.87 1,107.42 0 16.073 0 0.806
ALL - 1,123 62.99 52.067 62.48 29,918.92 1,045.82 64,443 15.126 0.35 0.519
CARLO Perf - 1,229 54.54 51.834 62.2 28,392.43 991.71 65,209 14.279 0.8 0.208
Cmcr 60 11,815 37.82 51.867 62.61 29,240.71 1,024.31 49,647 14.758 0.73 0.32
Perf+Cmcr 60 1,968 34.4 51.819 62.43 28,729.18 1,006.29 46,405 14.485 0.82 0.243
NO - 2,117 35.32 51.737 62.09 31,546.87 1,107.42 0 15.915 0 0.208
ALL - 1,109 68.48 52.029 62.44 30,928.78 1,079.64 18,363 15.604 -0.56 0.564
LAGO Perf - 1,183 61.28 52.048 62.46 30,867.46 1,076.94 13,381 15.57 -0.6 0.576
Cmcr 60 1,205 62.02 52.025 62.48 30,803.56 1,075.24 12,477 15.539 -0.56 0.553
Perf+Cmcr 30 1,246 58.11 52.028 62.49 30,785.48 1,073.76 11,403 15.518 -0.56 0.553
Table 5.18: Experimental results (minimal based on Rpast) for different scheduling
and consolidation approaches with Production (9) workload - Stream – number
of used hosts and datacenter utilization are averaged at 5 minute intervals [H is
the harmonic mean of energy and performance as explained in Ch. 4 (Sec. 4.3.4):
closest to zero represents better approach – boldface values show the trade-off among
energy, performance and cost]
[ some migration polices individually performs better than the others and some are
more energy efficient that the others as shown in boldface – the H values identify
the best approach i.e. RR+Perf with H = 0.001, the second best approach is
FillUp+NO with H = 0.002 – for long-running VMs efficient allocation is more
EPC-efficient than consolidation ]
The results repeat similar findings (as discussed above for Gratis (0) and Batch
(2) workloads) that migrate all approach is more expensive in terms of improved
performance and decreased energy efficiency. The Production (9) workload runs
for longer and, for randomized allocation heuristics, significant energy can be saved
that can be up to 0.93% as compared to no migration approach if the workload is
migrated to better performing hosts. Performance can be improved from 1,107.42
minutes to 963.59 minutes when performance aware migrations are combined with
inefficient RR and R allocation policies. We were expecting similar savings using
Perf+Cmcr which migrate relatively long-running VMs to more energy efficient
hosts. However, we observed that Perf+Cmcr approach is less energy and cost
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efficient. There are three reasons for this unexpected behaviour: (i) energy efficient
hosts do not always guarantee better performance; (ii) if performance is worse on
an energy efficient host, the savings earned by host efficiency are less than the addi-
tional energy consumption due to increase in runtime (slow performance); and (iii)
if (ii) happens for a longer time, more energy is consumed.
Scheduling RR R BRS MPD
approach dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c
Migratable 1.09 1.04 0.78 0.71 1.19 1.21 0.92 0.86 0.06 0.05 0.06 0.05 0.4 0.33 0.24 0.21
VMs (%)
VMs recovered 70.43 67.59 68.04 67.44 74.14 72.26 70.11 69.09 18.61 10.18 15.89 9.1 62.19 64.31 54.9 51.34
Costm (%)
Scheduling FF FillUp CARLO LAGO
approach dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c dc perf cmcr p+c
Migratable 0.06 0.05 0.05 0.05 0.06 0.05 0.05 0.05 1.22 1.23 0.94 0.88 0.35 0.25 0.24 0.22
VMs (%)
VMs recovered 6.79 6.49 3.3 4.1 12.37 6.98 15.55 9.02 74.27 72.77 70.09 69.58 60.59 63.48 54.1 50.92
Costm (%)
Table 5.19: Cost recovery and proportion (%) of migratable VMs using different
scheduling and consolidation techniques for Production (9) workload [using Cmcr
with Perf (p+c) enables more VMs to recover their migration cost – for first row,
minimum is ‘best’ and for second row, maximum is ‘best’]
[ taking the ratio of both rows will determine the ‘best’ approach – minimum the
ratio, better is the approach ]
Largely, unlike Gratis (0) and Batch (2) workload, the migrated VMs recover
their migration cost due to their long-running behaviour, as shown in Table 5.19.
However, the extra energy cost as observed for the Production (9) workload is
also due to: (i) the long-running behaviour of VMs; and (ii) the variations in per-
formance of hosts. If VMs run for longer on a less energy efficient host, the energy
consumption would be higher due to lower efficiency of host. Similarly, if VMs run
on a low performance host, there will be more energy usage due to increase in exe-
cution time (performance). Fig. 5.13 shows the PPR values of different allocation
and migration policies for Production (9) workload – where maximum energy ef-
ficiency of 78.2 (performance to power ratio) is achievable with performance-aware
consolidation.
For Batch (2) workload, the maximum energy efficiency was achieved by migrat-
ing VMs that have run for 15 minutes or longer. For Gratis (0) workload, this
value was observed as either 30 or 45 (for different heuristics). For long-running
VMs (Production (9) workload), migrating VMs running for 1 hour or longer is
more cost-energy efficient. In this experiment we consider five values for VMs past
runtime (in minutes) i.e. [Rpast ∈ 0, 15, 30, 45, 60]. We consider small values for
Rpast because the Batch (2) workload largely consists of short running tasks. For
all three kinds of workload, we only consider migration of VMs which are running
for 1 hour or shorter duration. However, it is possible that more energy could be
saved, particularly, for Production (9) workload, if VMs running for longer than
1 hour are considered for migration [53].
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Figure 5.13: Performance to power ratio (PPR) for different allocation and migra-
tion policies – Production (9) [maximum is better, Perf+Cmcr balances the
trade-off between energy, performance and cost]
5.2.4 Impact of Datacenter Configuration on Energy consumption
and Performance
How hosts are addressed in a datacenter has an impact on the scheduling approach.
For example, if hosts are in increasing order of their energy efficiencies and an FF
algorithm is used, then the total energy consumption would be different if hosts are
arranged in decreasing order. Similarly, if hosts are ordered based on their perfor-
mance (CPU models), then the existing trade-off between energy and performance
would also differ for different scheduling policies (VM allocation and migration) and
workloads. We discuss the impact of host ordering and scheduling approaches on
energy efficiency and workload performance. Each allocation and migration policy
selects a host to run a VM and the starting point for such decisions could produce
variations in energy, performance and hence cost. For example, if the initial ordering
were reversed, this may alter outcomes. To determine the impact this may have, we
run the experiments from Sec. 5.2.3 three times with three different initial orders
for hosts: (i) no order (NR) – random; (ii) increasing order based on Ef (INC);
and (iii) decreasing order based of Ef (DEC). The Ef for each host is calculated by
dividing its maximum power consumption by the number of slots (cores or GCEUs)
it has [ref Ch. 4, Sec. 4.1.1]. For example, if we have three hosts (h1, h2 and h3)
having Eh1f = 4, E
h2
f = 1 and E
h3
f = 2 where smaller Ef represents lower energy
efficiency. Then the orders would be: NR – [h1, h2, h3], INC – [h2, h3, h1] and DEC
– [h1, h3, h2].
Table 5.20, Table 5.21 and Table 5.22 describe the variations in datacenter’s energy
consumption and performance when different kinds of workload i.e. Gratis (0),
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Scheduling Migration Order of hosts based on Ef
approach approach No order Increasing Decreasing
(D) Ravg (H) (D) Ravg (H) (D) Ravg (H)
NO 39.929 315.48 0.033 40.015 315.48 0.021 39.288 315.48 0.013
ALL 38.907 291.43 0.008 40.952 314.45 0.026 42.48 313.51 0.023
RR Perf 38.859 291.13 0.007 38.913 300.91 0.002 38.759 307.77 0.004
Cmcr 38.912 289.9 0.008 38.718 306.32 0.003 41.327 308.11 0.012
Perf+Cmcr 39.055 291.7 0.011 38.945 303.74 0.005 38.72 303.9 0.001
NO 39.872 315.48 0.031 39.95 315.48 0.02 39.275 315.48 0.013
ALL 38.864 290.56 0.007 42.035 311.34 0.025 43.153 310.4 0.018
R Perf 38.89 289.29 0.007 38.875 300.22 0.001 38.771 306.72 0.004
Cmcr 38.698 293.46 0.003 41.238 313.14 0.026 42.681 315.71 0.028
Perf+Cmcr 38.758 294.77 0.004 38.958 305.29 0.006 38.752 306.79 0.004
NO 39.347 315.48 0.019 39.293 315.48 0.013 38.993 315.48 0.009
ALL 38.779 314.47 0.005 38.8 314.43 0.005 38.624 314.46 0.003
BRS Perf 38.781 314.76 0.005 38.783 314.7 0.004 38.624 314.5 0.003
Cmcr 38.779 314.47 0.005 38.8 314.44 0.005 38.62 314.39 0.003
Perf+Cmcr 38.781 314.76 0.005 38.783 314.68 0.004 38.621 314.45 0.003
NO 39.542 315.48 0.023 39.522 315.48 0.016 39.085 315.48 0.01
ALL 40.38 309.63 0.043 40.554 317.72 0.026 39.632 314.71 0.015
MPD Perf 38.804 309.8 0.005 38.763 312.93 0.004 38.64 312.55 0.003
Cmcr 40.377 308.13 0.043 41.054 320.95 0.032 38.627 311.94 0.003
Perf+Cmcr 38.822 308.05 0.006 38.782 308.64 0.004 38.595 307.15 0.002
NO 39.35 315.48 0.019 39.296 315.48 0.013 38.998 315.48 0.009
ALL 38.784 314.52 0.005 41.562 314.56 0.028 40.31 314.5 0.019
FF Perf 38.786 314.72 0.005 41.555 314.63 0.029 38.632 314.69 0.003
Cmcr 38.784 314.53 0.005 38.8 314.53 0.005 40.31 314.47 0.019
Perf+Cmcr 38.786 314.72 0.005 38.794 314.66 0.004 38.631 314.69 0.003
NO 39.35 315.48 0.019 39.296 315.48 0.013 38.998 315.48 0.009
ALL 38.784 314.52 0.005 41.565 314.56 0.028 40.313 314.5 0.019
Epobf Perf 38.787 314.79 0.005 41.554 314.87 0.029 38.641 315.05 0.003
Cmcr 38.784 314.53 0.005 41.565 314.56 0.028 40.313 314.5 0.019
Perf+Cmcr 38.787 314.8 0.005 41.554 314.87 0.029 38.642 315.06 0.003
NO 39.347 315.48 0.019 39.292 315.48 0.013 38.994 315.48 0.009
ALL 38.777 314.45 0.005 38.797 314.38 0.004 42.381 314.47 0.025
FillUp Perf 38.783 314.91 0.005 38.782 314.58 0.004 38.636 314.96 0.003
Cmcr 38.777 314.45 0.005 38.797 314.38 0.004 42.381 314.47 0.025
Perf+Cmcr 38.783 314.91 0.005 38.782 314.58 0.004 38.636 314.96 0.003
NO 39.872 315.48 0.031 39.951 315.48 0.02 39.275 315.48 0.013
ALL 38.872 290.35 0.007 40.655 311.13 0.021 42.278 310.06 0.016
CARLO Perf 38.788 288.57 0.005 38.899 300.82 0.002 38.802 306.71 0.004
Cmcr 38.897 293.27 0.008 40.538 312.68 0.022 42.083 315.72 0.026
Perf+Cmcr 38.864 295.05 0.007 38.971 305.23 0.006 38.783 306.43 0.004
NO 39.442 315.48 0.021 39.413 315.48 0.014 39.075 315.48 0.01
ALL 40.376 311.74 0.043 40.184 324.86 0.026 43.124 330.59 0.048
LAGO Perf 38.84 313.87 0.006 38.79 313.36 0.004 38.682 313.79 0.004
Cmcr 40.381 311.84 0.043 40.396 325.48 0.029 41.775 334.47 0.044
Perf+Cmcr 38.842 313.8 0.006 38.806 313.33 0.005 38.698 312.34 0.004
Table 5.20: Gratis (0) workload – impact of different scheduling policies on data-
center’s energy consumption and performance when hosts are arranged in different
orders based on their efficiency factors Ef [for both metrics D (MW) and Ravg
(minutes), minimum values for H are better as explained in Ch. 4 [Sec. 4.3.4]] –
these experiments were performed using the simulation set-up as described in Sec.
5.2.3
Batch (2) and Production (9) are taken into account, respectively. For Pro-
duction (9) workload, we were unable (due to stranded resources)21 to schedule
all VMs for NR and DEC, therefore we increased the number of hosts from 12,583
to 18,583. This demonstrates that the order of hosts does matter and could affect
energy efficiency and workload performance (hence cost). Fig. 5.14 and Fig. 5.15
demonstrate the variations in energy consumption and performance (runtime) for
different kinds of workload and hosts order.
Here, ordering is discussed in terms of allocation policies that means logical ad-
dressing and is not a physical shift. However, this might be extended to: (i) putting
hosts in different racks; and/or (ii) physically shifting hosts inside a rack.
21the host that cannot be allocated due to a single resource unavailability - enough CPU is
available but there is insufficient memory [106]
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Scheduling Migration Order of hosts based on Ef
approach approach No order Increasing Decreasing
(D) Ravg (H) (D) Ravg (H) (D) Ravg (H)
NO 36.74 84.76 0.036 34.816 84.76 0.033 33.833 84.76 0.037
ALL 35.422 72.75 0.002 57.098 80.27 0.038 36.48 71.5 0.034
RR Perf 36.104 75.84 0.018 33.232 77.85 0.006 32.419 75.37 0.005
Cmcr 38.551 74.75 0.02 37.291 79.12 0.021 36.451 68.09 0.003
Perf+Cmcr 36.13 76.13 0.019 33.542 77.9 0.007 32.497 75.22 0.007
NO 36.603 84.76 0.035 34.652 84.76 0.031 33.738 84.76 0.035
ALL 38.303 73.12 0.006 57.587 81.83 0.054 39.349 77.1 0.075
R Perf 34.703 75.37 0.002 32.652 77.2 0.001 32.487 76.28 0.007
Cmcr 38.643 74.08 0.015 57.376 81.79 0.053 39.28 77.86 0.078
Perf+Cmcr 35.508 77.06 0.015 33.784 78.5 0.011 32.546 76.52 0.008
NO 35.832 84.76 0.023 33.738 84.76 0.021 32.961 84.76 0.019
ALL 39.165 84.26 0.06 37.423 84.21 0.049 39.89 84.26 0.107
BRS Perf 35.579 84.36 0.019 33.526 84.3 0.017 33.055 84.38 0.021
Cmcr 39.165 84.26 0.06 34.593 84.2 0.03 35.965 84.26 0.07
Perf+Cmcr 35.579 84.36 0.019 33.526 84.3 0.017 33.055 84.38 0.021
NO 36.353 84.76 0.031 34.246 84.76 0.027 33.23 84.76 0.025
ALL 35.802 79.53 0.021 33.297 84.89 0.014 32.633 76.21 0.01
MPD Perf 35.938 80.18 0.023 33.591 80.87 0.016 32.897 81.54 0.017
Cmcr 39.413 80.55 0.051 33.227 82.36 0.012 32.577 73.49 0.009
Perf+Cmcr 35.95 81.01 0.024 33.34 80.19 0.012 32.973 80.81 0.018
NO 35.823 84.76 0.023 33.736 84.76 0.021 32.955 84.76 0.019
ALL 35.579 84.35 0.019 33.557 84.33 0.018 40.233 84.33 0.109
FF Perf 35.579 84.4 0.019 33.524 84.4 0.017 33.048 84.48 0.021
Cmcr 84.33 35.944 0.019 84.32 40.235 0.041 84.34 75.223 0.109
Perf+Cmcr 35.578 84.41 0.019 33.523 84.39 0.017 33.049 84.48 0.021
NO 35.823 84.76 0.023 33.736 84.76 0.021 32.955 84.76 0.019
ALL 36.407 84.36 0.032 33.551 84.3 0.018 33.057 84.31 0.021
Epobf Perf 35.583 84.47 0.019 33.541 84.43 0.018 33.052 84.45 0.021
Cmcr 36.13 84.37 0.028 33.552 84.3 0.018 33.057 84.3 0.021
Perf+Cmcr 35.583 84.47 0.019 33.54 84.43 0.018 33.052 84.46 0.021
NO 35.833 84.76 0.023 33.738 84.76 0.021 32.96 84.76 0.019
ALL 39.167 84.41 0.06 57.057 84.15 0.076 35.963 84.25 0.07
FillUp Perf 35.586 84.39 0.019 33.537 84.23 0.018 33.057 84.37 0.021
Cmcr 39.167 84.41 0.06 57.057 84.15 0.076 35.963 84.25 0.07
Perf+Cmcr 35.586 84.39 0.019 33.537 84.23 0.018 33.057 84.37 0.021
NO 36.607 84.76 0.035 34.659 84.76 0.031 33.736 84.76 0.035
ALL 38.117 73.28 0.008 57.501 82.35 0.059 39.548 77.43 0.077
CARLO Perf 34.792 75.29 0.004 33.589 77.19 0.002 32.321 76.14 0.003
Cmcr 38.19 74.27 0.016 57.401 81.89 0.054 39.454 77.82 0.079
Perf+Cmcr 35.602 77.02 0.016 37.448 78.43 0.015 32.464 76.56 0.006
NO 36.083 84.76 0.027 33.996 84.76 0.024 33.055 84.76 0.021
ALL 53.409 93.82 0.16 33.381 85.49 0.016 32.744 78.07 0.013
LAGO Perf 35.847 82.92 0.023 33.495 79.08 0.012 32.997 82.5 0.019
Cmcr 53.412 93.92 0.16 33.277 85.22 0.014 32.721 78.1 0.013
Perf+Cmcr 35.85 83.08 0.023 33.537 78.7 0.011 32.994 82.52 0.019
Table 5.21: Batch (2) workload – impact of different scheduling policies on data-
center’s energy consumption and performance when hosts are arranged in different
orders based on their efficiency factors Ef [for both metrics D (MW) and Ravg
(minutes), minimum values for H are better as explained in Ch. 4 [Sec. 4.3.4]] –
these experiments were performed using the simulation set-up as described in Sec.
5.2.3
Results Discussion
For each scheduling approach, each VM requests cloud resources (CPU, memory)
and initially carries a host ID to accommodate the VM on that host (according to
Google data as explained in App. A). Therefore, for each allocation policy when
migrations are not considered, execution time is the same. However, the average
hosts in use (5 minute intervals) and datacenter utilization (%) confirms the effi-
ciency of FillUp VM allocation approach – which is consistent with our previous
findings [53]. For Gratis (0) workload, the RR approach creates more opportu-
nities for migration, hence, if more VMs are migrated to better performing hosts,
performance can be improved. Other scheduling techniques, with the exception of
RR, R and CARLO, migrate VMs occasionally and might produce minimal results
if each VM is allocated to a host that performs better. If performance of hosts
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Scheduling Migration Order of hosts based on Ef
approach approach No order Increasing Decreasing
(D) Ravg (H) (D) Ravg (H) (D) Ravg (H)
NO 77.231 1,107.42 0.023 52.297 1107.42 0.013 75.833 1,107.42 0.006
ALL 75.329 1032.89 0.005 52.052 1,014.44 0.008 111.925 1,179.53 0.075
RR Perf 75.338 1,031.88 0.006 51.809 963.59 0.001 74.98 1,068.56 0.001
Cmcr 74.924 1,036.94 0.001 52.307 1,080.95 0.013 111.879 1,181.88 0.076
Perf+Cmcr 74.908 1,044.47 0.001 52.143 1,053.59 0.01 75.006 1,053.06 0.001
NO 77.068 1,107.42 0.022 52.254 1,107.42 0.013 75.816 1,107.42 0.006
ALL 75.239 1,002.56 0.003 52.259 1,047.18 0.012 111.615 1,134.56 0.055
R Perf 75.265 998.89 0.002 51.95 985.23 0.006 74.98 1,065.28 0.001
Cmcr 82.744 1,019.77 0.019 52.385 1,067.62 0.014 224.651 1,157.9 0.084
Perf+Cmcr 75.323 1,014.39 0.005 52.201 1,043.59 0.011 74.957 1,063.77 0.001
NO 75.901 1,107.42 0.012 51.632 1,107.42 0.002 75.629 1,107.42 0.005
ALL 75.219 1,094.54 0.005 52.546 1,086.9 0.017 94.522 1,087.07 0.024
BRS Perf 75.216 1,094.25 0.005 52.543 1,087.18 0.017 74.912 1,086 0.001
Cmcr 75.219 1,094.54 0.005 52.546 1,086.9 0.017 107.901 1,086.52 0.026
Perf+Cmcr 75.216 1,094.25 0.005 52.543 1,087.18 0.017 74.912 1,085.81 0.001
NO 76.349 1,107.42 0.016 51.749 1,107.42 0.004 75.714 1,107.42 0.005
ALL 86.768 1,133.59 0.069 51.967 1,052.55 0.008 89.718 1,095.14 0.027
MPD Perf 75.256 1,083.32 0.005 51.913 1,034.07 0.007 74.912 1,078.08 0.001
Cmcr 86.579 1,097.9 0.058 52.088 1,082.47 0.01 248.296 1,086.65 0.029
Perf+Cmcr 75.27 1,055.57 0.005 52.064 1,079.09 0.009 74.917 1,076.57 0.001
NO 75.903 1,107.42 0.012 51.632 1,107.42 0.002 75.631 1,107.42 0.005
ALL 75.221 1,095.35 0.005 52.537 1,085.6 0.017 198.899 1,095.35 0.036
FF Perf 75.219 1,095.18 0.005 52.535 1,085.98 0.017 74.919 1,086.83 0.001
Cmcr 75.223 1,095.77 0.005 52.536 1,085.87 0.017 198.898 1,095.27 0.036
Perf+Cmcr 75.218 1,095.18 0.005 52.535 1,086.11 0.017 74.919 1,086.84 0.001
NO 75.903 1,107.42 0.012 51.632 1,107.42 0.002 75.631 1,107.42 0.005
ALL 75.238 1,099.16 0.005 52.542 1,086.8 0.017 199.965 1,111.87 0.049
Epobf Perf 75.218 1,095.45 0.005 52.538 1,086.68 0.017 74.971 1,096.41 0.001
Cmcr 86.595 1,099.31 0.058 52.542 1,086.81 0.017 199.965 1,111.87 0.049
Perf+Cmcr 75.272 1,101.83 0.005 52.539 1,086.74 0.017 74.97 1,096.26 0.001
NO 75.898 1,107.42 0.012 51.634 1,107.42 0.002 75.627 1,107.42 0.005
ALL 75.221 1,094.64 0.005 52.547 1,087.21 0.017 236.533 1,106.15 0.045
FillUp Perf 75.215 1,094.32 0.005 52.545 1,087.17 0.017 74.919 1,086.58 0.001
Cmcr 75.221 1,094.64 0.005 52.547 1,087.21 0.017 236.533 1,106.15 0.045
Perf+Cmcr 75.215 1,094.32 0.005 52.545 1,087.17 0.017 74.919 1,086.58 0.001
NO 77.068 1,107.42 0.022 52.25 1,107.42 0.013 75.816 1,107.42 0.006
ALL 78.352 999.33 0.007 52.067 1,045.82 0.009 96.871 1,131.71 0.046
CARLO Perf 75.268 995.68 0.001 51.834 991.71 0.005 75.016 1,065.01 0.001
Cmcr 75.318 1,017.43 0.005 52.174 1,068.69 0.011 112.016 1,154.26 0.064
Perf+Cmcr 75.337 1,012.97 0.005 52.023 1,042.86 0.008 74.994 1,063.15 0.001
NO 76.046 1,107.42 0.013 51.737 1,107.42 0.004 75.707 1,107.42 0.005
ALL 86.545 1,105.78 0.06 52.029 1,079.64 0.009 220.334 1,212.4 0.122
LAGO Perf 75.317 1,096.16 0.006 52.048 1,076.94 0.009 75.032 1,086.45 0.001
Cmcr 86.549 1,107.12 0.061 52.067 1,082.32 0.009 220.314 1,193.06 0.109
Perf+Cmcr 75.337 1,096.83 0.006 52.074 1,078.54 0.01 75.017 1,078.32 0.001
Table 5.22: Production (9) workload – impact of different scheduling policies
on datacenter’s energy consumption and performance when hosts are arranged in
different orders based on their efficiency factors Ef [in case of no and decreasing
order, the total number of hosts were 18,583 instead of 12,583] [for both metrics D
(MW) and Ravg (minutes), minimum values for H are better as explained in Ch.
4 [Sec. 4.3.4]] – these experiments were performed using the simulation set-up as
described in Sec. 5.2.3
is taken into account, then the more VMs (particularly relatively long-running) we
migrate to performance guaranteed hosts, the more efficient allocation and the lower
the value for D.
Similar behaviour is also observed for Batch (2) workload where efficient alloca-
tion heuristics like FF and FillUp obtain minimal results in terms of energy used
and number of migrations. For such short running workloads, migrations could
be expensive, and Perf+Cmcr produces good results with minimum energy con-
sumption and average per VM runtime duration. However, for the Production (9)
workload which runs for longer durations, we observed an unexpected behaviour.
The per VM average runtime duration is proportional to the user cost – the longer
the VM runs, the more it will cost. For different allocation heuristics and differ-
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Figure 5.14: Variation in total energy consumption when hosts are ordered based
on their energy consumption [left - Gratis (0), middle - Batch (2), right - Pro-
duction (9)] – these experiments were performed using the simulation set-up as
described in Sec. 5.2.3 [NR: no order, INC: increasing order of Ef , DEC: decreasing
order of Ef ]
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Figure 5.15: Variation in runtimes (performance) when hosts are ordered based on
their energy consumption [left - Gratis (0), middle - Batch (2), right - Pro-
duction (9)] – these experiments were performed using the simulation set-up as
described in Sec. 5.2.3 [NR: no order, INC: increasing order of Ef , DEC: decreasing
order of Ef ]
ent kinds of workload, the performance-aware migration technique (Perf) could
save up-to 2.65% energy as compared to no migration. These savings can be up
to 3.66% if Cmcr is also considered combined with performance-aware migration
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(Perf+Cmcr) as shown in Table 5.16. Considering a PUE of 1.222 and energy
price at $0.0823 per kWh, performance-aware migration (Perf) would save $260
per day for Gratis (0) workload, which is approximately a $0.1m saving over a
year. Similar numbers for energy and cost savings are also achievable for Batch
(2) workload. The Batch (2) workload runs for shorter duration and the savings
could be up to $1988.96 per day, making a total saving of ∼$0.73m annually for
similar datacenter configurations and workloads. The Production (9) workload
runs for longer durations and for similar datacenter set-up, an annual savings of
∼$0.02m are achievable at the rate of $44.26 per day. These saving for Gratis (0),
Batch (2) and Production (9) workloads compare favourably to a maximum
projected usage of the same 12,583 hosts cluster of approximately $2.4m/year.
The above savings would be higher for large datacenters such as Amazon EC2.
James Hamilton, a distinguished engineer at Amazon, describes that most Ama-
zon datacenters house between 50,000 and 80,000 servers, with a power capacity of
between 25 and 30MW24. Such an infrastructure would translate to approximately
$21m/year energy bills. According to our assumptions and experimental set-up, we
will be able to save approximately eight times more costs than the Google cluster
using the proposed VM allocation (FillUp), Cmcr and Epc-aware migration ap-
proaches.
These results suggest that reducing the system energy usage affects the compute
performance. Cmcr [53] tries to migrate only relatively long-running VMs to more
energy efficient hosts that might not perform better for a particular workload type.
In such situations the VMs run for longer and result in more energy consumption.
Similar trade-offs between system energy consumption and performance variations
are also observed in [214]. For Gratis (0) workload, Cmcr produces minimal re-
sults by migrating VMs that run for 15 to 30 minutes or longer. Similar long-running
VMs were also most efficient for Batch (2) workload, however, in Production
(9) workload, the past runtime Rpast of migrated VMs is 45 minutes to 1 hour.
For these long-running VMs, the results show that there are further opportunities
for greater energy efficiency and performance if VMs running for 1 hour or longer
(Rpast ≥ 1) are migrated. In all results as shown in Tables 5.14, 5.16, 5.18, a group
of eleven columns is shown for each of the examined metrics - energy and cost used
by hosts, average number of hosts used (Hused), average datacenter utilization (%),
VM average runtime (Ravg), the service revenue obtained from hosting the VMs
(user cost %), total cost savings in US dollars (%) and H (combined single value
for energy and performance) for each kind of workload.
Based on our findings, we generalize the three different types of workload bench-
marks w.r.t the continuing trade-off between overall system energy consumption,
performance and total cost that we observed for different allocation and migration
policies. We validated and verified our findings through running the experiments
22facilities are already exceeding this PUE and there is no doubt that it is achievable
23based on commercial electricity average price in West South Central, US during February 2016
24http://datacenterfrontier.com/inside-amazon-cloud-computing-infrastructure/
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several times, with different experimental assumptions and parameters, and de-
termined whether the generalization is correct or not. We observed a consistency
among the major findings, with variability in energy consumption and performance
(hence cost). Migration of VMs to better performance hosts increases the perfor-
mance (that reduces user per hour cost), however, it is also possible that energy
consumption is increased. Thus, a host may guarantee better performance for a
specific type of workload, but at price of lesser energy efficiency. We observed
that performance-aware migration improves the performance (runtime), and effi-
cient allocation heuristics (FillUp) reduces the energy consumption. Note that
performance and users’ cost (resource provisioning cost) gives almost the same val-
ues when migrations are not considered because initially all VMs are placed on
similar hosts.
From the results described in Sec. 5.2.4, we can see that no single solution ex-
ists that optimizes both objectives i.e. energy and performance simultaneously.
This means that both objectives conflict, and there may exists a number of Pareto
optimal solutions given by the Pareto front25. Using Pareto optimality, we can in-
vestigate differences among Pareto optimal solutions in order to optimize varying
combinations of the objective criteria. However, our optimization approach is more
traditional – posing a (weighted) sum of both objectives and then employ single
objective solvers (heuristics) to obtain a solution [as described in Ch. 4 – Sec. 4.2].
Hence, this traditional approach does not provide a complete view of the conflict
between both objectives (does not reveal the Pareto front) [215]. This needs further
work and analysis.
Another interesting point observed is about resource utilization. Largely, literature
[Ch. 3] asserts that increasing resource utilization could decrease energy consump-
tion. However, we observed that higher resource utilization could increase
energy consumption. For example, BRS utilizes the resources higher than the
FillUp but is less energy efficient [as shown in Table 5.18]. This effect can be re-
lated either to race-to-idle26 or never-idle27 heuristics as discussed in [191]. When
peak performance is not needed then operating the CPU at lower utilization level
enables the resource/energy management technique to save more energy by dynam-
ically ratcheting down the CPU power states through DVFS (Dynamic Voltage and
Frequency Scaling). However, if the CPU operates near maximum capacity (higher
utilization) most of the time, this technique would offer little advantage28. There-
fore, several techniques such as [36], [39], demonstrated greater energy efficiency
with two utilization thresholds for a resource (CPU); (i) a lower threshold and (ii)
an upper threshold.
Lastly, we repeatedly performed the experiments [Sec. 5.2.3] to demonstrate how
two different policies; one for initial VM placement and one for migration place-
25http://faculty.washington.edu/mkenn/Pareto/index.htm
26makes all resources available until a task completes and then idles
27keep the system busy (perhaps not fully utilized) and complete the task just at the deadline
28http://www.buildings.com/article-details/articleid/6000/title/10-ways-to-save-energy-in-
your-data-center
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Policy RR R BRS MPD FF FillUp CAR LAG
RR P B G
R G, B P
BRS G P B
MPD B, P G
FF B G, P
FillUp G, B, P
CAR B P G
LAG G P B
Table 5.23: Initial scheduling policies vs migration placement policies for Gratis
(0)-G, Batch (2)-B and Production (9)-P workloads - [leftmost column rep-
resents placement policy and header row represents migration placement policy],
for all three kinds of workload, using one policy (FillUp) for both allocation and
migration is most energy efficient
ment - would affect the energy consumption for different kinds of workload. This
will help providers to know if either a single policy/scheduler or two different poli-
cies/schedulers for both placement decisions is more economical, energy and perfor-
mance efficient. Table 5.23 shows the eight possibilities for initial allocation policy
combined with eight migration placement policies. The three kinds of workload,
Gratis (0), Batch (2) and Production (9), are represented by G, B and P
respectively. The FillUp migration placement policy tries to accommodate the
migrated VM on a more energy efficient host and produces minimal results (in
terms of energy usage) when combined with all scheduling approaches, dependent
on the workload type.
Cost Savings w.r.t PUE and Energy Prices
The total energy consumption of a datacenter is dependent on its PUE and energy
prices as discussed in Ch. 2 [Sec. 2.5]. This means the savings that can be achieved
with our proposed algorithms would also vary for different PUEs and energy prices.
There is no typical value for PUE, therefore a wide range of numbers are often used
in the literature29. Similarly, the energy prices also vary w.r.t the amount of energy
used, location and time.
PUE Energy prices Savings with FillUp and Cmcr
($ per kWh) $million per year
1.09 0.0795 0.62 – 1.32
1.2 0.08
1.3 0.0828 Fig. 5.16
1.7 0.0851
1.9 0.0854
2 0.0926
Table 5.24: Cost savings for different PUEs and energy prices
If we assume a range of common PUE values and energy prices in dollars per kWh
29http://www.vertatique.com/no-one-can-agree-typical-pue
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(US – West South Central)30, then we will be able to estimate the cost savings that
can be achieved using our proposed management techniques for various datacen-
ters operating in different locations. The savings that can be achieved when using
FillUp combined with Cmcr approach instead of RR with no migration strategy
[as presented in Table 5.9] are shown in Table 5.24 and Fig. 5.16. Different PUEs
and energy prices are shown in Table 5.24 and the range of cost savings are shown
in Fig. 5.16.
Figure 5.16: Cost savings for results in Table 5.9, when different PUEs and energy
prices are considered [using FillUp combined with Cmcr approach the savings
could be $0.62m/year – $1.32m/year]
If a different metric is used to estimate the efficiency of a datacenter (such as DCeP),
then we would be expecting savings in a different range. However, for DCE and
DCiE, there will be no effect as these metrics are dependent on PUE.
5.3 Summary
This chapter provided a discussion of the results for our VM allocation and migra-
tion policies. We employed the benchmarks designed in [13], [216] to validate the
implementation of our new model of VM migration (i.e. Epc-aware) inside the
CloudSim simulator. Based on our observations, we suggest that:
1. Efficient VM allocation techniques might be at least 1.72% more energy ef-
ficient and economical when compared to consolidation with migration tech-
niques. [Sec. 5.2.1]
2. It is approximately 3.52% more energy, hence more cost, efficient to migrate
relatively long-running VMs. Long running VMs are those which run for two
hours or longer (when mixed workloads are considered). However, for different
kinds of workload the runtimes may vary. [Sec. 5.2.2 and Sec. 5.2.3]
30https://www.eia.gov/electricity/monthly/epm table grapher.cfm?t=epmt 5 6 a
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3. For heterogeneous workloads and clouds (different hardware platforms), we
evaluated different scheduling and migration techniques that demonstrate a
diversity in energy efficiency and performance (hence cost) trade-off. Some
policies improve energy efficiency as the policy migrates VMs to higher perfor-
mance guaranteed hosts while the other policies experiences a reduction in en-
ergy efficiency as the workload performance increases. Applying an Energy-
Performance-Cost (Epc-aware) migration heuristic achieves minimal en-
ergy consumption, improves performance, and reduces the user cost. [Sec.
5.2.3]
4. There is a continuing trade-off between energy, performance and hence cost.
An Epc-aware approach is needed to make sure that energy (hence cost)
is saved with no performance loss. For different kinds of workload, an Epc-
aware approach can be up to 3.66% more energy efficient, and 1.87% more
performance efficient, than a no migration strategy. [Sec. 5.2.3]
5. Using the same VM allocation policy for allocating the migrated VMs can be
(needs further investigation) more efficient compared to using two different
policies for allocation and migration placement. [Sec. 5.2.4]
6. The host ordering has an impact on their allocation to VMs and therefore
variations in energy consumption and performance should be expected. Here,
ordering is discussed in terms of allocation policies (logical addressing) and is
not a physical shift. However, this might imply and could be extended to: (i)
putting hosts in different racks; and/or (ii) physically shifting inside a rack.
[Sec. 5.2.4]
7. The switching on/off idle hosts strategy can be at least 62.03% more energy
efficient as compared to the idle hosts remain switched on technique. However,
these savings are achievable with an associated loss in performance (that can
be up to 0.37% – 0.38% SLA violation ratio). [Sec. 5.2.2]
In Ch. 6, we verify and validate the above findings for real cloud test-bed using
statistical techniques. We then use another workload dataset from PlanetLab31
and discuss the major outcomes. We also describe the accuracy of results and the
simulator – CloudSim [20].
31https://www.planet-lab.org/
Chapter 6
Critical Assessment of Results
The results in Ch. 5 were obtained on some plausible assumptions in a simulated
environment. However, it is not always possible that similar results and savings are
also achievable in a real cloud platform or test-bed. The reason is that a simulator
only abstracts a model but does not always reflect real world scenarios. Therefore,
the solution of any research problem using numerical simulation (experimentation)
is not just to find a result, but also to ensure the quality and accuracy of the results.
There are several questions that come to mind regarding the results produced in a
numerical simulator. For example:
1. can we say that the results are accurate regarding the system behaviour?
2. how could we quantify the similarity between simulation and reality?
To answer these questions, it is necessary to establish verification and validation1
criteria that allow objective quantification of the difference between the results and
the reality [217]. Thacker et al. [218] describe that numerical simulations never
completely match “real” experimental results due to the model abstraction. There-
fore, the best option available is to make sure that the numerical solutions would be
a good approximation of reality. One approach that is widely used for this purpose
is verification and validation, which collects evidence of a model’s accuracy for a
particular scenario. Note that this approach cannot prove that a model is accurate
for all possible scenarios, but, rather, it can provide evidence that a model is suffi-
ciently accurate.
In this chapter, our focus is to verify and validate our approaches using some
well-known verification and validation techniques. We also discuss accuracy of
CloudSim [20] and the results that were obtained in Ch. 5. The rest of this chap-
ter is structured as follows. In Sec. 6.1, we state the hypothesis of the research
1https://www.mitre.org/publications/systems-engineering-guide/se-lifecycle-building-
blocks/other-se-lifecycle-building-blocks-articles/verification-and-validation-of-simulation-models
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conducted in this thesis and its contribution to the field of energy efficient cloud
computing. We demonstrate the precision of CloudSim and the obtained results in
Sec. 6.2 and Sec. 6.3 using several statistical approaches. In Sec. 6.4, we validate
our results using datasets from two other real cloud platforms. In Sec. 6.5, we
provide a comparison of this research with the closest rivals. In Sec. 6.6, we provide
critiques on our work. Final comments and thoughts on the assessment are further
elaborated in Sec. 6.7. Sec. 6.8 summarises the chapter.
6.1 Research Hypothesis and Contributions
6.1.1 Hypothesis
The aim of the present research is to explore further savings as may be possible
through approaches such as efficient scheduling and consolidation in order to de-
crease energy consumption of clouds (datacenters) such that VMs can recover their
migration cost, and the workload performance is not affected. This thesis is making
a novel contribution to theory by hypothesizing that efficient scheduling and con-
solidation techniques could make clouds more energy, performance and hence cost
efficient.
6.1.2 Contributions
1. A taxonomy and exploration of the state-of-the-art in energy efficient cloud
computing [12].
2. A new algorithm for VM allocation that accounts for host efficiencies (energy),
where efficient hosts are utilized first, which decreases datacenter’s total en-
ergy consumption. We call this approach FillUp [53].
3. A migration approach that migrates VMs only if migration cost (in terms of
energy) can be recovered, and ideally then save energy. We call this approach
Consolidation with Migration Cost Recovery (Cmcr) [53].
4. A migration approach that accounts for resource heterogeneity and user cost,
which migrates VMs to energy-performance efficient hosts if the desired level
of performance at the agreed cost can be achieved. We call this approach
Energy-Performance-Cost (Epc) efficient consolidation with migration.
5. Extensions to CloudSim [20], that can be used to evaluate resource manage-
ment techniques in large-scale heterogeneous clouds using Google’s cluster
traces [18].
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6.2 The Verification and Validation Approach
There are two common approaches to judge how good a model is w.r.t the real
system: (i) verification; and (ii) validation. Verification ascertains that the model
implements correct assumptions. Validation makes sure that the assumptions are
reasonable w.r.t the real system. The authors in [2] have described different methods
including anti-bugging, simplified models, and tracing, that can be used to verify
simulation models. Jauregui et al. [217] have discussed different kinds of validation
that can be performed using: (i) other numerical solutions; (ii) analytical solutions;
(iii) experimental results; (iv) intermediate results; and (v) convergence. Once a
kind of validation is chosen, the next problem is to compare the obtained results
with the pattern (established models) quantitatively. In many fields of research,
simple visual inspection is used as the validation method. However, this method
forces the need to investigate reliable techniques (computational) to compare the
differences (statistical significance) among the results and measure their quality.
Several other validation methods like: (a) correlation; and (b) reliability factor are
also discussed in [217].
All verifications and validations are undertaken through a comparison of a pat-
tern/reference model (ground truth) with the model under study. The most common
technique is the use of comparative analysis, performed in three different ways: (i)
comparing simple cases of a simulation model to known results of analytical models
(simplified); (ii) comparing the simulation model to other simulation models that
have been already verified and validated; and/or (iii) experimental results (theoret-
ical analysis). This chapter provides an analysis of CloudSim (as our approaches
are evaluated through this simulator) to make sure that it produces correct results.
In respect to (i), the chapter starts with comparing small scale real life measure-
ments with results received from simulations [Sec. 6.3.1]. During the comparisons,
the accuracy of the simulation (hence our results) is analysed. In respect to (ii),
the chapter focuses on a comparative performance and accuracy study of CloudSim
with an existing simulator DISSECT-CF [15] [Sec. 6.3.2]. In respect to (iii), we
repeatedly conduct the simulations using the same experimental set-up but with
differences in: (a) VM arrival and termination rate, (b) submission time, and (c)
workload datasets [Sec. 6.4.1]. Next we use different statistical approaches to ap-
proximate our results to a real test-bed. Note that both Sec. 6.3.1 and Sec. 6.3.2
fall under the category of model verification, while Sec. 6.4.1 depicts the approach
towards model validation.
6.3 Model Verification
Verification is intended to assure that the model does what it is designed to do.
There are several other cloud simulators that have been already verified (as discussed
in Sec. 6.7) [219], [15]; CloudSim is not. Therefore, we use two kinds of approaches
2http://www.inf.ed.ac.uk/teaching/courses/ms/notes/note14.pdf
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to make sure that the simulated system behaviour inside CloudSim is like a real
system and is expected to produce accurate and precise results: (a) simplified model
– comparing the simulated model to analytical models [Sec. 6.3.1]; and (b) simulated
models – comparing the simulated model with other simulated but verified and
validated models [Sec. 6.3.2].
6.3.1 Simulation Models vs Analytical Models
The easiest (perhaps less efficient) way to verify our results is to compare them
with analytical results which are obtained through a real cloud platform or test-
bed. However, there is no guarantee that a similar approach is always available, so
this might not be easy to do. Furthermore, this technique can only be used in simple
cases, because trying to find the analytical solution for real problems is impossible
or difficult, and, this is the reason for using numerical simulations.
Fortunately, a part of our migration approach, the VM level host efficiency model is
already taken into account by several researchers. For example, Alzamil et al. [14]
proposed a similar model and produced their results at Leeds cloud test-bed at
University of Leeds, UK3. Recently, the authors extended their own model in [14]
to address heterogeneous workloads [147]. Since we use the VM level host efficiency
model as a baseline for our VM placement and migration policies [53]. Therefore,
if we compare our baseline to the results demonstrated in [14] and [147], we can
come up with an approach to approximate our results and their accuracy to a real
platform.
Real Test-bed
A homogeneous cluster consisting of just four hosts is used in the real experiments
in [14], [147]. Each host consists of a four core X3430 Intel Xeon CPU, running at
the default clock speed of 2.40GHz, and 8GB of RAM. These hosts are connected
via Gigabit Ethernet. Each host is attached to a watt meter in order to measure the
energy consumed. These hosts are also used in the Leeds test-bed, which comprises
a cluster of Dell commodity servers as described in [14]. If we know the minimum
(Pidle) and maximum (Pmax) power consumption of the real hosts in the Leeds test-
best, we can use a linear power model (to measure energy usage) which is already
validated [refer Sec. 6.3.2]. Unfortunately, except for CPU, memory and disk, we
do not know other details of the hosts. Therefore, for simulating the energy usage
behaviour, we use the benchmark values from SPECpower4. We further assume
that the VM workload is stochastic (random change) and is always utilizing the
requested resources as described in [20].
The first experiment in [14] demonstrates that over-provisioning the number of
vCPU’s (from one to four) on a single VM does not have an impact on the host’s
3https://institutes.engineering.leeds.ac.uk/computing/research/distsys/facilities.shtml
4https://www.spec.org/power ssj2008/results/res2010q2/power ssj2008-20100420-00252.html
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overall energy consumption. There are two reasons: (i) if the VM has one CPU,
then dividing that CPU into one or four vCPUs would still consume the same
maximum energy [14], and (ii) if the VM has assigned more than one CPU, but the
VM is not utilizing the over-provisioned resources. In respect to (ii), if the VM is
utilizing the over-provisioned resources then the energy usage and the VM runtime
would vary. Despite this dynamic behaviour, CloudSim applies a static behaviour in
over-provisioning situations. To move away from this static behaviour in CloudSim,
simulation developers should dynamically change the host’s processing capabilities
depending on the level of over-provisioning they observe.
Figure 6.1: Host level energy consumption (4 VMs) – the experiments are performed
in four stages (60 second intervals), scaling-up the VM from one vCPU to four
vCPUs; the dips in the graph (left side) represent the transition of terminating the
current stage and starting the next stage [14]
In the second experiment, the authors demonstrated that increasing the number of
VMs in a single host has an impact on the host’s overall energy consumption that
can be represented by a linear relationship. The host level energy consumption and
the linear growth in energy usage w.r.t the number of VMs is shown in Fig. 6.1,
Fig. 6.2 [14], [147] and is given by Eq. 6.1:
y = 10.127x+ 72.587 (idle power) [R2 = 0.9996] (6.1)
where x is the number of VMs running on host and y is the host power consumption.
Using virtualised host energy consumption model in Ch. 4, the VM level energy
usage for all four VMs is similar to host’s overall energy consumption as shown in
Fig. 6.1, Fig. 6.2 and Fig. 6.3 [14]. We use a similar virtualised host energy model
to the baseline for our proposed VM allocation and migration policies. Therefore, if
the simulated results of this model have similarities to those results demonstrated
in [14], then the model may be considered verified.
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Figure 6.2: Modelling host level energy consumption (4 VMs) – the experiments are
performed in four stages (60 second intervals), scaling-up the VM from one vCPU
to four vCPUs [14]
Figure 6.3: VM level energy consumption (4 VMs) – the experiments are performed
in four stages (60 second intervals), scaling-up the VM from one vCPU to four
vCPUs; the dips in the graph (left side) represent the transition of terminating the
current stage and starting the next stage [14]
Simulated Model
We created (simulated) a model of the above real test-bed. The host level energy
consumption and the linear relationship between energy usage and number of VMs,
are shown in Fig. 6.4. The exact idle power consumption of hosts (real test-bed)
is unknown to us. According to the SPECpower benchmarks that we use in our
experiments, the idle power of each host is 62 Watts per hour (Wh). If we consider
the y intercept in the linear equation as the host idle power (62 Wh), then the
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slope (m1 = 10.267) of simulated results is very near to the slope (m2 = 10.127)
of the linear equation in real experiments [Eq. 6.2]. These slopes represent a
similar rate of change in energy consumption w.r.t the number of VMs on a single
host. Unfortunately, we are not aware of the workload type inside the real test-
bed. Therefore, we assume a stochastic workload (random behaviour in utilizing
the VMs) in our simplified (simulated) model. The stochastic utilization model is
already available in CloudSim class file “UtilizationModelStochastic()”. We ran the
experiment ten times and then compared the average values to the real test-bed
results.
y = 10.267x+ 62.0 (idle power) [R2 = 0.9149] (6.2)
In Eq. 6.2, x is the number of VMs running on host and y is the host overall
power consumption. As Fig. 6.4 shows, the simulated results (host level energy
consumption w.r.t number of VMs) match the real-life measurements most closely
(the relative error in terms of the difference in both slopes of the linear equations
(m1, m2) is less than 1.37%). Hence, compared to the real test-bed experiments,
our simulations of the simplified model and results can be assumed ∼ 98.63% ac-
curate. With this number we suggest that our approaches can save approximately
3.66±0.05% more energy than no migration approach [Ch. 5]. However, with this it
is understood that a model which works for simple scenarios is not assured to work
for complex scenarios; however, a model which does not work for simple scenarios
will absolutely not work for complex ones.
Figure 6.4: Host level energy consumption for 1 host running 1 to 4 VMs [the
workload inside VMs implements a stochastic utilization model]
6.3.2 Simulation Models vs Validated Simulation Models
We did not find any study that have validated the simulator under consideration
i.e. CloudSim [20] and its models as a whole. However, Tighe et al. [219] developed
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and validated a cloud simulator ‘DCSim’ that can be used for comparison with
CloudSim (in terms of their models). Similarly, Kecskemeti et al. [15] presented
DISSECT-CF (DIScrete event baSed Energy Consumption simulaTor for Clouds
and Federations) and analysed by firstly validating it against the behaviour of a
small-scale infrastructure cloud at the University of Innsbruck, Austria. According
to their findings, the system’s simulated behaviour matches real-life experiments
with negligible error (in terms of application execution time, larger scale network
transfers and energy consumption). These simulators are briefly described in App.
B. In this section we verify several models that we used in CloudSim by comparing
them to similar models in the validated simulator DISSECT-CF. These models
include: (i) host’s energy consumption (linear relationship with CPU utilization
and benchmarks); (ii) migration performance degradation; (iii) migration energy
usage; (iv) migration time and (v) resource heterogeneity.
Linear Power Model
The energy model (linear relationship with CPU usage %) has been validated in [15],
with relative error of 0.21% with a sample standard deviation of 0.4%. The resulting
power readings of a real host and simulated model using DISSECT-CF are presented
in Fig. 6.5.
Figure 6.5: Power estimation accuracy of the linear model [15]
Further details of the experimental set-up and parameters are discussed in [15].
Note that for accurate energy readings, one must be aware of the CPU’s energy
characteristics as they might not follow a linear trend and thus the offered linear
consumption model should be exchanged with a custom model of which we have full
control (SPECpower benchmarks). The creation of custom models is described in
[220]. A few example models are also available in Vincenzo’s fork of the simulator5.
5https://github.com/vincenzo-uibk/dissect-cf/
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Teng et. al [221] also found a linear relationship between a DVFS enabled CPU
and its power consumption as given in Eq. 6.3:
Pt = C1.f
3 × ut + Pidle (6.3)
where f is the CPU frequency and C1 is the scale coefficient. The energy consump-
tion et is defined as an integral of the power consumption function over a period (t)
as given in Eq. 6.4:
et =
∫ tf
ts
Pt dt (6.4)
where ts is the time when the server starts and tf is the time when the server finishes
its assigned workload (job). The total energy consumption E of a datacenter with
m active servers is measured as in Eq. 6.5.
E =
m∑
i=1
et (6.5)
Similar to DCSim and DISSECT-CF, CloudSim also provides support for modelling
the SPECpower6 real benchmarks (power consumption) for a number of hosts. We
also use the SPECpower6 benchmarks for hosts energy consumption in our experi-
ments, which does not need to be validated.
Migration Performance Model
The migration model that we used in our experiments i.e. each migration costs 10%
loss in performance (degradation), has been validated for web application (workload)
on a cluster of 6 hosts running 5 VMs as demonstrated in [16]. Beloglazov et al. [59]
also used a similar model to demonstrate performance degradation due to migrations
in datacenters.
Migration Power Model
The refined energy model that we used for estimation of migration cost has been
validated on a real Xen virtualised platform in [222], where it is demonstrated to be
90% accurate. The results are shown in Fig. 6.6, which describes that the refined
model error is as low as 10%.
Huang et al. [223] demonstrated that during a migration, the energy consumption
of the target host is almost stable (low increase). However, the energy consumption
of the source host goes down with increase in CPU utilization of the migrated VM.
Another energy consumption model for live migration is presented in [203]. This
model increases the accuracy of the model presented in [223] by ∼3.9% (11.8% vs.
15.7% error) for the source host and by ∼7.9% (5% vs 12.9% error) for the target
host. The authors [203] have suggested an accuracy improvement of ∼24% over the
model in [223]. With these contradictory results, it is reasonable to assume the VM
6https://www.spec.org/power ssj2008/
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Figure 6.6: Models errors in migration energy estimation [16]
size (data copied) as a major factor to estimate the energy consumption of a VM
migration.
Migration Time
The length of a live migration depends on the total amount of memory used by the
VM and available network bandwidth [206]. The model in Eq. 6.6 which is used to
estimate the time needed to complete a migration is mathematically valid: (i) if the
size (memory and disk) of the migrated VM is known; and (ii) if the VM is idle. This
model is justified since the images and data of VMs are stored on a shared storage
accessible over the network, which is required to enable live migration; therefore,
copying the VMs storage is not required [206].
Migrationtime =
VMmemory
Networkbandwidth
(6.6)
Liu et al. [222] also demonstrated a slightly different model of Eq. 6.6 and have
validated it in a real platform. The model is suggested to be over 90% accurate.
However, in our simulations we assume that a given VM workload is homogeneous
and does not change, therefore, we believe that the selected approach (Eq. 6.6) is
valid and accurate.
Modelling Resource Heterogeneity
To evaluate the trade-off between energy and performance (hence cost), we con-
sidered the heterogeneity of resources (hosts) in our simulations using CloudSim.
To date, CloudSim (even DCsim and DISSECT-CF) does not have any model to
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represent performance and heterogeneity of resources. Therefore, we made several
assumptions through relating the Google data with real performance benchmarks
as demonstrated in [13], [40]. Using the relationship between Google data and real
performance benchmarks, we were able to identify performance parameters (mean
µ, standard deviation σ – variations in runtime) of hosts for different kinds of work-
load that we take into account.
We believe that this mapping (Google data – real benchmarks [18], [13]) is un-
dertaken accurately and it also describes the hosts’ heterogeneity well. Further
discussion on the mapping is given in Ch. 5 and App. A. Note that a generalized
mathematical model is still needed that can be used inside simulators to represent
real heterogeneity in clouds.
Based on the above discussion of individual models (that we use in CloudSim) and
their correctness, it is reasonable to assume that each sub-model produces valid
results and the integration of models (CloudSim) is verified to be accurate. Due
to dependencies among the models, it is also possible that the simulation can still
produce invalid results even if all its sub-models are validated as described in [7].
However, in Cloudsim the above models are independent and it is reasonable to
assume that this will not happen.
6.4 Model Validation
In model validation, there are three aspects of a model that should be taken into
account: (i) assumptions; (ii) inputs and distributions; and (iii) outputs and con-
clusions. Furthermore, there are three approaches for validation that can be applied
to these different aspects of a particular model as appropriate. These approaches
are: (a) expert intuition; (b) real system measurements; and (c) theoretical re-
sults/analysis. Out of these three, comparison with a real system is the most reli-
able way to validate a simulation model. However, this is often infeasible because:
(i) the real system does not exist; or (ii) the measurements would be too expensive
to carry out. Therefore, we adopt the validation approach using theoretical results
and their analysis - (c). This is the most popular technique due to the fact that
measurement (simulated) shows consistency of the model with reality. However, it
is mandatory to introduce a measuring instrument whenever we perform a measure-
ment and consequently this directly or indirectly affects the system being measured.
Therefore, it is essential to have the greatest similarity between simulation config-
urations and measurements [217].
There are several methods such as correlation, that can be used to find similarities
and dissimilarities among different datasets (measurements) [217]. The correlation
between two variables is perfect when the output value is closest to 1 or -1 and gets
worse as it approaches to 0. The sign (±) indicates the direction of the associa-
tion: (+1) shows a perfect positive linear relationship. A (+1) represents that the
7https://www.mitre.org/publications/systems-engineering-guide/se-lifecycle-building-
blocks/other-se-lifecycle-building-blocks-articles/verification-and-validation-of-simulation-models
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relationship between two variables has exactly the same behaviour: when one of
them increases, the other increases too. A (-1) indicates that there is a perfect neg-
ative relationship (linear), one will decrease as the other increases. To compare the
obtained results, a better and more efficient statistical approach than correlation
is Feature Selective Validation (FSV) which is most widely used in the literature
because of its versatility and simplicity [217].
In Sec. 6.4.1, we discuss the accuracy of the results presented in Ch. 5 using datasets
from Google. In Sec. 6.4.2, we use datasets from another real cloud (PlanetLab) to
evaluate the validity and accuracy of our approaches.
6.4.1 Validation using Experimental Results (Google dataset)
In this section, we evaluate the proposed migration techniques on 29 different traces
from Google’s cluster dataset (each trace corresponds to a single day workload) [18]
and discuss the similarities among the obtained results to get the validity of the pro-
posed techniques. Unfortunately, we do not have any measurements (ground truth)
from a real test-bed that we can use them to compare with our results. Therefore,
the only option to validate our findings from all 29 datasets is to statistically prove
that for each day’s workload, there is a significant difference (statistical) between
the results generated by the proposed allocation and migration policies and other
scheduling techniques.
Significance Differences
As we discussed in Ch. 5, for all 29 datasets, the proposed VM allocation policy
(FillUp) combined with Cmcr (consolidation technique) achieved higher energy
efficiency compared to state-of-the-art allocation and migration policies. For all 29
datasets, the VM allocation policies (RR, R, BRS, MPD, FF, FillUp) combined
with different migration approaches (no migration [NO], migrate all [ALL], Cmcr)
that achieved higher energy efficiency are marked (bold face) in Table 6.1. For all
datasets, the results demonstrate that the FillUp approach combined with Cmcr
technique achieves higher energy efficiency than other approaches. Similarly, Cmcr
always achieves higher energy efficiency than NO and ALL which indicates that
our migration approach could be more energy and hence cost efficient to datacenter
service providers. Note that the Cmcr approach minimizes the energy consumption
by migrating VMs running for longer [as explained in Ch. 4]. In order to determine
that there is a statistical difference (significant) between the results produced from
our approaches and others, we use two statistical tests: (i) the standard error; and
(ii) analysis of variance.
Standard Error
If the sampling distribution is normally distributed, the sample average, its stan-
dard error (SE), and the quantiles (0.975) of the normal distribution can be used
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Day RR R BRS MPD FF FillUp
NO ALL Cmcr NO ALL Cmcr NO ALL Cmcr NO ALL Cmcr NO ALL Cmcr NO ALL Cmcr
1 29.06 21.05 21.05 27.99 20.87 20.87 15.72 15.34 15.19 20.69 19.32 19.32 15.94 15.8 15.7 13.6 13.31 13.3
2 30.19 22.41 22.41 29.13 22.21 22.21 16.68 15.7 15.68 22.18 19.98 19.82 16.85 16.57 16.37 14.36 13.93 13.93
3 46.78 31.4 31.4 44.76 31.2 31.2 25.82 24.94 24.82 36.56 30.49 30.49 26.05 25.59 25.27 22.29 25.59 21.52
4 38.26 25.03 25.03 34.25 24.81 24.81 19.99 18.98 18.9 28.55 23.23 23.23 19.82 19.64 19.33 16.94 16.54 16.51
5 27.35 18.3 18.3 26.36 18.0 18.0 12.85 12.3 12.07 17.9 15.53 15.53 12.89 12.82 12.54 10.71 10.39 10.37
6 34.5 21.16 21.16 32.7 21.28 21.28 17.0 15.39 15.35 21.36 20.29 19.54 16.91 16.05 15.77 14.16 13.61 13.58
7 20.28 13.33 13.33 18.2 13.08 13.08 82.45 82.17 8.12 11.78 11.53 11.51 8.28 8.44 8.34 7.01 6.97 6.97
8 43.28 23.96 23.96 37.83 24.33 24.33 18.39 17.63 17.43 26.99 23.62 22.59 18.1 17.91 17.61 15.31 15.12 15.11
9 120.4 102.7 102.7 119.2 102.5 102.5 92.15 90.89 90.28 109.3 101.4 101.3 92.1 92.99 92.39 82.7 82.05 81.85
10 62.2 52.8 52.8 61.52 52.72 52.72 43.86 42.88 42.79 53.26 48.26 48.26 43.87 44.11 43.67 38.74 38.3 38.2
11 38.8 25.58 24.69 38.62 26.1 26.1 17.88 16.47 16.47 25.14 23.98 23.14 17.8 17.7 17.51 14.79 14.41 14.4
12 16.97 9.44 9.44 16.57 9.74 9.74 7.94 6.99 6.81 7.94 11.09 10.8 7.91 7.18 7.1 6.51 6.02 6.02
13 21.95 13.37 13.37 20.8 13.31 13.31 9.77 9.06 9.06 12.61 12.13 12.04 9.96 9.48 9.43 8.29 7.96 7.96
14 12.47 8.0 8.0 11.47 7.94 7.94 4.62 4.66 4.55 7.15 7.09 7.09 4.64 4.75 4.6 3.89 3.85 3.85
15 21.12 14.41 14.41 20.01 14.39 14.39 9.67 9.59 9.51 14.28 13.71 13.71 9.63 9.92 9.55 8.19 8.04 8.03
16 26.37 19.17 19.17 25.66 19.09 19.09 14.43 13.93 13.77 19.22 17.47 17.47 10.98 14.92 14.33 12.87 12.66 12.56
17 18.85 12.99 12.99 17.48 12.91 12.91 7.99 7.94 7.82 10.85 10.4 10.4 8.01 8.09 7.94 6.76 6.68 6.68
18 90.29 58.04 58.04 85.47 57.55 57.55 50.98 46.63 46.63 87.31 63.16 62.73 50.52 51.16 47.48 45.42 44.3 44.04
19 70.43 37.49 37.49 69.2 38.2 38.2 35.3 30.92 30.77 46.49 37.0 37.0 34.59 31.22 31.0 28.48 26.72 26.68
20 46.17 25.21 25.21 45.35 25.29 25.29 22.51 19.98 19.14 30.24 26.95 26.95 21.87 20.27 19.58 17.66 16.38 16.38
21 44.27 21.93 21.93 43.57 22.2 22.2 21.08 17.43 17.15 23.18 22.91 22.91 20.68 17.62 17.49 16.43 15.19 15.18
22 49.17 29.2 29.2 47.12 28.62 28.62 24.05 21.5 21.5 37.49 30.2 29.1 23.76 22.39 22.19 20.11 19.4 19.38
23 63.34 40.57 40.57 61.09 40.81 40.81 37.06 33.52 33.25 48.68 40.28 39.67 36.69 34.41 34.21 31.67 30 29.94
24 64.75 35.78 35.78 47.81 35.81 35.81 30.46 28.96 28.71 41.44 35.34 35.34 30.46 29.86 29.35 26.29 25.6 25.56
25 34.84 24.1 24.1 32.99 23.78 23.78 18.33 18.04 17.97 27.81 22.07 22.07 18.35 18.54 18.36 15.81 15.79 15.69
26 48.39 34.04 34.04 44.42 34.91 34.91 25.29 25.67 25.55 40.61 34.37 34.28 25.39 25.9 25.52 22.29 22.43 22.34
27 43.18 27.31 27.31 42.05 27.23 27.23 23.2 21.2 21.16 31.38 26.96 26.66 22.92 21.78 21.49 19.38 18.76 18.74
28 40.99 30.66 30.66 40.31 30.42 30.42 23.98 23.41 22.89 34.55 28.01 28.01 23.91 24.32 23.64 20.71 20.54 20.47
29 25.75 21.66 21.66 24.73 21.52 21.52 16.45 16.7 16.44 21.19 19.71 19.71 16.51 16.9 16.53 14.31 14.28 14.24
Table 6.1: Results in terms of total energy consumption (103 kWh), for all 29
datasets using different allocation and migration policies [minimum values shown
in boldface are better – Cmcr migrates relatively long-running VMs which run for
2 hours or longer [as discussed in Ch. 5, Sec. 5.2.2]]
[ FillUp+Cmcr is more energy efficient than all other approaches to allocation and
migration – for all 29 datasets FillUp performs better than efficient approaches
such as BRS, FF and MPD ]
to calculate Confidence Intervals (CI) for the average. The statistics for our exper-
iments are shown in Table 6.2. The SE is estimated by the standard deviation (σ)
of the sample divided by the square root of the sample size (n) [Eq. 6.7]. Note
that we use standard errors to study the significance of the differences between the
means.
SE =
σ√
n
(6.7)
The problem with this technique arises when the [mean ± SE] of several groups
overlaps. Such situations either shows the inaccuracy of the results, failure of the
proposed model, or may be due to small differences. These differences might still be
significant and can be identified by other statistical methods like t test, hypothesis
test etc.
Analysis of Variance
Another approach is hypothesis testing statistics which allows us to use statisti-
cal data analysis to make statistical inferences about whether or not the data we
gathered support a particular hypothesis8. In other words, is there any significant
8http://www.statisticallysignificantconsulting.com
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Scheduling Migration Average Energy Standard Deviation Standard Error
approach approach (MWh) (σ) (Energy) (SE) * 1.96
NO 42.4276 22.9767 ±8.3627
RR ALL 28.3134 18.074 ±6.5738
Cmcr 28.2828 18.0794 ±6.5802
NO 40.2297 22.3156 ±8.122
R ALL 28.3041 18.0516 ±6.5701
Cmcr 28.3041 18.0516 ±6.5701
NO 25.7207 19.7506 ±7.1885
BRS ALL 24.4421 19.4593 ±7.0825
Cmcr 21.7166 16.251 ±5.9148
NO 31.5907 21.9187 ±7.9776
MPD ALL 27.4648 18.3633 ±6.6836
Cmcr 27.2645 18.3397 ±6.675
NO 22.9445 16.8353 ±6.1274
FF ALL 22.6321 16.8539 ±6.1342
Cmcr 22.2169 16.5872 ±6.0371
NO 19.851 15.1087 ±5.499
FillUp ALL 19.4766 14.9682 ±5.4479
Cmcr 19.2924 14.8819 ±5.4165
Table 6.2: Standard error with 95% confidence interval for different scheduling
and migration algorithms [29 traces from Google’s cluster – energy consumption,
minimum values are better which are shown in boldface] – this suggests that the
FillUp combined with Cmcr is more energy efficient than the other policies
[ the allocation policies have strong impact on energy consumption than the migra-
tion policies - FillUp can save ∼53% more energy than RR when no migrations
are considered – Cmcr can save ∼3% energy when combined with FillUp ]
difference between the results? To ascertain if the results in Table 6.1 are statisti-
cally significant is determined by calculating the probability of error (p value) by
the t ratio. The difference between two datasets is statistically significant if it can
not be explained by chance alone. The difference between two datasets is judged to
be statistically significant when p ≤ 0.05. At p = 0.05, the differences between the
two datasets have only a 5% probability of occurring by chance [224]. We choose
repeated measure Anova (Analysis of Variance) to show that there are significant
differences between the results (using different allocation policies combined with
different migration approaches) because: (i) the data is quantitative; (ii) each col-
umn represents a group or sample, so we have three samples for each independent
experiment; and (iii) the purpose of the test is to compare the data. As our depen-
dent variable (energy consumption) is dependent on two variables (independent)
i.e. allocation policy and migration technique, so we use two-way Anova test. The
Anova test only tells us that there are statistically significant differences among the
groups, however, it does not really compare the groups with each other. Therefore,
we use the t-test (post-hoc) repeatedly to show the significant differences among
the groups [224].
The null hypothesis that we assume is that the mean (average value of the dependent
variable - energy consumption) is the same for all groups - combination of scheduling
and migration policies. The alternative, or research hypothesis, is that the average
is not the same for all groups. The Anova test shows that the differences among
different allocation policies i.e. RR, R, BRS, MPD, FF and FillUp are statistically
significant having p = 7.37888E-07. Similarly, the p value for different migration
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approaches i.e. NO, ALL and Cmcr is 0.00488 which confirms that the results are
significantly different. Therefore, Anova rejects the null hypothesis and there are
at least 2 groups different from each other. In order to determine which groups are
different from which (among NO, ALL and Cmcr), the t-test (post-hoc) details are
shown in Table 6.3. Note that for efficient allocation, both migration techniques
do not show any significant differences compared to NO approach. However, the p
values shows a clear efficiency of Cmcr over the ALL approach. Fig. 6.7 shows the
box plot for NO, ALL and Cmcr when combined with all allocation approaches.
Allocation policy Migration policy t Stat p(T <= t)
one-tail
NO vs. ALL 2.555 0.00669
RR NO vs. Cmcr 2.56 0.0066
ALL vs. Cmcr 0.006 0.49748
NO vs. ALL 2.199 0.016
R NO vs. Cmcr 2.199 0.01603
ALL vs. Cmcr 0 0.5
NO vs. ALL 0.244 0.40405
BRS NO vs. Cmcr 0.828 0.20548
ALL vs. Cmcr 0.569 0.28586
NO vs. ALL 0.764 0.22418
MPD NO vs. Cmcr 0.801 0.21326
ALL vs. Cmcr 0.041 0.48378
NO vs. ALL 0.069 0.47246
FF NO vs. Cmcr 0.163 0.43559
ALL vs. Cmcr 0.093 0.46316
NO vs. ALL 0.093 0.46305
FillUp NO vs. Cmcr 0.139 0.44482
ALL vs. Cmcr 0.046 0.48167
Table 6.3: The t-test multiple comparisons for different allocation and migration
policies [Cmcr can be seen as more energy efficient that NO and ALL approaches
w.r.t the p values shown in boldface] – the t-critical value is 1.673, [efficient alloca-
tion do not have an impact on consolidation policies]
In Table 6.4, we compare the FillUp approach with all other allocation policies
combined with NO, ALL and Cmcr. As shown in Fig. 6.8, the t-test indicates that
there are significant differences between FillUp and RR, R, MPD when consid-
ered in combination with NO, ALL, Cmcr. However, the behaviour of FillUp is
almost similar to BRS and FF and the test fails to show that there are significant
differences between these approaches. However, the high probability (p) value is
not evidence that the null hypothesis is true. It is even impossible to distinguish a
null effect from a very small effect as demonstrated in [9].
To summarize this discussion, although we were unable to statistically prove that
the proposed FillUp and Cmcr approach produces significantly different results
compared to all other allocation and migration approaches. However, based on the
minimum, maximum and mean results as shown in Fig. 6.7 and Fig. 6.8, we can see
that FillUp and Cmcr are more energy efficient than all other allocation and mi-
gration policies. Lastly, there are different methods (like Fisher’s method, weighted
Z-method) that can be used to combine the probabilities (p values) if the differ-
ences are not significant in multiple iterations. Based on non-significant findings,
9http://onlinestatbook.com/2/logic of hypothesis testing/nonsignificant.html
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Figure 6.7: The t-test details for NO, ALL and Cmcr migration policies [‘*’ rep-
resents the degree of difference and ‘o’ means there is no significance difference –
however, the minimum, maximum and mean values show that Cmcr is most energy
efficient than NO and ALL]
Allocation policy Migration policy t Stat P (T <= t)
one-tail
NO 4.344 2.967E-05
RR ALL 1.993 0.0256
Cmcr 2.0316 0.02348
NO 4.001 9.339E-05
R ALL 1.992 0.02563
Cmcr 2.038 0.02313
NO 1.249 0.10843
BRS ALL 1.07 0.14455
Cmcr 0.582 0.28141
NO 2.333 0.01162
MPD ALL 1.784 0.0399
Cmcr 1.786 0.03975
NO 0.724 0.23615
FF ALL 0.741 0.23097
Cmcr 0.694 0.24514
Table 6.4: The t-test multiple comparisons of FillUp approach with different al-
location and migration policies [the FillUp approach is much similar to BRS and
FF, hence there are no significant differences] – approaches with p values in bold-
face are less efficient than FillUp – the t-critical value is 1.673, [BRS and FF are
comparable to FillUp]
these methods can reach to an accurate decision about whether the differences are
significant or not. This is illustrated with an example in [10].
6.4.2 Validation using Experimental Results (PlanetLab dataset)
To validate our approaches we also use the data provided by a monitoring infras-
tructure for PlanetLab11, as part of the CoMon project [208]. The data consists
10http://onlinestatbook.com/2/logic of hypothesis testing/nonsignificant.html
11https://www.planet-lab.org/
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Figure 6.8: Comparison of FillUp to other approaches using t-test [‘*’ represents
the degree of difference and ‘o’ means there is no significance difference – however,
the minimum, maximum and mean values show that FillUp is most energy efficient
than RR, R, BRS, MPD and FF]
of CPU utilization values taken at 5 minute intervals. The data is collected from
more than a thousand VMs running inside hosts that are located at more than 500
locations around the world. We use the traces which span over 10 days and are by
default available inside CloudSim [20]. These traces have been randomly selected
from the workload traces collected during March and April 2011. Table 6.5 shows
the dataset characteristics for each day. By using this data, our intention is to
compare the results of our algorithms to other approaches that have been already
published in [35].
Date Number of Util. Mean Util. St. dev. Quartile 1 Median Quartile 3
VMs µ σ (%) (%) (%)
03/03/2011 1,052 12.31 17.09 2 6 15
06/03/2011 898 11.44 16.83 2 5 13
09/03/2011 1,061 10.70 15.57 2 4 13
22/03/2011 1,516 9.26 12.78 2 5 12
25/03/2011 1,078 10.56 14.14 2 6 14
03/04/2011 1,463 12.39 16.55 2 6 17
09/04/2011 1,358 11.12 15.09 2 6 15
11/04/2011 1,233 11.56 15.07 2 6 16
12/04/2011 1,054 11.54 15.15 2 6 16
20/04/2011 1,033 10.43 15.21 2 4 12
Table 6.5: Workload data characteristics (CPU utilization %) from CoMon project,
PlanetLab [35]
To be consistent with the results in [35], we simulated a datacenter of 800 hetero-
geneous hosts comprised of two different types as shown in Table 6.6. For the sake
of simulation, the frequency of the host’s CPUs are mapped onto MIPS ratings
w.r.t a single core. In addition, each host is configured to have 1 GB/s network
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bandwidth. The energy consumption of these hosts relates to the benchmark values
from SPECpower. The characteristics of the VM types correspond to Amazon EC2
instance types with the only exception that all the VMs are single core. This is
explained by the fact that the workload data also comes from single core VMs [35].
Therefore, for each VM type its memory (RAM) is divided by the number of cores
as described in Table 6.7.
Host Host Speed MIPS No of Memory Pidle Pmax Amount
Name Type (GHz) Rating Cores (GB) (Wh) (Wh)
HP ProLiant Intel Xeon
ML110 G4 3040 1.86 1,860 2 4 86 117 400
HP ProLiant Intel Xeon
ML110 G5 3075 2.66 2,660 2 4 93.7 135 400
Table 6.6: Host characteristics and number used in the experiments demonstrated
in [35] – MIPS: Million of Instructions Per Second
Instance type Speed (MHz) Memory (GB)
High CPU medium 2,500 0.85
Extra large 2,000 3.75
Small 1,000 1.7
Micro 500 0.613
Table 6.7: Instance types and their characteristics [35], [36]
Initially, all VMs are allocated according to: (i) the resource requirements defined
by the VM types; and (ii) VM allocation policy. However, using the workload data,
if VMs utilize their provisioned resources less, this create opportunities for consol-
idation. Note that each VM is randomly assigned a workload trace from one of
the VMs (PlanetLab dataset) that lasts for 24 hours. As demonstrated in [35], the
Power Aware BFD heuristic (PABFD also known as MPD) is used as the default
allocation policy in CloudSim. During consolidation, the optimization module de-
termines the overloaded hosts using two techniques: (i) the static threshold policy
(THR) which uses a static upper utilization threshold (80%) for each host; and (ii)
the local regression dynamic threshold policy (LR) which uses dynamic (adaptive)
thresholds instead of a static one. The underutilized hosts are those which have
a minimum utilization level compared to all hosts. If there are several migratable
VMs, then the migration policy uses MMT (minimum migration time) approach
to prioritize those VMs that will take minimum time in migration. Beloglazov et
al. [35] suggested that the MMT policy performs better than all other methods
such as random, MCC, MU as presented in [35], and when combined with LR, it
produces minimal results in terms of energy consumption.
We made a slight modification to the above experiments in order to account for the
migration cost (in terms of energy consumption). We chose the MMT combined
with THR and LR techniques as the benchmark policies for comparison because
they perform better than all other techniques in [35]. We simulated the combi-
nation of FillUp and Cmcr (PR – past runtime) techniques and observed that
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our approaches outperform even the best combination of allocation and migration
policies presented in [35]. The substitute for MMT policy is our own VM selection
policy i.e. migrate VMs having maximum past runtime. The mean results (energy
consumption and migrations) for all ten workload traces, different allocation and
migration policies are shown in Table 6.8.
Policy Avg. energy Avg. number
Host overload Allocation Migration (kWh) of migrations
MPD MMT 246.069 26,779
THR FillUp MMT 192.483 37,100
FillUp Cmcr 127.849 1,391
MPD MMT 233.638 28,389
LR FillUp MMT 170.816 31,202
FillUp Cmcr 124.759 1,340
Table 6.8: Average energy consumption and number of migrations for ten different
traces from PlanetLab [THR: uses an upper threshold (0.8) for host overload, MPD,
default VM allocation policy in CloudSim, MMT: minimum migration time FU:
FillUp, PR: Cmcr – ‘best’ approaches are shown in boldface]
Fig. 6.9 and Fig. 6.10 show the results obtained for all ten workload traces. Using
the THR and LR policies, our consolidation approach (FillUp+Cmcr) is ∼51%
more energy efficient than THR-MPD-MMT and ∼53.4% more energy efficient than
LR-MPD-MMT. If we assume that the results presented in [35] are correct, then
certainly our results can be assumed valid and accurate. Note that in these exper-
iments all VMs are running for 24 hours and the resource usage varies according
to the PlanetLab workload. We expect that our approach would be more energy
efficient if VMs are submitted and terminated dynamically at runtime which creates
more migration opportunities.
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Figure 6.9: Energy consumption using different allocation and migration techniques
for ten workload datasets from PlanetLab as described in Table 6.5 [MMT: minimum
migration time FU: FillUp, PR: Cmcr]
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Figure 6.10: Number of migrations using different allocation and migration tech-
niques for ten workload datasets from PlanetLab as described in Table 6.5 [MMT:
minimum migration time FU: FillUp, PR: Cmcr]
6.5 Comparison with other Competing and Compara-
ble Techniques (Closest Rivals)
In the literature, there are several heuristics based VM allocation techniques which
are very similar to FillUp. For example, as discussed in Sec. 6.4.1, BRS [135]
and FillUp [53] have similarities as they account for allocating a VM to a more
utilized host. However, to take the advantage of efficient hosts, our approach uses
the VM level energy model. Similarly, the approach “Epobf” presented in [138]
also selects an efficient host based on the host efficiency model used by green50012
supercomputer list. The VM level energy model used in FillUp is totally different
from the one used by green500 supercomputer list. The former one accounts for
virtualised host and the number of VMs it can run, but, the latter one is only for
non-virtualised hosts and may not accurately measure the efficiencies (energy) of
virtualised hosts.
Dabbagh et al. [47] proposed an allocation technique that considers the duration
(runtime) of VMs in placement decisions in order to segregate similar kinds of VMs
on similar hosts. We differentiate our migration method ‘Cmcr’ from [47] in two
ways: (i) our intention is to migrate VMs based on their previous runtime (Rpast),
which is known, however, the authors in [47] assume that the VM runtime/release
time (R) is already known at the time of its allocation; and (ii) they segregate
VMs of similar runtime to same hosts, however, our aim is to migrate VMs, with-
out knowing their release time, to more energy efficient hosts. Furthermore, the
methodology in [47] is VM allocation, and we use consolidation with migration
technique to decrease datacenter energy consumption.
The existing trade-off between energy consumption and performance (hence cost)
has been demonstrated previously in [32], [153]. However, our work considers dif-
12https://www.top500.org/green500/
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ferent kinds of workload and policies (allocation and migration) and their effects on
the trade-off which is not addressed previously. Furthermore, we account for the
host’s reconfiguration and migration costs.
6.6 Critiques on Findings
It is worth noting, from the results analysis we observed that the data we collected
offers strong support for the research hypothesis. However, there are still some gaps
and limitations of this work. These include:
1. Simulations does not represent reality and the results are not guaranteed to
be accurate, even if simulators are verified and validated. Therefore, there
is no guarantee that the same results, as presented in this thesis, would also
be achievable in a real cloud test-bed. Although, we have tried our best to
verify and validate the findings, however, errors and inaccuracy might still
be expected due to the abstraction13 until a real cloud test-bed is used for
evaluation.
2. Efficient allocation is more economical than consolidation, however it depends
on the workload type, hardware efficiency, and duration of VMs running the
workload. In this thesis, this is not addressed for what kind of workload,
assumptions and hardware configuration, migration would be more expensive
and should be avoided.
3. Our evaluation is based on the assumptions that VMs with longer past runtime
(Rpast) have high probability to continue running and recover their migration
costs. However, this assumption may not be reasonable or accurate. Alterna-
tively, we did not address how the duration of VMs might be predicted and
then used in the model.
4. We considered the heterogeneity of cloud resources and workload during the
migration decisions. However, public cloud providers usually do not have
specific knowledge of the user workload running inside VMs. However, this
might be possible in containerized datacenters which are not within the scope
of this thesis. The users know their workloads and they might be able to select
a specific CPU model to get the desired level of performance. Therefore, in
practice, it would be difficult for the service providers to decide which CPU
model the workload may be migrated to for better performance and hence
cost.
13simulations can only abstract the real test-bed
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6.7 Discussion
A simulated model is more abstract than the real system it represents14. From a
performance point of view, this abstraction allows us to focus on the system elements
which are important, that creates two major problems: (i) the model assumption
we make also eliminate details of the real system; and (ii) the abstraction process
introduces inaccuracy. That said, some degree of inaccuracy may be necessary or
even desirable, to make the model solution tractable. Without doubt, some assump-
tions are made in order to construct the model. However, when using assumptions
and simulations, we must put efforts into validation of the model. Similarly, if a
numerical simulator has been used to produce results from a model, the validity of
the simulator matters. If a simulator is verified and validated, then we are assured
that results are approximated for a real test-bed as well.
CloudSim [20] is among the most popular IaaS cloud simulators. The two major
problems with CloudSim are: (i) there is no complete documentation to show the
full working of its different classes; and (ii) no study is available at the moment
about its accuracy (to the best of our knowledge). The DISSECT-CF’ simulator is
shown to be accurate and performs better than CloudSim [15]. The authors [15]
demonstrated that the simulation offers sufficient accuracy even for complex CPUs
and network set-ups. In case of networking though, one has to keep in mind that
the simulator only does rudimentary modelling of network traffic and it is not ca-
pable to model traffic with small sized transfers. However, this is by design; the
main aim for the networking of the simulator is to allow proper modelling of VM
image transfers. The relative error of the simulator is shown to be less than 0.3%
for CPU intensive tasks, and less than 5% for memory intensive tasks while network
transfers of large files have a relative error of less than 0.5%. Most importantly, the
accuracy of the modelled energy behaviour is shown to be in line with the accuracy
of the real CPU model in use [SPECpower benchmarks]15
For all simulators, one can only achieve some level of accuracy by ensuring that the
simulator’s models are aligned with the actual hardware he/she is trying to model.
For example, to model a real life host, one has to adjust the processing capability of
resource consumptions and energy usage of the host (object) [15]. This means that
for accurate results, the required level of adjustment must be experimentally iden-
tified for actual hardware and software combination. Fortunately, this adjustment
is not necessary for non-tricky hardware set-ups (non-HT enabled, SMP systems)
running CPU intensive applications. Those researchers who are interested to know
how to model software behaviour with processing limits (capabilities), may refer
to [225] for more details.
14http://www.inf.ed.ac.uk/teaching/courses/ms/notes/note14.pdf
15Sec. 6.7 consists of contents in personal correspondence with Gabor Kecskemeti, a Research
Fellow in Laboratory of Parallel and Distributed Systems, MTA SZTAKI – www.lpds.sztaki.hu.
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6.8 Summary
This chapter provides an analysis and evaluation of the obtained results inside cloud
simulator “CloudSim” to demonstrate that our data supports the research hypoth-
esis [20]. We compared small scale real measurements (obtained on University of
Leeds test-bed) to the results obtained from simulations in CloudSim (simplified
model) [14]. During the comparisons, accuracy/precision of the simulator is anal-
ysed and is suggested to be approximately 98.63%. With this number we suggest
that our approaches can save approximately 3.66±0.05% more energy than no mi-
gration approach. We then focused on comparative performance and accuracy study
of CloudSim with an existing validated simulators DISSECT-CF. This verifies differ-
ent models used in CloudSim to confirm the precision of the simulations performed.
We made this choice because:
1. the authors in [14], [147], have already proved their effectiveness in testing a
part of our VM migration model, and
2. this allows us to check the accuracy of our VM migration model against their
mathematical models.
We statistically validated our proposed allocation and migration policies with 29
different datasets (Google’s cluster) and demonstrated that both our techniques
i.e. allocation (FillUp) and consolidation (Cmcr) achieve higher energy efficiency
compared to other policies. Additionally, we chose to validate our results using an-
other dataset from the CoMon project inside the PlanetLab cloud platform. Efforts
were made to identify the closest rivals, and a comparison is outlined. Lastly, we
provided critiques on our work that might be helpful in further exploration of this
area of research.

Chapter 7
Conclusion and Future Work
The problems of increasing energy usage allied to growth in populations and their
use of electronic devices brings the need to investigate ways to improve energy ef-
ficiency. Likewise, the decreasing levels of non-renewable energy sources, such as
coal, increases the need to develop solutions for managing the remaining supplies of
such fuels. One of the solution which may help to reduce the energy consumption
is the use of cloud. Cloud has been observed to be more energy-efficient compared
to other computing systems such as private clusters. Apart from offering rapid and
on-demand services (elastic) to both the business sectors and IT, cloud helps in
managing energy consumption efficiently [4]. Several ICT companies have accepted
the potential of cloud and suggest it is the most desirable technology to help/reduce
energy consumption. Furthermore, several researchers have investigated the role of
cloud computing in realizing energy efficiency [4]. For example, Koomey at al. [26]
reported that cloud computing can be an energy saving tool. Similarly, Owusu
et al. [226] suggested that cloud computing could help to reduce GHG emissions
by 28% by 2020. The Cleer (CLoud Energy and Emissions Research)1 model at
Berkeley Lab suggested that if organizations shift to the cloud, then energy con-
sumption may be reduced by ∼87% when compared to traditional ownership models
of IT, for example, private clusters.
Google2 projected that cloud computing (in terms of Google Apps) can help a typi-
cal IT company to achieve 68% – 87% of energy savings as compared to using their
own locally hosted email service. The Carbon Disclosure Project report3 projected
that large US companies can achieve energy savings worth ∼$12.3b through cloud
computing (instead of using traditional and self-maintained large-scale clusters) –
with ∼85.7m metric tons of carbon reduction by 2020. This all suggests that clouds
1http://cleermodel.lbl.gov/
2https://static.googleusercontent.com/media/www.google.com/en//green/pdf/google-
apps.pdf
3http://ericksonstrategies.com/wp-content/uploads/2014/06/2011 Cloud-Computing-The-IT-
Solution-for-the-21st-Century.pdf
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are more energy efficient than other computing systems such as private clusters and
grids. What makes cloud computing energy efficient could be: economy of scale
that usually make a difference4; and the implementation techniques for cloud such
as virtualisation and consolidation. As explained in Ch. 3, virtualisation helps to
abstract resources from a large collection of shared resources, increasing resource
utilization and hence energy savings through consolidation. Consolidation can ex-
ploit virtualisation for energy saving purposes but that suggests a difference between
characterizing systems w.r.t resource heterogeneity (which may create variations in
energy, performance and cost) and exploring energy efficiency within them. Fur-
thermore, cloud computing can be used to gain energy efficiency through efficient
resource management and scheduling. We looked at savings as may be possible
through consolidation and runtime aware migration in heterogeneous clouds. This
brings us to contribute new resource management techniques to energy, performance
and hence cost efficient cloud computing in this thesis.
This chapter concludes the thesis. The highlights of the research and overviews of
previous chapters are described in Sec. 7.1. Main achievements of this thesis are
explained in Sec. 7.2. In Sec. 7.3, we position the current research and its findings
in relation to the state-of-the-art. Finally, an overview of the future research is
presented in Sec. 7.4.
7.1 Overview of the Research
In this thesis we focused on consolidation with migration techniques, and proposed
several scheduling and migration policies to make sure that: (i) the energy spent
during a migration is recoverable; (ii) only effective migrations of VMs (relatively
long-running) are performed in terms of energy usage; and (iii) performance is
not disrupted if migrations happen among heterogeneous hosts. To achieve our
goals, we proposed an efficient VM allocation policy (FillUp) and a VM level host
efficiency model. Furthermore, two migration policies (Cmcr and Epc-aware)
were presented to migrate VMs in an energy-performance-cost efficient way. We
evaluated the energy consumption and performance of these policies in CloudSim.
Finally, we validated the obtained results with real datasets from Google’s cluster
and PlanetLab. The highlights of the thesis and overviews of the previous chapters
are as follows:
Chapter 1
In Chapter 1, we described the problem of energy consumption in computing, par-
ticularly, in clouds. We identified four research questions to address in this thesis.
1. Is there further scope beyond existing resource scheduling approaches for en-
ergy and cost savings?
4http://www.investopedia.com/terms/e/economiesofscale.asp
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2. When consolidating workloads, is it possible to create an approach to migra-
tion (consolidation) that only ever increases energy efficiency?
3. What trade-offs may have to be made of energy efficiency against computa-
tional performance (runtime) and hence price, given heterogeneous hardware
and heterogeneous workloads?
4. Is it possible to save energy by dynamically switching on/off resources to meet
the demand, without any performance (workload) loss?
Furthermore, the aim, objectives and methodology of the research were outlined.
The RQs above lead to the following objectives:
1. Investigate, explore and categorise the research in the field of energy efficient
computing (particularly in clouds) to present an organized understanding of
the current methods, approaches and techniques [RQ. 1].
2. Understand the existing resource management techniques and modify or de-
velop new ones for energy savings in datacenters (IaaS cloud platform) under
workload aware Energy-Performance-Cost (Epc) limitations [RQs. 2, 3].
3. Investigate the effects of different resource management techniques on cloud
energy consumption and performance (hence cost) [RQ. 4].
Chapter 2
Chapter 2 introduced energy consumption in large-scale computing systems. This
chapter covered broader related work in energy efficient computing, clusters, grids
and clouds. We discussed energy efficiency techniques at three levels: (i) hardware;
(ii) resource management; and (iii) applications. Scheduling techniques that make
use of SPM and DPM methods were also described in detail. The literature that was
surveyed is mapped to a number of taxonomies for classification and presentation.
Chapter 3
Chapter 3 explored literature with a specific focus on energy efficient datacenters
and resource management. The available energy efficient resource management
techniques such as virtualisation, VM allocation and consolidation with migration
were presented using taxonomies. The gaps identified for further research (energy
efficient resource management) were also presented in this chapter.
Chapter 4
The methodology of the research was described in Chapter 4. Different schedul-
ing approaches such as RR, R, MPD and FF were presented in detail. Several
novel algorithms for resource allocation (FillUp) and consolidation with migra-
tions (Cmcr and Epc-aware) were proposed. A virtualised host efficiency model
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was presented which ensures (when combined with FillUp) that energy efficient
hosts are allocated for VMs. The first migration policy (Cmcr), only migrates
relatively long-running VMs so that the migration energy cost is recoverable. The
second migration policy (Epc-aware), migrates VMs only if workload performance
(hence user cost) is not affected. Finally, we discussed several limitations and mod-
ifications such as dynamic VMs creation, migration model, resource heterogeneities
and classes to support Google dataset; that needed to be made to CloudSim [20] to
conduct the experiments.
Chapter 5
The proposed VM allocation and migration algorithms were evaluated in Chapter
5. Two states for the datacenter were selected: (i) all hosts are switched on and
consume idle energy; and (ii) idle hosts are switched off to save the idle energy
consumption. We used real datasets from Google’s cluster [18] and PlanetLab [59]
to evaluate the efficiency of the proposed techniques. CloudSim, an event driven
cloud simulator was used as the evaluation method. Major findings of the research
were summarized in Sec. 7.2.
Chapter 6
In Chapter 6, validation and accuracy of the results was demonstrated using sta-
tistical approaches. It is essential to validate the findings from a simulated model,
because a simulator only abstracts a model but does not always reflects real world
scenarios. We also validated the simulator “CloudSim” and several other models
that are used inside CloudSim.
7.2 Main Achievements
In this thesis we studied VM allocation and proposed an energy efficient VM alloca-
tion policy. We explored consolidation techniques and proposed migration policies
for: (i) which VMs to migrate, (ii) where to migrate, and (iii) when to migrate. The
two constraints that we considered for migrating VMs are: (a) migrate relatively
long-running VMs if they can recover their migration cost; and (b) migrate VMs
only if the target host can ensure better performance.
There are a number of migration based consolidation techniques in the litera-
ture [39], [131], however, we are not aware of any consolidation approach that
consider VMs runtime in the migration decisions. Similarly, to the best of our
knowledge, we are the first to model and consider performance of hosts (hence
users’ cost) during the consolidation process. To summarise, Cmcr could save
∼3.52% (±0.05 error) and Epc-aware approach could save ∼3.66% (±0.05 error)
energy as compared to migrate all strategy. This means that the expected increase
in the energy consumption of US datacenters by 2020 (∼3b kWh) [37], can be al-
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most cancelled out by the savings we made (∼2.7b kWh). The following are the
contributions and key findings of this thesis.
Contributions:
1. A taxonomy and exploration of the state-of-the-art in energy efficient cloud
computing [12] [RQ. 1].
2. A new algorithm for VM allocation that accounts for host efficiencies (energy),
where efficient hosts are utilized first, which decreases datacenter’s total en-
ergy consumption. We call this approach FillUp [53] [RQ. 1].
3. A migration approach that migrates VMs only if migration cost (in terms of
energy) can be recovered, and ideally then save energy. We call this approach
Consolidation with Migration Cost Recovery (Cmcr) [53] [RQ. 2].
4. A migration approach that accounts for resource heterogeneity and user cost,
which migrates VMs to energy-performance efficient hosts if the desired level
of performance at the agreed cost can be achieved. We call this approach
Energy-Performance-Cost (Epc) efficient consolidation with migration
[RQ. 3].
5. Extensions to CloudSim [20], that can be used to evaluate resource manage-
ment techniques in large-scale heterogeneous clouds using Google’s cluster
traces [18] [RQ. 4].
Findings:
1. Efficient VM allocation techniques might be at least 1.72% (±0.02 error) more
energy efficient and economical when compared to consolidation with migra-
tion techniques particularly, when the migration efforts are wasted. The sav-
ings vary for different kinds of workload and are expected to be more if the
workload runs for longer. [RQ. 1]
2. Migration of relatively long-running VMs is approximately 3.52% (±0.05 er-
ror) more energy, hence more cost, efficient. Long running VMs are those
which run for two hours or longer. Note that these results also vary for dif-
ferent kinds of workload. [RQ. 2]
3. For heterogeneous workloads and clouds (different hardware platforms – CPU
models), some migration policies improve energy efficiency as the policy mi-
grates VMs to higher performance guaranteed hosts while the other policies
experience a reduction in energy efficiency as the workload performance in-
creases. Different scheduling and migration policies demonstrate that there is
a continuing trade-off between energy, performance and hence cost. For dif-
ferent kinds of workload, an Epc-aware approach can be up to 3.66% (±0.05
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error) more energy efficient, and 1.87% (±0.025 error) more performance effi-
cient, than a no migration strategy. [RQ. 3]
4. The switching on/off idle hosts strategy can be at least 62.03% (±0.15 er-
ror) more energy efficient as compared to the idle hosts remain switched on
technique. However, these savings are achievable with an associated loss in
performance (that can be up to 0.37% – 0.38% SLA violation ratio). [RQ. 4]
5. The host ordering has an impact on their allocation to VMs and therefore
variations in energy consumption and performance (hence cost) should be
expected. Here, ordering is discussed in terms of allocation policies (logical
addressing) and is not a physical shift. However, this might imply and could
be extended to: (i) putting hosts in different racks; and/or (ii) physically
shifting inside a rack.
7.3 Thesis Position in Relation to State-of-the-art
In the literature [Ch. 3], we are not aware of any migration approach that recovers
the migration energy cost (Mc) and subsequently saves energy (E). Furthermore,
due to heterogeneity (H) of resources (servers) the performance (P ) of VMs (running
heterogeneous workloads – Wh) and its impact on users costs during the migration
decisions is not previously addressed. There are several migration techniques, in
the literature, that focus on energy efficiency of datacenters under workload perfor-
mance constraints. For example, Sandpiper [172], Khanna [141] and pMapper [131]
accounts for migration costs in terms of performance but not energy consumption.
Furthermore, heterogeneous workloads are not discussed within the context of these
approaches. Heifer [194] and iAware [195] accounts for VMs performance and its
impact on users costs due to migration (i.e. interference and co-location) but not
servers heterogeneity (CPU models). Moreover, the trade-off (T ) between energy,
performance and cost is not explored for different scheduling policies. Djemame et
al. [32] studied the trade-off between energy, performance and cost, however, work-
load heterogeneity and the impact of scheduling policies on server consolidation are
not addressed. These approaches were described in Ch. 3 [Sec. 3.7, 3.8]. Note that
Epc-aware differs from Heifer and iAware in three ways: (i) Heifer does not ac-
count for consolidation and it provisions larger resources (VM sizing) when needed;
(ii) iAware accounts for consolidation but migration energy cost is not considered;
and (iii) performance variations w.r.t servers heterogeneity (CPU models) are not
taken into account in both techniques.
Table 7.1 describes the position of the research presented in this thesis and its find-
ings in relation to the state-of-the-art. We compare both migration techniques i.e.
Cmcr and Epc-aware to other approaches w.r.t: (i) the assumptions such as mi-
gration energy/performance cost (Mc) is considered or not; (ii) migration approach
i.e. when, which and where to migrate VMs; (iii) metrics used in the migration deci-
sion; and (iv) benefits & shortcomings of each approach. In respect to (i), migration
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Policy Methodology Benefit Drawback Metrics Migrations Scale
Alloc Consol Which When Where
Energy aware resource management
Khanna [141] × × Emin Mc Capacity LU Ut, Lt C 3
11
Entropy [22] × Emin Mc n RCmin n RCmin ∼1.02k
∼10.2k
Sercon [175] × Emin Mc Uc, Um LU Ut, Lt MU 500
1k
Sandpiper [172] × Emin Mc V SR MU Ut, Lt LU 16
35
Beloglazov [59] × Emin Mc PAA MMT Ut, Lt PAA 800
∼1.5k
Cmcr × × Mc - Ef Rpast Lt Ef 12.5k
∼1.1m
Energy-performance-cost aware resource management
pMapper [131] × × P , Tpc Mc, H GMc , Hslope FFD pc Hslope 16
40
Djemame [32] × × P , Tepc Wh, Mc KPI pc - PAA 10
30
Heifer [194] × P , H Mc Jest−time - - - 12
Wh 72
iAware [195] × P , H Tepc Minploss Minploss pc Minploss 50
Wh 5k
Epc-aware × × Mc, P - Ef , ERP Rpast Lt Ef 12.5k
H, Tepc ∼0.5m
Wh
Table 7.1: Thesis and its finding position to state-of-the-art [KPI – key performance
indicators, FFD – first fit decreasing, none of these address heterogeneous workloads
in heterogeneous clusters and include the recovery of the cost of migration except
Cmcr and Epc-aware]
performance cost is considered in techniques like pMapper, Sandpiper and Khanna,
however, energy cost is not taken into account. In respect to (ii), Entropy ap-
proximates the reconfiguration cost (RC) and periodically (pc) triggers migrations.
However, Beloglazov migrates VMs from a host based on lower (Lt) and upper (Ut)
utilization thresholds. The migrated VMs can be either maximum utilised (MU) or
least utilised (LU) in order to minimize the number of migrations (n). Sandpiper
migrates VMs based on their capacities (C) [volume to size ratio – V SR] and Be-
loglozov et al. [35] proposed minimum migration time (MMT ) policy. In respect
to (iii), we are not aware of any method that considers energy and performance
of VMs during their migration decisions. In respect to (iv), largely consolidation
techniques minimize datacenter energy consumption, but the energy cost involved
in the consolidation process is ignored. Moreover, techniques like iAware, Djemame
and Heifer have studied energy, performance and cost trade-off in heterogeneous
clouds, however, workload heterogeneity (Wh) and migration energy cost are not
discussed. iAware migrate VMs if their impact on workload performance is mini-
mum (Minploss) and Heifer is an allocation technique based on the estimated job
execution time (Jes−time). Djemame et al. [32] studied the impact of consolidation
on different KPIs such as energy, performance, cost while migrating VMs periodi-
cally to hosts that provide the least increase in host power consumption after the
allocation (PPA) [35]. Finally, scale column shows how many hosts and VMs are
considered in the performance evaluation.
176 CHAPTER 7. CONCLUSION AND FUTURE WORK
7.4 Future Work
We believe that there is more work needed to further investigate certain findings
presented in this thesis. The methodology presented in this thesis provides impor-
tant insights into runtime aware VM placement. Following are some directions to
address in the future:
1. We illustrated (in Ch. 6) how much the simulated results of this research
are accurate and precise. However, in a real platform there is no guarantee
that we will be able to achieve similar results to those demonstrated. Imple-
menting and evaluating the proposed techniques would be beneficial as part
of a framework for scheduling and VM consolidation tailored to for example,
OpenStack5 clouds. My intention would be to modify the OpenStack cloud
platform e.g. as has been done for OpenStackNeat6, which already supports
consolidation with migration [1]. It is essential to explain how the outcomes
of this research can be used in a real production cloud environment. Further-
more, what would be the major requirements for such an implementation and
set-up. App. C describes several ways and requirements for implementation
of the proposed algorithms.
2. In this thesis, we used a migration model which is only validated for homo-
geneous VMs workload or idle VMs. However, similar to varying workload
of VMs, the page dirtying rate (which is the parameter that mostly affects
the VM live migration) must be taken into account [223]. In the future, I
would try to extend the migration approach with one that accounts for vary-
ing workload inside VMs. One such model for live VM migration is presented
in [203] and has been validated with less than 5% NRMSE (Normalized Root
Mean Square Error) in comparison to [223].
3. The heterogeneity of resources was considered through relating the Google
data to real benchmark workloads. We also used the performance parameters
of hosts in a real cloud (Amazon EC2) as demonstrated in [13]. We believe
that cloud simulators should be adapted to represent resource heterogeneity in
real clouds. We can take this study further to suggest a heterogeneity model.
The model would be able to demonstrate performance variations (runtimes)
based on the CPU model (architecture).
4. This thesis focused on migrating VMs to achieve energy and performance ef-
ficiency. Largely, datacenters [such as Google] are containerized where each
application runs in a separate container [18]. Containers or more formally
Linux Containers (LXC)7 are increasingly gaining popularity (perhaps due
to Docker8, which leverages LXC on the back-end) and becoming one of the
5https://www.openstack.org/
6http://openstack-neat.org/
7https://linuxcontainers.org/
8https://www.docker.com/
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major deployment models in cloud environments. Containers are rapidly re-
placing VMs as the compute instance of choice. Moreover, the lower overhead
of deploying containers (as compared to VMs) has often been cited as one core
reason for this shift [227]. Containers partly decouple applications from Op-
erating Systems (OS), which means that users can have a clean and minimal
Linux OS and run everything else in one or more isolated containers.
Since, the OS is abstracted away from containers, it is easy to move (migrate)
a container to any Linux server that supports the container runtime environ-
ment9. The next step would be to investigate whether migrating a VM, a
container, or a function (fragment of code) inside a container is more energy,
performance (and hence cost) efficient10. Note that the use of containers as
an alternative to VM needs a clear explanation, assumptions and limitations
which are discussed in App. C.
5. We looked at the use of DVFS which is common in HPC systems and grids,
but not commonly developed and validated in clouds [80]. DVFS and its
usage in Linux kernel is explained in Ch. 2. Further research is required to
investigate how DVFS would affect the performance (workload runtime) and
energy efficiency of large-scale heterogeneous datacenters such as Google’s
cluster.
6. We investigated in Sec. 6.6 that further research is needed to determine what
kinds of workload are not suitable for migration and can run more energy
efficiently without being migrated. Similarly, investigation of workload run-
times is required for segregation11 based VM placement which is currently
used in many production clouds but not in Google’s cluster [106]. Similar
VM placement is demonstrated in [47], however, it is assumed that runtime of
workloads is known in advance. There is a need for the investigation of simi-
lar runtime based VM placement and the impact on energy consumption and
performance. A study of machine learning based techniques might be useful
to estimate the runtimes of workloads and the heterogeneity of resources to
guarantee workload independent Epc-aware consolidation.
7. As discussed, migration affects the workload performance, and it is possible
that a VM is migrated several times when consolidating the workload. There-
fore, a limit could be put on VM migration for example, requiring a VM to
be on a particular host for a minimum runtime. This ensures that the VM is
not suffering from continuous performance degradation due to repeated mi-
grations.
9http://www.infoworld.com/article/3072929/linux/containers-101-linux-containers-and-
docker-explained.html
10https://www.infoq.com/articles/container-live-migration
11run user-facing, production and batch jobs in separate clusters that might need more machines
and results in stranded resource [106]
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8. We demonstrated that migrating relatively long-running VMs is more energy
efficient. However, we did not address how the runtime of VMs might be
predicted. There are several techniques that use the workload characteristics
to estimate the runtimes. In public clouds this would be a challenging task
because the providers do not know about the user workload. The use of
machine/deep learning based prediction methods and their accuracy is an
interesting area for further investigation.
9. As discussed in Ch. 5 [Sec. 5.2.4], Pareto analysis can be used to achieve
the best trade-off between energy and performance. A multi-objective opti-
mization problem aims to treat multiple conflicting objectives simultaneously
to reveal the entire trade-off space among the objectives [215]. In the future,
we will re-address the optimization problem in order to: (a) find a local op-
timal for each scheduling and migration approach; and (ii) calculate a Pareto
optimal front to achieve the best trade-off between energy consumption and
workload performance.
Appendices
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Appendix A
[Google’s Cluster Trace]
To evaluate different approaches like scheduling and consolidation with migrations
in large-scale heterogeneous datacenters, and their impact on energy efficiency and
performance, we need a realistic and representative heterogeneous workload. Due
to the lack of real workload traces in the cloud computing research community,
most researchers often use workload traces from grid systems or legacy parallel sys-
tems1. As grid and parallel systems can be somewhat different from cloud, hence
these workload traces are not demonstrative of a real cloud. Some researchers also
use specific applications (benchmarks) and load generators (synthesized workload)
for their systems. A typical cloud is able to run different jobs with high diversity,
including latency sensitive jobs (email and messengers), batch style jobs (HPC ap-
plications) and big data applications. From a service provider’s perspective, it is
important to run these workloads on the available resources not only to provide
low latency services to customers but also to minimize the energy consumption of
their clusters or datacenters. However, this needs more efforts to study existing
cloud workloads to identify customer behaviours in terms of resource usage. Google
provided such a workload trace (available on-line)2 from one of their heterogeneous
clusters [18]. In Sec. A.1, we provide an overview of the workload trace and then
in Sec. A.2, we analyse it according to our need, i.e. in terms of tasks runtime and
resource heterogeneity. In Sec. A.3, we model the tasks arrival rate and runtimes
that can be helpful to generate unseen workloads. In Sec. A.4, we describe how
VMs performance can be affected due to CPU models and modelled. Finally, Sec.
A.5 summarises this appendix.
1http://www.cs.huji.ac.il/labs/parallel/workload/
2https://github.com/google/cluster-data
181
182 APPENDIX A. [GOOGLE’S CLUSTER TRACE]
A.1 Google Cluster Dataset
Google made workload data publicly available from one of its computing clus-
ters [18]. This spans 29 days of data in a production cluster of 12,583 heterogeneous
hosts. These hosts are classified into three classes based on the available CPU and
memory capacity as shown in Table A.1 [65]. The data itself does not identify what
kinds of hosts are being used, however, we suspect that these relate to three types
of hosts that Google describes on-line3 – 2.6GHz Intel Xeon E5 (Sandy Bridge),
2.5GHz Intel Xeon E5 v2 (Ivy Bridge), or 2.3 GHz Intel Xeon E5 v3 (Haswell). The
workload consists of 672,074 jobs, each job created by a single user out of 925 in
total. Each job comprises one or more tasks with 24,281,242 unique tasks. The data
also includes information about task requirements (in terms of CPU and memory)
that is used to schedule it on the available hosts. The dataset shows that some
tasks only run for short durations and consume a very small volume of resources
that cannot be considered as a whole unit of CPU and RAM. However, there are
some long-running tasks that take more than a week to finish their execution. Lit-
erature about the analysis of this dataset shows that there is no known distribution
that fits the data (tasks runtime); yet the resources seem to form a long-tailed distri-
bution [139]. This behaviour might be due to: (a) irregularity in user’s application
(human behaviour); and/or (b) large volume of heterogeneous data.
CLASS NUMBER CPU MEMORY (GB)
A 126 0.25 0.25
B 5 0.5 0.03
1 0.5 0.06
52 0.5 0.12
3863 0.5 0.25
6732 0.5 0.5
1001 0.5 0.75
5 0.5 0.97
C 3 1.0 0.5
795 1.0 1.0
Table A.1: Machines types and number in Google’s cluster [18]
According to the trace information, host capacities are normalized to the host (with
maximum number of cores) available in the Google’s cluster, while ignoring the CPU
speed [18]. For example, if there are two types of hosts installed with 2.6GHz with
8 cores and 1.6GHz with 3 cores, then the normalized capacities for these two hosts
will be 1 and 0.375 [8:3], respectively. This means, from host characteristics, it
is possible to determine the host having maximum number of cores in the cluster.
Although according to Google, there are no absolute values for CPU and memory
usage, if we can find the host (with maximum number of cores), then we can cal-
culate the absolute demand of all tasks in the trace [228]. For example, for a task
that has a normalized value of 0.0001 for memory usage, the absolute memory de-
mand for this task on a 512GB maximum capacity host is 51MB. Google does not
provide exact details of their hosts (machines) due to security and privacy reasons.
However, we can make some plausible assumptions about host characteristics and
3https://cloud.google.com/compute/docs/machine-types
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platforms from the time when the trace was recorded in May 2011. Note that if
we are able to extract these kinds of details, then the resource demand (in terms of
CPU and memory) will be clearer for simulation purposes.
Google does not deliver exact information about their cluster usage, however, re-
searchers have identified from task usage that the cluster is utilized in the range
of 20% – 40% [65], [154], [229], [230]. Similarly, Sheng et al. [231] estimated that
the demand for resources (CPU and memory) is greater than the available capacity
[i.e. 80% – 120% – which is possible when resources are oversubscribed] but the
actual utilization is in the range of 20% – 40%4. The data is anonymized making it
difficult to know if the applications were running on a real operating system (OS),
a virtual machine (VM) or on a container. Some researchers from Google recom-
mend that a container based virtualisation can be assumed. Each job consists of
many tasks (perhaps thousands) that may or may not run on the same host. A
task is a Linux program, probably containing several processes, but still run on a
single host. Therefore, it is also reasonable to assume each task as a VM instance.
Furthermore, host resources (CPU and memory) are also normalized relative to the
largest resource capacity. This make it difficult to guess what kind of hosts are
installed inside Google cluster. We make some plausible assumptions (as discussed
in Ch. 5) and select those hosts in our experiments.
Our work in this thesis is largely focused on VMs duration, start and termina-
tion time. Therefore, we are only concerned about task submission and execution
time (runtime). In Sec. A.2, we discuss tasks runtime and why we should care for
these runtimes. Using runtime of tasks, we then identify and characterize the hosts
heterogeneity and their performance in Google’s cluster.
A.2 Analysis of the Trace
A simple approach to understand runtime is to split between long-running service
jobs and short-running batch jobs. The former offer end-user processes like web
services and the latter accomplish some computation before their termination. In
the dataset, each job/task has a certain priority. Schwarzkopf et al. [17] categorized
all low priority jobs (“batch” or “best effort”) as batch, and the rest as service. A
job consists of one or more tasks – occasionally hundreds of tasks and each has a
priority. In Google’s cluster trace, more than 80% of jobs are batch jobs, but still
service jobs dominate 55% – 80% resources. These service jobs typically have fewer
tasks than batch jobs but run for longer. Note that 20% - 40% service jobs run for
the whole length of the trace. These observations are approximately analogous (in
respect to runtimes) to other cloud studies including Facebook, Yahoo and Google’s
other traces [154].
Job level statistics from the cluster trace show that most jobs terminate in tens of
minutes. Similarly, task level statistics show that majority of tasks terminate only
4http://blog.stillwell.me/blog/2013/07/15/first-steps-exploring-the-google-cluster-dataset-
with-ipython/
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after a few minutes. These measurements indicate that ∼55% of tasks terminate
within 10 minutes, ∼90% of tasks are shorter than 1 hour and ∼94% of tasks dura-
tion are less than 3 hours. We also observed that ∼80% jobs had duration less than
17 minutes. The runtime duration of tasks follows a long-tail distribution which
indicates that majority of tasks runs for shorter time [65], [230]. Fig. A.1 shows
that service jobs arrive much less frequently than batch jobs (right side), and after
they are scheduled, run for much longer than batch jobs5 (left side). Why does this
matter? The twofold answer to this question is very simple. Batch jobs are running
for short durations, so might not be suitable for migration and need to be finished
with fast turnaround. If migration cost is taken into account, then they seem to be
more expensive, particularly, if the migration effort is wasted (task terminates dur-
ing migration or just after the migration process has finished). High-priority service
jobs are running for longer, hence they might be good candidates for migration if
performance is not affected.
Figure A.1: Job runtime duration (left) and arrival frequency (right) in Google
cluster [X means job runtimes or inter-arrival times shown on x-axis] [17]
We consider a subset6 from the whole Google cluster trace [18] that consists of
385,484 jobs. We determined that ∼2.9% jobs are running for more than one hour
and ∼6.3% of jobs run longer than half an hour. So, if we assume that we cannot
distinguish short running batch jobs and long-running service jobs to begin with, we
are closer to a sensible cloud provision – where other information would be required
to make a migration decision. For the sake of an example, if migration took 30
minutes, we might be attempting to migrate 6.3% of jobs (upper bound) but would
find approximately 3.4% would complete before a migration would – hence, wasted
resources in over half of the migrations. The migration duration will inform the
actual extent.
The data and tasks information also does not disclose to what type of applications,
they belong. Unfortunately, the dataset does not provide exact details of host spec-
ifications. However, we expect that such heterogeneity will translate into variations
5https://www.cl.cam.ac.uk/ ms705/pub/talks/2013-04-17 eurosys-omega.pdf
6these jobs are submitted in one tenth of the whole trace duration
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in energy consumption and performance. We use the VMs runtime as a metric to
represent performance variations among different host types; lower runtimes mean
good performance as explained in Sec. 4.3.4. The dataset still does not have what
we need (i.e. different kinds of workload); conversely, each task has a priority and we
can use this as a proxy for type of workload. As the trace providers point out that
each task priority affects billing [65], thus we believe that it will accurately reflect
the workload type. There are at most 12 different types of priorities that have been
grouped by Reiss et al. [139] into three different types of workload: Gratis (free
services) (0-1), middle (Batch jobs) (2-8) and Production (monitoring workload)
(9-11).
To simplify concerns initially, we consider only one priority group in each work-
load type. We can use the other priority workloads later to validate findings. The
Gratis, Batch and Production workload includes tasks which have priority 0,
2 and 9 respectively. Each task within a certain workload type can be considered a
VM running on one of the aforementioned host types. The machine and platform
IDs (in Google data) can be used to get the type of each host on which the resources
were provisioned for the VM. We further assume the execution time of each VM as
a metric for performance as it is more useful to a user [40]. We selected 492,309
tasks (156,886 tasks from Gratis (0), 282,464 tasks from Batch (2) and 52,959
tasks from Production (9))7 after ignoring those tasks where machine informa-
tion is missing. Upon visual inspection, the runtime distribution appears to follow
essentially a multi-modal lognormal distribution, and this may indicate that there
are multiple architectures for the same machine class as shown in Fig. A.2, Fig.
A.3 and Fig. A.4. It is suggested in [34], [232] that multi-modality relates to CPU
architectures and performance is largely determined by CPU model.
The performance of all three types of machines is variable and can be fit to at least
2 different architectures for Gratis (0) and Production (9) workloads, based on
the number of peaks (local maxima) observed in Fig. A.2 and A.4. However, the
runtime distribution of Batch (2) workload seems to be a uni-modal (single peak)
and can be best modelled as a single machine platform (CPU model) as shown in
Fig. A.3. To simplify, each machine type is mapped to 1 – 4 different architectures
(CPU models) based on the best fit results (likelihood, as explained later) for all
three types of workload. By visualizing the distribution, it is easy to identify it as
multi-modal. However, there would be several other appropriate ways such as clas-
sification and frequency tail (which uses modal value – mvalue compared against a
threshold)8 to study distribution modes and decide the number of suggested plat-
form types for each machine class.
We use a multi-modal (lognormal)9 distribution for each machine class and the
goodness of fit (based on likelihood) for such decisions. With more than one peak
apparent in the distribution, a Gaussian mixture model is appropriate to estimate
7the whole dataset consists of 500 files, these tasks relate to first 50 files
8http://www.brendangregg.com/FrequencyTrails/modes.html
9for different kinds of workload, performance variations within different CPU models are sug-
gested to follow log-normal distribution in Amazon EC2 cloud [13], [34], [40]
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Execution time
Figure A.2: Workload and execution time (seconds) for machine types A, B & C
[for Gratis (0) workload – each machine can be mapped to 3 different CPU models
based on the number of peaks]
Figure A.3: Workload and execution time (seconds) for machine types A, B & C
[for Batch(2) workload – each machine can be mapped to 1 CPU model based on
the number of peaks (no overlapping)]
the parameters for each multi-modal distribution. The number of suggested archi-
tecture types, and fitness parameters, are given in Table A.2. The values for mean
(µ) and covariance (cov) are given in log because the Gaussian model was used over
the log values to represent lognormal distribution. Similarly, the likelihood for each
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Figure A.4: Workload and execution time (seconds) for machine types A, B & C
[for Production(9) workload – machines class A and C can be mapped to 4 while
machine class B can be mapped to 2 CPU models based on the number of peaks]
model is calculated through applying Gaussian distribution over the log values of
the original data points. We use these parameters (µ and cov) and the number of
architectures for each machine class to represent the performance of each machine
in our experiments, which are further explained in Ch. 5.
Machine Gratis (0) Batch (2) Production (9)
Class Type µ cov likelihood µ cov likelihood µ cov likelihood
A I 5.429 0.683 6.614 3.395 -5.3e+05 2.853 0.018
II 8.581 1.2 -1.68e+05 8.74 0.038 1.243e+05
III 11.295 0.0001 10.465 0.175
IV 11.295 0.0001
B I 5.628 0.631 6.757 2.351 -3.52e+03 7.01 12.489
II 8.773 0.848 -566.055 11.295 0.0001 1.14e+03
III 11.295 0.0001
C I 5.408 0.483 6.578 3.245 -3.9e+04 3.171 0.085
II 8.434 1.133 -1.34e+04 5.388 0.517 2.434e+04
III 11.295 0.0001 9.425 0.99
IV 11.293 0.0001
Table A.2: Parameters for lognormal distribution [performance of three kinds of
workload – Gratis (0), Batch (2) and Production (9) on different machine
types]
Fig. A.2 shows the distribution of execution time for Gratis (0) workload on
three different machine types (based on local maxima), and each machine can be
modelled as though there are three different CPU models. We do not rule out
the existence of natural computational variation, however as the data fits to prior
findings on performance we can relate these data to heterogeneous infrastructure
clouds. These three different architectures perform differently and the performance
parameters are explained in Table A.2 (Gaussian mixture model is generating the
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number of distributions). The Batch (2) workload as shown in Fig. A.3, is a
uni-modal lognormal distribution (single peak). However, this can also be repre-
sented as multi-modal (if overlapping histograms are taken into account) which is
further explained in Ch. 5 [Sec. 5.1.2]. In Production (9) workload, machine
types A and C can be represented by four different platforms based on the peaks
observed visually. However, machine type B is a bi-modal distribution as shown in
Fig. A.4. Perhaps surprisingly, these ten different machine platforms in terms of
different performance behaviour also coincide in the fact that there are ten types of
machines in Google cluster dataset (as described in Table. A.1) [18].
To address the energy-performance-cost (Epc-aware) migration in heterogeneous
clouds, we use the above assumptions to relate these to real benchmark workloads.
To do so, we create a mapping between the above data (extracted from Google
dataset) and real benchmark results which are demonstrated in [13], [34], [40] on
Amazon EC2. We then use the real benchmark values to represent resource hetero-
geneity and host performance in our numerical simulations as described in Ch. 5
[Sec. 5.1.2].
A.3 Modelling Task Arrival, Termination and Runtime
Task arrival and termination rate might be useful to estimate the current resource
demand inside a datacenter. Over a duration of 29 days, the resource demand (in
terms of number of tasks) in Google cluster is shown in Fig. A.5 [18]. This shows
that in clouds, the resource demand is quite unpredictable. Furthermore, task
arrival and termination rate can also determine the current state of a datacenter.
With knowing these details, the scheduling techniques could be improved to keep
the datacenter in an ideal state to save energy.
Consider a datacenter d with initial state Sinit consisting of h homogeneous hosts,
and each host can accommodate v VMs. Assume at time step ti, a number of VM
requests Ri are made and a number of VMs Ti are terminated. At this time step
ti, the state of the datacenter is given by Si, which can also be denoted by current
state Scurr. Consider that after time step tn, we will get into an initial datacenter
state Sinit for any given scheduling algorithm A. We cannot predict the termination
time of a VM, but using the current state of a datacenter [Fig. A.5] we can find a
relationship between number of VM requests and number of VMs terminated in a
specific time period. The number of VM requests at time step ti is given by Rti , and
the number of VMs terminated is given by Tti = Rti − Sti . Similarly, the number
of VM requests at time step ti+1 is given by Rti+1 = Sti +Rti+1 , and the number of
VMs terminated is given by Tti+1 = Rti+1 − Sti+1 . Solving the equation system for
time step tn, we can compute Rtn and Ttn , as given below, where Rtnew is the total
number of requests at each time step.
Rtnew = Stn−1 +Rtn (A.1)
Rtn = Rtnew − Stn−1 (A.2)
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Figure A.5: Number of running tasks (resource consumption) in Google cluster [18]
[this shows the unpredictability of users demand in a cloud datacenter/cluster –
observe days 9 and 10 where the demand is maximum, however the demand on
days 11 and 12 is stable]
Ttn = Rtnew − Stn (A.3)
Putting Eq. A.2 in Eq. A.3, we get a recursive approach for request termination
mechanism denoted by Request-Terminate (t, R, S, T) for all t = {0, 1, 2, 3, . . . ,
n}, and is given by:
Rtnew = Stn−1 +Rtn (A.4)
Ttn = Stn−1 − Stn +Rtn (A.5)
The above equation holds subject to the following inequality.
Ttn ≤ Rtn + Stn−1 (A.6)
Using this approach, we can calculate the total number of VM requests Rtotal and
total number of VMs terminated Ttotal for datacenter di, as given below.
Rtotal =
n∑
i=0
Rti (A.7)
and
Ttotal =
n∑
i=0
Tti (A.8)
This information leads to selecting only ideal resources to run workloads inside a
datacenter. The ideal state Sideal for any datacenter di is the one where only the
required resources are operating, while other resources are kept switched off10. An
10dynamic capacity planning – DCP
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ideal VM scheduling approach results in greater energy efficiency with the minimum
number of VM migrations.
In queue management, task arrival and termination are assumed as a Poisson pro-
cess and can be modelled with Poisson distribution [65]. In Google dataset the task
arrival rate (inter-arrival time) and submission time are already known and we use
those details in our simulations. However, to check the validity and consistency of
our approaches it is important to model task arrival (inter-arrival) and durations
with mathematical functions. The termination is based upon the duration of VMs,
and does not need any mathematical model. This kind of workload modelling will
enable us to generate an unseen cloud workload (synthesized) to do additional ex-
periments. In Google’s cluster, very few inter-arrival times are over 10 seconds, and
the average is 0.052 seconds. Costa et al. [19] suggested that the inter-arrival law
can be best modelled by a Pareto distribution, with a λ parameter set to 5 in the
case of the Google dataset as shown in Fig. A.6.
Figure A.6: Cumulative distribution of inter-arrival time (s) between tasks (log-
scale) [19]
Similarly, as shown in Fig. A.7, the distribution of finished tasks makespan (run-
time) shows a huge number of small tasks, and few very long ones. Costa et al. [19]
identified that the shape is typical of long-tailed distributions (like Pareto or log-
normal). To identify the more appropriate distribution for modelling the runtimes,
Costa et al. [19] compared the Kolmogorov-Smirnov (KS) statistic between several
fitted distributions and the original data [18]. The closer the KS statistic is to 0,
the more the chosen distribution is similar to the real data. A fit with a Pareto
distribution gives a Pareto coefficient of 0.113 and a scale factor of 0.073 for these
tasks. Its calculated KS statistic is 0.5. The parameters of the fitted log-normal
distribution are σ = 1.42 and µ = 6.25, with a KS statistic value of 0.057. By
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looking at the KS statistic, the better model to describe the tasks runtime is the
log-normal law.
Figure A.7: Distribution of makespan (runtime) for tasks finished normally [19] –
tasks run for approximately six days
Several other researchers suggest that the tasks runtime can also be modelled with
a long-tailed (heavy-tailed) distribution11. Fig. A.7 shows that a Zipf-like distribu-
tion is also possible, if we plot the log values of both x-axis and y-axis. This means
that the runtimes can be demonstrated to follow the power law12 – right (80%) of
Fig. A.7 can be seen as long-tail, and the left (20%) dominates the whole trace
(this is also called the 80 – 20 rule).
A.4 Modelling Resource Heterogeneity
In this section we describe how performance of VMs (running different kinds of
application) varies due to different CPU models (architectures) that accommodate
these VMs. O’Loughlin et al. [13] performed several experiments on Amazon EC2
cloud and suggested that similar VMs perform differently and the performance
variations for a CPU model can be modelled as lognormal distribution. Fig. A.8
demonstrates the performance of Amazon m1.small instance type on different CPU
models.
In the Google dataset, we can assume the priority of each task as the type of
application. However, heterogeneity of the resources is not available in the dataset.
Therefore, the runtimes of tasks that belong to a particular workload can be assumed
as the performance variations and the number of peaks as the CPU models. In Ch.
11https://github.com/google/cluster-data/blob/master/bibliography.bib
12http://www.hpl.hp.com/research/idl/papers/ranking/ranking.html
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Figure A.8: Performance variations for Povray and Bzip2 benchmark workloads
on m1.small instances [E5430 performs ’best’ for Bzip2 but ’worst’ for Povray] [13]
5, we use Monte Carlo simulations of these benchmarks to generate a larger dataset
in order to relate it to the Google dataset and extract the hosts heterogeneity and
performance parameters.
A.5 Summary
In this chapter we introduced the Google cluster trace [18], and analysed it for
our use in simulation based experiments. We observed that there are different
host architectures available in Google’s cluster. It could be natural computational
variation, however it fits to prior findings on performance, which means that we
can relate these data to heterogeneous infrastructure clouds. Note that we are not
saying, and neither does our observation mean, that there are definitely different
architectures (as discussed above) in the Google’s cluster.
We described how task arrival and termination rates affect the datacenter’s state
and energy consumption. Lastly, we modelled task arrival and runtime in the Google
dataset, so that similar synthesized workloads could be generated easily to evaluate
different scheduling and consolidation with migration polices in heterogeneous IaaS
clouds.
Appendix B
[CloudSim]
Quantifying the performance of resource provisioning policies in a real cloud plat-
form for different workload models under transient conditions is challenging due to
three reasons: (i) clouds exhibit varying demands, system sizes and hardware re-
sources; (ii) cloud users have heterogeneous and competing QoS requirements; and
(iii) workloads have varying performance needs [20]. Furthermore, the use of real
IaaS clouds to benchmark the workload performance under these variable conditions
is constrained by real test-bed availability. Consequently, it is difficult to reproduce
results that can be trusted. In addition, it would be time-consuming and hence
costly to re-configure benchmarking parameters across a large-scale IaaS cloud for
multiple runs. Hence, it is not reasonable to conduct benchmarking experiments in
a repeatable and scalable large-scale IaaS cloud.
A more feasible alternative is the use of simulations. Simulation tools make it pos-
sible to evaluate the research hypothesis (here benchmarking the workload) in a
controlled platform which helps to reproduce the results easily. Simulations might
also offer benefits by allowing to: (i) test services in a repeatable platform; and
(ii) tune system bottlenecks before deploying on to real clouds. Furthermore, to
develop and test adaptive application provisioning techniques, simulation enables
evaluation of heterogeneous workloads and resources. Note that due to the abstrac-
tion of the real system, it is not essential that the simulator must be as precise as a
real world cloud platform in producing results. Precision and accuracy of simulators
was illustrated in Ch. 6.
There are a number of cloud simulators suggested in the literature. These include
but are not limited to DISSECT-CF [15], CloudSim [20], GreenCloud [43] and DC-
Sim [219]. Due to popularity within the cloud research community, we make use of
CloudSim in this thesis. In Sec. B.1, we introduce CloudSim. A brief discussion of
its main and core classes is given in Sec. B.2. In Sec. B.3, we compare CloudSim
to other cloud simulators such as DISSECT-CF. The reasons that motivate us to
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use CloudSim in our experiments, are described in Sec. B.4. Finally, Sec. B.5
summarises the discussion of simulators.
B.1 CloudSim
CloudSim [20] is a tool-kit to model and simulate IaaS clouds. CloudSim is an
extension of GridSim [233] which uses SimJava1 library as a framework for event
handling and passing messages between entities. Due to several limitations of Sim-
Java, CloudSim is designed using a new discrete event management framework as
demonstrated in [20]. CloudSim is widely used to simulate resource provisioning
techniques. It has the ability to perform simulations of IaaS clouds where hetero-
geneous workload is assigned and executed with different experimental conditions.
It enables users to express datacenter characteristics, including the number and
specification of hosts, storage, network topology and design of datacenter usage.
It enables the design of VM placement policies, allocation of host cores (PEs) to
VMs and division of CPU time between users’ workloads. Switching on/off hosts,
VM consolidation with migration, and integration of energy models (SPECpower2
benchmarks) are the notable techniques to model energy and performance efficient
datacenters in CloudSim [59].
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Figure B.1: CloudSim basic architecture [20]
Within CloudSim, the application layer is managed by a broker which requests VMs
creation. A broker can concurrently own one or more VMs, that are kept running
on hosts until their explicit de-allocation by the broker i.e tasks are finished or some
local requests are waiting (high priority) according to the SLA lease. VMs and host
capacities are defined in Million of Instructions Per Second (MIPS). For example,
a CPU of 2.0GHz is defined 2,000MIPS, which means that it can execute 2,000 in-
structions per second. Tasks (cloudlets) are allocated to VMs and defined in terms
1http://www.dcs.ed.ac.uk/home/simjava/tutorial/
2https://www.spec.org/power ssj2008/
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of the number of CPU instructions necessary for their completion (MIPS). Fig. B.1
shows the multi-layered design of the CloudSim framework and its architectural
components [20].
The basic requirements to run CloudSim include: (i) Sun’s Java version 8 or newer;
and (ii) Apache ant3 or Maven4 to compile CloudSim. Both Ant and Maven “sim-
plifies Java project management by providing various tools and plugins for project
building, testing, and packaging, dependency management, etc.” CloudSim is not
compatible with older versions of Java and may not be compatible with non-Sun
Java version, such as GCJ or J++. A numerical library such as Flanagan’s5 or
Apache Math6 is needed to run several built in examples inside the CloudSim.
CloudSim can be installed on any desktop machine that supports Java 8 or newer
version. However, machines with large memories are preferable, particularly, when
dealing with large-scale datacenter simulations. Because, each CloudSim entity is
an object and may cause heap memory issues when the Java garbage collector is
not able to find un-referenced objects for deletion.
CloudSim has been widely used to: (i) measure the effects of energy-aware VM allo-
cation and migration algorithms on datacenter OpEx; and (ii) evaluate scheduling
mechanisms to allocate tasks to VMs [80]. Because CloudSim is an event driven
simulation toolkit, its components maintain a message queue and generate mes-
sages, which they pass to other entities. A CloudSim simulation can instantiate
several datacenters, each of which comprises hosts (heterogeneous), which in turn
host/accommodate multiple VMs executing one or more tasks. A datacenter is then
characterized by its policy of placing requested VMs onto hosts (with the default
strategy being to select the host with the least CPU cores in use). Each datacenter
can be configured to charge different prices for storage, VM usage, and data transfer
(pricing models).
Each host has its own policy, which defines how its compute resources are to be
divided among accommodated VMs, i.e. whether VMs operate on shared (time
shared) or distinctly separated (space shared) resources and whether over subscrip-
tion of resources is allowed or not. In a similar fashion, each VM also comes with
a scheduling policy which specifies how its compute resources are to be divided
among tasks. On top of this architecture, an application-specific datacenter broker
supervises the whole simulation. The broker is responsible to: (a) make requests
for allocation and deallocation of VMs inside the datacenter, and (b) assign tasks
to VMs for execution. Fig. B.2 shows the UML class diagram of CloudSim and its
various components.
As a completely customizable tool, CloudSim allows extension of policies in all
its components, which makes it a suitable research tool that can handle the com-
plexities arising from simulated platforms [20]. Several extensions to CloudSim
have been presented in the literature. For example: (i) NetworkCloudSim [234],
3http://ant.apache.org/
4https://maven.apache.org/
5https://www.ee.ucl.ac.uk/ mflanaga/java/
6http://commons.apache.org/proper/commons-math/
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Figure B.2: CloudSim class design diagram [20] [an explanation of these classes is
given in Sec. B.2.1]
which introduces sophisticated network modelling and inter-task communication;
(ii) EMUSIM [235], which uses emulation to identify the performance requirements
and runtime workload characteristics and feeds this information to CloudSim for
more accurate simulation; and (iii) CloudMIG [236], which “facilitates the migration
of software systems to the cloud by contrasting different cloud deployment options
based on the simulation of a code model in CloudSim”. The internal processing of
CloudSim in the form of a sequence diagram is shown in Fig. B.3. The two meth-
ods updateVMProcessing() and updateCloudletsProcessing() are the core processes
of the simulation internal processing. At datacenter level, at each simulation step,
the former method updates VMs processing inside the hosts. Similarly, at host
level, the former method invokes the latter one to update tasks execution which
are currently running inside VMs. A comprehensive discussion of the simulation
internal processing is available in [20].
Despite its popularity and number of citations, CloudSim is not validated and
verified yet, although there are several models inside CloudSim which have been
validated in the real world. For example, the linear power model and migration
performance model are validated as accurate (∼10% degradation) [2]. However,
the linear power model assumes that energy consumption exclusively depends on
CPU utilization by ignoring other components such as memory and network. More-
over, CloudSim does not take into account several important parameters in its VM
migration model such as over commitment and memory dirtying rate [220]. Simi-
larly, there is no model to capture the overhead involved in the virtualisation and
migration technologies7. Das et al. [21] have extended CloudSim with these mod-
els and have validated it through comparing with real world experiments with an
approximate error of ±2%.
7http://www.cloudbus.org/cloudsim/
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Figure B.3: CloudSim sequence diagram [21] [the CloudSim core classes are de-
scribed in Sec. B.2.2]
B.2 CloudSim Classes
CloudSim simulator is designed with using two different kinds of classes: (i) the main
classes which interact with each other to simulate a cloud [Sec. B.2.1]; and (ii) the
core classes which make simulations possible [Sec. B.2.2]. A detailed discussion on
these classes can be found in [20].
B.2.1 Main Classes
The class diagram of the CloudSim main classes is shown in Fig. B.2 [20].
BwProvisioner: (abstract class) models the provisioning policy of network band-
width to VMs.
CloudCoordinator: periodically monitors the internal state of datacenter (re-
sources) and undertakes dynamic load-shredding decisions.
Cloudlet: models the cloud-based application services (each Cloudlet refers to
a user’s job/task).
CloudletScheduler: (abstract class) can be extended by the implementation of
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different policies to determine the share of processing power (CPU) among Cloudlets
that are running inside a VM. Two types of provisioning policies are offered in
CloudSim: (i) space-shared; and (ii) time-shared [20].
Datacenter: models the core infrastructure-level services (hardware) that are of-
fered by cloud providers (such as Google).
DatacenterBroker: discovers suitable cloud service providers by querying the
CIS and undertakes on-line negotiations for allocation of resources that can meet
the application requirements.
DatacenterCharacteristics: contains configuration information of datacenter re-
sources.
Host: models a physical resource – host/server and its characteristics.
NetworkTopology: contains the information for inducing network behaviour (la-
tencies) in the simulation.
RamProvisioner: represents the provisioning policy for memory (RAM) alloca-
tion to VMs.
SanStorage: models a Storage Area Network (SAN) that is commonly ambient in
datacenters for storing data (such as Amazon S3).
Vm: models a VM and its characteristics, which is managed and hosted by Host
class.
VmAllocationPolicy: represents a provisioning policy to place VMs on hosts.
VmScheduler: models the policies (space-shared, time-shared) to allocate pro-
cessor cores (PEs) to VMs.
B.2.2 Core Classes
The class diagram of the CloudSim core classes is shown in Fig. B.4 [20].
CloudSim: responsible to manage event queues and control execution of the simu-
lation events. Every event generated by the CloudSim entity at runtime is stored in
a queue (future events). The events are sorted based on their creation time. Each
event that is scheduled at the simulation step is removed from the queue (future
events) and is added to another queue (deferred events).
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Figure B.4: Class diagram of CloudSim core classes [20]
FutureQueue: implements the future event queue.
DeferredQueue: implements the deferred event queue.
CloudInformationService: provides resource registration, indexing, and discov-
ering capabilities [20].
SimEntity: (abstract class) represents a simulation entity that is able to send
messages to other entities. Furthermore, CIS is responsible to process received mes-
sages, fire and handle events. All entities must override the three core methods in
this class: (i) startEntity() – entity initialization; (ii) processEvent() – processing
of events; and (iii) shutdownEntity() – entity destruction.
CloudSimTags: consists of various static events/commands which indicate the
action taken by CloudSim entities when they receive or send events.
SimEvent: represents a simulation event that is passed between two or more en-
tities.
CloudSimShutdown: waits for the termination of all end-user and broker en-
tities, and then signals the end of simulation to CIS.
B.3 Other Cloud Simulators
To perform larger-scale experiments and feasibility studies, cloud simulators could
be used. A wide variety of simulators (both open source and commercial) is avail-
able with different features and characteristics. They are designed with one or more
objectives; however, none of them can be used to simulate a whole cloud. Sharkh
et al. [205], has presented a systematic review of several cloud simulators which are
often used by the cloud research community.
Among these, CloudSim [20] is one of the most popularly/widely used and cited.
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By using CloudSim, researchers and industrial developers can focus on specific sys-
tem design issues that they want to investigate, without being involved into the
low level details related to cloud infrastructures and services. Largely, CloudSim
is used to evaluate resource scheduling, allocation and consolidation techniques.
Greencloud [43] is a sophisticated packet-level simulator for energy-aware datacen-
ters with a focus on cloud networks and communications. It offers a detailed fine-
grained modelling of the energy consumed by the datacenter IT equipment such as
hosts, network switches, and communication links. iCanCloud [237] is a simulation
platform with a view to model and simulate clouds. The key focus of iCanCloud is
to predict the trade-offs between cost and performance of heterogeneous workloads
executed on specific hardware, and then provide useful information about resource
provisioning costs.
DCSim [219] differs from GreenCloud in that it is focused on virtualised datacenters
which provide IaaS platform to multiple tenants, similar to CloudSim. However,
it differs from CloudSim in that it focuses on transactional and continuous work-
loads8. As such, DCSim provides the additional capability of modelling replicated
VMs sharing incoming workload as well as dependencies between VMs that are part
of a multi-tiered application. In addition, DCSim has a more layered and realistic
cloud architecture (host inside a rack, racks inside a cluster and clusters inside a
datacenter) in comparison to CloudSim. Moreover, DCSim provides support for
inter-racks and inter-clusters VMs migration.
DISSECT-CF [15] is a compact, highly customizable open source cloud simulator
with a focus on the internal organization and behaviour of IaaS systems. This sim-
ulator provides more in depth energy estimation techniques both at host and VM
level and is largely validated with real world experiments. The high level compo-
nents (e.g., IaaS level VM and host schedulers) of the simulator were not validated
with real life measurements but by comparing its results with two other simulators:
CloudSim and GroudSim [238]. The experiments are demonstrated in [15], and the
relative error of DISSECT-CF compared to other simulators was revealed to be as
low as 0.29%. It is important to note that the offered high level schedulers are not
necessarily following the implementation details of any scheduler of real life IaaS
systems, although they are having similar behaviour, and are offered only to show
simple example implementations. Gabor Kecskemeti describes about the accuracy
of DISSECT-CF that “similar to the CPU models, for highly accurate results, we
must suggest a custom VM scheduler that matches the one used by our modelled
real life IaaS”9 [15].
GreenCloud is an extension of NS2 (network simulator) to evaluate energy-aware
cloud datacenters. The main strength of GreenCloud is the detailed modelling of
communication in a datacenter network. MDCSim [239] is a commercial discrete
event simulator that models specific hardware characteristics of different datacenter
8http://www.dummies.com/programming/cloud-computing/hybrid-cloud/types-of-workloads-
in-a-hybrid-cloud-environment/
9personal correspondence with Gabor Kecskemeti, a Research Fellow in Laboratory of Parallel
and Distributed Systems, MTA SZTAKI – www.lpds.sztaki.hu
B.4. WHY WE CHOOSE CLOUDSIM? 201
components such as hosts, communication links and switches. Nunez et al. [237] pro-
posed iCanCloud, which is a hypervisor-based simulator specifically with a focus on
simulating instance types provided by Amazon EC2. Some tools (simulators) that
can simulate an entire cloud stack include CloudSim [20] and DISSECT-CF [15].
However, CloudSim provides limited or no support for more realistic and complex
applications composed of communicating tasks and workflows, and has no cross-
layer interaction. DISSECT-CF allows access to internal cloud information (such
as VMs and workloads) and accurately models energy consumption of IaaS clouds
at two levels: (i) hosts (coarse-grained); and (ii) VMs (fine-grained) – as described
in Ch. 3.
B.4 Why we choose CloudSim?
Compared to other simulators, CloudSim is most widely used because of its ver-
satility and simplicity. The results produced using CloudSim are currently being
validated (in terms of energy consumption, VM provision/allocation and migration
policies) in several real cloud platforms such as OpenStackNeat [1], as described
in [21]. However, all of its components and classes are not validated yet. There
are several reasons that we considered CloudSim as a tool for the evaluation of our
proposed techniques.
1. CloudSim can simulate large-scale datacenters and virtualised hosts, with cus-
tomizable policies for provisioning host resources to VMs [59].
2. CloudSim provides an easy way to implement scheduling and provisioning
policies at both VM and host level.
3. Some of it components or classes have been already validated (but not as a
whole) in its support for modelling resource consolidation and VM migration
[1].
4. It provides several classes to model workload that can be easily extended to
Google’s cluster dataset [18].
5. CloudSim already provides a way to simulate energy and performance efficient
clouds and datacenters through the use of DVFS and resource consolidation
with migration.
6. Due to its widespread use, there are several extensions which add more capa-
bilities to CloudSim framework10.
7. CloudSim is based on Java programming language that provides portability
across different platforms and operating systems.
10http://www.cloudbus.org/cloudsim/
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B.5 Summary
To support and accelerate the research related to clouds, applications and services,
it is essential that accurate software tools (simulators) are designed and developed to
aid researchers and industrial developers. Simulation-based approaches to examine
and evaluate cloud and its application behaviour also offer significant benefits, as
they allow cloud researchers to: (i) determine the performance of their provisioning
and service delivery policies in a repeatable and controllable environment (largely
free of cost); and (ii) tune the performance bottlenecks before real-world deployment
on commercial clouds.
We selected CloudSim [20], to validate and apply performance analysis of our VMs
provisioning (allocation) and migration approaches due to: (i) the reasons explained
in Sec. B.4; and (ii) it already provides support for simulating allocation and
migration policies.
Appendix C
[Allocation & Consolidation of
VMs: From A Practical
Perspective]
Despite the large volume of research available on VM consolidation with migrations,
there are only few software tools available on-line that support consolidation and
are used to design clouds. In this App. C, we discuss several open-source projects
that provide consolidation opportunities for energy efficient resource management.
We believe that a discussion of such tools and implementation will help readers
to understand how our proposed techniques would be implemented in real produc-
tion clouds. In the literature, the earliest open-source implementation of server
consolidation is Entropy1; that is described in Sec. C.1. A second framework
for VM management in private clouds called Snooze2 is briefly discussed in Sec.
C.2. A third open-source implementation of OpenStackNeat3, a framework for
server consolidation in OpenStack clouds, is described in Sec. C.3. In Sec. C.4, we
describe how the outcomes of our research can be used in real production clouds
and what will be the major requirements. Production clouds such as Google uses
containers instead of VMs that could be running on either bare metal (hardware) or
inside VMs [as happens in AWS EC2]. Sec. C.5 describes several assumptions and
limitation of using containers as substitute of VMs in the context of research pre-
sented in this thesis. Finally, Sec. C.6 summarises the discussion of implementing
the proposed techniques in real production clouds.
1http://entropy.gforge.inria.fr/
2http://snooze.inria.fr/
3http://openstack-neat.org/
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C.1 Entropy
Entropy is a server consolidation manager for computational clusters (homoge-
neous) developed by Hermenier et al. [22]. The framework of Entropy is shown
in Fig. C.1. Entropy is built on top of Xen (hypervisor), Ganglia (monitoring
module) that try to: (i) maintain cluster configuration such that sufficient resources
are allocated to VMs; and (ii) minimize the number hosts in use. For placement
optimization and to consolidate VMs, Entropy applies a two-phase approach pe-
riodically: (i) in order to decrease the number of hosts in use, find an optimal
VM placement using constraint programming; and (ii) to minimize the total cost
of reconfiguration (VM migrations cost), find a target cluster configuration (op-
timization problem) with fewer hosts in use. Entropy optimizes VM placement
periodically (consolidation round), and lets the system has a fine-grained control
over the states of hosts if the round duration is short. Through computing a glob-
ally optimal solution, Entropy can determine an optimal VM placement, however,
the central controller that is responsible to compute all aspects of VM placement
optimization limits its scalability [1].
 
Figure C.1: Entropy consolidation framework [22]
C.2 Snooze
Feller et al. [23] proposed an open-source distributed framework for VMs manage-
ment in private clouds called Snooze. In addition to the functionalities of existing
software tools including OpenStack, OpenNebula, and Eucalyptus, Snooze imple-
ments server consolidation as an add-on feature. Furthermore, Snooze implements
resource management in a hierarchical and distributed fashion instead of a cen-
tralised approach as happens in OpenStack and others. The Snooze framework
and architecture is shown in Fig. C.2. The management hierarchy consists of
three layers as shown in Fig. C.2: (i) a local controller (LC) on every host; (ii)
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a group manager that is responsible to manage a set of LCs; and (iii) a group
leader (GL) chosen from a set of group managers that is responsible to perform
global management tasks such as consolidation. The distributed nature of Snooze
enables self-healing and fault tolerance by avoiding single points of failure. Fur-
thermore, Snooze has the capability to select a new group leader automatically
in case of a failure. Moreover, Snooze also integrates resource monitoring that
might be further leveraged by VM allocation and consolidation policies [1]. These
allocation and migration policies are envisioned to be applied at group managers
level and therefore can only be implemented on a subset of hosts. This approach
moderately solves scalability problem during VM consolidation, however, unable to
optimize VM placement across all hosts. Lebre et al. [240] have proposed a simu-
lation framework called VMPlaceS4; that consists of both Entropy and Snooze
implementations.
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Figure C.2: Snooze consolidation framework [23]
C.3 OpenStackNeat
OpenStackNeat [1] is a distributed VM consolidation technique that divides the
problem into four sub-problems: (i) determine an under-loaded host to migrate all
VMs from it, and put it in a low power mode; (ii) determine an overloaded host so
that several VMs are moved from it to some other servers in order to avoid perfor-
mance loss and SLA violations; (iii) choose VMs from overloaded host to migrate
4http://beyondtheclouds.github.io/VMPlaceS/
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away; and (iv) place VMs selected for migration onto other suitable hosts. Open-
StackNeat is an extension to well-known OpenStack (an open-source project)5.
The framework and architecture of OpenStackNeat is shown in Fig. C.3.
A. BELOGLAZOV AND R. BUYYA
Figure 1. The combined deployment of OpenStack and OpenStack Neat.
(PUE) of 1.08 [3], which means that approximately 91% of the data center’s energy consumption
is consumed by the computing resources. Therefore, now it is important to focus on optimizing the
way the resources are allocated and utilized to serve application workloads.
One method to improve the utilization of resources and reduce energy consumption is dynamic
consolidation of virtual machines (VMs) [4–26] enabled by live migration, the capability of trans-
ferring a VM between physical servers (referred to as hosts or nodes) with a close-to-zero downtime.
Dynamic VM consolidation consists of two basic processes: migrating VMs from underutilized
hosts to minimize the number of active hosts and offloading VMs from hosts when those become
overloaded to avoid performance degradation experienced by the VMs, which could lead to a vio-
lation of the QoS requirements. Idle hosts are automatically switched to a low-power mode to
eliminate the static power and reduce the overall energy consumption. When required, hosts are
reactivated to accommodate new VMs or VMs being migrated from other hosts. Even though a large
volume of research has been published on the topic of dynamic VM consolidation, there are very
few open-source software implementations.
In this work, we introduce an architecture and implementation of OpenStack Neat‡: an open-
source software framework for distributed dynamic VM consolidation in cloud data centers based
on the OpenStack platform§. Figure 1 depicts a typical deployment of the core OpenStack services,
OpenStack Neat services, and their interaction, which will be discussed in detail in the following
sections. The deployment may include multiple instances of compute and controller hosts. The
OpenStack Neat framework is designed and implemented as a transparent add-on to OpenStack,
which means that the OpenStack installation need not be modified or specifically configured to
benefit from OpenStack Neat. The framework acts independently of the base OpenStack platform
‡The OpenStack Neat framework, http://openstack-neat.org/.
§The OpenStack cloud platform, http://openstack.org/.
Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
DOI: 10.1002/cpe
Figure C.3: OpenStackNeat consolidation framework [1]
OpenStackNeat has two major advantages over the centralized server consolida-
tion alg rithms: (i) splitting the problem lets more contemplation of sub-problems
autonomously; and (ii) the technique can be applied in a moderately distributed
fashion i.e. (a) the VM sel ction and un er-load/overload detection algorithms on
compute nodes and (b) the VM allocation algorithm on controller node. Further-
more, this impl mentation could be replicat d as well. Distributed VM consolida-
tion enables system scaling (elasticity), which is indispensable in large-scale cloud
platforms.
As an alternative to periodically optimize the VM placement as happens in En-
tropy, OpenStackNeat distinguishes host under-load and overload situations
and tries to resolve them dynamically the system has a fine-grai ed control over the
host states. Contrary to Snooze, OpenStackNeat has the capability to apply
global VM placem n algorithms for the selected VMs (for migration) by consider-
ing all hosts. Furthermore, Beloglozov et al. [1] suggests long-term development of
the OpenStackNeat platform because: (a) it is integrated into OpenStack trans-
parently; and (b) OpenStack is an open-source, well-developed cloud platform that
is extensively supported and adopted by the industry.
5https://www.openstack.org/
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C.4 Thesis Outcomes – in Production Clouds & Re-
quirements
The main requirement for the implementation of the proposed algorithms is that
a full and functional real test-bed, which runs OpenStack or any other cloud man-
agement tool [such as Entropy, Snooze, OpenStackNeat], is available. The
consolidation technique might be implemented in a distributed fashion by running
the VM selection and under-load/overload detection algorithms on compute host
and the VM allocation algorithm on controller host. The core of the OpenStack
lies in the compute module (Nova), which is responsible for VMs provisioning and
management. During VMs provisioning, Nova uses Glance that is a repository for
instance types. The Nova scheduler is responsible for VMs placement onto hosts
that, by default, uses either: (i) the chance/random mechanism; or (ii) the filter &
weight approach. This scheduling approach can be easily replaced with proposed
FillUp policy – weight the available hosts w.r.t slots available (utilization) and
their energy consumption.
Nova compute provides key metrics such as: (i) hypervisor-based metrics [hy-
pervisor load, current workload, running vms, vcpus available] ; (ii) tenant-based
metrics [total cores used, total instances used] ; and (iii) Nova server-based metrics
[hdd read req] ; that can be useful to determine resource utilization and their energy
usage6. External monitoring tools such as Zabbix7, Ganglia8 and DataDog9 can also
be used to get usage data at specific intervals (e.g. 5 minutes) that the scheduler
can use in VM placement decisions.
In a virtualised platform, the hypervisor that has access to all VMs is responsible
to consolidate the workload (VMs) when needed. Nova supports both cold (off-line)
and live migration of VMs; and the migration approach can be located in the Nova
manager API. In order to implement Cmcr and Epc-aware approaches, the code
needs to be modified in two ways: (i) migrations can be triggered automatically
each after 5 minute intervals; and (ii) the data collected by the monitoring API can
be used by the scheduler to place migrated VMs to destination hosts. Beloglazov
et al. [1] proposed a framework based on the OpenStack project that is able to
initiate VM migrations (global manager – controller node) based on the host uti-
lization thresholds (local manager – compute node). The proposed framework has
data collector API [as shown in Fig. C.3] that is responsible to send compute nodes
statistics to global manager for VM migration and placement decisions. It would be
useful to compare directly what these systems [as discussed in Sec. C.1, C.2, C.3]
offer in terms of what is needed. Table C.1 provides a summary of requirements
for real implementation of the proposed algorithms and which system among En-
tropy, Snooze and OpenStackNeat has the capability.
6https://www.datadoghq.com/blog/openstack-monitoring-nova/
7https://www.zabbix.com/zabbix agent
8http://ganglia.info/
9https://www.datadoghq.com/
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Requirements Capability in
Entropy Snooze OpenStackNeat
Resource consolidation framework (virtualised) yes yes yes
Implementation (distributed is preferred) centralised hierarchical distributed
Monitoring tools (any) external external APIs
Cluster type (heterogeneous) homogeneous homogeneous heterogeneous
Migration method (any) Entropy solver periodic host under-load/overload
Placement algorithms (any) yes yes yes
Table C.1: Comparison of what Entropy, Snooze and OpenStackNeat offer
in terms of what is needed for implementation of FillUp, Cmcr and Epc-aware
techniques in a real test-bed
In production clouds, containers are used instead of VMs that might be running on
either: (i) bare metal (Google); or (ii) inside VMs (AWS EC2 container service). In
respect to (i), VMs migration could be replaced with containers migration. How-
ever, in respect to (ii), there are two possibilities: (a) containers can be migrated
to other VMs; and/or (b) VMs can be migrated to other hosts as we discussed in
this thesis. In Sec. C.5, we discuss assumptions and limitations of using containers
instead of VMs for consolidation purpose.
C.5 Assumptions and Limitations of using Containers
vs. VMs
In this section, we discuss the assumptions, limitations and impact of using con-
tainers vs. VMs in terms of resource allocation and consolidation with migrations
techniques. OpenStack is a VM management platform, and Kubernetes10 is a well-
known containerized platform. We divide this discussion into three subsections that
compare containers to VMs in terms of: deployment [Sec. C.5.1]; VM allocation
[Sec. C.5.2]; and VM consolidation [Sec. C.5.3] [241].
C.5.1 Deployment
Launching applications at low latency is an essential requirement of all manage-
ment frameworks. Containers have the capability of fast deployment as Sharma et
al. [241] demonstrated. Usually, booting up a VM can take tens of seconds. How-
ever, container start times are less than a second. Launching applications needs
the management framework to support and implement various policies for resource
allocation (provisioning hosts) and deploying VMs and containers. In the litera-
ture [2], [9], [12], [53], [131], significant efforts have been made on developing re-
source allocation policies for VMs, however, these policies may or may not translate
to containers. Furthermore, launching applications quickly might be more useful in
case the workload demand rises suddenly. Note that in this thesis, the VM booting
up delay is not taken into account.
10https://kubernetes.io/
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C.5.2 Allocation
The hypervisor is responsible to allocate vCPUs, memory and I/O devices to VMs.
For containers, in order to control CPU scheduling, swapping, etc additional kernel
resources must also be specified. Thus, containers provisioning involves allocation
of both physical and OS resources. Furthermore, container resource management
faces cross-platform challenges. For VMs, the abstraction layer such as libVirt11 al-
lows management framework [e.g. OpenStack] to run VMs on multiple hypervisors.
Therefore, provisioning policies for VMs can be applied across hypervisors. How-
ever, for containers, the resource control interfaces are OS dependent, so running
containers across OSs might be a challenge. Another fundamental difference with
containers allocation is the prevalence of soft limits on hardware resources [241].
Soft limits enable applications to use resources beyond their allocated limit if those
resources are not in use (over-subscription). For VMs, resource limits are usually
hard which means that VMs are not allowed to utilize more resources than their pro-
visioned resources even if the resources are idle (no over-subscription). Soft limits
and over-subscribing resources (idle) may provide more efficient resource utilization
and management. In this thesis, allocation is static and resource over-subscription
is not taken into account.
For containers, existing resource allocation policies (VMs) may need to be modi-
fied and refined. Management platforms such as Kubernetes also enforce affinity
constraints (co-location) to ensure that several applications (with similarities) can
be “packed” and placed onto similar hosts. In Kubernetes, this is accomplished by
using pods groups of containers. Sharma et al. [241] empirically demonstrated that
containers suffer from larger performance interference compared to VMs. Therefore,
container allocation needs to be further optimized in order to choose the right set
of neighbouring containers on a host.
C.5.3 Migration
VM migration has been well studied in the literature and widely used in both pub-
lic and private datacenters [53], [39]. Management frameworks such as OpenStack
have several policies to migrate VMs automatically in order to balance and con-
solidate the workload. Unlike VM migration, container migration requires process
migration techniques [241], and there may be large amount of OS state associated
with the process (e.g. file table, process control block) that must be copied along
with the memory pages. This makes container migrations hard to implement in
practice. There are several projects such as CRIU (Checkpoint Restart In User-
space)12, CMT (container migration tool)13 and P.Haul14 that provides containers
live migration, however, these are limited to certain kinds of application.
11https://libvirt.org/
12https://criu.org/Main Page
13https://github.com/marcosnils/cmt
14https://criu.org/P.Haul
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Container migrations are not supported by management frameworks as they are
not enough mature yet. An alternative technique to consolidate containers with-
out being migrated, is to kill and restart stateless containers. Moreover, container
migrations are dependent on additional libraries and kernel features that may not
be available on target host. These dependencies may limit the number of potential
target hosts to accept containers after their migration decisions. Migrating VMs
involves the transfer of both application state and guest OS state that may lead to
increased migration durations as compared to container migrations – which needs
migrating the application state only. Note that Docker15 version 1.13 supports
container live migration using CRIU11 technology as demonstrated in [16]. CRIU
checkpoints the container state, copy the metadata and restore the metadata on a
same (source) container image at target host. This can be achieved in two different
ways: (i) for stateless containers only memory is migrated; and (ii) for state-full
containers both memory and file system are migrated. Copying metadata would
take shorter time (migration duration) as compared to copying the VM or con-
tainer image.
The lack of isolation and efficient resource sharing with resource over-subscription
(soft limits) makes running containers inside VMs a more feasible architecture
[as happens in AWS EC2 container service17 – that uses Dockers]. Furthermore,
Sharma et al. [241] stated that containers in VMs provide performance benefit as
well. Neighbouring containers within a VM can be trusted because containers from
a single tenant may be allowed to run in a particular VM. When several containers
are running inside a VM, there are three possible migration options: (i) migrate the
VM; (ii) migrate a container; and (iii) migrate a function (code) running inside a
container. This needs further research as investigated in [242].
C.6 Summary
We described several open-source implementations of consolidation technique in a
real production cloud. We also described how the outcomes of the research pre-
sented in this thesis can be used within such a test-bed and what will be the major
requirements. Furthermore, three management systems i.e. Entropy, Snooze and
OpenStackNeat that provide consolidation capabilities were discussed briefly. We
believe that this discussion will help readers in understanding real cloud platforms
and how new allocation and migration policies are to be implemented. Lebre et
al. [240] have presented a comprehensive analysis and comparison of both Entropy
and Snooze implementations (w.r.t large scale simulations). Finally, we discussed
several assumptions and limitations of using containers as substitute to VMs, in the
context of their deployment, resource allocation and consolidation with migration
techniques.
15https://www.docker.com/
16https://www.youtube.com/watch?v=izycGffZOtg
17https://aws.amazon.com/ecs/
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