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RÉSUMÉ
Le domaine biomédical est probablement le domaine où il y a les ressources les
plus riches. Dans ces ressources, on regroupe les différentes expressions exprimant un
concept, et définit des relations entre les concepts. Ces ressources sont construites pour
faciliter l’accès aux informations dans le domaine. On pense généralement que ces res-
sources sont utiles pour la recherche d’information biomédicale. Or, les résultats obtenus
jusqu’à présent sont mitigés : dans certaines études, l’utilisation des concepts a pu aug-
menter la performance de recherche, mais dans d’autres études, on a plutôt observé des
baisses de performance. Cependant, ces résultats restent difficilement comparables étant
donné qu’ils ont été obtenus sur des collections différentes. Il reste encore une question
ouverte si et comment ces ressources peuvent aider à améliorer la recherche d’informa-
tion biomédicale. Dans ce mémoire, nous comparons les différentes approches basées
sur des concepts dans un même cadre, notamment l’approche utilisant les identificateurs
de concept comme unité de représentation, et l’approche utilisant des expressions syno-
nymes pour étendre la requête initiale. En comparaison avec l’approche traditionnelle de
"sac de mots", nos résultats d’expérimentation montrent que la première approche dé-
grade toujours la performance, mais la seconde approche peut améliorer la performance.
En particulier, en appariant les expressions de concepts comme des syntagmes stricts
ou flexibles, certaines méthodes peuvent apporter des améliorations significatives non
seulement par rapport à la méthode de "sac de mots" de base, mais aussi par rapport à la
méthode de Champ Aléatoire Markov (Markov Random Field) qui est une méthode de
l’état de l’art dans le domaine. Ces résultats montrent que quand les concepts sont utili-
sés de façon appropriée, ils peuvent grandement contribuer à améliorer la performance
de recherche d’information biomédicale. Nous avons participé au laboratoire d’évalua-
tion ShARe/CLEF 2014 eHealth. Notre résultat était le meilleur parmi tous les systèmes
participants.
Mots clés: UMLS, MetaMap, concept, recherche d’information biomédical, mo-
dèle de langue, expansion de requête, dépendance.
ABSTRACT
Health and biomedical area is probably the area where there are the richest domain
resources. In these resources, different expressions are clustered into well defined con-
cepts. They are designed to facilitate public access to the health information and are
widely believed to be useful for biomedical information retrieval. However the results
of previous works are highly mitigated: in some studies, concepts slightly improve the
retrieval performance, while in some others degradations are observed. It is however
difficult to compare the results directly due to the fact that they have been performed
on different test collections. It is still unclear whether and how medical information re-
trieval can benefit from these knowledge resources. In this thesis we aim at comparing
in the same framework two families of approaches to exploit concepts - using concept
IDs as the representation units or using synonymous concept expressions to expand the
original query. Compared to a traditional bag-of-words (BOW) baseline, our experi-
ments on test collections show that concept IDs always degrades retrieval effectiveness,
whereas the second approach can lead to some improvements. In particular, by matching
the concept expressions as either strict or flexible phrases, some methods can lead to sig-
nificant improvement over the BOW baseline and even over MRF model on most query
sets. This study shows experimentally that when concepts are used in a suitable way, it
can help improve the effectiveness of medical information retrieval. We participated at
the ShARe/CLEF 2014 eHealth Evaluation Lab. Our result was the best among all the
participating systems.
Keywords: UMLS, MetaMap, concept, medical information retrieval, language
model, query expansion, dependency.
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CHAPTER 1
INTRODUCTION
The volume of health and biomedical information is rapidly increasing. Some orga-
nizations such as The National Library of Medicine (NLM), which is the world’s largest
biomedical library, has played an important role in providing access to biomedical and
health information. Their public database, MEDLINE/PubMed containing over 24 mil-
lion journal citations collected from 1946, is the most commonly used online scientific
medical resource in the world. MedlinePlus [77] provides comprehensive and easy-to-
read consumer health information to laypeople to search and understand their physical
condition.
The Health and biomedical information retrieval (IR) is becoming more and more
important not only for the health care professional, but also for lay people. Nearly 70%
of search engine users in the U.S. have used web search to find information about a spe-
cific disease [36]. One of the most commonly used search engine PubMed has received
775,504,557 queries in 2008.
However, biomedical IR is a difficult task. Medical terminology always contains
many synonyms, aliases or abbreviations. For example, to describe the symptom
“headache”, some professional physicians would use “cephalodynia”, while laypeople
may talk about “head pain” or even “pain in head”. In addition, medical concepts
are often described at different levels. For example, a patient wondering the effect of
the “antibiotics” on his disease may miss a lot of useful information, because a large
number of articles is talking about specific antibiotics such as “Garamycin”, “Kantrex”,
“Vancomycin”, but do not contain the word “antibiotics”. Sometimes only the brand
names are mentioned. This makes the expressions in documents hard to match with
users’ queries.
In order to standardize the expression in biomedical area, domain resources and the-
sauri, such as MeSH [60], Metathesaurus [12], SNOMED CT [89] are built, in which,
the alias, acronyms or lexical variants of the biomedical terminologies are clustered into
controlled vocabularies and assigned a unique ID. Symptoms, diseases and their related
therapies or drugs are connected to each other with semantic relations. To benefit from
this kind of resources, previous works have explored different approaches, trying to take
advantage of the unique concept ID or of different synonym and related concept expres-
sions. However, the results were inconsistent. Some of them reached slight improve-
ments while in some others degradations are observed.
In this thesis, we systematically explore the performances of different concept-based
approaches on the same platform. Our goal is to test the true effectiveness of different
methods and find out an appropriate way to benefit from the concepts in knowledge re-
source. We use UMLS Metathesaurus [12] and MetaMap [4] to identify concepts from
documents and queries. The identified concepts are used in different ways - as the basic
semantic representation units, as phrases or as independent words. In addition, we pro-
posed a hybrid method to combine different concept expressions together.
Our general conclusion is that concepts IDs are too rigid to be representation units
of document contants and queries. It is more reasonable to use concept expression as
phrases. Our experiments were implemented on three different datasets: OHSUMED,
CLEF 2013 and CLEF 2014 collections. Finally, the overall best result was achieved
by the hybrid phrase combination method, which led to significant improvements over
BOW baseline and traditional MRF model.
In addition, we participated in the CLEF/ShARe task on biomedical IR in 2014. Our
result was ranked the best among 62 runs from 14 groups, and it outperforms the state-
of-the-art in this domain.
The rest of the thesis is laid out as follows. In chapter 2, we first introduce what the
biomedical information retrieval task is. After summarizing some well known medical
thesauri and the concept mapping tools, we will review the previous works on concept-
based medical IR. Chapter 3 mainly explains our approaches. Then in chapter 4 we
present our experiments. The last chapter (Chapter 5) concludes the thesis and gives
some possible directions of future work.
2
CHAPTER 2
BIOMEDICAL INFORMATION RETRIEVAL
In this chapter, we explain in detail what the Biomedical Information Retrieval is,
what the main difference is between this task and traditional IR, and what the recent
progresses are. In the first section, we will show how medical data look like, and explain
the main task of biomedical information retrieval. Section 2.2 is an introduction to the
existing knowledge resources and their supporting knowledge extractors in medical
area. And then in Section 2.3, we will review the previous works on concept-based
biomedical IR.
2.1 Medical Data and Medical Information Retrieval Task
Medical Record (also called Health Record) is the first type of Medical Data. It oc-
cupies a large proportion of the Medical Data we have. A Medical Record contains the
systematic documentation of a single patient’s medical history and care across time. It
can include a variety of types of “records”: demographics, medical history, medication
and allergies, immunization status, laboratory test results, radiology images, vital signs,
personal statistics like age and weight, and billing information created in healthcare or-
ganizations such as a hospital or physician’s office 1. Traditionally, medical records were
written on paper and maintained in folders and usually housed at the governments, in-
surance companies and other large hospital or medical institutions. Figure 2.1 shows the
typical data in medical record. Medical records are well structured, including some pro-
fessional terms such as Bilateral Pneumonia or even some puzzling string/abbreviation
like Temp.99.4, BP 150/95, HR 95 (regular), R 24.
In recent years, alone with the popularity of the Electronic Medical Records (EMR),
the volume of medical record is exponentially increasing. Electronic health record
1. "Mobile Tech Contributions to Healthcare and Patient Experience". Top Mobile Trends. Retrieved
29 May 2014.
Figure 2.1: A typical patient record [53].
(EHR) system is designed to capture and represent the above information of the patient.
Figure 2.2 shows an interface of electronic medical record, which is fully structured. The
user is enforced to use a set of built-in controlled vocabularies to fill out the electronic
forms.
However, because of the private nature of the individual medical records, their
utilization is strictly limited by Health Insurance Portability and Accountability Act
(HIPAA). Thus the medical records are normally only shared for enterprise-wide use.
Only a very small part has been released to open access for research purpose. For ex-
ample, the test document collection for TREC Medical Records track is a set of medical
records made available for research use through the University of Pittsburgh BLULab
NLP Repository. The repository contains one month of reports from multiple hospitals,
and includes nine types of reports: Radiology Reports, History and Physicals, Consul-
tation Reports, etc [99]. Before being released, all records are de-identified. After one
year of TREC experiments, the data is no longer available. Therefore, while there are
increasing needs to deal with patient’s medical records, there is not publicly available
data for researchers to perform experiments.
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Figure 2.2: A practical Electronic Medical Record (Produced by NextGen EHR Software
[63])
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Another type of medical information refer to the biomedical literature in the fields
of biomedicine and health, covering portions of the life sciences, behavioral sciences,
chemical sciences, and bioengineering [32]. In 2009, Hersh [45] introduced a new
broader term “Biomedical and Health Informatics ” which extends the healthcare infor-
mation to the public health and biomedical literature. Compared with the private medical
record, this kind of data is much easier to get via some open accesses. MEDLINE is the
U.S. National Library of Medicine (NLM) bibliographic database that contains over 24
million references to citations from over 5,600 worldwide life science journals and on-
line books in about 40 languages [33]. PubMed [33] provides an online open access
to MEDLINE database. In addition to the abstract, the citations come with links to its
full-text web pages.
Figure 2.3 shows a top ranked citation for the query “headache”. Title, author and
abstract compose the main part of the citation. In the upper right corner, PUBMED
provides the full text link to the JAMA [79] database. In this thesis, we will focus on the
second type of data, the retrieval in biomedical literature.
2.2 Biomedical Knowledge Resource
Different from traditional ad hoc information retrieval task, medical IR is faced with
an important challenge of vocabulary variation: although we have a set of well defined
concepts, a concept can be described in many different ways with different terms and
expressions. For example, the symptom headache or its acronym HA is commonly used
in medical records. But another professional name: Cephalgia could be used in an
Electronic Medical Records as the standard name. However, a layperson could describe
it as pain in head. The large number of variations in concept expressions makes it hard
to retrieve the right documents with a query.
In addition, some specific use of health data requires retrieval on the semantic level.
A Clinical Decision Support System should generate case-specific advices on diagnosis
according to patient’s symptoms. And for patients, one would like to find out a rational
treatment and care. The query may not contain the drug or operation that they are
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Figure 2.3: The top ranked document in PUBMED search engine with the query
headache [73].
looking for. It requires inferring implicitly related drugs or treatments.
Under this condition, in order to unify the terminology expression and to con-
struct a well-structured knowledge network, from the 1980s, some well-designed
medical thesauri have been manually constructed. Nowadays, the U.S. National
Library of Medicine[78] (NLM) maintains the largest source vocabulary Unified
Medical Language System [12] (UMLS), including hundreds of independent thesaurus,
such as the well known MeSH [60] (Medical Subject Headings), SNOMED [89]
(Systematized Nomenclature of Medicine – Clinical Terms), ICD-9 [35] (Interna-
tional Classification of Diseases). In this section, we give a brief introduction to them.
Especially, we focus on how the medical vocabularies are organized in different thesauri.
2.2.1 Thesauri in medical area
Regardless the large number of different thesauri and the different domains they fo-
cus on, a medical thesaurus is essentially a set of controlled vocabularies in a hierarchical
structure. In this section, we show these fundamental structures of a typical thesaurus.
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2.2.1.1 Concept
The two main goals of a medical thesaurus are to standardize the expressions of
biomedical terminologies, and then to construct a structured vocabulary network. To
do that, we firstly need to identify essential units which are unique and distinct from
each other. Thesauri usually cluster terms by their meaning. A meaning is called a
Concept and is assigned a unique ID. The terms which are strictly synonymous with
each other, as well as their lexical variants are defined as the entries of that concept, and
one of them will be denoted as the preferred name. For example, Hyptertension and
High blood pressure refer to the same disease, which is defined as a concept identified
by ID C0020538 in UMLS Metathesaurus (2.4). Hypertensive disease is denoted
as its standard expression (preferred name). Concepts and their corresponding
expressions can be organized with some specific structure. For example, MeSH
uses Descriptor/Concept/Term Entry structure, and UMLS Metathesaurus uses
Concept/Terms/String/Atom structure for UMLS knowledge (They will be detailed in
the next section).
2.2.1.2 Hierarchical relationships
Concepts are unique and distinct from each other, but don’t exist in isolation. Similar
to “Class” in Objet Oriented Programming Language, “Concepts” are always classi-
fied into a hierarchical structure. In a Tree structure, general concepts can be divided
into more specific ones. For example, hypertension is a type of Vascular Diseases, and
itself can be further divided into more specific types of hypertension, such as malignant
Figure 2.4: A concept can be expressed with different terms.
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hypertension or pregnancy-induced hypertension. A broader concept is a Hypernym,
denoted by Parent or IS-A relationship, while a narrower one is called Hyponym and
comes with Child relation (2.5).
In terms of information retrieval, hierarchical relationship is useful to enhance the
expression coverage. For example, suppose that we are looking for “the treatment of
hypertension”. A document talking about the treatment of “malignant hypertension” is
probably relevant.
2.2.1.3 Semantic relationships
In addition to lexical and hierarchical relations of synonymy, hypernymy, hyponymy,
many knowledge resources also connect concepts by semantic links to describe the re-
lation or interaction between them. For example, the following assertion “Influenza is
caused by influenza viruses” expresses the cause of the disease. As shown in Figure 2.6,
it can be expressed by RDF (Resource Description Framework) [55] triples: {influenza
virus - cause - influenza}. In which the two concepts, the subject “influenza virus” and
the object “influenza” are connected by relation “cause”. A semantic network could be
helpful for some advanced usage. When medical decision support system needs to find
out a proper treatment for a specific disease or symptom, a traditional retrieval model re-
lies on terms is not sufficient. One may need to utilize the semantically related concepts.
2.2.2 Some Well Known Knowledge Resources
Obviously, not all thesauri are designed exactly in the same way. Each of them can
have some particular features, which will lead to different performance when used in
information retrieve. In this section, we will show different aspects of some commonly
used thesauri.
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Figure 2.5: Concepts are classified into several of categories and are connected by hier-
archical relationships.
Figure 2.6: Semantic relationships represented by RDF triples.
2.2.2.1 MeSH - Medical Subject Headings
The Medical Subject Headings (MeSH) thesaurus is a controlled vocabulary pro-
duced by the NLM (National Library of Medicine). As the name suggests, it was de-
signed to index citations in NLM’s MEDLINE database, for cataloging of publications,
and other databases. The important basic type of MeSH Records is the Descriptor (Also
known as Main Headings). Different from the Concept introduced above, each MeSH
Record is created in Descriptor/Concept/Term structure (as shown in Figure 2.7). The
Descriptor is composed of some distinct but similar concepts referring to a same topic.
For example, three different concepts Headache, Bilateral Headache and Generalized
Headache are grouped under the same descriptor: “Headache”.
All MeSH descriptors are organized into 16 root categories: anatomic terms, or-
ganisms, diseases, etc. Each of the root categories as well as their subcategories can
be further divided into subcategories, which build up a MeSH Tree up to twelve levels.
Each descriptor is allowed to appear in more than one tree. Figure 2.8 shows that the
descriptor Headache is located in two trees. {Pathological Conditions –> Signs and
Symptoms –> Neurologic Manifestations –> Headache} and {Nervous System Dis-
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– Headache [Descriptor]
– Headache [Concept, Preferred]
– Headache [Term, Preferred]
– Cephalalgia [Term]
– Cephalgia [Term]
– Cephalodynia [Term]
– Cranial Pain [Term]
– Head Pain [Term]
– Bilateral Headache [Concept, Narrower]
– Bilateral Headache [Term, Preferred]
– Generalized Headache [Concept, Narrower]
– Generalized Headache [Concept, Narrower]
– Ocular Headache [Concept, Narrower]
– Ocular Headache [Concept, Narrower]
Figure 2.7: The Descriptor/Concept/Term Structure of a MeSH Record “Headache”.
eases –> Neurologic Manifestations –> Pain –> Headache}. This gives rise to the
problem of ambiguity.
Currently, various online systems provide access to MeSH. The MeSH Browser [69],
contains the complete contents of the vocabulary; the MeSH Entrez databases, which
provides assistance using MeSH vocabulary in searching MEDLINE/PubMed.
A possible limitation of MeSH for the purpose of medical IR is that it only contains
hierarchical relations between concepts, other types of semantic relation, such as causal
relation, are not encoded. This may limit the coverage of the retrieval process: using
MeSH, one can retrieve documents about more specific concepts, but not about related
concepts.
2.2.2.2 SNOMED CT
SNOMED CT [49] (Systematized Nomenclature of Medicine – Clinical Terms) is
another collection of medical controlled vocabulary, created by the College of Ameri-
can Pathologists. Different from MeSH, which mainly relies on hierarchy relationships,
SNOMED contains extended lexical and semantic relations. Apart from “IS-A” subtype
relation, concepts are inter-connected with each other by a set of object-attribute-value
triples which express their defining characteristics. As showed in Figure 2.9, concept
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- Pathological Conditions, Signs and Symptoms [C23]
- Signs and Symptoms [C23.888]
- Neurologic Manifestations [C23.888.592]
- Pain [C23.888.592.612]
- Back Pain [C23.888.592.612.107]
- Chronic Pain [C23.888.592.612.274]
- Facial Pain [C23.888.592.612.330]
- Headache [C23.888.592.612.441]
- Slit Ventricle Syndrome [C23.888.592.612.441.500]
- Labor Pain [C23.888.592.612.451]
- ... ...
- Nervous System Diseases [C10]
- Neurologic Manifestations [C10.597]
- Pain [C10.597.617]
- Acute Pain [C10.597.617.088]
- Breakthrough Pain [C10.597.617.178]
- Mastodynia [C10.597.617.205]
- Musculoskeletal Pain [C10.597.617.231]
- Back Pain [C10.597.617.232]
- Chronic Pain [C10.597.617.258]
- Facial Pain [C10.597.617.364]
- Arrow pointing to current tree node
- Headache [C10.597.617.470]
- ... ...
Figure 2.8: The descriptor “Headache” is located in more than one place in MeSH
Trees.
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“viral pneumonia”, has two hypernyms “Infective pneumonia” and “Viral lower respi-
ratory infection”, which are linked by IS-A relation. In addition, the “Causitive agent”
relationship denotes that the infective pneumonia is caused by virus, and “Finding site”
indicates the affected organ is Lung. Relationships themselves are defined as concepts in
SNOMED CT thesaurus and are unidirectional. Figure 2.10 lists the relationship triples
in which concept “Viral lower respiratory infection” is involved.
Like most of the thesauri, the Concept is the representational unit identified by SC-
TID (SNOMED CT concept ID). Concept expressions are declared and classified in de-
scription table by DescriptionType indicator, respectively corresponding to “preferred”
description (term), fully specified name and synonym (alternate). As shown in Figure
2.11, the concept “Viral lower respiratory infection” has two different expressions, one
for fully specified name and another is assigned as synonym.
Among the existing thesauri, SNOMED contains the richest semantic relations.
However, there is no reliable tool to identify SNOMED concepts from raw text. A com-
mon practice is to identify first UMLS concepts, which are then mapped to SNOMED
CT concepts. Koopman et al. [56] reported that mapping between terminologies may
result in a loss in meaning, because certain UMLS concepts have no equivalent in
SNOMED CT. Currently, some online and offline browsers, such as IHTSDO SNOMED
CT Browser[43], are available. But their accuracy has not been systematically evaluated.
Figure 2.9: Relationship assigned as attribute of concept “Viral lower respiratory in-
fection”(Produced by IHTSDO SNOMED CT Browser [43]). Apart from the subtype
hierarchy, IS-A link, SNOMED CT consist also semantic relationship.
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Figure 2.10: The SNOMED CT relationships in which concept “Viral lower respiratory
infection” is involved (Produced by IHTSDO SNOMED CT Browser [43]).
Concept: Viral lower respiratory infection
SCTID: 312134000
Figure 2.11: Two parallel expressions of concept “Viral lower respiratory infection”in
SNOMED CT thesauri (Produced by IHTSDO SNOMED CT Browser [43]).
2.2.2.3 Other specific thesauri
In addition to the large and complete thesauri created for the usage on the entire
medicine area, there are some smaller and domain-specific thesauri which only provide
knowledge in a specific area. For example, the ICD (International Classification of
Diseases) is currently the most authoritative and widely used classification system for
diseases in the world. As shown in Figure 2.12, diseases are hierarchically organized.
For example, Viral Pneumonia is further divided into sub-categories. Compared with
the same entry in MeSH and SNOMED CT, the vocabulary viral pneumonia in ICD
is more comprehensive. The Ninth Revision included an optional alternative method
of classifying diagnostic statements, including information about both an underlying
general disease and a manifestation in a particular organ or site. Another well known
example is the Entrez Gene [68], which is a portal to gene-specific content. MeSH
and Entrez Gene both act as a part of NCBI (The National Center for Biotechnology
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Viral pneumonia 480- > Inflammation of the lung parenchyma that is caused by a viral
infection. Pneumonia (inflammation of the lungs) caused by a virus.
– 480 Viral pneumonia
– 480.0 Pneumonia due to adenovirus
– 480.1 Pneumonia due to respiratory syncytial virus
– 480.2 Pneumonia due to parainfluenza virus
– 480.3 Pneumonia due to SARS-associated coronavirus
– 480.8 Pneumonia due to other virus not elsewhere
classified
– 480.9 Viral pneumonia, unspecified
Figure 2.12: The disease Viral Pneumonia is further divided by its different causes in
ICD-9, which is the most authority thesaurus of the classification of diseases.
Information) database. Different from general biomedical terminologies, gene and
protein names can be highly variable, especially their acronyms and abbreviations are
commonly shared between some totally different concepts. Their recognition is far
from trivial and could result in some inappropriate expansion due to lexical ambiguities
[7]. Obviously, a general thesaurus can hardly tackle this non trivial task. For example,
the gene name abbreviation “stx2” can represent 104 different genomes of different
species (partially listed in Figure 2.13). Within GO (Gene Ontology) [23], each gene is
located in a large gene-centered semantic network. The related function, process, and
component are connected to each gene (Figure 2.14). Stokes [92] summarizes some
other similar gene symbol resources such as ADAM [108], HUGO [30], OMIM [13],
UniProt [8], and so on. Another useful information could be the GeneRIFs, which
allows scientists to add some sentences and published papers to describe a related
function of a gene to enrich the semantic context of gene.
2.2.2.4 UMLS
The UMLS (Unified Medical Language System) was built to help computer systems
to “understand” the language of biomedicine. It is composed of three main knowledge
sources: Metathesaurus, Semantic Network, and SPECIALIST Lexicon.
Among them, the Metathesaurus is the main part, which is known as the largest
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Gene Name Gene ID Description
Stx2 ID: 13852 syntax in 2 [Mus musculus (house mouse)] Chromosome 5
STX2 ID: 2054 syntax in 2 [Homo sapiens (human)] Chromosome 12
Stx2 ID: 25130 syntax in 2 [Rattus norvegicus (Norway rat)] Chromosome 12
Stx1b ID: 24923 syntax in 1B [Rattus norvegicus (Norway rat)] Chromosome 1
stx2 ID: 780101 syntax in 2 [Xenopus (Silurana) tropicalis (western clawed frog)]
Syn16 ID: 811466 SNARE protein, putative [Plasmodium falciparum 3D7] Chromosome 12
... ... ...
Figure 2.13: In Entrez Gene, 104 genomes of different species shared a same abbrevia-
tion “stx2”.
Figure 2.14: For example, one of the well known Gene Ontology knowledge database:
UniProt Knowledgebase (UniProtKB) [29] can provide related function, process, and
component of a given protein (protein syntaxin 2 [34] as example).
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multi-lingual biomedical vocabulary database. It merges hundreds of different knowl-
edge resources including the thesauri introduced above, MeSH, SNOMED CT, ICD,
etc. The Semantic Network provides a consistent categorization of all concepts repre-
sented in the Metathesaurus and provides a set of useful relationships between these
concepts. The main type of record in Metathesaurus is Concept, which is placed in the
Concept/Lexical/String/Atom structure (See Figure 2.15).
Concept Unique Identifiers (CUI) A key goal of Metathesaurus construction is to
link all names from hundreds of source vocabularies that have the same meaning. Each
of them is assigned a unique ID: CUI starting with a letter C and followed by seven
numbers. As shown in the example (Figure 2.15), the concept “Headache” is identified
as C0018681.
Lexical Unique Identifiers (LUI) Sometimes a concept can be expressed by more
than one term which are synonyms to each other. As example (Figure 2.15) concept
“Headache” contains three synonyms: “headache”, “cephalalgia” and an abbreviation
“ha”. Each of them is identified by LUI starting with letter L.
String Unique Identifiers (SUI) In natural language, a term can have different varia-
tions in character set, upper-lower case, or punctuation difference. Each of them is called
a String, identified by String Unique Identifiers (SUI). In Figure 2.15, “Headache” and
“headaches” are different variants of the same term “headache”. On the other hand, a
single string can correspond to more than one concept.
Atom Unique Identifiers (AUI) Considering that Metathesaurus is composed of
hundreds of source vocabularies, a string may be included in more than one thesaurus,
and its occurrence in each source vocabulary is assigned a unique atom identifier (AUI).
As shown in Figure 2.15, the string “Headache” is included in both SNOMED CT and
MeSH vocabulary, and is assigned two different AUI “A2882187” and “A0066000”.
Metathesaurus also identifies useful relationships between concepts, but different
from SNOMED CT, which mainly focuses on constructing a biomedical semantic
network, Metathesaurus contains only hypernyms (PAR), hyponyms (CHD), synonyms
(SY) and co-occurrence terms (stored in MRCOC.RRF data file). As shown in Figure
2.16, “headache” is a hyponym of “Pain” and “Pain of head and neck region” and
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Figure 2.15: In Metathesaurus an expression is defined in 4 level: Concept, Term,
String and Atom which is respectively identified by AUI, SUI, LUI and CUI.
a hypernym of “Sinus headache” and so on. All these concepts are annotated as the
“Sign or Symptom” semantic type, which is described in more detail in UMLS Semantic
Network [74].
2.3 Knowledge Extraction
Medical thesauri can be seen as a static dictionary of concepts. Before being used
in a retrieve model, one has worked on extracting them from raw text, which is called
Biomedical Text Mining (BTM) Task [114][21][58][88]. Depending on different targets,
it can be roughly divided into three sub-tasks: Concepts Extraction, Relations Extrac-
tion [41][47][98] and Event Extraction [51]. For the purpose of medical IR, the most
important task is concept identification, which is also the basis for the other two tasks
[24].
Different from the traditional Named Entity Recognition (NER) task, which can rely
on rule-based approach (for example, morphological analysis [38][2], lexical pattern
[37]) and statistique/machine learning techniques (HMM [107][22], SVM [50]), con-
cept mapping in medical texts usually uses straightforward dictionary look-up strategy
combined with a series of NLP techniques such as parsing (chunking) [96], lexical vari-
ation [65] and disambiguation [86], etc. Aronson [5] concludes that the overall perfor-
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Figure 2.16: In UMLS, headache is defined as the hyponym of Pain and Pain of head
and neck region and hypernym of Sinus headache and so on. All these concepts are
annotated as the Sign or Symptom semantic type.
mance of mapping tools depends on how well these NLP problems has been solved. As
introduced above, the structure of each thesauri is unique, a concept mapping tool is
normally designed for a specific thesaurus, and released as a supporting module of it.
The National Library of Medicine maintains the official online browsers of three above-
mentioned thesaurus MeSH [70], SNOMED CT [75], and Metathesaurus[71]. There are
also some well-performing offline programs available. One of the state-of-the-art sys-
tems, MetaMap [4], is embedded in the UMLS Metathesaurus, which achieved 84% in
precision and 70% in recall [82]. Recently there have been some tools such as Univer-
sity of Michigan’s MGREP [91] that also performs concept recognition. Stewart [91]
reported that the main weakness of MetaMap is that chunking and variants generation
are both time consuming tasks. MGREP works faster by generating directly the variants
of single words, which will finally be combined with word order permutation. After a
comprehensive comparison between these two tools, they found that MGREP has ex-
tremely fast execution speed, but fewer concepts are recognized.
There are several tools for specific uses. For example, RxNorm provides normal-
ized names for clinical drugs by using the terminology National Drug File [15] - Refer-
ence Terminology (NDF-RT) from the Veterans Health Administration. NCBI PubMed
Translator is another tool in charge of converting the original user queries into the corre-
sponding MeSH heading for PubMed search engine.
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Considering that MetaMap is the most widely used UMLS Metathesaurus mapping
tool and results in the best mapping accuracy, in order to make our experiment compa-
rable with most of the previous work, in our work, we will use MetaMap to recognize
concepts from texts and queries. In the next section, we will briefly explain how concept
are mapped by MetaMap.
2.3.1 MetaMap
MetaMap is a highly configurable program developed by Aronson [4] at the National
Library of Medicine (NLM). It uses a knowledge-intensive approach together with some
shallow morphological rules to map biomedical text to the UMLS Metathesaurus con-
cept. It is widely regarded as the most advanced tool for this task.
The main precesses of MetaMap are as follows. A document will be cut into a list of
sentences. Each of them will be further parsed by the SPECIALIST minimal commit-
ment parser [66] which chunks the sentence into some short noun phrases and assigns a
shallow syntactic tag for each. This step is called Chunking [96]. For example (Figure
2.17), given an input “cerebral edema secondary infection diagnosis treatment”, two
noun phrases “cerebral edema secondary infection” and “diagnosis treatment” can be
detected, and each of them will be annotated by the POS (Part-of-Speech) tags.
Then metamap will conduct a lexical lookup within the phrases to find the longest
spanning terms from the SPECIALIST Lexicon. For example, the noun phrase
Input:
cerebral edema secondary infection diagnosis
treatment
Output:
[mod(cerebral edema), head(secondary infection)],
[mod(diagnosis), head(treatment)].
Figure 2.17: SPECIALIST minimal commitment parser [66] chunks the sentence into
two short noun phrases and assigns shallow syntactic tags for each. “head” refers to the
core word of the noun phrase and “mod” means the modifier.
.
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“cerebral edema secondary infection” is composed of two terms “cerebral edema” and
“secondary infection”. And the “diagnosis treatment” will be divided into “diagnosis”
and “treatment”.
The next step is to generate the variants for each extracted SPECIALIST term. A
variant consists of a phrase of one or more words, together with all its acronyms, ab-
breviations, synonyms, derivational variants, inflectional and spelling variants [3]. The
generation of abbreviations and synonyms is based on the knowledge in SPECIALIST
Lexicon while the derivation variants and inflections are generated by handcrafted rules.
During the variant generation process, each variant is assigned a variant distance score
according to its history which records how it was created. Different type of variants
correspond to different distance: 0 for p (spelling variants), 1 for i (inflections), 2 for s
(synonyms) and for a (acronyms), 3 for d (derivational variants). For example, Inflec-
tion=1, Synonym=2, Derivational variants=3. The smaller the score is, the more seman-
tically related the variant is. For example, in Figure 2.18, the synonym of “treatment”
“therapy” is assigned a distance score of 2, and “Tx” is 4 and the history code “sa”
means that it is a abbreviation of a synonym “therapy” of the original term “treatment”.
Then as shown in Figure 2.19, these inferred variants are used to match the con-
cept string in Metathesaurus. Once one of the concept string in Metathesaurus is
matched with the variant, the CUI of this concept will be added to the Candidate set.
In our example, term “treatment” corresponds to five different concepts “C0039798
[therapeutic aspects]”, “C1522326 [treating]”, “C0087111 [Therapeutic procedure]”,
“C1533734 [Administration procedure]” and “C1705169 [Biomaterial Treatment]” in
UMLS Metathesaurus.
The concepts in the candidate list will be further evaluated and ranked according to
a weighted average of the following four features [4],
– centrality (involvement of the head)
– variation (an average of inverse distance score)
– coverage
– cohesiveness
Finally the top ranked concept will be returned as the mapping result. Figure 2.20
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- treatment [noun], 0= “”
- therapy [noun], 2=“s”
- Tx [noun], 4=“sa”
- TH [noun], 4=“sa”
- therapeutic [adj], 5=“sd”
- Therapeutic [adj], 6=“sdi”
- treat [verb], 3=“d”
- treating [verb], 4=“di”
- ...
Figure 2.18: The variant generation process. Each variant is assigned a variant distance
score according to its history which records how it was created. Different type of variants
correspond to different distance: 0 for p (spelling variants), 1 for i (inflections), 2 for s
(synonyms) and for a (acronyms), 3 for d (derivational variants).
.
Figure 2.19: The variants of term “treatment” are used to match the concept strings in
UMSL Metathesaurus. The matched strings belong to five different concepts.
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gives an example of output of MetaMap on “treatment”.
Considering that only the surface form similarity is used in MetaMap’s candidate
evaluation process, one may expect that more complex variations (e.g. those involving a
large change in syntax) cannot be recognized. In addition, the simple dictionary look-up
is unable to solve the problem of ambiguity - a term or expression corresponds to more
than one concept. For the term “treatment” in our example (Figure 2.18 and Figure
2.19), in most of time MetaMap mapped it to concept “C0039798 [therapeutic aspects]”
but we do observe that in some documents, the other four were selected. The selection
of a concept for a term depends on the context in which the term is used. However,
not all the selections are correct. This can lead to inconsistent concept mapping, i.e.
a term is mapped to several concepts, even though the intended meaning is the same.
Although MetaMap remains the current state-of-the-art for UMLS concept mapping, its
mapping accuracy is far from perfect. In the rest of this thesis, our experiments will show
that the concept mapping accuracy can largely affect the retrieve performance, which is
consistent with the previous observations.
2.4 Concept-based Medical Information Retrieval
In the last two decades, researchers have constantly tried to find some proper ways to
do medical IR to benefit from the knowledge resources. Recently, in 2011 and 2012, the
Text REtrieval Conference (TREC) launched their Medical Record Track which aimed
to find cohorts for the research on certain topics. The document set used in the track was
based on a set of de-identified clinical reports made available by the University of Pitts-
burgh’s BLULab NLP Repository. From 2013, ShARe/CLEF eHealth Evaluation Lab
organized the User-Centered Health Information Retrieval evaluation Lab. The collec-
tions come from several online well-known medical sites and databases (e.g. Genetics
Home Reference, ClinicalTrial.gov, Diagnosia). In 2014, TREC held the Clinical Deci-
sion Support track, aiming to help physicians to find out information about how to care
their patients. We would have thought that with the help of rich domain resources, the
retrieval performance can be largely increased. Actually in many cases, the result didn’t
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Phrase:
text: treatment
Candidates:
Candidate:
Score: -1000
Concept Id: C0039798
Preferred Name: therapeutic aspects
Candidate:
Score: -1000
Concept Id: C0087111
Preferred Name: Therapeutic procedure
Candidate:
Score: -1000
Concept Id: C1522326
Preferred Name: Treating
Candidate:
Score: -1000
Concept Id: C1533734
Preferred Name: Administration procedure
Candidate:
Score: -1000
Concept Id: C1705169
Preferred Name: Biomaterial Treatment
Mappings:
Map Score: -1000
Score: -1000
Concept Id: C1705169
Preferred Name: Biomaterial Treatment
Figure 2.20: MetaMap’s human-readable output for the input text “treatment”. It corre-
sponds to 5 possible candidates in UMLS Metathesaurus. MetaMap will return the top
ranked concept.
show significant improvement compared to a traditional IR method. On the contrary,
in some experiments, large degradation has been observed. When knowledge is incor-
porated into retrieval model in different ways, the result widely varied. In this section,
we will give an overview of the previous works of concept-based medical information
retrieval.
2.4.1 Indexing by controlled vocabulary
A straightforward method is to identify all concepts in queries and documents. The
medical terms in both queries and documents are normalized and represented by unique
concept IDs. As shown in Figure 2.21, different from the traditional Bag-of-words
(BOW) approach, when “diabetic gastroparesis” is mapped to concept C0267176
[Diabetic gastroparesis], it is represented by its ID, which can be treated as a single
term and the retrieval process can be based on any of the ranking model, such as the
traditional OKAPI BM25 term-weighting scheme [84] or Language Model [81] with
Dirichlet or Two-stage smoothing [105].
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The central question people try to address is how concept IDs compare to original
query terms in the task of medical IR. The results obtained using concept IDs are
disappointing: they usually underperform traditional BOW approaches. In an early
work of Hersh [46], UMLS concepts are extracted from documents and represented
by their concept ID (CUI) (shown as Figure 2.21), and so are for the queries. The
result suggested that information retrieval using controlled vocabulary provides no
apparent advantages over word-based methods. However, in recent years, some similar
experiences such as Qi et al. [83] and Wang et al. [17] observed different results, in
which the performance of vector space model [85] using UMLS concepts was largely
higher than that using BOW. The contradictory results do not allow us to draw a clear
conclusion. It is worth noting that Hersh [46] and Qi et al. [83] used only the MetaMap
top ranked UMLS concept, but Wang [17] didn’t use MetaMap’s disambiguity module.
All candidates were used to represent the concepts.
Instead of using the whole UMLS Metathesaurus, Koopman et al.[56][57] used
SNOMED ID as the representation of the concept. They found that retrieval results are
heavily dependent on the quality of concept extraction provided by MetaMap. So they
also included all the candidate concepts rather than the top-ranked ones. With all the
candidate SNOMED concepts, the average document length was 6066 terms per docu-
ment, much more than using the top ranked concept - 1391 terms per document. The
candidate concepts were included by query expansion technique. Finally the retrieval
performance was improved, but the improvement was not statistically significant over
the method using the whole UMLS.
2.4.2 Query expansion with controlled vocabulary
Query expansion [101][100] is commonly used in biomedical information retrieval.
Considering that retrieving using concept IDs doesn’t show clear advantage and their
performances largely rely on concept mapping accuracy, researchers prefer to keep the
original query. Thus concepts are only used to do expansion. When concepts are as-
signed small weights, it means that concepts just play a limited role to adjust the final
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Figure 2.21: Concepts are identified in both query and document. Then document is
indexed by their concept IDs (UMLS CUIs as example).
ranking result. For example, also in Qi et al.’s experiment [83], they have tried to mix the
original query and their corresponding UMLS concept IDs, and so as for the documents.
However, their experiment didn’t gain large improvement. In some other experiments
such as Zhu [110], concept IDs were not explicitly expanded into queries, but used to do
result re-ranking. Their experiments were conducted in a two-step ranking strategy. In
step 1, a normal retrieval was performed in raw text space. In step 2, they re-rank the
output from step 1 in the concept space. However, this kind of attempt has shown to be
ineffective.
Note that retrieving in concept IDs space could be a time consuming task. It requires
terms to be normalized on both queries and documents. In some experiments, con-
cepts are represented by their preferred names, thus documents can be kept as raw text.
For example, Malagon [61] expanded query by recognized MeSH descriptors, which is
similar to the matching strategy of the PubMed (the online open access to the MED-
LINE biomedical literature). As shown in Figure 2.22, “Scheuermann Disease” and
“Therapeutics” are two mapped standard MeSH heading. They are wrapped with the
#1() operator (match the terms as an exact phrase) in Indri [93] and expanded with a
small weight. The #combine() operator just considers the terms to be independent,
i.e. as a bag of words. Similarly, Choi [19] expanded their query by UMLS preferred
name. But expanded terms were not wrapped by #1() operator but retrieved as inde-
pendent terms in language model. In addition, the terms not occurring in the discharge
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summary (Each query in CLEF eHealth 2013 dataset comes with a discharge summary,
which describes the history and context in which the patient has been diagnosed with a
given disorder.) were filtered out. However, no improvement is observed in this kind
of preferred name method. In another work, Aronson [6] also used the preferred
name of concepts in UMLS Metathesaurus. Their original queries were expanded by
two different parts:
– phrases determined by MetaMap processing
– concept preferred name
For the query scheumann disease treatment in Figure 2.24, their expanded query can
be expressed in the query language of Indri Retrieval System as the Figure 2.23. In
this example, scheumann disease and treatment are the identified phrases in the origi-
nal query, and vertebral epithysitis and therapy are respectively their preferred name in
Metathesaurus. In the same way, the phrases are wrapped as an exact phrase match with
the #1() operator in Indri. In addition, the words, phrases and concepts are respectively
assigned the weights of 2, 1 and 5 (this was the best weighting scheme obtained after a
series of experiments). Finally, this method gained 4.4% improvement over the baseline
(but not statistically significant). Compared with a similar previous work by Srinivasan
[90], their conclusion is the same: the improvement brought by UMLS preferred name
is not significant.
A large improvement in controlled vocabulary expansion approach is observed
in King et al.’s work [52]. A big difference between their experiments and those
mentioned above is that instead of mapping only the longest concepts, they used all
“nested” concepts in a phrase. For example, for the query “diabetic gastroparesis
treatment”, MetaMap will find concept C0267176 [Diabetic gastroparesis]. But in their
#weight( λ 1 #combine(scheumann disease treatment)
λ 2 #combine (#1(Scheuermann Disease) #1(Therapeutics))
Figure 2.22: The concept-based preferred name expansion in Malagon’s experiment.
[61]
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Prefered Name Expansion of Aronson [6] =
2 #combine(scheumann disease treatment)
1 #combine(#1(scheumann disease) #1(treatment))
5 #combine(vertebral epiphysitis therapy)
Figure 2.23: Aronson [6] also used the preferred name of concepts in UMLS Metathe-
saurus. Their original queries were expanded by two different parts: (1) phrases deter-
mined by MetaMap processing. (2) concept preferred name. The three conponents are
respectively assigned the weights of 2, 1 and 5, which was the best weighting scheme
obtained after a series of experiments.
experiment, C0241863 [Diabetic] and C0152020 [Gastroparesis] will also be expanded
to the query. This method led to slight degradation (MAP decreased from 0.275 to
0.269) in pure concept IDs space. However, when concept IDs were mixed with original
query, the results were largely boosted (increased from 0.275 to 0.325 in MAP).
2.4.3 Concept-based synonyms expansion
Instead of normalizing concepts by their standard form (IDs or preferred name), an-
other alternative approach is to expand the synonyms of the concepts. As shown in
Figure 2.24, when concept C0036310 [Scheuermann’s Disease] and C0039798 [thera-
peutic aspects] are recognized in the original query, their synonyms enumerated in the
thesauri can be used to enrich the query expression.
For example, in Claveau’s work [20], the queries were expanded with synonyms
Figure 2.24: When concepts are recognized in query, their synonyms will be expanded
into the original query.
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found in the UMLS, and then retrieved by independent uni-gram language model [81].
As shown in Figure 2.25, original query terms were wrapped first by #combine()
operator (combine the score of inner terms with the same weight), and were as-
signed a more important weight, while the weight of synonyms (wrapped by a second
#combine() operator) did not exceed 0.1. Their experiments led to a slight improve-
ment. Thakkar [95] expand MeSH entries in the same way, however the result was
negative.
Similarly, Bedrick [10][9] also used MeSH entries. The difference is that the syn-
onyms were further linked by OR, and different MeSH headings are connected with
AND operator. In addition all synonyms were encapsulated as exact phrases, grouped by
#1() operator. As an example, the query scheumann disease treatment will be trans-
formed to the query in Figure 2.26. However this method is less effective than the
traditional language model, because the Boolean operator AND is too strict.
In addition to the UMLS concepts or the MeSH headings, experiment based on
Wikipedia also showed slight improvement. In Zhong’s work [106], each title of
Wikipedia article which describes a specific topic is denoted as a concept. As Wikipedia
uses redirect hyperlink to redirect the user to different articles corresponding to the
same title, and this kind of redirect pages are used as synonyms, which are used to be
expanded into the query.
In some other experiences, the synonym expansion technique targeted some
specific terms in query. For example, four groups [27][62][25][26] in TREC medical
track filtered concepts by their Semantic Type (ST). Only concepts that belong to
“Pharmacologic Substance”, and “Therapeutic or Preventive Procedure” were added
to the query. Three groups [10][27][62] implemented drug name or disease/symptom
#weight (0.9 #combine(scheumann disease treatment)
0.1 #combine(vertebral epiphysitis disease
scheuermann diseases scheuermanns juvenile
kyphosis scheuermann disease TH therapy) )
Figure 2.25: Synonyms expansion in Claveau’s work [20].
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(“scheumann disease” OR “vertebral epiphysitis”
OR “disease scheuermann’s” OR “diseases
scheuermanns” OR “juvenile kyphosis” OR
“scheuermann disease”)
AND
(“treatment” OR “TH” OR “therapy”)
Figure 2.26: Synonyms expansion and boolean research in Bedrick’s work [10][9].
expansion. In other cases, not all synonyms are used to expand the query. For example,
Oh [80] and Zuccon [112] expanded only the full representation of acronyms or
abbreviation into the queries. These conservative strategies always lead to quite slight
improvements.
2.4.4 More than synonyms: Concept-based hybrid expansion
In some other works, not only synonyms are expanded in the query. For example,
in Zhu’s work [111][109][110], in addition to the detected MeSH concepts and their
entry terms, all the descendant nodes down to 3 levels in the MeSH tree were also in-
cluded. In addition, they model the term proximity by Indri operators. For example:
for the MeSH terms such as “Hearing Loss, High Frequency”, they can specify that
the phrase “hearing loss” must occur as it is, while the latter phrase “high frequency”
can occur within a text window of 16 words. This translates into the following Indri
query: #uw16(#1(hearing loss), high frequency), where #uw16() means that the three
elements - #1(hearing loss), high and frequency, should appear within a window of 16
words. This method shows different performances on different datasets. For the official
test collection for the TREC 2011 Medical Records Track, MAP (Mean Average Pre-
cision) was significantly boosted by up to 11%. However, the performance dropped on
CLEF eHealth 2013 Evaluation Lab collection.
Drame [28] expanded their queries using concept synonymous terms, descendants in
MeSH and UMLS thesaurus, and related MeSH terms (with the “See Also” relations in
MeSH). This method can improve their baseline (Precision at 10 (P10) increased from
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0.51 to 0.55). Unfortunately, since their baseline didn’t perform well (much lower than
the best run in their evaluation lab), their result was not competitive against other groups.
In addition to the descendants (denoted by “IS-A” relationship), Koopman [56][57] ex-
tended the scope to all types of SNOMED CT relationships, but the improvement was
also very limited.
2.4.5 Some conclusions
So far we can see that we cannot draw a clear conclusion on the performance of
concept-based biomedical information retrieval approach. The results largely varied
when different thesauri were used and when concept information was integrated into
the query in different ways. In addition, the previous experiments have been carried
out on different test collections, making it difficult to compare the results from different
studies. This inconsistency can be partly explained by several factors:
– The experiments have been carried out on different test data. Although a large
number of experiments used standard collections such as OHSUMED, others used
their own test data, making the experimental results hardly comparable. In addi-
tion even on the same dataset,some experiments used only short queries and others
used discharge summaries. These differences may have a significant impact on the
results.
– The retrieval methods range from vector space model, language model, to other
more heuristic methods, with or without pseudo relevance feedback.
– The resources used along with their mapping tools are often different. The re-
source can be: MeSH, SNOMED, ICD-9 or UMLS Metathesaurus. The mapping
tools range from MetaMap, MedTex, SAPHIRE, etc.
– The resources are used in different ways: to normalize concept expressions or to
expand queries.
So the question whether the rich resources in medical area can help to improve IR
effectiveness is still open, and is what we will examine in this thesis.
The following Table 2.I, Table 2.III and Table 2.II provide a summary of the
methods used in previous works. The platform and IR model column indicate the search
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engine and the retrieve model used as the baseline. Knowledge resource and Concept
mapping columns show the thesaurus used and the way how concepts are extracted
from raw texts. The method section is a brief description of the method used, and
the result section gives the performance obtained. Among them, Table 2.I lists some
early works. Table 2.III illustrates the concept-based approaches implemented in TREC
2011/2012. Table 2.II summarizes the related works in CLEF eHealth 2013/2014 Ad
hoc Biomedical Retrieval task. Medical Record track while
Platform IR Model Knowledge
Resource
Concept
Mapping
Methods Result
Hersh 92
[46]
SMART tf.idf UMLS SAPHIRE Bag of concept
IDs
Concept space is less ef-
fective.
Srinivasan
96 [90]
SMART tf.idf Statistically
produced
Statistical
correlation
[90]
Concept pre-
ferred name
expansion
2.2% over baseline
Aronson
97 [6]
INQUERY
[16]
Inference
Network
Model
[97]
UMLS MetaMap Concept pre-
ferred name
expansion
4.4% over baseline
Table 2.I: Early works of concept-based approach in biomedical information retrieval
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Platform IR Model Knowledge
Resource
Concept
Mapping
Methods Result
snumed
@CLEF13
@CLEF14
[19][18]
Indri Language
Model
UMLS MetaMap Concept preferred
name expansion (fil-
tered by discharge
summary)
Only boosted MAP score
by 1.35%
THCIB
@CLEF13
[106]
Lucene Okapi
BM25 +
PageRank
[14] +
HITS [54]
UMLS Their pro-
pre extrac-
tor
Abbreviation/Acronym
expansion
Outperforms the baseline
slightly.
KISTI
@CLEF14
[80]
Lucene Language
Model
UMLS Rule-based
abbre-
viation
recogniz-
ing method
[44]
Abbreviations/Acronyms
expansion
Abbreviation expansion
only got slight improve-
ment.
DAI
@CLEF14
[95]
Indri Okapi
BM25
MeSH MetaMap MeSH entries expan-
sion
Performance dropped.
ERIAS
@CLEF14
[28]
Lucene Vectorial
Space
Model
(VSM)
MeSH MetaMap MeSH entries, de-
scendants and related
terms (see also
relation) expansion
Earned some improvement
but the baseline didn’t per-
form well.
RePALI
@CLEF14
[20]
Indri Language
Model
MeSH MetaMap MeSH descriptors ex-
pansion
No improvement ob-
served.
UHU
@CLEF14
[61]
Lucene Language
Model
UMLS MetaMap UMLS asserted syn-
onyms expansion
Only slight improvement.
Table 2.II: Concept-based approaches in CLEF eHealth 2013/2014 Evaluation Lab Task
3
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Platform IR Model Knowledge
Resource
Concept
Mapping
Methods Result
AEHRC
@TREC11
@TREC12
@CLEF13
[56][57][112]
Indri unknown SNOMED
CT
MetaMap SNOMED CT related
concepts expansion in
Concept IDs space
slight improvement
Cengage
@TREC11
[52]
Lucene Language
Model
UMLS Their own
mapping
tool
Concept IDs and raw
text mixture space
Up to 18% significant im-
provement
NICTA
@TREC12
[62]
Lucene tf.idf UMLS MetaMap Preferred name ex-
pansion
Dropped 2.68%
Delaware
@TREC12
[17]
Indri Language
Model
UMLS MetaMap Bag of concept IDs
(with candidate)
7% no significant im-
provement
OHSU
@TREC12
@CLEF13
[10][9]
Lucene Boolean
retrieve
MeSH &
ICD-9
MetaMap MeSH entries expan-
sion with #1 exact
match and Boolean
retrieval.
Dramatically decrease
NEC
@TREC12
[83]
Unknown Language
Model
UMLS MetaMap Concept IDs and raw
text mixture space
Both performed better
than raw text space.
ZHU
@TREC12
@IEEE
@CLEF13
[109][111][110]
Unknown Language
Model +
MRF +
MRM
MeSH Unknown Concept based syn-
onyms expansion +
hyponyms expansion
Got 11.9% improvement
in [111] but caused slight
degradation in [109] and
[110].
LSIS
@TREC12
[42]
Terrier Divergence
from Ran-
domness
(DFR)[1]
UMLS MetaMap Concept IDs and raw
text mixture space
MAP decreased 11.6%.
York
@TREC12
[48]
Lemur Okapi
BM25
MeSH MetaMap Bag of concept IDs
and Boolean retrieval
Dropped 4.4% at P@10.
nlm
@TREC11
@TREC12
[25][26]
Lucene
[64]
Lucene
“off-the-
shelf”method
UMLS MetaMap Concept preferred
name expansion
(only for drugs and
treatments)
Slight improvement.
Table 2.III: Concept-based approach in TREC 2011/2012 Medical Record Track Evalu-
ation Lab
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CHAPTER 3
OUR METHODS
As described in the last chapter, the previous research results of concept-based
biomedical information leave the following questions wide open: can we really benefit
from the rich knowledge resources in biomedical IR? Is it beneficial to perform concept-
based retrieval? And little effort has been made to facilitate a comprehensive analysis
and comparison of different methods under the same framework, which is the goal of
our experiments. The methods we test are in line with those used in the previous studies,
but some modifications are made.
In this chapter we will describe the methods implemented in our experiments. The ex-
perimental results will be described in Chapter 4.
3.1 Language Model - BOW baseline
Medical IR can be done using a traditional Bag-of-words (BOW) IR approach. In
our experiments we use a Language Model [81][103][104] with Dirichlet smoothing
[105] technique, which has been proven to be a strong baseline in biomedical IR [94]. A
language model M for a document provides the probability of occurrence of terms in it.
Documents are ranked according to the probability that its language model can generate
the query. The score of a document D given a query Q = q1q2...qn is determined as
follows:
S(Q,D) =
1
n
n
∑
i=1
lnP(qi | D) (3.1)
Where the sum of the generating log-probability will be normalized by the length of
query n. The probability P(qi|D) can be estimated by Maximum Likelihood. For ex-
ample (as shown in Figure 3.1), the probability that the model M generates the sentence
“patient with headache” can be seen as a Markov chain, with the emission probabilities
corresponding to those of the unigrams. Then the probability of the whole sentence T is
shown as Equation 3.2.
Figure 3.1: The probability distribution of a virtual Language Model.
Score(T |M) = P(patient |M)∗P(with |M)∗P(headache |M) = 0.1∗0.1∗0.3 = 0.003
(3.2)
However, a core problem in language model estimation is the data sparseness. If
one of the query terms doesn’t occur in the document, the final score will be zero. This
appears to be too rigid: many relevant documents do not contain all the query words. To
solve this problem, we use smoothing. The goal of smoothing is to give a small proba-
bility to “unseen” terms. The Bayesian smoothing using Dirichlet priors is a commonly
used method, which can be formulated as follows,
P(qi | D) =
tf qi,D +µ
tf qi,C
|C|
|D|+µ (3.3)
Here tf qi,D means the frequency of query term qi in document D. C represents the
whole collection and |C| is its size. Except solving data sparseness problem, smoothing
was found to also add an IDF factor, a factor that assign more importance to less frequent
terms, which is known very useful in IR. The dirichlet prior smoothing is one of the best
smoothing methods for IR.
3.2 Bag-of-concepts (BOC) Approach
As we illustrated in Figure 2.21, a concept mapping tool recognizes the concepts
in both queries and documents. The recognized concepts can then be represented by
their concept IDs (e.g. CUI in Metathesaurus). The traditional retrieval model can then
be used to match documents and queries in the concept IDs space. This approach can
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be implemented easily: one can index both documents and queries by the concept IDs,
and a traditional retrieval model can be conducted in concept IDs space. The possible
benefits of such an approach are as follows:
– The concept normalization effect created with the unique concept ID allows us to
match a document containing a concept (eg. “hypertension”) with a query con-
taining its synonym (eg. “high blood pressure”).
– Retrieving using IDs forces terms to appear in the right way. A traditional BOW
approach could find some document about low blood pressure for the query high
blood pressure because of the high frequency of independent term blood and pres-
sure in the document, or the word “high” appears at some places in it. This will
not happen in the BOC approach because the concept expressions should be rec-
ognized in the document.
However, the previous result often show that the BOC approach underperforms a
traditional BOW approach. One possible reason could be that the result is affected
by the large number of concept mapping errors. As we mentioned earlier, MetaMap
achieved 84% in precision and 70% in recall [82]. These numbers may not be high
enough for a CUI-based approach. In our experiment, we reproduce a BOC run.
Our goal is not to get the best overall result with this approach, but to confirm the
performance of BOC approach and to observe how largely the retrieval result can be
affected by these mapping errors. We will provide more details in Chapter 4.
3.3 Concept Hyponyms expansion
A problem often observed is that concepts in the query and the relevant documents
can be at different hierarchical/granularity levels. As shown in Figure 3.2, a query can
request for “C0016658 [fracture]”, “C0016662 [open fracture]”, “C0149531 [fracture
of pelvic]”, “C0272577 [open fracture of pelvic]” while a relevant document describes
a more specific concept “C0435785 [Open fracture pelvic, multiple public rami - un-
stable]”, which cannot be matched by CUI. However in BOW approach, they can be
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partially matched using independent terms. This has been reported by Zuccon [113],
and was called Granularity Mismatch problem. A straightforward solution is to find
all the nested concepts of a long phrase. For example, from “open fracture of pelvis”,
we can extract four different concepts: C0272577 [open fracture of pelvis], C0016662
[open fracture], C0149531 [fracture of pelvis], and C0016658 [fracture]. Finkel and
Manning [31] provide a recognition method. However this task has to be conducted on
both queries and documents, which is time consuming. An alternative way is to expand
the query in concept ID space by their hyponym concepts to form an expansion query
QE .
In UMLS Metathesaurus, the hyponyms are connected by the “CHD (Child)” re-
lation. We develop a small program to extract all related “Child” concepts from the
relation file MRREL.RRF in Metathesaurus. Expansion is conducted at two different
levels:
- BOC_Exp1: Query is expanded only with the one level hyponyms of each concept.
- BOC_Exp2: The two level hyponyms are included.
In practice, Figure 3.3 shows a “one level” hyponym expansion. The concept
C1963154 [Renal Failure Adverse Event] has three hyponyms: C1558058 [CTCAE
Grade 3 Renal Failure], C1558059 [CTCAE Grade 4 Renal Failure] and C1558060
[CTCAE Grade 5 Renal Failure]. They are expanded as the synonyms by #syn() opera-
tor in Indri.
3.4 BOW and BOC mixture space
One may believe that the BOC approach is capable of finding highly relevant docu-
ments (high precision) while the BOW approach can ensure a wide coverage (recall). A
simple method is to combine the two scores as follows (Equation 3.4):
ScoreBOW+BOC(Q,D) = βScoreBOW (Q,D)+(1−β )ScoreBOC(Q,D) (3.4)
Where β is a parameter to be tuned. In practice, documents are indexed in two different
fields: <original> and <cui>, respectively corresponding to BOW and BOC space. In
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Figure 3.2: Granularity mismatch problem. The concept C0435785 in document cannot
be matched with any concepts in query “open fracture of pelvis”.
BOC Query:
<query>
<number>001</number>
<text>
#combine(C1963154)
</text>
</query>
Query after Hyponyms Expansion:
<query>
<number>001</number>
<text>
#combine(#syn( C1963154 C1558058 C1558059 C1558060
))
</text>
</query>
Figure 3.3: The concept C1963154 [Renal Failure Adverse Event] was expanded by
its three hyponyms: C1558058 [CTCAE Grade 3 Renal Failure], C1558059 [CTCAE
Grade 4 Renal Failure] and C1558060 [CTCAE Grade 5 Renal Failure] They are further
wrapped by #syn() operator in Indri as synonyms.
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Indri structured query language the “term.fieldname” operator specifies a term to be
matched only with the content in a certain field. The example in Figure 3.4 shows how
a BOW+BOC query looks like in Indri.
3.5 Concepts as phrases
As mentioned earlier, MetaMap does not recognize all the concepts correctly. The
BOC method relying solely on the recognized concepts is thus prone to the recognition
errors of MetaMap. In chapter 2, we have mentioned that a concept can be expressed in
two different ways: concept IDs or a set of concept variants. By expanding the original
queries with concept variants (shown in equation 3.5), queries and documents can be
matched in word space.
ScoreBOWPhrase(Q,D) = γ ScoreBOW (Q,D)+(1− γ)ScorecptPhrase(Q,D)
where,ScorecptPhrase(Q,D) =
1
n ∑cpti∈Q
lnP(cpti | D)
(3.5)
In equation 3.5, γ is a parameter to be tuned. The remaining question is: how should
these concept variants be matched in documents? In other words, how to estimate the
probability P(cpti|D) of concept given a document. In spite of some previous works, we
tested three different ways in our experiments.
Query after Hyponyms Expansion:
<query>
<number>001</number>
<text>
#weight( 0.9 #combine(Coronary.original artery.original
disease.original) 0.1 #combine(C0010054.cui) ) </text>
</query>
Figure 3.4: Documents are indexed in two fields: raw text and concept IDs. The
original query “Coronary artery disease” is retrieved in original field while the concept
ID “C0010054” focus in the CUI field. The original query is given a more important
weight.
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3.5.1 Exact Phrase Match (Phrase_Exact)
We consider that the occurrence of contiguous query terms shows strong evidence,
that the document contains the right concept. By using Indri query language, the concept
variants are encapsulated in the “#1()” operator, which matches the terms as an exact
phrase. They are then grouped by “#syn()” operator which sums up the frequencies
of different variants of a concept as shown in equation 3.6.
P#1(cpti,D) =
∑string j∈cpti tf #1(string j),D +µ
∑string j∈cpti tf #1(string j),C
|C|
|D|+µ
(3.6)
where, string1,2,..., j represent the different expressions of the concept cpti and
tf #1(string j),D represents the frequency of the exact phrase of string j in document D. The
final score is also smoothed by Dirichlet prior.
In Indri, a query will be translated to the following form:
Original Query :
<text>Anoxic brain injury</text>
Concept string expansion :
<text>#combine( #syn( #1(anoxic brain damage) #1(anoxic
brain injury) #1(anoxic disorder dup encephalopathy)
#1(anoxic disorder encephalopathy) #1(anoxic
encephalopathy) #1(anoxic enceph) #1(encephalopathy
hypoxic ischemic) #1(encephalopathy hypoxic) #1(hie) )
)</text>
In this example, #combine is used to combine different concepts (here only one
is recognized in the query) and #syn is used to combine different concept expressions,
treated as exact phrases (by #1).
3.5.2 Proximity full phrase match (Phrase_Prox)
Some previous works which match concept string as an exact phrase didn’t perform
well. It’s probably because natural language, concept expressions could be much more
varied than expected. In our experiment, we tried to give more flexibilities to “phrase
match” method by modeling terms proximity.
For example, for concept “C0746131 [lung lesion cavitary]”, the following expres-
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sion “pneumonia with cavitary lesions” is not stored in Metathesaurus (Fig. 3.5) and
cannot be matched. The phrase “kidney of mouse” is not stored as a string of the con-
cept “C1517673 [Mouse Kidney]” in Metathesaurus. Using MetaMap, it will be divided
into two parts: “C0022646 [Kidney]” “C0025929 [Laboratory mice]”and “C0032285
[Pneumonia]” “C0221198 [lesion]”.
In order to cover such missed variants, it would be better to implement more flex-
ible phrase matching strategies such as #uwN() operator in Indri, which refers to an
unordered window – all terms must appear within a window of length N in any order.
Thus the formula 3.6 will become as follows (Equation 3.7):
P#uwN(cpti,D) =
∑string j∈cpti tf #uwN(string j),D +µ
∑string j∈cpti tf #uwN(string j),C
|C|
|D|+µ
(3.7)
where tf #uwN(string j),D represents the frequency of unordered terms in string j within N-
word windows in D (N is the length of each concept string). The following is an
expanded query wrapped by #uwN operator in Indri. To give more flexibility, we can
choose a larger size of window N. If we don’t limit the window size, operator #uw()
will allow all terms to appear anywhere in any order. In that way, for the concept “Type 1
diabetes mellitus”, phrase “Type 1” and “diabetes mellitus” can appear in two different
paragraphs. In the same way, two separate terms “brain injuries” and “hypoxic” can
be matched to the query “Anoxic brain injury”.
Query : Type 1 diabetes mellitus
Document : Diabetes mellitus is a group of metabolic...There
are three main types: - Type1 -Type2 -Gestational
diabetes
Query : lung lesion cavitary
Document : a 44-year-old man ...... such as pneumonia with
cavitary lesions on chest.
Query : mouse kidney
Document : ......proteins in the kidney of mouse treated with
ASB identified by TOF/TOF MS
Figure 3.5: Concepts can be represented by the expressions not included in the Metathe-
saurus.
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Original Query :
<text>Anoxic brain injury</text>
Concept string expansion :
<text>#combine( #syn( #uw3(anoxic brain damage)
#uw3(anoxic brain injury) #uw4(anoxic disorder dup
encephalopathy) #uw3(anoxic disorder encephalopathy)
#uw2(anoxic encephalopathy) #uw2(anoxic enceph)
#uw3(encephalopathy hypoxic ischemic) #uw2(encephalopathy
hypoxic) #uw1(hie) ) )</text>
Figure 3.6: For the concept “Type 1 diabetes mellitus”, phrase “Type 1” and “diabetes
mellitus” can appear in two different paragraphs. In the same way, two separate terms
“brain injuries” and “hypoxic” can be matched to the query “Anoxic brain injury”.
Query : Anoxic brain injury
Document : ......you remember that brain injuries in adults
both hypoxic and traumatic are increasingly treated with
therapeutic hypothermia......
3.5.3 phrase partial match (Phrase_Bow)
In the above two methods, all terms in a concept string are constrained to appear
in the document, ordered or unordered. In some cases, that is still too strict. Assume
a query “occult blood screening”, corresponding to the concept “C0028792 [Occult
blood screen]” or “C0201811 [Fecal occult blood test]”. In many documents, they are
expressed as “occult blood test” which is not stored as a string of these two concepts
in UMLS Metathesaurus. In order to allow a partial match between them, we break all
concept string into words, and use a BOW query to match them. This corresponds to the
following Indri query:
Original Query :
<text>Anoxic brain injury</text>
Concept string in Bag-of-words :
<text>#combine( anoxic brain damage anoxic brain injury
anoxic disorder dup encephalopathy anoxic disorder
encephalopathy anoxic encephalopathy anoxic enceph
encephalopathy hypoxic ischemic encephalopathy hypoxic
hie )</text>
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3.5.4 Collect the Synonyms of concept
So far we have described how a recognized concept expression from a query can be
processed. A remaining problem is how to extract the synonyms of a concept. In UMLS
Metathesaurus, there are two different ways to extract the set of synonyms of a concept.
Here we first introduce both of them, and explain our choice.
3.5.4.1 “RQ” : Possible Synonyms and “SY” : Asserted Synonyms in UMLS
Metathesaurus
A straightforward way is to use the synonyms relationship explicitly defined in
Metathesaurus. “RQ” (Related, possible synonym) and “SY” (Asserted Synonyms)
are two different types of synonym, respectively referring to the possible synonyms and
synonyms for sure. A big difference between them is that RQ connects different con-
cepts, but SY only connects a concept with its different expressions (terms, strings and
atoms). As shown in Figure 3.I, the majority of the possible synonyms of “headache”
extracted by RQ relationship are narrower hyponyms. In contrast, the SY relation better
meets our requirement. For our purpose of finding different expressions of a concept, the
SY relation appears to be more appropriate. However none of these two relations were
used in our experiment. What we choose is the third one, Concept Strings, which will
be described in the next section.
3.5.4.2 UMLS concept Strings
As described in chapter 2, in Metathesaurus, the synonymous relationship is
defined in “Concept/Term/String/Atom” framework. Another way to find all possible
expressions of a concept is to extract related Concept Strings, which contain not only
the synonyms but also the lexical variants as well as the acronyms/abbreviations. As
shown in Figure 3.7, the asserted synonyms is just a subset of the group concept strings,
which contains only the synonyms confirmed by physicians. In order to increase the
coverage of concept expression, we use “Concept Strings” as the synonyms in our test.
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Relation Content
RQ Headache || Chronic Headache || Occipital headache || Head pressure || Headache
dull || Frontal headache || Headache recurrent || incomplete anencephaly, hemicrania
|| Throbbing Headache || Temporal headache || Parietal headache || Primary Stab-
bing Headache || Headache fullness || Headache occurring || Nocturnal headache ||
Pounding in head || Headache (except migraine) aggravated || Cephalalgia or cephal-
gia || Head throbbing || Headache discomfort || Headache aggravated || Hemicrania
|| Frequent headaches || Drug-induced headache || Intermittent headache || Retroau-
ricular pain || Hemicephalalgia || control of headache by self regulation || Facial Pain
|| Cluster Headache || Tension Headache || Vascular Headaches || Headache Disor-
ders || Other specified headache syndromes || Headache; including migraine || Other
headache || C/O - a headache
SY Headache || pain in head || Pain in head || Cephalodynia || head pain || head pains
|| Head pain || HEAD PAIN CEPHALGIA || cephalgia || Cephalgia || Cephalalgia ||
cephalalgia || Cranial Pain || Head Pain || head ache || ache head || HEAD ACHE ||
HA-Headache || Cranial pain || cranial pain
Table 3.I: The “Possible synonyms (RQ)”and “Asserted synonyms (SY)”of concept
“headache”.
Figure 3.7: Asserted Synonyms with relation "SY", or MeSH Synonyms are only subsets
of UMLS concept strings. In our experiments, we use the full Concept Strings to expand
the original queries.
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3.5.5 Concept Strings extraction
Technically, three methods can be used to extract concept strings from a given CUI.
First, UMLS database has an official online access: UTS (UMLS Terminology Services)
Java API 2.0 [76] provided by the web service. We can use the getConcept function to
get the properties of concepts by their Concept IDs. But in terms of speed of execution,
UTS API requires much processing time. The second way is to load Metathesaurus
resource to local database such as MySQL, Oracle. NLM provide with the load scripts
[72]. The third method is to extract them directly from the Metathesaurus data file:
MRCONSO.RRF. There is exactly one row in this file for each atom in the Metathesaurus.
The first column is the Concept ID, and the 15th one represents the String of that Atom.
Figure 3.8 gives an example of one row in file MRCONSO.RRF. In our experiments we
use the second method and loaded Metathesaurus to MySQL.
3.6 Markov Random Field and our hybrid approach (Phrase_Comb)
Some previous works modeling terms dependence, such as Markov Random Field
Model [67], found that the combination of different dependence models could be more
effective than each individual components. In [67], Metzler proposed three variants:
full independence (FI), sequential dependence (SD), and full dependence (FD). Each
of them are under different assumptions. The full independence model is a unigram
bag-of-words language model. As the name suggests, the sequential dependence model
considers dependence between adjacent query terms. These sets of terms are required to
appear contiguously with the same order, which is similar to the Phrase_Exact match-
ing. The third one, full dependence model, relies on the occurrence of non-contiguous
terms within a text window. This strategy is similar to the Phrase_Prox method. There
C0001175|ENG|P|L0001175|VO|S0010340|Y|A0019182||M0000245|
D000163|MSH|PM|D000163|Acquired Immunodeficiency
Syndromes|0|N|1792|
Figure 3.8: One row in file MRCONSO.RRF in Metathesaurus. The first column is
Concept ID and the 15th one refers to one of the concept string.
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are however two differences between MRF model and our concept-based phrase match-
ing: (1) The phrases we use correspond to concept expressions, while those in [67] are
free sequences words in the query. For example, in query bleeding after hip operation,
any two adjacent terms will be considered as a pseudo-phrase: bleeding after, after hip,
and hip operation. We thus expect less noisy phrases in our case. (2) Our phrases also
include the synonyms of the concepts; thus a query is naturally expanded by synonym
concepts.
Metzler’s experimental results [67] revealed that the sequential dependence model
is more effective for some homogeneous collections (for example newswire collections)
with verbose queries. In contrast, the full dependence model works better on less homo-
geneous collections (such as web pages) with shorter queries. The linear combination
of three models (FI, SD, and FD) outperformed all three single models and achieved the
best overall results. The combination is conducted by assigning a different weight for
each dependence model, λFI for full independence model, λSD for sequential model, and
λFD for full dependence model. Three weights are enforced to sum to one:
S(Q,D) = λFISFI(Q,D)+λSDSSD(Q,D)+λFDSFD(Q,D)
where, λFI +λSD +λFD = 1
(3.8)
Inspired from the MRF model, in our experiments we combined the above three
phrase matching methods, SPhrase_Exact , SPhrase_Prox and SPhrase_Bow, with the traditional
BOW scores using linear combination (shown in Equation 3.9),
S(Q,D) =
(1−λ1−λ2−λ3)SBOW (Q,D)
+λ1SPhrase_Exact(Q,D)
+λ2SPhrase_Prox(Q,D)+λ3SPhrase_Bow(Q,D)
(3.9)
Notice that we will set the interpolation parameters manually. We test a range of
values for the parameters. Each parameter is allowed to vary within {0, 0.025, 0.05,
0.075,..., 0.975, 1}. Our goal is not to see how we can automatically set the parameters to
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their best, but to see how concepts can potentially help improving retrieval effectiveness
when the parameters are set at some reasonable values.
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CHAPTER 4
EXPERIMENT
In this chapter, we will first explain how our experiments are carried out. In the
second section, we will describe the results. The section three will contain some analysis
on our results obtained.
4.1 Experimental setup
Our experiments were performed on the following three standard data sets for MIR:
OHSUMED collection and ShARe/CLEF eHealth 2013 and 2014 collections (task 3a).
The OHSUMED collection contains a set of 1987-1991 MedLine Database Abstract.
The document collections of ShARe/CLEF eHealth 2013 and 2014 are the same, col-
lected from EU-FP7 Khresmoi project’s 2012 medical documents web crawl. In 2014
collection, only a small number of documents from the 2013 dataset were removed. In
our experiment, queries of CLEF 2013 and 2014 are all retrieved on 2014 documents
collection. Table 4.I provides some statistics about the collections.
Before being used to build the index, the collections were cleaned up and were
transformed to TREC Style file. Figure 4.1 shows a reference from MEDLINE (via
OHSUMED dataset, 1988) in XML formatted text. Each citation is labeled by a set
of meta data such as the PMID number, author, title, abstract, etc. CLEF collection is
crawled from a large number of web site (e.g. Figure 4.2). All HTML tags, CSS and
JavaScript or JQuery scripts have been removed in the clean-up. Figure 4.3 shows a
Collection Num Doc Query Num qrel
OHSUMED 336133 1-106 2252
CLEF 2013 1101228 qtest1-qtest50 6218
CLEF 2014 1101228 qtest2014.1-qtest2014.50 6800
Table 4.I: Experiment data sets statistics
cleaned TREC style file. Only the highlighted sentences in Figure 4.2 are extracted to
be the <text> field.
The queries used in three collections are developed by physicians. Figure 4.4 shows
two original topics in OHSUMED and CLEF datasets and the corresponding TREC
format queries converted from them. Queries in OHSUMED come with two parts: “.W”
field is the request information while “.B” field describes the patient’s information. In
our experiments, we use only the “.W” field. Queries in CLEF dataset consist of a
topic <title> field (text of the query), <description> field (longer description of what
the query means), and a <narrative> field (expected content of the relevant documents).
The query can be generated at different levels of detail according to the user’s needs.
In our experiments, we build two different type of queries. The <title> field is used to
build a short query. And in long query <desc> field is added.
Notice that CLEF topics also include a discharge summary, which describes the pa-
tient health problems and history, and a patient profile. OHSUMED topics provide pa-
tient information as well. Although some previous experiments found this information
useful [110], we will not use it in order to focus on the problem of MIR in its traditional
setting.
We use Indri [93], a state-of-the-art language model based search engine as our re-
trieval platform. As shown in Figure 4.5, words are stemmed using Porter stemmer, and
terms in PubMed stop words list are removed. Rather than the built-in Lemur stopwords,
we choose PubMed stopwords, which include 133 terms selected by NCBI physicians
for the purpose of medical information retrieval. Some units of measurement, such as
km, kg, mg and some specific symbol like PMID are filtered.
The performance are evaluated by Mean average precision (MAP) at top 1000
documents retrieved and the precision at 10 top ranked documents (P@10). OHSUMED
dataset provides two versions of relevance judgment file (Definitely relevant or probably
relevant). We use the first one. For CLEF dataset, we have Graded and binary relevance
judgment. We choose the graded version. The test of significance is carried out
by one-tailed Student’s t-test, with p<0.05 as statistically significant, and p<0.01 as
extremely statistically significant.
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<document>
<PMID>88000001</PMID>
<resource>Alcohol Alcohol 8801; 22(2):103-12</resource>
<mesh>
<meshTerm>Acetaldehyde</meshTerm>
<meshTerm>Buffers</meshTerm>
<meshTerm>Catalysis</meshTerm>
<meshTerm>HEPES</meshTerm>
<meshTerm>Nuclear Magnetic Resonance</meshTerm>
<meshTerm>Phosphates</meshTerm>
... ...
</mesh>
<title>
The binding of acetaldehyde to the active site of
ribonuclease: alterations in catalytic activity and effects
of phosphate.
</title>
<publicationType>JOURNAL ARTICLE</publicationType>
<abstract>
Ribonuclease A was reacted with acetaldehyde and sodium
cyanoborohydride in the presence or absence of 0.2 M
phosphate. ... ... and that modification of this lysine
by acetaldehyde adduct formation resulted in inhibition of
catalytic activity.
</abstract>
<authors>
<author>Mauch TJ</author><author>Tuma
DJ</author><author>Sorrell MF</author>
</authors>
</document>
Figure 4.1: A reference in MEDLINE.
Our retrieval experiment are set up as follows.
– BOW: A traditional language modeling approach with Dirichlet smoothing (µ =
3000) produces a baseline.
– MRF: A standard Markov Random Field combination, with the classic weighting
schema: λFI=0.8, λSD=0.1, and λFD=0.1 [67].
– BOC: We use MetaMap to extract concept IDs (CUIs) from documents and
queries.
– BOC_Exp1 & BOC_Exp2: Mapped concepts in queries are then further ex-
panded by adding hyponym concepts, which corresponding to the use of one level
and two levels of synonyms.
– BOW+BOC: It combines the original queries in BOW space and the mapped
concept IDs with different weights. We test a range of values for the interpolation
parameter β , varying within {0.7,0.8,0.9}.
– Phrase_Exact (PE): We further extract the UMLS “concept strings” of the iden-
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#UID:river4274_12_000200
#DATE:201204-06
#URL:http://www.riverbendds.org/palatal.html
#CONTENT:
<!DOCTYPE html PUBLIC "-//W3C//DTD HTML 3.2 Final//EN">
<html>
<head>
<meta name=description content=Palatal plates and oral motor function-
children with Down syndrome/>
<meta name=keywords content="Palatal plates, oral motor, Down syndrome,
Down’s syndrome, Trisomy 21 />
<meta name=author content=Irene Johansson />
<title> Palatal Plates and Oral Motor Function - Children with Down
Syndrome</title>
<link rel=StyleSheet href=global.css type=text/css media=screen/>
<link rel=stylesheet type=text/css media=handheld href=pocketpc.css />
<script language=JavaScript1.2 src=menusync.js
type=text/javascript></script>
</head>
<body bgcolor=#FFFFFF text=#000000 link=#0000FF vlink=#800080 alink=#EE0000
onload=self.focus();>
<h1> Palatal Plates and Oral Motor Function - Children with Down
Syndrome</h1>
<p></p>
<table width=100% border=0 cellspacing=0 cellpadding=0>
<tbody>
<tr valign=top>
<td width=50%><a href=mailto:ireneswipnet.se>
Irne Johansson</a><br/>
Department of Education, University of Karlstad<br/>
Birgitta Bckman<br/>
Department of Pedodontics, University of Ume;</td>
<td>Reprinted with permission of the publisher<br/>
Phonum 4, 9-12, Department of Phonetics, University of Ume, Sweden</td>
</tr>
</tbody>
...
...
#EOR
Figure 4.2: Web crawled document river4274_12_000200 in CLEF eHealth collection.
All HTML, CSS and JavaScript or JQuery scripts should be cleaned up from the docu-
ment. The highlighted contents are those will be extracted as the text of the document.
<DOC>
<DOCNO>river4274_12_000200</DOCNO>
<TEXT>Palatal Plates and Oral Motor Function - Children with Down Syndrome
Palatal Plates and Oral Motor Function - Children with Down Syndrome Irne
Johansson Department of Education University of Karlstad Birgitta Bckman
Department of Pedodontics University of Ume Reprinted with permission
of the publisher Phonum 4 9-12 Department of Phonetics University of
Ume Sweden Abstract An evaluation of the effects of early oral motor and
sensory intervention including palatal plate therapy in children with
Down syndrome indicates positive effects at the age of 18 months The final
evaluation will be carried out when the children are 8 years old.
...
...</TEXT>
</DOC>
Figure 4.3: A clean TREC Style document extracted from OHSUMED web page
river4274_12_000200.
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Original OHSUMED topic file:
.I 1
.B
60 year old menopausal woman without hormone replacement
therapy.
.W
Are there adverse effects on lipids when progesterone is
given with estrogen replacement therapy.
OHSUMED input query for Indri search engine:
<query>
<number>1</number>
<text>Are there adverse effects on lipids when progesterone
is given with estrogen replacement therapy</text>
</query>
Original CLEF topic:
<topic>
<id>qtest2014.47</id>
<discharge summary>
22821â´LŠ026994â´LŠDISCHARGESUMMARY.txt
</discharge summary>
<title>
treatment for subarachnoid hemorrage
</title>
<desc>
What are the treatments for subarachnoid hemorrage?
</desc>
<narr>
Relevant documents should contain information on the
treatment for subarachnoid hemorrage.
</narr>
<profile>
This 36 year old male patient does not remember how he was
treated in the hospital. Now he wants to know about the
care for subarachnoid hemorrage patients.
</profile>
</topic>
CLEEF short query for Indri search engine:
<query>
<number>short_1</number>
<text>treatment for subarachnoid hemorrage</text>
</query>
CLEEF long query for Indri search engine:
<query>
<number>long_1</number>
<text>treatment for subarachnoid hemorrage What are the
treatments for subarachnoid hemorrage</text>
</query>
Figure 4.4: How the original topics look like. And how they are transform to TREC
Style queries. (Note: the spelling error in “hemorrage”is in the original topic.)
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<DOC>
<DOCNO>001</DOCNO>
<TEXT>
Gabexate as a therapy for disseminated intravascular
coagulation. [...]
</TEXT>
</DOC> <DOC>
<DOCNO>002</DOCNO>
<TEXT>
Activation and complexation of protein C and cleavage
and decrease of protein S in plasma of patients with
intravascular coagulation. [...]
</TEXT>
</DOC>
Figure 4.5: TREC style document after collection pre-processing. Before being index-
ing, the meaningless stop words have been already removed, some words are reverted to
their base form by removing the suffix (called stemming)
tified concepts in queries. The Phrase_Exact is an exact phrase matching with
#1() operator.
– BOW+Phrase_Exact (BOW+PE): Original query is kept and is expanded by
UMLS concept strings with #1() exact matching operator. We test three different
weights γ = 0.7,0.8,0.9.
– BOW+Phrase_Prox (BOW+PP): It is the linear combination of original query
and flexible concept strings with a series of different Indri Query Language oper-
ators (#uwN(), #uwN+1(), #uwN+2(), #uw(), #uw5, #uw6()...). We test
three different weights γ = 0.7,0.8,0.9.
– BOW+Phrase_Bow (BOW+PB): The original query is expanded by independent
concept strings in BOW space. We test three different weights γ = 0.7,0.8,0.9.
– BOW+Phrase_Combine (BOW+PC): Finally, Run BOW+Phrase_Combine
is an interpolated combination of BOW, Phrase_Exact, Phrase_Prox and
Phrase_Bow. We test a range of values for the interpolation parameter λ1, λ2,
and λ3, varying within {0, 0.025, 0.05, 0.075, ..., 0.975, 1}.
Table 4.II summarizes the methods tested in our experiments. (Note: We have partici-
pated in the 2014 CLEFeHealth Lab. Our baseline and BOW+phrase_prox were
submitted as GRIUM_EN_Run1 and GRIUM_EN_Run5.)
54
Run name Description
BOW (Baseline) LM+dirichlet smoothing using bag-of-words space of orig-
inal query.
MRF Reproduce standard Markov Random Field model.
BOC Using concept IDs (CUI,Concept Unified Identifier) as in-
dex in a language model.
BOC_Exp1 CUI Space + direct hyponym CUIs expansion.
BOC_Exp2 CUI Space + two level hyponym CUIs expansion.
BOW+BOC Linear combination of BOW and BOC.
Phrase_Exact (PE) Retrieved by exact ordered matching operator #1().
BOW+Phrase_Exact
(BOW+PE)
Linear combination of BOW and Phrase_Exact.
BOW+Phrase_Prox
(BOW+PP)
Combination of original query and unordered concept
strings matching operators.
BOW+Phrase_Bow
(BOW+PB)
Combination of original query and independent words in
concept string.
BOW+Phrase_Combine
(BOW+PC)
Linear combination of BOW and Phrase_Exact and
Phrase_Prox and phrase_Bow.
Table 4.II: Experiment methods
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4.2 Result and Analysis
The overall best results in all five query sets achieved significant improvement
against the language model baseline. Specific to each method, retrieval in concept IDs
space is less effective than original BOW approach. And we could hardly benefit from
the further concept hyponyms expansion. The results of BOW+BOC mixture space are
inconsistent, which led to significant improvement over baseline in OHSUMED col-
lection, however the score decreased in CLEF collections. On the other hand, concept
phrases expansion approaches perform much better, which can significantly boost the
baseline performance for most query sets. The overall best results in three datasets were
achieved by our hybrid concept phrases combination approach. The improvements are
statistically significant over both BOW baseline and MRF model. These results con-
firm the usefulness of concepts when used as phrases. The Table 4.III shows the results
of our experiments 2. In this section, we will give a brief analysis to reveal both their
advantages and disadvantage.
4.2.1 BOC (Bag-of-concepts) space V.s. BOW (Bag-of-words) space
As shown in Table 4.III, the BOC approach is less effective than the traditional BOW
approach. This confirms our earlier intuition that such an approach is too rigid. On CLEF
dataset the BOC approach always underperforms the BOW approach by large margins.
Figure 4.6 show the difference of BOW and BOC on the CLEF collection. There are only
a small number of queries that can benefit from the concepts in Metathesaurus. However
on OHSUMED collection, BOC run obtains 0.1474 at MAP, only 8.3% (relative change)
less than BOW baseline. As shown in Figure 4.7, the results appears to be more balanced:
42 queries got better MAP than baseline while 56 decreased.
However we cannot say that retrieving in concept IDs space is completely useless.
In chapter 3 we have described the two main advantages of BOC space. First, retrieving
compound words and phrases as a lexical unit can eliminate the ambiguous words in
2. In OHSUMED collection, five queries (8, 28, 49, 86, and 93) have no definitely relevant documents.
Indri system automatically drop them in our experiment.
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Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOW 0.1607 0,2099 0.2844 0.4940 0.2709 0.4680 0.3945 0.7180 0.4026 0.6680
BOC 0.1474 0.1823 0.1677 0.3220 0.1745 0.3160 0.2276 0.4920 0.2494 0.5260
BOC_Exp1 0.1595 0.1960 0.1700 0.3120 0.1711 0.3060 0.2377 0.5040 0.2590 0.5360
BOC_Exp2 0.1596 0.1931 0.1749 0.3447 0.1618 0.2940 0.2303 0.4760 0.2542 0.5320
Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
(7:3) (9:1) (9:1) (9:1) (9:1)
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOW+BOC 0.1838
**
0.2495
**
0.2512 0.4360 0.2205 0.3960 0.3325 0.6280 0.2913 0.5320
PE 0.1787 0.2228 0.2044 0.3600 0.2089 0.3400 0.2580 0.5400 0.2897 0.5620
BOW+PE 0.1858
**
0.2337
**
0.2895
M
0.4880
M
0.2812
* M
0.4740 0.4060
* M
0.7408 0.4202
* M
0.6940
* M
BOW+PP
(#uwN+1)
0.1888
** M
0.2277
**
0.2908
* M
0.4960
M
0.2817
* M
0.4680 0.4075
* M
0.7420 0.4221
**
MM
0.6940
* M
BOW+PB 0.1707
**
0.2267
**
0.2835 0.5020
M
0.2718 0.4780 0.3990 0.7260 0.4118
*
0.6820
* M
Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
MRF λFI = 0.8, λSD = 0.1, λFD = 0.1
0.1729
*
0,2297
**
0.2750 0.4680 0.2735 0.4560 0.3904 0.7620 0.4099 0.6760
BOW+PC weightoriginal = 0.8, λ1 = 0, λ2 = 0.1, λ3 = 0.1
0.1815
**
0.2267
**
0.2892
M
0.4940
M
0.2838
*
0.4700 0.4137
*
MM
0.7580
*
0.4316
**
MM
0.7180
* M
Table 4.III: Results of our experiments. The (7:3) and (9:1) indicate the weight of the
original query and of the expanded query. The overall best result for each dataset are
highlighted. * (**) and M (MM) respectively indicate the statistically significant im-
provement over BOW baseline and over MRF in student one-tailed test with p<0.05
(p<0.01).
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Figure 4.6: BOC V.s. BOW on CLEF 2013 and 2014 datasets.
Figure 4.7: BOC V.s. BOW OHSUMED
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BOW space and can improve the retrieval accuracy. Second, the normalization effect
of synonyms enriches the terminology expression. We do observe both of them in our
experiment. They can explain why 42 OHSUMED queries got better MAP in BOC
approach, as well as for those queries that obtained lower MAP but higher precision.
The following are some example of them.
– For query 21 of OHSUMED dataset “secondary hypertension recent strategy
workup”, the word “secondary” appears 7 times in the 10 top ranked docu-
ments of BOW approach, for example, “secondary unexplained infertility”,
“secondary to type I Chiari malformation”, “secondary tenth cranial nerve
deficits”, and so on. None of them occur together with the word “hypertension”.
In BOC approach, these kind of noises will be eliminated. Finally in BOC
approach, the MAP increases to 0.3447 from 0.0034.
– For query 52 “indications success pericardial windows pericardectomies”,
word “windows” appears 37 times in top 10 documents of BOW approach,
but only 14 of them refer to “pericardial windows”. The others are used in
irrelevant documents such as “Nasal antral windows in children: a retrospective
study.”. In BOC approach, when concept “C0031041 [Pericardiostomy]” was
identified, these irrelevant documents are eliminated, and the MAP increase to
0.3215 from 0.0458.
– The word “scheurmann” in query 98 has never appeared in relevant document.
Instead, one of its aliases “scheuermann”is the most commonly used expression
in OHSUMED collection. In BOC approach these two different spellings
are both mapped to concept “C0036310 [Scheuermann’s Disease]”. In BOC
approach, the MAP increased to 0.5515 from 0 .
– MetaMap mapped the word “tips” to concept “C0339897 [Transjugular intra-
hepatic portosystemic shunt procedure]”. But in BOW, it is always matched to
the ambiguous word “tips” (a useful hint or idea), which largely affected the
retrieval performance.
All the above benefits are based on the basic premise that the concepts in both queries
and documents are correctly recognized. The low effectiveness of BOC obtained may be
explained by the relatively low concept mapping accuracy of MetaMap. When impor-
tant concepts are not identified or when they are mapped to inappropriate concepts, the
retrieval effectiveness will be greatly affected. It would be interesting to analyze how
the mapping errors affect retrieval effectiveness.
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We analyze the MetaMap mapping result of 50 CLEF 2014 short queries. In total
182 non-stopwords, MetaMap identified 85 concepts which cover 161 words. The raw
coverage is 88.5%. Among them, only 61 concepts are correct (we examined them man-
ually), which correspond to 125 words. Therefore the coverage of correct concepts is
only 68.7%. This ratio is not high enough to support the CUI-based approach. A large
number of concepts (14) have been mapped to an incorrect CUI or to an inconsistent
CUI with respect to that in the relevant documents. 10 concept expressions are not rec-
ognized, or only partially recognized. There are four general types of error observed.
Table 4.IV shows some typical examples observed in CLEF 2014 short queries.
Type 1. First, if a meaning has no corresponding concept in Metathe-
saurus, MetaMap will fail to identify it. MetaMap will rather choose
one that looks similar. For the query “foramen ovale”, the two most sim-
ilar concepts are “C1110599 [cranial foramen ovale]” and “C0016521
[diac foramen ovale]”. On the other hand, for the concept “gallstone”,
MetaMap has to choose one from the two candidates “C0242216 [Bil-
iary calculi]” and “C0947622 [Cholecystolithiasis]” according to their
context. None of them perfectly matches the query expression.
Type 2. An expression stored in Metathesaurus may often correspond to
more than one CUI (e.g. “Myocardial infarction” may correspond to
“C2926063” or “C0027051” depending on context). The large num-
ber of ambiguities in Metathesaurus is well known. Bodenreider [11] re-
ported that 22% of the concepts related to “heart” in Metathesaurus are
ambiguous. MetaMap uses heuristic rules, taking into account the con-
text, to make the selection. As the context in a document may be different
from that in a query, the selections in them can be inconsistent.
Type 3. The corresponding concepts exist in Metathesaurus, but the variant
expressions encountered are not stored in Metathesaurus and not recog-
nized by MetaMap. For example the phrase “pneumonia with cavitary le-
sion” is not stored as one of the concept names of the concept “C0746131
[lung lesion cavitary]” in Metathesaurus. Thus it is segmented into two
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short concepts “C0032285 [Pneumonia]” and “C0221198 [Lesion]”. In
practice, especially in web search, such cases can be frequent. More pow-
erful concept identification tools are required.
Type 4. Some errors are due to misspelling or unrecognized varia-
tions of words (We observed 5 misspelling in CLEF 2014 queries:
“repiratory (respiratory)”, “gynecolocigal (gynecology)”, “hemorrage
(hemorrhage)”, “urinanalysis (urinalysis)”, “hereditarity (hereditary)).
Spelling error can frequently occur in practical uses, especially in web
search. To cope with this problem, previous studies (e.g. Zuccon [112]
) used spelling correction and query suggestion of search engines, which
have been found useful.
In addition to concept mapping errors, another big problem is that using concept as
the lexical unit in retrieve model is too rigid. Before conducting our experiments, we
estimated (in chapter 3) that concepts in the query and the relevant documents can be at
different hierarchical/granularity levels (Figure 3.2). Although the concepts are correctly
recognized, the concepts used in a query and in the corresponding relevant documents
are not the same. According to our observation, this problem is more complicated than
expected. Three different cases have been observed.
Case 1. In the following Table 4.V, the first column gives the original query.
The second and third column show respectively the concepts identified in
query and relevant documents. We can see that users are more likely to
use some general terms to describe the information they need, but medical
literatures usually address a more specific issue. In this case, BOW ap-
proach can still partially match with a part of terms in documents. In BOC
space however, they will be represented by two totally different concept
IDs. For example, a query in OHSUMED asked for the effectiveness of
the chemical elements “C0016980 [Gallium]” in treatment of disorder
“C0020437 [Hypercalcemia]”. However the chemical elements usually
appears in the form of its chemical compound such as “C0061008 [gal-
61
Query CUI identified in query CUI identified in relevant
documents
Coronary artery disease C0010054 [Coronary ar-
teriosclerosis]
C0010068 [Coronary
heart disease]
Dropped gallstone abscess right
flank
C0242216 [Biliary cal-
culi]
C0242216 [Biliary cal-
culi] and C0947622
[Cholecystolithiasis]
foramen ovale C1110599 [cranial fora-
men ovale]
C1110599 [cranial
foramen ovale] and
C0016521 [diac foramen
ovale]
Myocardial infarction C2926063 [Myocardial
infarction:Finding:Point
in time:Patient:Ordinal]
C0027051 [Myocardial
Infarction]
renal failure C1963154 [Renal Failure
Adverse Event]
C0035078 [Kidney Fail-
ure]
Right upper lobe
pneumonia with cavitary
lesion
C0032285 [Pneumonia]
and C0221198 [Lesion]
C0746131 [lung lesion
cavitary]
White blood cells with moder-
ate bacteria in urinanalysis
C0023508 [white blood
cell count procedure]
C0023516 [Leukocytes]
aspiration pneumonia due to
misplacement of dobhoff tube
C0175730 [biomedical
tube device]
C3204189 [Dobhoff
Tube]
Right upper lobe
pneumonia with cavitary lesion
C0032285 [Pneumonia]
and C0221198 [Lesion]
C0746131 [lung lesion
cavitary]
advices for patient with
acute infarctus myocardi
C0205178 [Acute] C0155626 [Acute my-
ocardial infarction]
Bilateral pulmonary contusions
and safety belt
C0238767 [Bilateral] and
C0347625 [Contusion of
lung]
C2836276 [Contusion of
lung, bilateral]
Repiratory failure and CHF C0231174 [failure, bio-
logic function]
C1145670 [respiratory
failure]
causes for
gynecolocigal bleeding
None C0018417 [Gynecology]
treatment for
subarachnoid hemorrage
C1515008 [subarachnoid
route of drug administra-
tion]
C0038525 [subarachnoid
hemorrhage]
White blood cells with moderate
bacteria in urinanalysis
None C0042014 [urinalysis]
Chronic lymphocytic leukemia
and hereditarity
None C0439660 [hereditary]
Table 4.IV: The mapping error in CLEF 2014 queries.
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lium nitrate]”, which fails to match the concept ID in the query.
Case 2. MetaMap performs a lexical lookup within the sentence to find the
longest spanning terms from the SPECIALIST Lexicon. This is correct in
terms of concept mapping but not always reasonable for the purpose of in-
formation retrieval. Some long specific concepts in query may be too rigid
and can be expressed by some short concepts in relevant documents. For
example, given a query “carcinoid tumors liver pancreas research treat-
ments”, MetaMap recognized the concept “C0345933 [Carcinoid tumor
of pancreas]”. However this concept is usually expressed by two nested
short concepts “C0007095 [Carcinoid Tumor]” and “C0030274 [Pan-
creas]”. Some similar examples are shown in the following Table 4.VI.
Case 3. More often, the concept is neither too broader, nor too narrow.
But language is so varied that we observed many concepts expressed
in a totally different way in some relevant documents. For example,
in a document talking about the disease “Hypoaldosteronism” the con-
cept “C0020595 [Hypoaldosteronism]” is discribed as “Such as uri-
nary aldosterone levels and plasma renin activity, showed lower indi-
vidual test performance characteristics”, and MetaMap is not able to
extract the concept “C0020595 [Hypoaldosteronism]” from it. So this
relevant document can not be matched in BOC approach when only
“Hypoaldosteronism” is explicitly mentioned in the query. Table 4.VII
shows some examples observed in OHSUMED dataset.
In addition, we observe that not all terms in the query can contribute to the retrieval
performance. In the following examples, two queries come with their mapped concepts
and their frequencies in judged definitely relevant documents. The occurrence of terms
“evaluation complications management” don’t provide strong evidence.
Query: Evaluation complications management bulimia.
– C2945623 [evaluation and management] [0 times]
– C0009566 [Complication] [6 times]
– C0006370 [Bulimia] [161 times]
Query: Prevention risk factors pathophysiology hypothermia.
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Original Query Concepts in Query Concepts commonly used in
relevant documents
effectiveness gallium
therapy hypercalcemia
C0016980 [Gallium] C0061008 [gallium nitrate]
back pain information
diagnosis treatment
C0004604 [Back Pain] C0024031 [Low Back Pain]
complications manage-
ment anorexia bulimia
C0003123 [Anorexia] and
C0006370 [Bulimia]
C0003125 [Anorexia Ner-
vosa] and C2267227 [Bu-
limia Nervosa]
diverticulitis differen-
tial diagnosis manage-
ment
C0012813 [Diverticulitis] C0518989 [Acute diverticuli-
tis] and C0581275 [Colonic
diverticular abscess]
adverse effects lipids
progesterone given
estrogen replacement
therapy
C0014939 [Estrogens] C0014938 [Estrogens,
Conjugated (USP)] and
C1136013 [Conjugated
Equine Estrogens]
Table 4.V: Example of topics represented by broad concepts in queries but described by
more specific concepts in documents.
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Original Query Concepts in Query Concepts commonly used in rele-
vant documents
guillain barre
syndrome sensi-
tivity specificity
nerve conduction
velocity tests
C0429381 [Nerve Conduc-
tion velocity]
C0027788 [Nerve conduction
function], C0501384 [Motor
nerve], C0501385 [Sensory nerve],
C0429379 [Motor nerve conduc-
tion block]
chronic pain
management
review article
tricyclic antide-
pressants
C0747141 [chronic pain
management]
C0150055 [Chronic pain] and
C0030193 [Pain]
carcinoid tumors
liver pancreas
research treat-
ments
C0345933 [Carcinoid tumor
of pancreas]
C0007095 [Carcinoid Tumor] and
C0030274 [Pancreas]
adverse ef-
fects lipids
progesterone
given estrogen
replacement
therapy
C0014935 [Estrogen Re-
placement Therapy]
C0014939 [Estrogens]
rh
isoimmunization
review topics
C0035404 [Rh Isoimmuniza-
tion]
C2699077 [Rh Negative Blood
Group] and C0302020 [Isoimmu-
nization]
Table 4.VI: Long and specific concepts are used in query, but in relevant documents the
same topics are represented by a group of nested short concepts.
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Concepts in Query Expression in Relevant Documents
C0020595 [Hypoaldos-
teronism]
Such as urinary aldosterone levels and plasma renin activ-
ity, showed lower individual test performance characteris-
tics.
C0020621 [Hy-
pokalemia]
low serum potassium levels
C0030312 [Pancytope-
nia]
leukopenia, anaemia and thrombocytopenia
C0005586 [Bipolar
Disorder]
the occurrence of four or more mood episodes during the
previous 12 months
C0001849 [AIDS De-
mentia Complex]
Twenty-nine patients at risk of developing acquired immun-
odeficiency syndrome (AIDS) presented with cognitive, mo-
tor, and behavioral dysfunctions characteristic.
C3665358 [galactor-
rhea]
Nipple discharge in women.
C0220655 [Malignant
pericardial effusion]
The involvement of the pericardium by metastatic tumors is
not uncommon, particularly in patients with lung cancer,
breast cancer, lymphomas, leukemias, and melanomas.
Table 4.VII: Some concepts can be described by the context of the documents, and
MetaMap fails to identify the same concept as in the query.
66
– C1706420 [Prevention Study] [0 times]
– C0035648 [risk factors] [3 times]
– C0031847 [physiopathological] [3 times]
– C0020672 [Hypothermia, natural] [100 times]
Here we list more of this type of concepts. They should be treated in a different
way, rather than to match them directly as for the other concepts. A way to address
this issue is to use hyponym concepts. For example, if the concept “treatment” in a
query is expanded to all the treatments, then the relevant documents containing any such
treatment could be found.
– C1705169 [Biomaterial Treatment]
– C0521116 [Current (present time)]
– C0011906 [Differential Diagnosis]
– C0750430 [Work-up]
– C0029235 [Organism]
– C1704338 [diagnosis aspect]
– C0039798 [therapeutic aspects]
– C0332185 [Recent]
– C0679199 [Strategies]
– C0282443 [Review [Publication Type]]
– C0597535 [Success]
– C0376636 [Disease Management]
– C0039798 [therapeutic aspects]
– C0678257 [Description]
– C0332281 [Associated with]
– C0441655 [Activities]
– C0087111 [Therapeutic procedure]
– C0205179 [Advanced phase]
– C1706852 [Article]
– C1533716 [Information]
– C0011900 [Diagnosis]
– C0376636 [Disease Management]
– C0582205 [Utilities]
– C0015127 [Etiology aspects]
– C1280500 [Effect]
– C0332138 [Secondary diagnosis]
– C1518601 [Options]
– C1522427 [best (quality)]
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4.2.2 Bag-of-concepts + Sub-concept Expansion
In the following table (Table 4.VIII), we report the results of the BOC approach and
the hyponym concepts expansion approach. When we expand the BOC queries by sub-
concepts, the overall performance of BOC approach is slightly improved (as shown in
Figure 4.8). Such an expansion is really effective on several queries but leads to large
degradations for some others. This method targets the queries that use broad concepts,
such as those listed in Table 4.V. For these queries, their performance can be largely
improved if some important sub-concepts used in relevant documents are expanded. For
a query mentioned in the past section “effectiveness galium therapy hypercalcemia.”, the
expansion of the hyponym concept “C0061008 [gallium nitrate]” is particularly useful
for this query.
However, on the other hand, we do observe large degradation on some queries. Some
general concepts such as “C0008679 [Chronic disease]” is not adapted to the concept
hyponyms expansion. They usually possess a large number of commonly used hyponym
concepts, which can largely dilute the importance of the original concepts in query. The
immediate hyponyms of concept “C0008679 [Chronic disease]” are listed in Figure
4.9.
Overall, concept expansion helped improving the results for 34 of the 101 queries
only. Level 1 hyponyms expansion (BOC_Exp1) performs slightly better than a deeper
one (BOC_Exp2). That’s maybe due to Globally, even with hyponyms expansion, the
BOC approach does not outperform the traditional BOW method.
Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOC 0.1474 0.1823 0.1677 0.3220 0.1745 0.3160 0.2276 0.4920 0.2494 0.5260
BOC_Exp1 0.1595 0.1960 0.1700 0.3120 0.1711 0.3060 0.2377 0.5040 0.2590 0.5360
BOC_Exp2 0.1596 0.1931 0.1749 0.3447 0.1618 0.2940 0.2303 0.4760 0.2542 0.5320
Table 4.VIII: Result of BOC approach and hyponyms expansion approach. The overall
best result for each dataset are highlighted. * and ** respectively indicate the statistically
significant and extremely significant over BOW baseline in student one-tailed test with
p<0.05 and p<0.01.
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Figure 4.8: BOC_Exp1 V.s. BOC in OHSUMED dataset.
C0018621 [Hay fever], C0151317 [Chronic infectious disease] C0152210 [Intermit-
tent tropia], C0232598 [Chronic vomiting] C0264220 [Chronic disease of respiratory
system], C0264741 [Recurrent rheumatic fever], C0264742 [Chronic rheumatic fever],
C0267763 [Chronic peritonitis] C0269041 [Chronic salpingitis], C0277556 [Recurrent
disease] C0277583 [Chronic drug overdose], C0401066 [Unilateral recurrent inguinal
hernia], C0423062 [Intermittent divergent squint], C0520801 [Chronic radiation sick-
ness], C0558364 [Acute recurrent cystitis], C0581384 [Chronic anemia], C0585398
[Acute-on-chronic renal impairment], C0730314 [Chronic central serous chorioretinopa-
thy], C0743244 [Chronic drug abuse], C0870281 [Chronic mental disorder], C1263722
[Chronic metabolic disorder], C1263743 [Chronic disease of genitourinary system],
C1263765 [Chronic disease of breast], C1263865 [Chronic disease of ocular adnexa],
C1263876 [Chronic disease of ear], C1264046 [Chronic disease of lymphatic vessels],
C1264527 [Chronic poisoning], C1275398 [Chronic disease of hematopoietic system],
C1290009 [Chronic disease of skin], C1290136 [Chronic disease of musculoskeletal sys-
tem] C1290380 [Chronic disease of cardiovascular system], C1290611 [Chronic digestive
system disorder], C1290882 [Chronic nervous system disorder], C1290886 [Chronic in-
flammatory disorder], C1290894 [Chronic disease of immune system], C1531663 [Chronic
disease of immune function], C1531664 [Chronic disease of immune structure], C2316225
[Chronic headache disorder], C0001973 [Alcoholic Intoxication, Chronic], C0015674
[Chronic Fatigue Syndrome], C0150055 [Chronic pain] ...
Figure 4.9: The level one hyponyms of concept “C0008679 [Chronic disease]”.
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4.2.3 Combining BOW and BOC
The following table (Table 4.IX) reports the result of BOC approach and BOW+BOC
approach.
This combination indeed produces significantly better results on OHSUMED than
BOW. We observe that 73 queries (denoted in Figure 4.10) out of 101 benefit more
or less from the combination while the rest get a lower score (shown in Figure 4.11).
The bars in the figure denote the difference between BOW+BOC approach and BOW
baseline in MAP, while the circles represent the score of BOW run and the crosses
refer to the result of BOC approach. We have described in Section 4.2.1 that the BOC
approach can give a higher precision, while the BOW approach result is good at recall.
When the BOW part is given a more important weight, it can ensure a wide coverage
of possible relevant documents. And when BOC approach is integrated, some highly
relevant documents rank higher.
On the other hand, in Figure 4.11, we show the 28 queries that didn’t perform well
in BOW+BOC mixture space. We observed that the majority of them got a lower MAP
in BOC approach than in BOW baseline because of the MetaMap mapping errors.
However, as the result of the poor performance of BOC approach, the BOW+BOC
mixture space didn’t show effectiveness on CLEF 2013 and 2014 collection. Different
datasets require different interpolation weights β . As shown in Table 4.X, 7:3 is more
suitable for OHSUMED collection, while the best weight for CLEF datasets is 9:1.
Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
(7:3) (9:1) (9:1) (9:1) (9:1)
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOW 0.1607 0,2099 0.2844 0.4940 0.2709 0.4680 0.3945 0.7180 0.4026 0.6680
BOC 0.1474 0.1823 0.1677 0.3220 0.1745 0.3160 0.2276 0.4920 0.2494 0.5260
BOW+BOC 0.1838
**
0.2495
**
0.2512 0.4360 0.2205 0.3960 0.3325 0.6280 0.2913 0.5320
Table 4.IX: Result of BOW, BOC and their combination: BOW+BOC approach. The
(7:3) and (9:1) indicate the weight of the original query and of the expanded query.
The overall best result for each dataset are highlighted. * and ** respectively indicate
the statistically significant and extremely significant over BOW baseline in student one-
tailed test with p<0.05 and p<0.01.
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4.2.4 BOW+BOC V.s. BOW+Phrase_Exact
The Table 4.XI compares BOW+BOC and BOW+Phrase_Exact (PE) method. Both
the BOC approach and the exact phrase matching approach rely strictly on the identi-
fied concepts. One may consider exact phrase matching as a naive concept identification
process. However, this process simply compares the phrase in queries and in documents,
but does not try to solve the possible ambiguities of an expression, which MetaMap tries
to do, nor the possible variants. The results show that the exact phrase matching method
works much better than BOC except for OHSUMED. For example, the phrase “lupus
anticoagulants” appears 213 times in relevant documents. 140 of them are mapped to
concept “C0085240 [Lupus Coagulation Inhibitor]” while the remaining 73 ones are
identified as “C0311370 [Lupus anticoagulant disorder]” (these two concepts share the
same string name). The inconsistent concept mapping largely affects the performance of
BOC approach. But with exact phrase matching, however, we don’t care which concept
a phrase refers to. Once it occurs in a document, it will be matched. For this query, the
209 phrase “lupus anticoagulants” are all matched with the query using exact phrase
match.
Alternatively, if an expression in document is allowed to map all the concept candi-
dates, a higher recall can be expected. A suitable concept mapping process for MIR may
be the one that identifies all concept candidates. Koopman [57] used all the SNOMED
concept candidates instead of the top ranked concepts suggested by MetaMap. MetaMap
can be configured to do this, but we did not test this option in our experiments.
Same as BOW+BOC approach, the results are largely varied with different interpola-
BOW+BOC OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
7:3 0.1838 0.2495 0.2522 0.4320 0.2305 0.4060 0.3189 0.5900 0.2901 0.5460
8:2 0.1792 0.2406 0.2516 0.4380 0.2281 0.4160 0.3268 0.6220 0.2965 0.5500
9:1 0.1716 0.2347 0.2512 0.4360 0.2205 0.3960 0.3325 0.6280 0.2913 0.5320
Table 4.X: The results of BOW+BOC method vary with interpolation weight β . The
best results for each dataset in our experiments are highlighted.
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Figure 4.10: The performance of the OHSUMED queries that benefit from the
BOW+BOC method. The bars denote their benefit (@MAP) from BOW+BOC run over
BOW baseline, while the circles represented the scores of BOW and the crosses refer to
the results of BOC approach.
Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
(7:3) (9:1) (9:1) (9:1) (9:1)
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOW 0.1607 0,2099 0.2844 0.4940 0.2709 0.4680 0.3945 0.7180 0.4026 0.6680
BOW+BOC 0.1838
**
0.2495
**
0.2512 0.4360 0.2205 0.3960 0.3325 0.6280 0.2913 0.5320
PE 0.1787 0.2228 0.2044 0.3600 0.2089 0.3400 0.2580 0.5400 0.2897 0.5620
BOW+PE 0.1858
**
0.2337
**
0.2895 0.4880 0.2812
*
0.4740 0.4060
*
0.7408 0.4202
*
0.6940
*
Table 4.XI: Result of BOW+BOC approach and BOW+Phrase_Exact (PE) method. The
(7:3) and (9:1) indicate the weight of the original query and of the expanded query.
The overall best result in our experiments for each dataset are highlighted. * and **
respectively indicate the statistically significant and extremely significant over BOW
baseline in student one-tailed test with p<0.05 and p<0.01.
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Figure 4.11: The performance of the OHSUMED queries that become worse in
BOW+BOC approach. The bars denote their benefit (@MAP) from BOW+BOC run
over BOW baseline, while the circles represented the scores of BOW and the crosses
refer to the results of BOC approach.
tion weights. OHSUMED collection requires a more important weight of concept phrase
expansion: 7:3, while 9:1 is enough for CLEF 2013 and 2014 collections (As shown
in Table 4.XII).
4.2.5 Giving more flexibilities to phrase matching
Table 4.XIII reports the results of different concept phrase matching strategies. We
can see that the flexible concept phrases expansion method (BOW+PP) can lead to sig-
BOW +
Phrase_Exact
OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
7:3 0.1858 0.2337 0.2828 0.4780 0.2805 0.4660 0.3783 0.7380 0.4037 0.7020
8:2 0.1853 0.2366 0.2857 0.4820 0.2845 0.4780 0.3936 0.7420 0.4188 0.7100
9:1 0.1740 0.2228 0.2895 0.4880 0.2812 0.4740 0.4060 0.7460 0.4202 0.6940
Table 4.XII: The results of BOW+Phrase_Exact (PE) method vary with interpolation
weight γ . The optimal result for each dataset are highlighted.
73
nificant improvement over baseline on all five datasets. And the hybrid phrases com-
bination method performs even better and achieves the overall best results in most of
collections. In practice, as usual, the results of concept phrase expansion methods are
varied with different interpolation weights. Our results show that (Table 4.XIV and
4.XV) 7:3 is suitable for OHSUMED collection and 9:1 for CLEF datasets.
And then, Table 4.XVI shows how the results vary with different size of windows.
We have tried a dynamic unordered window with size N, N+1, and N+2 (N is the length
of each concept phrase), as well as a fixed size in the range of 6 and 10. The optimal size
is not the same for different datasets. But overall, #uwN+1 or #uwN+2 can be a good
choice. And we do observe that when we allow more flexibility to concept phrase using
proximity matching, word order is not fixed, some additional word can also be inserted,
we observe that the expressions in queries and documents can be more easily matched.
The BOW+Phrase_Prox method always produce significant improvement over baseline.
For example, in BOW+Phrase_Prox method, when the two terms in concept “C0008679
[Chronic disease]” are allowed to appear in a window of size 4, a commonly used ex-
pressions in relevant documents “chronic and inapparent disease” can be matched. For
another query “differential diagnosis elevated alkaline phosphatase ldh levels”, when
an important concept “C0428332 [Alkaline phosphatase level - finding]” is allowed to
appear in a large windows, the expressions such as “increased intestinal alkaline phos-
phatase levels”, and “level of serum alkaline phosphatase is almost invariably elevated”
in the relevant documents can be matched.
We also combine three different phrase matches: Phrase_Exact (PE), Phrase_Prox
(PP), and Phrase_Bow (PB). Finally, the BOW+Phrase_Comb (PC) method got the over-
all best result. On all query sets, the results are significantly better than those of BOW,
and usually outperform a unique method. In Figure 4.12 and 4.13, we show more de-
tails comparing Phrase_Comb against BOW and BOC. The bars show the benefits of
Phrase_Comb (PC) method over BOW baseline with descending ranks. The circles rep-
resent the MAP in BOW baseline, while crosses refer to those in BOC approach. The
combination of three methods with different flexibility could be more effective than each
individual components, which is consistent with results of the MRF.
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Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOW 0.1607 0,2099 0.2844 0.4940 0.2709 0.4680 0.3945 0.7180 0.4026 0.6680
MRF λFI = 0.8, λSD = 0.1, λFD = 0.1
0.1729
*
0,2297
**
0.2750 0.4680 0.2735 0.4560 0.3904 0.7620 0.4099 0.6760
Method OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
(7:3) (9:1) (9:1) (9:1) (9:1)
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
BOW+PE 0.1858
**
0.2337
**
0.2895
M
0.4880
M
0.2812
* M
0.4740 0.4060
* M
0.7408 0.4202
* M
0.6940
* M
BOW+PP 0.1888
** M
0.2277
**
0.2908
* M
0.4960
M
0.2817
* M
0.4680 0.4075
* M
0.7420 0.4221
**
MM
0.6940
* M
BOW+PB 0.1707
**
0.2267
**
0.2835 0.5020
M
0.2719 0.4660 0.3990 0.7260 0.4118
*
0.6820
* M
BOW+PC weightoriginal = 0.8, λ1 = 0, λ2 = 0.1, λ3 = 0.1
0.1815
**
0.2267
**
0.2892
M
0.4940
M
0.2838
*
0.4700 0.4137
*
MM
0.7580
*
0.4316
**
MM
0.7180
* M
Table 4.XIII: Result of concept synonyms expansion as phrases. The (7:3) and (9:1)
indicate the weight of the original query and of the expanded query. The overall best
result among our experiments for each dataset are highlighted. * (**) and M (MM)
respectively indicate the statistically significant improvement over BOW baseline and
over MRF in student one-tailed test with p<0.05 (p<0.01).
BOW +
Phrase_Prox
(#uwN+1)
OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
7:3 0.1888 0.2277 0.2891 0.4880 0.2860 0.4680 0.3846 0.7660 0.4081 0.7080
8:2 0.1866 0.2267 0.2900 0.4860 0.2870 0.4820 0.3989 0.7660 0.4200 0.7100
9:1 0.1731 0.2218 0.2908 0.4960 0.2817 0.4680 0.4075 0.7420 0.4221 0.6940
Table 4.XIV: The results of BOW+Phrase_Prox (PP) method vary with interpolation
weight γ . The optimal choice for each dataset are highlighted.
BOW +
Phrase_Bow
OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
7:3 0.1707 0.2267 0.2853 0.5020 0.2681 0.4780 0.3989 0.7100 0.4026 0.6900
8:2 0.1677 0.2149 0.2853 0.5020 0.2718 0.4780 0.4006 0.7240 0.4126 0.6800
9:1 0.1652 0.2129 0.2835 0.5020 0.2719 0.4660 0.3990 0.7260 0.4118 0.6820
Table 4.XV: The results of BOW+Phrase_Bow (PB) method vary with interpolation
weight γ . The highest score for each dataset are highlighted.
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Figure 4.12: The difference between BOW+Phrase_Comb (PC) run and baseline on
CLEE 2013 dataset (shown as the bars). The circles and the crosses respectively denote
the performance of each query on the BOW baseline and the BOC approach.
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Figure 4.13: The difference between BOW+Phrase_Comb (PC) run and baseline on
CLEE 2014 dataset (shown as the bars). The circles and the crosses respectively denote
the performance of each query on the BOW baseline and the BOC approach.
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BOW +
Phrase_Bow
OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
(7:3) (9:1) (9:1) (9:1) (9:1)
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
uwN 0.1862 0.2327 0.2899 0.4920 0.2824 0.4680 0.4076 0.7480 0.4215 0.6960
uwN+1 0.1888 0.2277 0.2908 0.4960 0.2817 0.4680 0.4075 0.7420 0.4221 0.6940
uwN+2 0.1884 0.2277 0.2914 0.4960 0.2820 0.4720 0.4045 0.7320 0.4219 0.6900
uw5 0.1883 0.2267 0.2910 0.4960 0.2812 0.4720 0.4055 0.7340 0.4228 0.6900
uw6 0.1883 0.2287 0.2917 0.4980 0.2824 0.4720 0.4055 0.7360 0.4237 0.6960
uw7 0.1878 0.2307 0.2914 0.4960 0.2827 0.4720 0.4066 0.7420 0.4236 0.6980
uw8 0.1874 0.2307 0.2914 0.4980 0.2829 0.4720 0.4057 0.7360 0.4231 0.6960
uw9 0.1875 0.2317 0.2913 0.4940 0.2846 0.4740 0.4055 0.7380 0.4228 0.6940
uw10 0.1877 0.2337 0.2914 0.4960 0.2849 0.4760 0.4064 0.7360 0.4231 0.6960
uw 0.1879 0.2366 0.2822 0.4800 0.2798 0.4660 0.4002 0.7340 0.4131 0.6940
Table 4.XVI: The BOW+Phrase_Prox (PP) method obtains different results when differ-
ent windows are used. The highest score for each dataset are highlighted.
If we compare our concept phrases matching approach with MRF, which has been
used in some previous studies that produced the best results in CLEF 2013 and TREC
2014, we find that in most of the case, retrieving concepts as phrases can produce sig-
nificantly better results. This result demonstrates strongly the potential benefits of using
existing knowledge resources, especially when concepts are retrieved as flexible phrases.
It proves that instead of using arbitrary adjacent words in queries (like MRF), concept
phrases can provide real dependences in the query, eliminate noisy phrases and enrich
the query expressions by using synonyms.
The result of the Phrase_Comb method in Table 4.XIII and in Table 4.III is produced
with a fixed weighting schema: (0.8, 0, 0.1, 0.1). We also tested a range of values for the
parameters varying within {0, 0.025, 0.05, 0.075,...,1.0}. The BOW component always
takes the largest part in the best combinations. The Figure 4.14 shows the improvements
of Phrase_Comb method over baseline at MAP (Original queries in BOW space are as-
signed the weight of 0.8 and 0.9, which means λ1+λ2+λ3=0.2 and λ1+λ2+λ3=0.1).
The location of the spots denotes three different weights λ1, λ2, λ3 for Phrase_Exact,
Phrase_Prox and Phrase_Bow. The depth of color reflect the degree of the improve-
ment. According to the color bar, the deeper the color, the greater the improvement.
Table 4.XVII lists some results in detail. We can see that, for OHSUMED and CLEF
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Figure 4.14: The spots represent the improvements of Phrase_Comb method over base-
line at MAP. The location of the spots denotes three different weights λ1, λ2, λ3 for
Phrase_Exact, Phrase_Prox and Phrase_Bow. The depth of color reflect the degree of
the improvement. The deeper the color, the greater the improvement is.
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2013 long query sets, the best weights are (0.8, 0, 0.2, 0) for the four components in For-
mula 3.9, i.e. 0.8 is assigned to BOW, 0 to Phrase_Exact and 0.2 to Phrase_Prox and 0
to Phrase_Bow (when the other two components are assigned weight of zero, which is
equal to the Phrase_Prox approach). For CLEF 2013 short queries, the optimal param-
eters are (0.9, 0, 0.1, 0). And for CLEF 2014 collections, the best weights are (0.8, 0,
0.1, 0.1). The small weights assigned to phrases mean that phrases just play a limited
role to help re-rank the retrieval results of BOW in favor of the documents containing
the phrases. As for the three phrase matching methods, there is no unique best weighting
scheme for all different data set. But overall, thePhrase_Prox is more important than the
Phrase_Exact, and should be given more weight. As for Phrase_Bow, it seems also use-
ful to some extent. Our results suggest that (0.8, 0, 0.1, 0.1) could be a suitable weight
on our three test collections.
In our combination method, the interpolation parameters are set globally regardless
to the query at hand. A more reasonable approach to be investigated in the future is to
determine the parameters according to the characteristics of the query. We expect such
an approach to produce further improvements in MIR.
4.2.6 Our experience in the ShARe/CLEF eHealth Evaluation Lab 2014
We have participated in the ShARe/CLEF eHealth Evaluation Lab 2014. Our official
submission to ShARe/CLEF eHealth Evaluation Lab 2014 - GRIUM_EN_Run.5 [87]
used the BOW+Phrase_Prox (PP) method with a weight of 0.8 for BOW part and 0.2
for the phrase expansion. These parameters have been tuned using CLEF2013 queries.
Our run obtained the best result among all the submissions. It is interesting to notice that
the best submissions in CLEF 2013 - Runs Team Mayo [110] used a Markov random
field model and the SNUMEDINFO runs [18] runs also used concept expressions as
phrases, similarly to our combination method. All these results confirm the usefulness
of concepts when used as phrases. As a reference, we show the 5 best submissions in
CLEF 2013 [94] and CLEF 2014 [40] in Table 4.XVIII and 4.XIX.
Notice also that the best runs in both TeamMayo and SNUMEDINFO used discharge
summaries, which are not used in our experiments. In addition, some TeamMayo runs
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BOW +
Phrase_
Comb
OHSUMED CLEF13 short CLEF13 long CLEF14 short CLEF14 long
MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10
8:0:0:2 0.1667 0.2149 0.2835 0.5020 0.2718 0.4780 0.4006 0.7240 0.4126 0.6800
8:0:1:1 0.1815 0.2267 0.2892 0.4940 0.2838 0.4700 0.4137 0.7580 0.4316 0.7180
8:0:2:0 0.1866 0.2267 0.2900 0.4860 0.2870 0.4820 0.3989 0.7660 0.4200 0.7100
8:1:1:0 0.1857 0.2366 0.2892 0.4900 0.2863 0.4820 0.3983 0.7600 0.4215 0.7100
8:1:0:1 0.1808 0.2307 0.2881 0.4920 0.2824 0.4620 0.4109 0.7560 0.4302 0.7100
8:2:0:0 0.1853 0.2366 0.2857 0.4820 0.2845 0.4780 0.3936 0.7420 0.4188 0.7100
9:0:0:1 0.1652 0.2129 0.2840 0.4940 0.2719 0.4660 0.3990 0.7260 0.4118 0.6820
9:0:0.5:0.5 0.1702 0.2188 0.2902 0.4980 0.2806 0.4680 0.4048 0.7320 0.4202 0.6880
9:0:1:0 0.1731 0.2218 0.2908 0.4960 0.2817 0.4680 0.4075 0.7420 0.4221 0.6960
9:0.5:0.5:0 0.1732 0.2208 0.2904 0.4920 0.2821 0.4720 0.4084 0.7480 0.4215 0.6960
9:0.5:0:0.5 0.1702 0.2178 0.2894 0.4940 0.2784 0.4660 0.4040 0.7340 0.4202 0.6880
9:1:0:0 0.1740 0.2228 0.2895 0.4880 0.2812 0.4740 0.4060 0.7460 0.4202 0.6940
Table 4.XVII: Some detailed results of BOW+Phrase_Comb (PC) method with different
interpolation parameters. The optimal result for each dataset are highlighted.
Run ID P@5 P@10 NDCG@5 NDCG@10 MAP Rel Ret
Team Mayo 2.3 0,4960 0,5180 0,4391 0,4665 0,3108 1673
Team Mayo 5.3 0,5120 0,5040 0,4645 0,4618 0,3061 1689
Team Mayo 6.3 0,5160 0,4940 0,4639 0,4579 0,2953 1689
Team Mayo 3.3 0,5280 0,4880 0,4742 0,4584 0,2900 1689
Team Mayo 4.3 0,5240 0,4820 0,4837 0,4637 0,2967 1689
Table 4.XVIII: Top 5 submissions in CLEF 2013 task 3a.
Run ID P@5 P@10 NDCG@5 NDCG@10 MAP Rel Ret
GRIUM EN Run.5 0,7680 0,7560 0,7423 0,7445 0,4016 2550
SNUMEDINFO CZ Run.5 0,7592 0,7551 0,6998 0,7011 0,3494 2147
SNUMEDINFO EN Run.2 0,7840 0,7540 0,7502 0,7406 0,3753 2307
SNUMEDINFO EN Run.5 0,8160 0,7520 0,7749 0,7426 0,3814 2305
SNUMEDINFO CZ Run.6 0,7388 0,7469 0,6834 0,6871 0,3395 2147
Table 4.XIX: Top 5 submissions in CLEF 2014 task 3a.
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used pseudo relevance feedback (relevance model [59]), which we do not use. Despite
the fact that less information is used, our combination results are only slightly lower than
the best runs in CLEF 2013. In addition our latter phrase combination method further
boost the overall best performance.
Compared with the previous works the concept-based query expansion (described
in section 2.5.2), where significant improvement is rarely observed, our experiments
mainly have two differences: (1) Different from a traditional query expansion method
which directly add synonyms into BOW space, expanding concept synonyms in the form
of phrase takes into account the dependency between concept terms, meanwhile keeps
the full flexibility on phrase matching strategy. (2) Instead of using only the asserted
synonyms or even the concept preferred name as the set of concept phrase, we extracted
all corresponding strings of a concept which include not only the synonyms but also all
variations.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
Medical IR is highly demanding and can possibly benefit from very rich knowledge
resources. Previous studies have tested different ways to take advantage of the exist-
ing resources in medical area to improve the retrieval effectiveness of traditional BOW
methods. However, in some studies, concepts have been able to slightly improve the re-
trieval effectiveness, while in some others, they degrade the effectiveness instead. In this
study, we aim at comparing different methods to use concepts in the same framework.
Our results showed that the traditional BOW methods could be significantly improved by
incorporating the identified concepts as phrases. By matching the phrases in documents
in either strict or flexible ways, concepts can help better determine relevant documents.
This method led to significant improvements on 4 of the 5 queries sets. This confirms
the usefulness of concepts in MIR.
Furthermore, within the same framework, different matching methods were system-
atically compared with each other for the first time. Our results showed that replacing
the traditional bag of words by bag of concept IDs did not yield good results. This indi-
cates that a rigid use of concept IDs may not be suitable for MIR. An important problem
we observed in our experiments is related to the concept mapping process. In a number
of cases, the concept mapping tool was unable to identify the concepts correctly and
consistently. This problem greatly reduced the potential benefits of concepts in MIR. As
described in this thesis natural language is highly varied, so queries and relevant docu-
ment can be hardly matched through identified concepts. This observation is consistent
with the observations in the previous studies. To improve concept-based MIR, we have
tried to expand concepts by their hyponyms or to combine BOW and BOC space. But
no significant improvement is observed until we finally used concepts as phrase. Actu-
ally, the flexible phrase matching strategy can be seen as a kind of compromise between
BOW and BOC approaches, which keeps a balance between the recall and precision.
It can benefit from the terms dependency meanwhile maximize the concept expressions
coverage in the relevant document.
Despite the good results we obtained in our experiments, our study has a number of
limitations. First, we only aimed at showing the potential of a concept-based approach to
MIR by examining a series of simple methods. The method can be improved in several
ways in the future.
First, we can work on finding a way to determine the best parameters for a combi-
nation, and using a more sophisticated way to combine different uses of concepts. For
example, concepts could be differently weighted according to their semantic type, etc.
Second, the queries used in our tests have been created by healthcare professionals,
and are assumed to be formulated correctly (although some spelling errors appeared in
them). In practice, laypeople often do not know what concepts to include in a query
and what terms to use to express the concepts [102]. There may be a much larger vo-
cabulary discrepancy between queries and documents than observed in our experiments.
The methods described in this paper, which rely on concept mapping, will fail in many
practical cases. A crucial aspect for practical MIR is to connect the vocabulary used by
laypeople users to that of the authors. Notice that the new CLEF eHealth evaluation lab
in 2015 will focus on user-centered Medical IR task, in their queries a long, ambiguous
wording is used in place of the actual medical term to refer to a condition or disease. A
possible solution is to exploit search logs, which record the user queries and the docu-
ments they clicked on. Such information has been found valuable in general web search
[39] to link the terms in user’s queries and the terms in documents. A similar approach
could be used in MIR.
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