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Re´sume´ – Le cadre de l’infe´rence baye´sienne fournit un outil important pour la re´solution des proble`mes inverses par la mode´lisation proba-
biliste de tous les parame`tres inconnus. Cependant, a` part des mode`les a priori simples, le calcul baye´sien de la solution optimale est complexe.
Par conse´quent, le couˆt de calcul augmente significativement rendant la solution baye´sienne peu utilisable en pratique. Pour cela, deux classes de
me´thodes qui approchent la loi a posteriori ont e´te´ utilise´es: analytique comme l’approximation de Laplace et nume´rique comme les me´thodes
d’e´chantillonnage MCMC.
Dans ce papier, nous appliquons l’infe´rence baye´sienne dans un proble`me de reconstruction tomographique. Dans ce but, nous proposons un
champ de Gauss-Markov pour la distribution d’intensite´ avec un champ de Potts Markov cache´ pour la classe du mate´riau. Le mode`le de l’a
priori est alors un mode`le de Gauss-Markov-Potts hie´rarchique. La plupart des parame`tres du mode`le sont inconnus et nous voulons les e´valuer
conjointement avec l’objet d’inte´reˆt. En utilisant l’approche baye´sienne variationnelle, la loi a posteriori jointe est approche´e par un produit
de lois marginales a` partir desquelles les e´quations des parame`tres de forme sont de´duits. Nous pre´sentons l’application de cette approche en
reconstruction tomographique et nous discutons du couˆt de calcul et de la qualite´ de cette estimation.
Abstract – The framework of Bayesian inference provides an important tool for solving inverse problems by modeling the probability of
all the unknown parameters. However, except for simple prior models, Bayesian computation of the optimal solution is complex. Therefore,
the computational cost increases significantly making these methods not practical. Two classes of approximation methods have been used to
approach the posterior distribution, analytical as Laplace approximation and numeric such as MCMC sampling.
In this paper, we apply the Bayesian inference method in X ray tomographic reconstruction problem. For this purpose, we propose a Gauss-
Markov field with Potts region label model for the images. Most of model parameters are unknown and we wish to estimate them jointly with the
object of interest. Using the variational Bayes framework, the joint posterior law is approximated by a product of marginal laws whose shaping
parameter equations are derived. An application to tomographic reconstruction is presented with discussion of computational cost and quality of
this estimation.
1 Introduction
Dans un proble`me de tomographie 2D, nous essayons de re-
construire un objet inconnu a` partir de plusieurs projections.
La relation entre les donne´es observe´es g(s) et l’objet inconnu
f(r) est donne´e par la transforme´ de Radon (TR). Cette rela-
tion, une fois discre´tise´e s’e´crit sous la forme Le mode`le direct
se traduit par :
g = Hf + ǫ (1)
ou` f = (f(ri), ri ∈ R, i = 1, ..., N) est un vecteur conte-
nant N valeurs des pixels de l’objet discre´tise´, g = (g(si), i =
1, ...,M) est un vecteur contenantM mesures, ǫ est un vecteur
repre´sentant l’erreur de mode´lisation et de mesure et H est la
matrice des coefficients de projection, appele´e matrice de pro-
jection.
Sachant les donne´es g et le mode`le H, l’estimation de f est
connue pour eˆtre un proble`me mal pose´. De plus, les erreurs de
mesure et le nombre limite´ de projections rendent le proble`me
encore plus difficile. Par conse´quent, pour re´duire l’espace des
solutions admissibles, nous devons utiliser une technique de
re´gularisation. Deux classes de me´thodes sont ge´ne´ralement
utilise´es, de´terministe [1, 2] et probabiliste [3, 4, 5]. Dans ce
papier, nous utilisons la seconde me´thode par le biais d’une ap-
proche baye´sienne. En utilisant la formule de Bayes, nous pou-
vons e´crire la loi a posteriori p(f |g;M) de l’objet inconnu
comme suit,
p(f |g;M) =
p(g|f ;M)p(f |M)
p(g|M)
(2)
ou` la probabilite´ p(g|f ;M) repre´sente l’incertitude dans les
donne´es connaissant l’objet, p(f |M) traduit l’information a
priori sur l’objet, et p(g|M) est l’evidence du mode`leM. Une
fois l’expression de l’a posteriori p(f |g;M) obtenue, nous
de´finissons la solution du proble`me soit par l’estimateur du
maximum a posteriori MAP ou par celui de la moyenne a pos-
teriori (MP). Pour des a priori re´alistes, l’expression analytique
de ces estimateurs peut eˆtre difficilement calculable. Ainsi, la
loi a posteriori devrait eˆtre approche´e pour obtenir, avec un
couˆt de calcul raisonnable, la solution de´sire´e. Deux classes de
me´thodes existent pour approcher la loi a posteriori : analy-
tique telle que l’approche de Laplace, et nume´rique telle que
les me´thodes d’e´chantillonnage MCMC.
Re´cemment, une me´thode d’approximation analytique de la
loi a posteriori, l’approche variationnelle baye´sienne (VB), ou
l’apprentissage dans un ensemble, a e´te´ introduite pour une
application en re´seaux de neurones [6]. L’originalite´ de nos
travaux est l’application de cette me´thode pour un mode`le de
Gauss-Markov-Potts en reconstruction tomographique et dans
un contexte d’estimation non-supervise´e. Dans cette me´thode,
la loi a posteriori exacte est approche´e par une loi se´parable en
minimisant la divergence de Kullback-Leibler entre ces deux
lois. L’estimation des parame`tres du mode`le peut alors eˆtre ob-
tenue analytiquement. En choisissant des lois a priori conjugu-
e´es, les parame`tres des lois approchantes peuvent eˆtre de´duis
graˆce a` l’ite´ration des e´quations qui les relient implicitement.
2 Formulation baye´sienne
2.1 Mode`le a priori
Dans de nombreuses applications en reconstruction tomo-
graphique, nous savons que l’objet d’inte´reˆt est compose´ d’un
nombre fini de mate´riaux homoge`nes. Par exemple, en image-
rie me´dicale, l’organe e´tudie´ est compose´ de muscles et d’os
ou de matie`re blanche et de matie`re grise. Une autre applica-
tion est le controˆle non-destructif (CND) dans les applications
industrielles, ou` les matie`res e´tudie´es en ge´ne´ral sont com-
pose´es d’air et de me´tal ou d’air, de me´tal et d’un composite.
Ce mode`le a priori a de´ja` e´te´ utilise´ dans plusieurs travaux pour
plusieurs applications [4, 7, 8].
Par conse´quent, nous associons, dans notre mode`le a priori,
a` chaque pixel inconnu f une variable cache´e discre`te z. Cette
variable cache´e de´termine la classe (mate´riau) a` laquelle le pixel
inconnu appartient. Puisque l’objet est compose´ d’un nombre
limite´ de mate´riaux, ces variables prennent leurs valeurs dans
l’ensemble {1, ...,K}, ou`K est le nombre de mate´riaux. L’en-
semble de ces variables est appele´ champ cache´. De plus, nous
voudrions prendre en compte la de´pendance entre les pixels
d’une meˆme classe donne´e (compacite´ des re´gions homoge`nes),
c’est-a`-dire que tous les pixels appartenant a` une classe donne´e
doivent eˆtre dans des re´gions compactes. Cette proprie´te´ peut
eˆtre repre´sente´e par un a priori de Potts.
p(z|γ) ∝ exp
[∑
r∈R
Φ(z(r))
+
1
2
γ
∑
r∈R
∑
,r′∈V(r)
δ(z(r)− z(r′))
]
(3)
ou` Φ(z(r)) = αz(r) est l’e´nergie des cliques singletons, V(r)
repre´sent le voisinage de r (les quatre plus proches voisins), et
γ est le prame`tre de Potts
La seconde cle´ de l’information a priori est l’homoge´ne´ite´
de chaque mate´riau k, ce qui peut eˆtre exprime´ par une loi de
Gauss. Ce choix fait intervenir la densite´ moyenne du mate´riau
mk (valeur moyenne de gaussienne) et la fluctuation autour de
cette moyenne vk (variance de gaussienne).
p(f(r)|z(r) = k,mk, vk) = N (mk, vk) (4)
Concernant l’interaction spatiale entre les pixels de l’objet a`
l’inte´rieur de chaque classe, une solution simple est de les con-
side´rer mutuellement inde´pendants, ce qui se traduit par une loi
a priori de me´lange de gaussiennes inde´pendantes :
MGI :p(f |z,mz,vz) =
∏
r∈R
N (mz(r), vz(r)) (5)
Nous pouvons aussi introduire une corre´lation plus impor-
tante dans la classe et ceci par le choix d’un mode`le qui prend
en compte la de´pendance spatiale comme unme´lange de Gauss-
Markov :
MGM :p(f |z,mz,vz) =
∏
r∈RN (µz(r), vz(r)) (6)
avecmz(r) = mk,∀r ∈ Rk, vz(r) = vk,∀r ∈ Rk, et Rk est
l’ensemble de pixel dans la classe k, avecR = ∪kRk.

Cz(r) = 1−
∏
r
′∈V(r) δ(z(r)− z(r
′))
µz(r
′) =
{
mk si Cz(r) = 1
1
|V(r)|
∑
r
′∈V(r) f(r
′) si Cz(r) = 0
Les hyperparame`tres de ce mode`le sont e´galement inconnus.
Nous adoptons le meˆme cadre baye´sien pour leur estimation,
et pour simplifier les calculs nous utilisons des lois a priori
conjugue´es :
p(mk|m0, v0) = N (m0, v0), ∀k (7)
p(v−1k |a0, b0) = G(a0, b0), ∀k (8)
p(α|α0) = D(α0, · · · , α0) (9)
2.2 Estimation baye´sienne jointe
Afin d’estimer conjointement ces parame`tres d’une manie`re
non-supervise´e, nous commenc¸ons par e´crire la loi a posteriori
jointe p(f ,z,θ|g;M) en utilisant la formule de Bayes
p(f ,z,θ|g;M) = p(g|f ,z,θ;M)p(f |z,θ;M)
×p(z|θ;M)p(θ|M) (10)
Malheureusement, les expressions analytiques des estima-
teurs MAP et MP sont complexes et des calculs excats sont peu
re´alisables. Par conse´quent, seule des solutions sous-optimales
peuvent eˆtre propose´es. Cela peut eˆtre fait en approchant les
lois a posteriori afin d’obtenir facilement les estimateurs. En
ge´ne´ral, les me´thodes d’approximation a posteriori peuvent eˆtre
classe´es en deux cate´gories principales : analytique et nume´rique.
Pour un proble`me de reconstruction tomographique une me´-
thode nume´rique base´e sur l’e´chantillonnage, comme MCMC,
a e´te´ principalement mise en oeuvre [8]. Ce type de me´thode
est tre`s couˆteux en terme de temps de calcul et de difficulte´
technique. Pour cette raison, nous avons propose´ l’approxima-
tion variationnelle baye´sienne pour re´soudre ce proble`me, ou`
la distribution a posteriori conjointe est remplace´e par une loi
se´parable.
3 Approche variationnelle baye´sienne
En regardant l’expression de la loi a posteriori, nous remar-
quons que la principale source de difficulte´ dans l’obtention des
formes analytiques des estimateurs est la de´pendance entre les
parame`tres inconnus. Nous pouvons surmonter ce proble`me en
approchant la loi a posteriori par une loi se´parable.
Le principe de cette approximation vient de la physique sta-
tistique [10]. Re´cemment, cette approche a e´te´ adopte´e par la
communite´ d’apprentissage et de re´seaux de neurones [6]. De
nombreux travaux l’ont applique´e depuis dans plusieurs do-
maines d’infe´rence baye´sienne [11, 12]. .
La premie`re e´tape de cette approche est le choix de la forme
de factorisation de l’ a posteriori approchant q(f ,z,θ). Nous
devons faire ce choix en pre´servant les fortes de´pendances dans
l’expression de l’a posteriori, comme la de´pendance entre f et
les champs cache´s z et nous de´barrasser des faibles de´pendances
entre les valeurs de l’objet f et les hyperparame`tres. Dans ce
travail, nous avons choisi une forte forme de factorisation pour
la loi a posteriori
q(f , z, θ) = q(v−1ǫ )
Y
j∈R
q(fj |zj)
Y
j∈R
q(zj)
Y
i∈{1...K}
q(mi)q(v
−1
i )q(αi) (11)
Ensuite, l’expression analytique de la loi approchante q est obtenue
en minimisant la divergence de Kullback-Leibler.
KL(q : p) =
∫ ∫ ∑
q(f ,z,θ) ln
q(f ,z,θ)
p(f ,z,θ|g)
dfdθ
= −F(g) + ln (p(g|M)) (12)
Dans le cas des a priori conjugue´es, cette solution optimale
qui minimise la distance pre´ce´dente, peut eˆtre obtenue sous une
forme analytique.
q(f |z) =
∏
r
N (µ˜z(r), v˜z(r)) (13)
q(z) =
∏
r
q(z(r)|z˜(r′), r′ ∈ V(r)) (14)
q(v−1ǫ |α˜e, β˜e) = G(α˜e, β˜e) (15)
q(mk|m˜k, v˜k) = N (m˜k, v˜k), ∀k (16)
q(v−1k |a˜k, b˜k) = G(a˜k, b˜k), ∀k (17)
q(α) ∝ D(α˜1, · · · , α˜K) (18)
ou` l’expression des parame`tres des lois approchantes est donne´e
dans (app.A)
4 Application en Tomographie 2D
Dans cette partie, nous allons pre´senter les re´sultats de l’al-
gorithme de reconstruction propose´ dans le cas d’un proble`me
de tomographie de transmission. Les parame`tres lie´s a` la confi-
guration de la ge´ome´trie d’acquisition ainsi que les constantes
a priori seront donne´s. Nous allons e´tudier les performances de
notre algorithme du point de vue temps de calcul et de qualite´
de la reconstruction.
(a) (b) (c)
(d) (e) (f)
(g) (h)
FIGURE 1 – Reconstruction des donne´es synthe´tiques en uti-
lisant notre me´thode et une me´thode MCMC :(a) Objet origi-
nal(b) Donne´e bruite´(c) Estimation initiale(d) Champs cache´
initial(e) VB MGI (f) MGI (champ cache´)(g) MCMC (h)
MCMC (champ cache´)
TABLE 1 – Table re´cuplatif de performance de me´thode
PSNR(dB) Temps(sec)
initial V BMGI MCMC V BMGI MCMC
−56 20 19 1.6 10.5
En Utilisant l’algorithme propose´, nous sommes capable de
reconstruire l’objet inconnu avec 40 ite´rations (e´quivalent a` 1,6
sec sur Intel Dual Core processeur 2,66 GHz). Par rapport a` une
me´thode MCMC base´e sur le meˆme mode`le a priori, la qualite´
de la reconstruction est tre´s proche. Toutefois, c’est la vitesse
de convergence qui fait la diffe´rence entre les deux me´thodes.
En effet, il faut en ge´ne´ral 1000 ite´rations pour que la me´thode
MCMC converge (pour les re´sultats montre´s, nous avons juste
attendu 100 ite´rations ≈ 10.5sec). De plus, l’espace ne´cessaire
pour stocker les variables de notre me´thode est plus approprie´
en cas de dimension plus importante.
5 conclusion
Nous avons pre´sente´ dans cet article une approche baye´sienne
variationnelle pour la reconstruction d’image en tomographie
X 2D. L’information a priori prise en compte est l’homogenite´
par re´gion de l’objet a` reconstruire. Cette information a priori a
e´te´ mode´lise´e avec deux mode`les hie´rarchiques qui prennent en
compte la de´pendance spatiale de l’objet. Ensuite, nous avons
applique´ l’approche baye´sienne variationnelle qui approche la
loi a posteriori par une loi se´pe´rable, ce qui a permis d’obtenir
un estimateur simple de l’objet inconnu et les autres parame`tres
du mode`le. L’application de cette me´thode de tomographie CT
a donne´ des re´sultats tre`s encourageants pour son extension en
3D.
A Parame`tres des lois approchantes
Les parame`tres de la loi de me´lange de gaussiennes sont,
µ˜
t
k(r) = f˜
t−1(r) +
v˜t−1k (r)
v¯t−1k
“
µ˜
∗t−1
k (r)− f˜
t−1(r)
”
+
v˜t−1k (r)
v¯t−1ǫ
X
s
H(s, r)
`
g(s)− g˜t−1(s)
´
(19)
(
C˜t−1k (r) = 1 cas : MGI
C˜t−1k (r) = 1−
Q
r
′∈V(r) ζ˜k(r
′) cas : MGM
(20)
µ˜
∗t−1
k (r) =
1− C˜t−1k (r)
|V(r)|
X
r
′∈V(r)
µ˜
t−1
k (r
′)
+C˜t−1k (r)m˜
t−1
k (21)
v˜
t−1
k (r) =
v¯t−1k„
1 +
v¯
t−1
k
v¯
t−1
ǫ
P
s
H2(s, r)
« (22)
v¯
t−1
k = 〈vk〉qt−1 = (a˜
t−1
k b˜
t−1
k )
−1
(23)
f˜
t(r) =
X
k
ζ˜
t
k(r)µ˜
t
k(r) (24)
g˜
t = H f˜ t (25)
La loi approachant du champ cache´ est,
q(z(r) = k) = ζ˜tk(r) = c˜kd˜k(r)e˜k(r)
c˜tk = exp
[
Ψ(α˜t−1k )−Ψ(
∑
l
α˜t−1l )
+
1
2
(
Ψ(b˜t−1k ) + ln
(
a˜t−1k
))]
, (26)
d˜tk(r) = (v˜
t
k(r))
− 1
2 exp
[
−
[
µ˜tk(r)− µ˜
t−1
k (r)
]2
2v˜tk(r)
+
(µ˜tk(r))
2
2v˜tk(r)
−
〈
(µk(r))
2
〉
qt−1
2v¯t−1k
]
, (27)
e˜tk(r) = exp
(
+
1
2
γ
∑
r
′
ζ˜t−1k (r
′)
)
. (28)
et les hyper-parame`tres sont,
α˜e
t =
[
α−1e0 +
1
2
∑
r
〈
(g(r)− [Hf ] (r))2
〉
qt−1
]−1
,(29)
β˜e
t
= βe0 +
|R|
2
, (30)
m˜tk =
σ˜tk
v¯t−1k
∑
r
C˜t−1k (r)ζ˜
t−1
k (r)µ˜
t−1
k (r)
+
σ˜tk
σ0
m0 , (31)
σ˜tk =
(
σ−10 +
1
v¯t−1k
∑
r
C˜t−1k (r)ζ˜
t−1
k (r)
)−1
, (32)
a˜tk =
[
a−10 +
1
2
∑
r
〈
(f(r)− µk(r))
2
〉
qt−1
]−1
, (33)
b˜tk = b0 +
1
2
∑
r
ζ˜t−1k (r), (34)
α˜tk = α0 +
∑
r
ζ˜t−1k (r). (35)
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