Abstract-It's extremely important to screen key variables from high-dimesional electricity data that contains many predictors and presents multi-collinearity. In this paper, sparse partial least-squares regression(SPLS) is employed to investigate the electricity consumption from Yunnan province of China. SPLS can automatically select important variables and simultaneously eliminate the uninformative variables. The root mean square errors(RMSE) is used to evaluate the prediction performance and the results show that SPLS is competitive with ordinary least squares (OLS) and partial least squares regression (PLS). In addition, several predictors such as GDP of Yunnan are chosen as key factors with SPLS algorithm.
I. INTRODUCTION
The demand of electricity power is increasing with the rapid development of China. Thus, it is important to analyze the factors that impact the electricity consumption as well as to predict the electricity consumption in the future. There are various researches on electricity power, here we list some of them: Alice and Lam [1] analyzed the relationship between economic development and electricity consumption based on a 30 years dataset of China. Fan and Wang [2] studied the impact of energy-saving emission reduction policy on electricity demand under low carbon economy. And Yu and Lin [3] applied the partial least squares regression to predict the electricity power demand of Shandong province.
In this paper, we manly focus on the electricity consumption demand of Yunnan Province, China. Many factors such as economic development, population, consumer price index are contained in our analysis. It's well known that the ordinary least square method (OLS) is not very suitable when it comes to high-dimensional multi-collinear data. In this paper, we employ partial least-squares regression (PLS) to deal with the electricity data. PLS is quite suitable for highdimensional and relevant data. In addition, the number of variables can be larger than the sample size in PLS algorithm. However, the principal components of PLS is the linear combination of all the original predictors, as such, the uninformative variables are also entered the final model. Sparse partial least-squares regression (SPLS) not only inherits the advantages of PLS but also selects the key variables. In addition, the results on electricity data of Yunnan show that SPLS performs better prediction accuracy than OLS.
II. SPARSE PARTIAL LEAST SQUARES REGRESSION
SPLS is proposed by Chun and Keles [4] in 2010. SPLS can be seen as the combinations of partial least squares regression (PLS) model and a sparse variable selection procedure. SPLS chooses variables by shrinking coeffients of low impact variables to zero, and reserving the major influent ones. It means that we can achieve variable selection while doing regression [5] . Namely, SPLS can automatically select important variables and eliminate the uninformative variables. SPLS is also an iteration algorithm. Firstly, we use the following formula to solve the first direction vector of sparse partial least-squares regression： points. In this paper, c is normalized and treated as an estimate vector. When  is taken as 1, it becomes the problem with the largest eigenvalues in partial least-squares regression.
A. SPLS algorithm
Theoretically, every vector can be obtained either by SIMPLS or NIPALS iteration algorithm, but we would probably lose the conjugation of vectors by doing so. Although Smith orthogonalization preserves the conjugation of vectors, the transformed vectors may not be convergent due to the loss of properties of the Krylov sequence. And it means the inaccurate evaluation [5] . Chun and Kele [4] gives the following algorithm for SPLS: Each step of NIPALS or SIMPLS algorithm is recorded to find out the active variable and the direction vectors is updated continuously. Where A is indexes of active variables, K is the number of direction vectors, and A X is the subset of matrix X , whose column index is included in A .The SPLS algorithm can be achieved by NIPALS or SIMPLS, assuming the X and Y are all standardized. And the specific procedure are as follows:
Step 
B. Parameters tuning in SPLS
It is indicated in formula (2) Cross-validation is also referred to as cycle estimation, which always cut the data sample into the smaller data subsets and conduct analysis on arbitrary subset(we also call them the training sets), then compare with other subsets(known as validation sets or test sets) to obtain qualifications and validations. There are three main ways for cross validation. First, divide the data into two groups randomly; second, divide the data into K groups (usually divided averagely), and take a subset as the validation subset and the rest K -1 ones as the training subsets, repeat K times; third, take each sample as a validation subset separately and the rest samples as the training subsets, which is also called the leave-one-out cross validation.
Due to the small sample size n of the sparse partial leastsquares regression, we tend to use the leave-one-out cross validation. Fistly, we taking out one individual(numbered i) from training set   
R is defined by the following equation:
The multiple determination coefficient [6] always take values between 0 and 1.The more 2 R is close to 1, the better the regression is, which implies the significantly correlation between the independent variables and the dependent variables are. And indicates the data is well fitted by the model.
(2)The error of the mean squared root:
(3)The relative prediction error:
III. DATA It is shown in both domestic and foreign research that there are many factors influencing the electricity consumption, such as economy, urban population and the environment factors and so on. And all these factors are highly correlated. By comprehensive comparative analysis, in this paper we determine the main factors as follows: GDP of the first industry 1
x (one hundred million Yuan), GDP of the second x (CPI), the dependent variable y in this paper is the whole society power consumption(million kilowatt hour). The data is obtained from 《China statistical yearbook》 and 《Statistical yearbook of yunnan province 》 from 1999 to 2013. First of all, colinearity test is carried out to examine the multilinearity among variables. And a preliminary judgment can be conducted through correlation coeffients among variables. The correlation coefficients are presented as follows. Table 2 shows that the majority of the correlation coefficients between variables 1 9 , , x x  are bigger than 0.8, which means the severe multiple colinearity.
IV. RESULTS AND DISCUSSION

A. SPLS parameters adjustment
The main difference between sparse partial least-squares regression and the partial least-squares regression is that before the main ingredients being extracted the former can impose the constraint conditions on weight vectors, compress the coefficients, and put the useful coefficients together to reduce the coefficients which has a little influence on dependent variables to zero, then conduct the partial least squares regression.
Because the sample size n is smaller, we take the cross validation with leaving one subset. The CV function of SPLS of R can directly return the optimal value of 1  and K after it gives the value ranges of the independent and dependent variables x and y ,and parameters 1  and K . Set n as the number of the sample size,
.Where p denotes the number of independent variables, the value v the function takes in fold n , thus we have The chart of the mean square error of the cross validation prediction is presented as following. 
B. SPLS modeling
When subtracting the sparse principal components, we always put the punishment on the weight vector of the original data to make some coefficients reduced to zero, then delete some unrelated variables and achieve the variables choices.
Using the coefficients 1 0.80
K  obtained from the last section, we perform the sparse partial least squares regression to data which is standardized with the help of SPLS. And the coefficients of the dependent variables are presented as following. The results from the above table show that the coefficient 9
x is 0,which implies that citizen consumption price index (CPI) 9 x has no influence on the dependent variable, thus it can be deleted automatically from the independent variables. Finally, we get the sparse partial least squares equation of raw data as following, Because the multiple determination coefficient 2 R , the mean square root error RMSE , and the relative prediction error RPE are small, so the model prediction efficiency is also very good.
C. Comparison with OLS and PLS 1) OLS modeling:
Using R software to construct the ordinary least-squares regressions about all the indexes of electricity power consumption of Yunnan province.
The ordinary least squares formula: 
2) PLS modeling:
Because there are different units among all indexes, in order to eliminate the dimensional difference among all variables, first we standardize the data .In this paper we take the most common Z standardization method .After standardization for the independent variable X and the dependent variable Y , denoted by 0 E and 0 F , respectively. We subtract the first principal component 1 t , and point out that 1 w is the biggest eigenvector corresponding to the biggest eigen value of 
E E t p = -
,we can obtain 1 E . Replace 0 E by 1 E , repeat this process and the iteration stops until the cross validity of the extracted components is less than 0.0975.
Likewise, we can get the second components: The cross validities [7] of the two components are presented as following. It shows in table 4 that the cross validity of the first component is 1, and the one of the second component is 0.1561,which implies that the introduction of the first two components can promote a better prediction ability.
Table4. Cross validition
Finally, we get the partial least-squares regression equation of the raw data. Seen from what stated above, the prediction accuracy of the partial least squares model is better than that of the ordinary least squares regression. Thus it is concluded that the partial least squares regression model can perform better than the ordinary least squares regression when the correlation coefficients matrix show the existence of severe multiple correlation among variables.
3) Comparison among OLS, PLS and SPLS :
In this paper we set the analysis of the influence factors of Yunnan province's electricity consumption as example to establish the ordinary least-squares regression and the sparse partial least-squares regression model, then compare and analysis the prediction efficiency with the help of three models.
The prediction accuracy of three methods are presented as following. As is shown in figure, the real values of electricity consumption of Yunnan province, and the prediction broken line of OLS, PLS and SPLS are also clearly presented in this figure. And we can find that the sparse partial least-squares regression model performs better in fitting with the real data.Then we compare the three models' coefficients, whose diagram is presented as following: Seen from the figure, both 4 x and 9 x are missing. The partial reasons are that in the ordinary least-squares regressions the variance inflation factor of 4 x is far bigger than 10 and presents the biggest value, thus we delete it. While 9 x in the sparse partial least-squares regression modeling reduces automatically the independent variables coefficients which have little influence on dependent variables to zero. Here the advantage of variable selection of the sparse partial least-squares regression is highlighted .The sparse partial least squares coefficients present a good interpretation for the electivity consumption influence factors of Yunnan province. The first six independent variable coefficients shows that ,with the economy development of Yunnan province, the increase of investment in fixed assets, the growth of total retail sales of social consumer goods, the demand of the electricity of Yunnan province also raises. Compared with the partial least-squares regression model, the sparse partial least-squares regression presents a better fitting efficiency and higher, prediction accuracy.
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Conclusion
SPLS can automatically select important variables and eliminate the uninformative variables. The root mean square errors(RMSE) is used to evaluate the prediction performance and the results shows that SPLS is competitive with ordinary least squares (OLS) and partial least squares regression(PLS). In addition, several predictors such as GDP of Yunnan are chosen as key factors with SPLS algorithm.
