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Living ells are the produt of gene expression programs that involve the regulated tran-
sription of thousands of genes. The eluidation of transriptional regulatory networks in thus
needed to understand the ell's working mehanism, and an for example be useful for the dis-
overy of novel therapeuti targets. Although several methods have been proposed to infer gene
regulatory networks from gene expression data, a reent omparison on a large-sale benhmark
experiment revealed that most urrent methods only predit a limited number of known regu-
lations at a reasonable preision level. We propose SIRENE, a new method for the inferene of
gene regulatory networks from a ompendium of expression data. The method deomposes the
problem of gene regulatory network inferene into a large number of loal binary lassiation
problems, that fous on separating target genes from non-targets for eah TF. SIRENE is thus
oneptually simple and omputationally eient. We test it on a benhmark experiment aimed
at prediting regulations in E. oli, and show that it retrieves of the order of 6 times more known
regulations than other state-of-the-art inferene methods.
1 Introdution
Eluidating the struture of gene regulatory networks is ruial to understand how transription fa-
tors (TF) regulate gene expression and allow an organism to regulate its metabolism and adapt itself
to environmental hanges. While high-throughput sequening and other post-genomis tehnologies
oer a wealth of information about individual genes, the experimental haraterization of transrip-
tional is-regulation at a genome sale remains a daunting hallenge, even for well-studied model
organisms. In silio methods that attempt to reonstrut suh global gene regulatory networks
from prior biologial knowledge and available genomi and post-genomi data therefore onstitute
an interesting diretion towards the eluidation of these networks.
Transriptional is-regulation diretly inuenes the level of mRNA transripts of regulated
genes. Not surprisingly, many in silio methods have been proposed to reonstrut gene regula-
tory networks from gene expression data, produed at a fast rate by miroarrays (Bansal et al.,
2007). Clustering gene expression proles aross dierent onditions identies groups of genes
with similar transriptomi response, suggesting o-regulation within eah group (Tavazoie et al.,
1999). Clustering methods are widely used, omputationally eient, but do not easily lead to the
identiation of regulators for a given set of genes. Some authors nonetheless have observed that
identifying similarities, or more generally mutual information between the expression proles of a
TF and of a target gene is a good indiator of regulation (Butte et al., 2000; Faith et al., 2007).
1
When time series of gene expression data are available, other reverse-engineering methodologies an
be applied to apture the interations governing the observed dynamis. Dierent mathematial
formalisms have been proposed to model suh dynamis, inluding boolean networks (Akutsu et al.,
2000) or ordinary or stohasti partial dierential equations (Chen et al., 1999; Tegner et al., 2003;
Gardner et al., 2003; Chen et al., 2005; di Bernardo et al., 2005; Bansal et al., 2006). Some authors
have also attempted to detet ausality relationships between gene expression data, be they time
series or ompendia of various experiments, using statistial methods suh as Bayesian networks
(Friedman et al., 2000). These methods that estimate the regulatory network by tting a dynami
or statistial model are often omputationally and data demanding.
The omparison of these dierent approahes and of their apaity to aurately reonstrut
large-sale regulatory networks has been hampered by the diulty to assemble a realisti set of
biologially validated regulatory relationships and use it as a benhmark to assess the performane
of eah method. Reently, Faith et al. (2007) ompiled suh a benhmark, by gathering all known
transriptional is-regulation in Esherihia oli and olleting a ompendium of several hundreds
of gene expression proling experiments. They ompared several approahes, inluding Bayesian
networks (Friedman et al., 2000), ARACNe (Margolin et al., 2006), and the ontext likelihood of
relatedness (CLR) algorithm, a new method that extends the relevane networks lass of algo-
rithms (Butte et al., 2000). They observed that CLR outperformed all other methods in predition
auray, and experimentally validated some preditions. CLR an therefore be onsidered as state-
of-the-art among methods that use ompendia of gene expression data for large-sale inferene of
regulatory networks.
In this paper we present SIRENE (Supervised Inferene of REgulatory NEtworks), a new method
to infer gene regulatory networks on a genome sale from a ompendium of gene expression data.
SIRENE diers fundamentally from other approahes in that it requires as inputs not only gene
expression data, but also a list of known regulation relationships between TF and target genes. In
mahine learning terminology, the method is supervised in the sense that it uses a partial knowledge
of the information we want to predit in order to guide the inferene engine for the predition of
new information. The neessity to input some known regulations is not a serious restrition in
many appliations, as many regulations have already been haraterized in model organisms, and
an be inferred by homology in newly sequened genomes. Known regulations allow us to use a
natural indution priniple to predit new regulations: if a gene A has an expression prole similar
to a gene B known to be regulated by a given TF, then gene A is likely to be also regulated by
the TF. The fat that genes with similar expression proles are likely to be o-regulated has been
used for a long time in the onstrution of groups of genes by unsupervised lustering of expression
proles. The novelty in our approah is to use this priniple in a supervised lassiation paradigm.
This inferene paradigm has the advantage that no partiular hypothesis is made regarding the
relationship between the expression data of a TF and those of regulated genes. In fat, expression
data for the TF are not even needed in our approah.
Many algorithms for supervised lassiation an be used to transform this inferene priniple
into a working algorithm. We use in our experiments the support vetor mahine (SVM) algorithm, a
state-of-the-art method for supervised lassiation. The idea to ast the problem of gene or protein
networks inferene as a supervised lassiation problem, using known interations as inputs, has
been reently proposed and investigated for the reonstrution of protein-protein interation (PPI)
and metaboli networks (Yamanishi et al., 2004; Ben-Hur and Noble, 2005). Bleakley et al. (2007)
proposed a simple method where a loal model is estimated to predit the interating partners
of eah protein in the network, and all loal models are then ombined together to predit edges
throughout the network. They showed that this method gave important improvement in auray
ompared to more elaborated methods on both the PPI and metaboli networks. Here we adapt this
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strategy for the reonstrution of gene regulatory networks. For eah TF, we estimate a loal model
to disriminate, based on their expression proles, the genes regulated by the TF from others genes.
All loal models are then ombined to rank andidate regulatory relationships between TFs and
all genes in the genome. SIRENE is oneptually simple, easy to implement, and omputationally
salable to whole genomes beause eah loal model only involves the training of a supervised
lassiation algorithm on a few hundreds or thousands examples.
We test SIRENE on the benhmark experiment proposed by Faith et al. (2007), whih aims at
reonstruting known regulations within E. oli genes from a ompendium of gene expression data.
On this benhmark, SIRENE strongly outperforms the best results reported by Faith et al. (2007),
with the CLR algorithm. For example, at a 60% true positive rate (preision), CLR identies 7.5%
of all known regulatory relationships (reall), while SIRENE has a reall of 44.5% at the same
preision level using expression proles.
2 System and Methods
2.1 SIRENE
SIRENE is a general method to infer new regulation relationships between known TF and all genes
of an organism. It requires two types of data as inputs. First, eah gene in the organism needs to be
haraterized by some data, in our ase a vetor of expression values in a ompendium of expression
proles. Seond, a list of known regulation relationships between known TF and some genes is
needed. More preisely, for eah TF, we need a list of genes known to be regulated by the TF, and
if possible a list of genes known not to be regulated by it. Suh lists an typially be onstruted
from publily available databases of experimentally haraterized regulation, e.g., RegulonDB for E.
oli genes (Salgado et al., 2006). While suh databases usually do not ontain informations about
the absene of regulation, we disuss in Setion 2.3 below how we generate negative examples.
When suh data are available, SIRENE splits the problem of regulatory network inferene into
many binary lassiation subproblems, one subproblem being assoiated to eah TF. More preisely,
for eah TF, SIRENE trains a binary lassier to disriminate between genes known to be regulated
and genes known not to be regulated by the TF, based on the data that haraterize the genes
(e.g., expression data). The rationale behind this approah is that, although we make no hypothesis
regarding the relationship between the measured expression level of a TF and its targets, we assume
that if two genes are regulated by the same TF then they are likely to exhibit similar expression
patterns. In our implementation, we use a SVM to solve the binary lassiation problems (Setion
2.2), but any other algorithm for supervised binary lassiation ould in priniple be used. One
trained, the model assoiated to a given TF is able to assign to eah new gene, not used during
training, a sore that tends to be positive and large when it believes, based on the data that
haraterize the gene, that the gene is regulated by the TF. The nal step is to ombine all sores
of the dierent models to rank the andidate TF-gene interations in a unique list by dereasing
sore.
In summary, SIRENE deomposes the diult problem of gene regulatory network inferene
into a large number of subproblems that attempt to estimate loal models to haraterize the genes
regulated by eah TF. A similar approah was proposed by Bleakley et al. (2007) to infer undireted
graphs, and suessfully tested on the reonstrution of metaboli and PPI networks. Here we are
onfronted with a slightly dierent problem, sine the graph we wish to infer is direted and we just
need to infer loal models to predit genes regulated by any given TF.
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2.2 SVM
In our implementation of SIRENE, we use a SVM to train preditors for eah loal model assoiated
to a TF. SVM is a popular algorithm to solve general supervised binary lassiation problems
whih is onsidered state-of-the-art in many appliations and is available in many free and publi
implementations (Vapnik, 1998; Shölkopf et al., 2004). The basi ingredient of a SVM is a kernel
funtion K(x, y) between any two genes x and y, that an often be thought of as a measure of
similarity between the genes. In our ase, the similarity between genes is measured in terms of
expression proles. Given a set of n genes x1, . . . , xn that belong to two lasses, denoted arbitrarily





The weights αi in this expression are optimized by the SVM to enfore as muh as possible large
positive sores for genes in the lass +1 and large negative sores for genes in the lass −1 in the
training set. A parameter, often alled C, allows to ontrol the possible overtting to the training
set. The soring funtion f(x) an then be used to rank genes with unknown lass by dereasing
sore, from the most likely to belong to lass +1 to the most likely to belong to lass −1.
The kernel K(x, y) denes the similarity measure used by the SVM to build the soring funtion.
In our experiments we want to infer regulations from gene expression data. Eah olletion of gene
expression data is a vetor, so we simply use the ommon Gaussian radial basis funtion kernel
between vetors u and v:







where σ > 0 is the bandwidth parameter of the kernel.
Eah SVM has therefore two parameters, C and σ. In order to limit the risk of overtting and
positive bias in our performane evaluation that ould result from an over-optimization of these
parameters on the benhmark data, we simply x them for all SVM to the unique values C = +∞
and σ = 8. The value C = +∞ means that we train hard-margin SVM, whih is always possible
with a Gaussian kernel (Vapnik, 1998). The hoie σ = 8 was based on the observation that we
use expression proles for 445 miroarrays saled to zero mean and unit standard deviation, i.e.,
eah gene is represented by a vetor of dimension 445 and of length
√
445 ∼ 21. Hene the distane
between two orthogonal proles is of the order of
√
2 × √445 ∼ 32. We expet that a bandwidth
of the order of σ = 8, whih puts two orthogonal proles at about 4σ from eah other, is a safe
default hoie. We performed preliminary experiments with dierent values of C and σ, whih did
not result in any signiant improvement or derease of performane, suggesting that the behaviour
of SIRENE is robust to variations in its parameters around these default values. All results below
were obtained with this default parameter hoie.
2.3 Choie of negative examples
SIRENE being a supervised inferene algorithm, two sets of positive and negative training examples
are needed for eah SVM. Although regulations reported in databases suh as RegulonDB an safely
be taken as positive training examples, the hoie of negative examples is more problemati for two
reasons. First, few information is published and arhived regarding the fat that a given TF is
found not to regulate a given target gene. Hene there is no systemati soure of negative examples
for our problem. A natural hoie is then to take TF-gene pairs not reported to have regulatory
relationships in databases as negative examples, mixing both true negative and false negative. In
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that ase, we are then onfronted with the seond problem whih is that, one a hard-margin SVM is
trained on positive and negative examples, it always predit signiantly negative sores on negative
examples used during training. As a result it is not possible to use the SVM sore on genes used
during training if we want to nd TF-pairs that were wrongly assigned to the negative lass.
To overome this issue, we propose the following sheme. Let us suppose we want to predit
whether genes are regulated of not by a given TF. All genes known to be regulated by this TF form
a set of positive examples, and no predition is needed for them. The other genes are split in 3
subsets of roughly equal size. Then, in turn, eah subset is taken apart, and a SVM is trained with
all positive examples and all genes in the two other subsets as negative examples. The SIRENE
sore for the genes in the subset left apart is the SVM predition sore on these genes, whih were
not used during SVM training. Repeating this loop 3 times, we obtain the SIRENE sore for all
genes with no known regulation by the TF. This proess is then repeated for all other TF one by
one. The advantage of this proedure is that, even though there are false negative in the training
set of eah SVM, the preditions on the genes not used during training an still be positive if some
of these genes look similar to the positive training examples.
2.4 CLR
We ompare the performane of SIRENE with CLR, a method for gene network reonstrution from
gene expression data that was shown by Faith et al. (2007) to be state-of-the-art on a large-sale
benhmark evaluation. CLR an extension of the relevane networks lass of algorithm (Butte et al.,
2000), whih predit regulations between TF and genes when important mutual information an be
deteted. In the ase of CLR, an adaptive bakground orretion step is added to the estimation
of mutual information. For eah gene, the statistial likelihood of the mutual information sore is
omputed within its network ontext. Then, for eah TF-target gene pair, the mutual information
sore is ompared to the ontext likelihood of both the TF and the target gene, and turned into a
z-sore. Putative TF-gene interations are then ranked by dereasing z-sore.
2.5 Experimental protool
In order to assess the performane of SIRENE as an inferene engine, and ompare it with other
existing methods, we test it on a benhmark of known regulatory network. However, SIRENE being
a supervised method, we adopt a ross-validation proedure to make sure that its performane
is measured on predition not used during the model training step. Consequently we adopt the
following 3-fold ross validation strategy, oherent with the SIRENE protool to make preditions
explained in Setion 2.3. Given a set of TF, a set of genes, and a set of known TF-gene regulations
within these sets, we split randomly the set of genes in 3 parts, train the SVM for eah TF on two
of these subsets, and evaluate their predition quality on the third subset, i.e., on the regulations of
those genes that were not used during training (Figure 1). This proess is repeated 3 times, testing
suessively on eah subset, and the predition qualities of all folds are averaged.
In this ross-validation proedure, a partiular attention must be paid to the existene of tran-
sription units and operons in E. oli. Indeed, a given TF typially regulates all genes within an
operons, whih moreover usually have very similar expression proles. As a result, if genes within
an operon are split between a training and a test set, then the SVM predition is likely to be orret
simply beause the SVM will predit that a test gene with a prole very similar to a training gene
should be in the same lass. In other words, the SVM an probably easily reognize operons and
make orret preditions due to the presene of operons. However we are interested here in the pre-
dition of inferene of regulations for new operons. To simulate this problem in our ross-validation
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Figure 1: Cross validation for the transriptional regulatory graph
setting, we make sure that all genes that belong to the same operon are in the same subset of
genes, i.e., are always either in the training set or in the test set together. In our experiments below
we report results both an a lassial ross-validation setting, and on this partiular sheme that
preserves the integrity of operons in the train/test splits.
The CLR algorithm is evaluated with the same protool. However, sine CLR is unsupervised,
the training set is not used in eah fold, and the nal ROC and preision/reall urves are equiva-
lently obtained by omputing the urves on all genes simultaneously.
To evaluate the quality of a predition we rank all possible TF-gene regulation in the test set
by dereasing sore, and ompute both the reeiving operating harateristi (ROC) urve and the
preision/reall (PR) urve. The ROC urve plots the reall, i.e., the perentage true interations
that have a sore above a threshold, as a funtion of the false positive rate, i.e., the fration of
negative interations that have a sore above a threshold, when the threshold varies. The PR urve
plots the preision, i.e., the perentage of true positive among the preditions above a threshold,
as a funtion of reall, when the threshold varies. One ROC and PR urve is obtained in eah fold
of ross-validation, and these urves are averaged over the three folds to yield the nal estimated
ROC and PR urve.
3 Data
We used in our experiments the expression and regulation data made publily available by Faith et al.
(2007) for E. oli, and downloaded from http://gardnerlab.bu.edu/netinfer_plos_2007/?page_id=5. The ex-
pression data onsist of a ompendium of 445 E. oli Aymetrix Antisense2 miroarray expression
proles for 4345 genes. The miroarrays were olleted under dierent experimental onditions suh
as PH hanges, growth phases, antibiotis, heat shok, dierent media, varying oxygen onen-
trations and numerous geneti perturbations. The expression data for eah gene were normalized
to zero mean and unit standard deviation. The regulation data onsist of 3293 experimentally
onrmed regulations between 154 TF and 1211 genes, extrated from the RegulonDB database
(Salgado et al., 2006).
We downloaded the list of 899 known operons in E. oli from RegulonDB. Eah operon ontains
one or several genes, and eah gene belongs to at most one operon. Genes not present in any of the
regulonDB were onsidered to form an operon by themselves, resulting in a total of 3360 operons
for the 4345 genes. This operon information was used to reate the folds in the ross-validation
proedure, as explained in Setion 2.5.
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4 Results
SIRENE was ompared to CLR and other algorithms on the E oli benhmark used by Faith et al.
(2007) and desribed in the previous setion. Figure 2 shows the ROC and PR urves of CLR
and SIRENE. The two urves for the later, labeled SIRENE and SIRENE-Bias, are respetively
obtained when we use the ross-validation protool presented in Setion 2.5 and when we use a
lassial ross-validation sheme where genes within a known operon an be split between training
and test sets.
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Figure 2: Comparison of performane between CLR and SIRENE. (A) ROC urves, and (B) prei-
sion/reall urves. The SIRENE urve orresponds to the SIRENE algorithm evaluated by 3-fold
ross-validation, when genes within an operon are never split between the training and the test set.
The SIRENE-bias urve is the same algorithm evaluated by lassial 3-fold ross-validation, where
genes are randomly assigned to training and test sets.
CLR sores were obtained diretly from Faith et al. (2007). The PR urve of CLR is similar
to that presented by Faith et al. (2007), onrming that we use the exat same benhmark. Both
for ROC and PR, SIRENE performane urves are signiantly above CLR. SIRENE-bias is itself
muh better than SIRENE, onrming the importane of the evaluation bias if operons are split
artiially between training and test sets in the ross-validation proedure. In what follows we
restrit ourselves to the analysis of the results of SIRENE in the orret ross-validation protoal.
The PR urve is partiularly relevant beause the number of true regulations is very small
ompared to the total number of possible TF-gene pairs. We see that the reall obtained by
SIRENE, i.e., the proportion of known regulations that are orretly predited, is several times
larger than the reall of CLR at all levels of preision. More preisely, Table 1 ompares the realls
of SIRENE, CLR and several other methods at 80% and 60% preision. The other methods reported
are relevane network (Butte et al., 2000), ARACNe (Margolin et al., 2006), and a Bayesian network
(Friedman et al., 2000) implemented by Faith et al. (2007). The performane of these three methods
was taken diretly from Faith et al. (2007).
At 60% preision, SIRENE predits 6 times more known regulations than CLR, whih was the
best among all methods tested on this benhmark by Faith et al. (2007). With 44.5% reall at this
preision level, the performane of SIRENE allows one, in priniple, to retrieve almost half of all
known regulations.
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Table 1: Reall of dierent gene regulation predition algorithm at dierent levels of preision (60%
and 80%). The values for relevane network, ARACNe and Bayesian network were taken from
Faith et al. (2007).
Method Reall at 60% Reall at 80%
SIRENE 44.5% 17.6%
CLR 7.5% 5.5%
Relevane networks 4.7% 3.3%
ARACNe 1% 0%
Bayesian network 1% 0%
The main oneptual dierene between SIRENE and other methods is that SIRENE is a super-
vised method that requires known regulations to train its models. As an attempt to understand why
the performane of SIRENE was better than that of other state-of-the-art unsupervised methods, we
reasoned that TF with a large number of known regulated target genes ould better take advantage
of the supervised setting, and therefore that preditions for these TF should in general be better
than preditions for TF with few known targets. To validate this hypothesis, we omputed the ROC
urve for SIRENE by ross-validation, restrited to the predition of targets for eah individual TF
in turn. For eah TF, we then omputed the area under the ROC urve (AUC) as an indiator
of how well the targets of eah partiular TF are predited. We did this estimation for both CLR
and SIRENE, and show in Figure 3 the distributions of AUC sores for all TF as a funtion of the
number of known target genes in RegulonDB, for both CLR and SIRENE. As expeted, the values
for SIRENE tend to be larger than those for CLR. More importantly, we observe in the SIRENE
plot a trend to have better AUC values for TF trained on more known targets. This trend is not
present for CLR, whih does not benet from the knowledge of more or less targets for eah TF.
This result was expeted and suggests that, as our knowledge expands and the number of known
regulations ontinues to inrease, so will the performane of supervised methods like SIRENE.
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Number of regulated genes
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Figure 3: AUC per TF as a funtion of the number of regulated genes. (A) CLR and, (B) SIRENE
Having validated the relevane and performane of SIRENE on the regulonDB benhmark, we
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performed a global predition of the E. oli regulatory network at 60% preision in order to predit
new regulations in E. oli. More preisely, for eah of the 154 TF with at least one known target
in RegulonDB we omputed the SIRENE sore for all E. oli genes (4345 in total) that were not
known targets, using the protool desribed in Setion 2.3. The RegulonDB database ontained
3293 known TF-target regulations, so we assigned a sore to the 4345× 154− 3293 = 665837 other
andidate TF-gene pairs. From the ross-validation experiment we alibrated the level of SIRENE
sore threshold assoiated to various levels of preision. We seleted all pairs with a sore above
a threshold of −0.41, orresponding to an estimated preision of 60%. At this threshold, 991 new
regulations were predited in addition to the 3293 known ones. Combining known and predited
regulations we obtained a regulatory network with 4284 edges involving 1688 genes.
In order to illustrate some predited regulations, we fous now on the regulations of TF by other
TF. Removing all non-TF genes of the predited network, we obtain a graph with 131 TF and 349
interations among them (TF with no interation were removed). Among them, the rpoD gene,
whih odes for the RNA polymerase sigma fator, aounts alone for 85 regulations. In order to
obtain a piture easier to visualize with the Cytosape software (Shannon et al., 2003), we removed
rpoD from this graph, and only kept the main onneted omponent whih is shown in Figure 4.
This ore regulatory network involves 90 TF, and ombines 196 known regulations among them
with 32 predited ones.
Figure 4: Main onneted omponent of the predited regulatory network among TF of E. oli, at
an estimated 60% preision level. For larity purpose the rpoD gene was removed from this piture.
Grey arrows indiate known regulations, blue arrows indiate new predited interations.
Most regulations in this densely onneted region of the E. oli regulatory network have been
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investigated in detail, and it not a surprise that the number of newly predited regulations is
limited. Still a quik survey of the literature an onrm some of these preditions. For example,
four new regulators are predited for yhiW (rp,hns,rpoS,yhiX and itself), whih is itself predited
to regulate yhiE. Although these regulations were not present in the database used to train the
model, they are onrmed by the literature. The GadW protein oded by yhiW is a regulator that
partiipates in ontrolling several genes of the aid resistane system. It is indeed regulated by the
proteins oded by yhiX and by the general proteins rp,hns,rpoS that ontrol resistane to aidity
through the gad system that utilizes two isoforms of glutamate dearboxylase enoded by gene
regions gadA and gadB and a putative glutamate:-aminobutyri aid antiporter enoded by gadC
(Tuker et al., 2002; Waterman and Small, 2003; Ma et al., 2003). Another predited regulation
that was onrmed by a literature searh is the dependene of haR, a TF involved in the oxidative
stress response, by a funtional CAP protein enoded by the rp gene (Turlin et al., 2001). Although
preliminary, these rst validations onrm the relevane of the approah and may suggest further
experimental validations for subsystems of interest.
SIRENE is easy to implement and sales well to large-sale inferene. Indeed, the main idea
behind SIRENE is to deompose the network inferene into a set of loal binary lassiation
problems, aimed at disriminating targets from non-targets of eah TF. Although we used a SVM
as a basi algorithm to solve these loal problems, any algorithm for pattern reognition may be
used instead. Eah loal problem involves at most a training set of a few thousands genes, easily
manageable by most mahine learning algorithms. This strategy also paves the way to the use of
other genomi data to predit regulation. Indeed, loal models for gene lassiation often improve
in performane when several data, suh as phylogeneti or ell subellular loalization information
is available, and SVM provide a onvenient framework to pratially perform this data integration
(Lankriet et al., 2004; Bleakley et al., 2007). Another interesting features of SIRENE is its ability
to predit self-regulation, that other methods have generally diulties to deal with.
A important limitation of SIRENE is its inability to predit targets of TF with no a priori
known target. More generally, the performane of SIRENE tends to derease when few targets are
known. Thus, for example, it an not be used to disover new transription fators. An interesting
diretion of future researh is therefore to extend the preditions to TF with no known target. A
possible diretion may be to ombine the supervised approah with other non-supervised approahes
in some meaningful way.
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