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Kurzfassung
Von CONDAT-DYNA3D, einem Finite-Element-Programm aus dem Bereich nicht-
linearer Strukturmechanik, wurde eine maschinenunabha¨ngige Parallelversion ent-
wickelt. Die Parallelisierung, die alle wichtigen Optionen, u.a. auch den Kontakt-
modul, umfaßt, geschieht mittels Gebietszerlegung und Message-Passing-Tech-
niken. Bei der Gebietszerlegung wurde das Multilevel Recursive Spectral Bisec-
tion Verfahren (MRSB) verwendet, das in kurzer Zeit eine fast optimale Zerle-
gung erreicht. Rechenbeispiele zeigen bei typischen industriellen Problemen mit
ca. 60000 Schalen- oder Volumenelementen einen guten Beschleunigungswert von
z.B. 44 bei 50 Prozessoren auf einer Intel-Paragon oder 1.9 auf einemWorkstation-
Verbund mit zwei HP 735 Rechnern und einer TCP/IP Ethernetverbindung. Ei-
ne analytische Abscha¨tzung des Speedup-Verhaltens ermo¨glicht eine realistische
Bewertung der erzielten Ergebnisse und die Vorhersage fu¨r andere Hardware-
Plattformen.
1 Einleitung
Simulationsprogramme mit expliziter Zeitintegration aus dem Bereich nichtlinea-
rer Strukturmechanik gewinnen zunehmend an Bedeutung. Der Anwendungsbe-
reich dieser Programme ist sehr breit und reicht von der Simulation quasista-
tischer Materialpru¨fungstests, der Simulation von Crash-Tests u¨ber die Berech-
nung von impaktresistenten Schutzstrukturen bis hin zur Simulation von Hochge-
schwindigkeitsvorga¨ngen. CONDAT wendet sein Programm CONDAT-DYNA3D
zur Durchfu¨hrung von Projekten im Auftrag deutscher Industrieunternehmen in
allen diesen Bereichen an (siehe z.B. [2], [3]). Bedingt durch die hohe Elementzahl
(typischerweise 50000 bis 600000 Freiheitsgrade) und den aus Stabilita¨tsgru¨nden
sehr kleinen Zeitschritten (typischerweise 0.01 bis 5 µs !) ist der Rechenaufwand
dieser Klasse von Programmen gerade bei industriellen Beispielen sehr hoch. Um
zu kla¨ren, ob eine effiziente, allgemeine – d.h. maschinenunabha¨ngige – Paral-
lelisierung derartiger Programme mo¨glich ist, die auch zu einer angemessenen
Leistungssteigerung fu¨hrt, wird in einem vom BMBF gefo¨rderten Projekt eine
maschinenunabha¨ngige Parallelversion von CONDAT-DYNA3D entwickelt. Die
erreichte Rechenleistung sowie das Entwicklungspotential auf unterschiedlichen
Parallelrechnern wird ermittelt und kritisch beurteilt.
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2 Parallelisierungskonzept
Explizite Finite-Element-Verfahren verwenden eine direkte Zeitintegration der
Bewegungsgleichungen zur Lo¨sung des Gleichungssystems. Dies erfordert bei einer
Parallelisierung mindestens eine Synchronisation pro Zeitschritt. Damit stehen
fu¨r die Parallelisierung jedes einzelnen Zeitschrittes grundsa¨tzlich zwei Konzepte
zur Auswahl:
• Mikro-Parallelisierung : Jeder einzelne Berechnungsabschnitt (z.B. fu¨r ein
FORTRAN Programm jede SUBROUTINE) wird parallelisiert.
• Makro-Parallelisierung : Der ganze Berechnungsablauf fu¨r einen Zeitschritt
wird parallel ausgefu¨hrt. Dies kann u¨ber eine Gebietszerlegung und einen In-
formationsaustausch fu¨r die Gebietsra¨nder realisiert werden. Dabei besteht
der Gebietsrand nur aus Knoten, weil die Gleichungen explizit integriert
werden.
Die Makro-Parallelisierung hat folgende Vorteile:
• Der Programmieraufwand ist beschra¨nkt, weil neben der notwendigen Syn-
chronisation des Zeitschrittes nur Knotenkra¨fte an den Gebietsra¨ndern aus-
getauscht werden mu¨ssen, wie in Abbildung 1 dargestellt ist. Die eigentliche
Berechnung dieser Kra¨fte bleibt im Vergleich zum sequentiellen Programm
unvera¨ndert. Damit sind auch zuku¨nftige Programmoptionen (neue Ele-
menttypen, neue Materialmodelle) automatisch parallelisiert. Lediglich im
Kontaktmodul muß der sequentielle Algorithmus erweitert werden.
• Der Informationsaustausch geschieht durchMessage Passing . Diese Technik
ist auf den meisten Parallelrechnern mit verteiltem Speicher implementiert
(PVM, MPI, . . . ). Die wenigen maschinenabha¨ngigen Aufrufe ko¨nnen als
getrennte Module realisiert werden, so daß das FE-Programm maschinen-
unabha¨ngig bleibt.
• Das Programm kann ohne weiteres in einem heterogenen Rechnersystem
(z.B. Workstation-Verbund) eingesetzt werden.
• Die Gebietszerlegung kann in einem vom Lo¨sungssystem unabha¨ngigen Mo-
dul realisiert und getestet werden.
Auf einer Shared-Memory-Architektur ist der Informationsaustausch durch Mes-
sage Passing in der Regel nicht die gu¨nstigste aber eine mo¨gliche Methode (PVM
z.B. ist ha¨ufig vorhanden). Auf derartigen Systemen sind gewo¨hnlich effizientere
und einfachere Programmiermodelle vorhanden. Weiter kann bei Modellen mit
intensiven und wechselnden Kontakten die optimale Gebietszerlegung in jedem
Berechnungsabschnitt unterschiedlich sein. In diesem Fall fu¨hrt eine Rechnung
mit unvera¨nderter Zerlegung zu keinem optimalen Lastausgleich.
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Abbildung 1: Rechenzyklus in dem parallelisierten CONDAT-DYNA3D mit Syn-
chronisationspunkt
3 Gebietszerlegung nach der MRSB-Methode
Das Ziel eines jeden Gebietszerlegers ist, eine optimale Partitionierung zu erhal-
ten. Auf einem Parallelrechner mit verteiltem Speicher heißt dies im wesentlichen,
eine gleichma¨ßige Lastverteilung und eine minimale Kommunikation zu erzielen.
Die Probleme sind meistens komplex und groß. Es ist deshalb nicht einfach, ein
Verfahren zu entwickeln, welches sowohl eine optimale Partitionierung liefert als
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auch schnell genug die Ergebnisse berechnet. Das hier verwendete Verfahren Mul-
tilevel Recursive Spectral Bisection (MRSB) [1] basiert auf einem graphentheore-
tischen Ansatz und ermo¨glicht eine effiziente Lo¨sung des sich dabei ergebenden
Eigenwertproblems.
3.1 Graphentheoretischer Ansatz
Da die Gebietszerlegung fu¨r beliebige Diskretisierungsgitter verwendet werden
soll, muß gewa¨hrleistet werden, daß die Zerlegung auf keine bestimmte Geome-
trie zugeschnitten ist. Um dies zu erreichen, wird die Problemlo¨sung auf die gra-
phentheoretische Ebene u¨bertragen. Das Diskretisierungsgitter wird durch einen
ungerichteten, zusammenha¨ngenden Graphen aus N Knoten und M Kanten re-
pra¨sentiert. Dabei ko¨nnen die Knoten finite Elemente oder auch Gitterpunkte
eines Ko¨rpers sein. Kanten verbinden einen Knoten mit den anderen Knoten,
die bei der diskreten Lo¨sung zur Berechnung der Werte an diesem Punkt oder
Element herangezogen werden. In der Regel sind dies angrenzende Punkte oder
Elemente. Abbildung 2 zeigt das Beispiel eines Graphen G mit 12 Knoten und
13 Kanten.
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Abbildung 2: Graph G
Fu¨r eine optimale Zerlegung muß das Problem in dieser Ebene anders formuliert
werden. Eine gleichma¨ßige Lastverteilung wird erreicht, indem man jedem Ge-
biet die gleiche Anzahl von Knoten zuteilt. Wenn alle Knoten eines Graphen G
auf zwei nicht zusammenha¨ngende Mengen A, B verteilt werden und die Anzahl
der Knoten in A, B gleich ist, liegt Bisektion vor. Das Problem des minimalen
Datenaustauschs wird mit Hilfe der geschnittenen Kanten gelo¨st. Je weniger Kan-
ten man schneidet, umso weniger Kommunikation liegt vor. Auf dieser Strategie
basierend haben Pothen, Simon und Liou das RSB-Verfahren entwickelt [4]. Im
folgenden wird das Verfahren an Hand des Beispiels aus Abbildung 2 erla¨utert.
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3.2 Laplace-Matrix und Fiedler-Vektor
Zuna¨chst wird fu¨r das Verfahren die Laplace-Matrix L des Graphen G = (V,E)
bestimmt. V ist die Menge der Knoten und E die Menge der Kanten. Da der
Graph zusammenha¨ngend ist, ist die Matrix positiv semidefinit . Sie ist a¨hnlich
der Adjazenzmatrix aufgebaut; sind zwei Knoten im Graphen durch eine gemein-
same Kante verbunden, wird in die Matrix die Zahl –1 eingetragen, sonst eine
Null. In die Diagonale wird die Zahl der von einem Knoten abgehenden Kanten
eingetragen. Diese Zahl wird als Grad (degree) eines Knotens bezeichnet. Daher





−1 falls (vi, vj) ∈ E
degree(vi) falls i = j und vi ∈ V
0 sonst
(1)




2 −1 0 0 −1 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0 0 0 0 0
0 0 −1 2 0 0 0 −1 0 0 0 0
−1 0 0 0 2 0 0 0 −1 0 0 0
0 0 0 0 0 2 −1 0 0 −1 0 0
0 0 0 0 0 −1 3 −1 0 0 −1 0
0 0 0 −1 0 0 −1 3 0 0 0 −1
0 0 0 0 −1 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0 0 2 −1 0
0 0 0 0 0 0 −1 0 0 −1 3 −1




Der kleinste Eigenwert der positiv semidefiniten Laplace-Matrix ist stets Null.
Von dieser Matrix wird der zweitkleinste Eigenwert bestimmt, z.B. mit Hilfe
des Lanczos-Algorithmus; anschließend wird der dazugeho¨rige Eigenvektor, der
Fiedler-Vektor berechnet. Den Komponenten dieses Vektors werden die Knoten-
nummern des Graphen zugeordnet. Fu¨r die Matrix L erha¨lt man als zweitklein-
sten Eigenwert λ = 0.0913. Im linken Teil von (3) sind die Komponenten des
Fiedler-Vektors und in eckigen Klammern die zugeordneten Knotennummern des
Graphen aufgefu¨hrt. Rechts in (3) sind die Komponenten des Fiedler-Vektors






































Nachdem man den Fiedler-Vektor bestimmt und die Reihenfolge der Knoten-
nummern erhalten hat, kann die Verteilung der Gitterknoten erfolgen. Bei einer
Aufteilung des Graphen aus Abbildung 2 auf zwei Gebiete werden je sechs Knoten
auf diese verteilt. Die Knoten mit den ersten sechs Nummern des permutierten
Numerierungsvektors ganz rechts in (3) werden dem einen Gebiet zugeteilt, die
letzten sechs dem anderen. Durch diese Zuordnung erha¨lt man die Zerlegung nach
Abbildung 3. Man erkennt, daß eine optimale Zerlegung erzielt wird, da jedes Ge-
biet sechs Punkte entha¨lt und lediglich eine Kante geschnitten wird. auf einem
Parallelrechner mit verteiltem Speicher bedeutet dies gleichma¨ßige Lastverteilung
und minimale Kommunikation.
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Abbildung 3: Gebietszerlegung des Graphen G
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3.4 Multilevel-Methode
Die meiste Rechenzeit beim RSB-Verfahren erfordert die Berechnung des Fiedler-
Vektors. Je gro¨ßer die Anzahl der Knoten des Graphen ist, umso la¨nger dauert die
Berechnungszeit. Um den Fiedler-Vektor effizienter berechnen zu ko¨nnen, wurde
die sogenannte Multilevel -Methode entwickelt [1]. Sie besteht im wesentlichen aus
vier Schritten. Im ersten Schritt fu¨hrt man eine Kontraktion des Graphen durch,
d.h. man teilt den urspru¨nglichen Graphen, dessen Fiedler-Vektor man berechnen
will, in mehrere Untergraphen. Von diesen Untergraphen berechnet man im zwei-
ten Schritt den Fiedler-Vektor, z.B. mit Hilfe des Lanczos-Algorithmus. Im dritten
Schritt aproximiert man den Fiedler-Vektor des urspru¨nglichen Graphen durch
Interpolationsmethoden. Als letzter Schritt wird eine Verbesserung des Fiedler-
Vektors durch Rayleigh-Quotienten-Iteration durchgefu¨hrt. Der letzte Schritt ist
nicht zwingend notwendig. Meist kann die Iteration nach zwei Schritten abge-
brochen werden, da gewo¨hnlich die Verbesserung bereits ausreichend ist. Somit
bedeutet diese Iteration kaum einen Mehraufwand an Rechenzeit.
4 Parallelisierung durch Gebietszerlegung
In den hier betrachteten Anwendungsproblemen wird die Gebietszerlegung ein
einziges Mal zu Beginn durchgefu¨hrt. Alle u¨brigen Berechnungen finden parallel
auf den einzelnen Prozessoren statt. Die Zerlegung wird sequentiell durchgefu¨hrt,
da Zeitmessungen ergaben, daß im Vergleich zur Simulationszeit der Aufwand fu¨r
die Zerlegung gering ist. Der Zerleger liest zuna¨chst ein bestimmtes Inputfile ein.
Mit Hilfe des implementierten MRSB-Verfahrens werden die Daten des Gebietes
zerlegt. Anschließend werden die Inputfiles generiert, die die Schnittstelle vom
Gebietszerleger zum Simulationsprogramm bilden.
5 Ein paralleler Kontaktalgorithmus
Charakteristisch fu¨r das Kontaktmodul im Vergleich zum Finite-Element-Modul
ist, daß die Anzahl der Kontakte sta¨ndig wechseln kann und die große Menge
aller a priori mo¨glichen Kontakte eine Vorsortierung erfordert, um den Berech-
nungsaufwand zu minimieren. Dazu wird um jedes Kontaktsegment eine Box
konstruiert und danach die Liste der Knoten in dieser Box ermittelt. Nur fu¨r die-
se Knoten/Segment-Paare werden die Kontaktberechnungen durchgefu¨hrt. Die
Liste mit diesen
”
Kontaktkandidaten“ wird in vom Programm bestimmten In-
tervallen sta¨ndig aktualisiert. Dieses Verfahren ist in [5] beschrieben. Fu¨r die
Parallelisierung wurde zuna¨chst nur die Kontaktoption mit Ru¨ckstellfedern in
Betracht genommen, weil in dem Fall alle Kontaktkra¨fte unabha¨ngig voneinan-
der berechnet werden ko¨nnen. Bei einem zerlegten Modell kann man zwischen
lokalen und externen Kontakten unterscheiden (siehe Abbildung 4). Die lokalen
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Kontakte entstehen zwischen Knoten und Segmenten innerhalb eines Gebietes
und ko¨nnen wie im sequentiellen Fall behandelt werden. Externe Kontakte ent-
stehen zwischen Knoten und Segmenten, die verschiedenen Gebieten angeho¨ren.
Externe Kontakte werden ebenfalls wie lokale Kontakte behandelt, indem man
den Gebietsrand um die Kontaktknoten erweitert. Dazu wird auch hier eine Box
konstruiert, diesmal um das ganze Gebiet, und alle Kontaktknoten der anderen
Gebiete, die sich in dieser Box befinden, werden dem Gebietsrand zugeordnet. Da
jedes Segment nur einmal vorkommt und immer in seinem urspru¨nglichen Gebiet
bleibt, ist sichergestellt, daß jeder Kontakt nur einmal behandelt wird.
Kontaktbox - Gebiet 1
Gebietseigene Kontaktknoten
Gebietsfremde Kontaktknoten
Abbildung 4: FE-Modell mit Kontaktknoten fu¨r Gebiet 1
Diese Methode hat den Vorteil, daß kaum A¨nderungen im Kontaktmodul not-
wendig sind und das Programm mit einer Gebietszerlegung am Anfang der Be-
rechnung auskommt. Der Nachteil ist, daß bei wechselnden Kontakten leicht eine
ungu¨nstige Lastverteilung entstehen kann, die nur durch eine neue Gebietszerle-
gung zu beheben ist. Damit der Gebietsrand nicht zu viele Knoten hat, muß bei
der Gebietszerlegung auch die Kastenform der Gebietsbox beru¨cksichtigt werden.
Dies bedeutet, daß eine rein algebraische Zerlegung hier nicht unbedingt optimal
ist.
6 Skalierbarkeit des parallelisierten Programms
Die Skalierbarkeit ist ein Maß dafu¨r, wie effektiv ein Programm bei steigender
Prozessorzahl die vorhandene Rechnerleistung ausnutzen kann. Der Idealfall der
linearen Skalierbarkeit ist bei der Parallelisierung durch Gebietszerlegung zum
einen wegen der erforderlichen Kommunikation zwischen den Prozessoren nicht
erreichbar, zum anderen, weil der parallele Algorithmus im Vergleich zum sequen-
tiellen Fall einen gewissen, wenn auch kleinen Mehraufwand erfordert. Um die
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Skalierbarkeit des Lo¨sers auf einer bestimmten Architektur analytisch zu bestim-
men, muß man die mittlere Rechenzeit pro Einzelzeitschritt in Betracht ziehen.
Obwohl diese analytische Abscha¨tzung nicht unproblematisch ist, wird hier ver-
sucht, die wichtigsten Faktoren zu erfassen. Bei Modellen ohne Kontakt ist diese
Rechenzeit Tc quasi konstant und fu¨r jeden Elementtyp und jedes Materialmodell
proportional zur Anzahl der Elemente Ne. Bei Modellen mit Kontakt variiert der
zusa¨tzliche Rechenaufwand je nach Anzahl der aktiven Kontaktsegmente Ns, der
sortierten Kontaktknoten per Segment Nns, der aktiven KontakteNac und je nach
Frequenz fcs, mit der die Liste der Kontaktpaare aktualisiert werden muß. Damit
kann die Rechenzeit pro Zeitschritt fu¨r den sequentiellen Fall bei einem Modell
mit einem Elementtyp und Kontakt anna¨hernd wie folgt beschrieben werden:
Tc = Tv + Tec ·Ne + Tscc ·Ns ·Nns · fcs + Tfcc ·Nac (4)
mit Tec, Tscc, und Tfcc den spezifischen Rechenzeiten pro Element, pro Sortierpaar
und pro Kontakt, die jeweils vom Algorithmus und vom Rechnertyp abha¨ngig
sind, und Tv eine konstante Verwaltungszeit. Fu¨r den parallelen Fall wird die
Rechenzeit pro Zeitschritt T icp fu¨r den Prozessor i berechnet als:
T icp = Tv + Tec ·N
i









+ T im . (5)
Der Mehraufwand des parallelen Algorithmus T i
0
kann genauso wie z.B. Tec aus
Versuchen abgeleitet werden. Die Kommunikationszeit T im berechnet sich aus der
La¨nge und Anzahl der Datentransfers und aus der maschinenspezifischen Latenz-








Bei Berechnungen mit Kontakt ist die praktische Auswertung von (6) mittels (4)
und (5) nicht immer mo¨glich, weil die kontaktspezifischen Gro¨ßen geometrisch
bedingt sind und je nach Zerlegung stark unterschiedlich sein ko¨nnen. Fu¨r ein
Modell ohne Kontakt kann man den Beschleunigungswert fu¨r p Prozessoren wie
folgt abscha¨tzen:

















. Fu¨r die Simulation einer Wabeneindru¨ckung (Benchmark
P7), die hier zuna¨chst ohne Kontakt betrachtet wird, ist dieser Beschleunigungs-
wert fu¨r zwei Rechnerarchitekturen in Abbildung 5 dargestellt. Es muß dabei
erwa¨hnt werden, daß in dieser Abscha¨tzung bestimmte Einflu¨sse (z.B. Verwal-
tungsaufwand des Programms, Optimierungsmo¨glichkeiten des Compilers, . . . )
nicht oder nur ungenau erfaßt werden und daher der hier berechnete Beschleuni-





















Abbildung 5: Berechneter Speedup fu¨r die Wabeneindru¨ckung
7 Ergebnisse
Es wurden zuna¨chst drei Beispiele auf der Paragon XP/S 10 der KFA Ju¨lich
gerechnet. Das erste ist ein Stab, der auf eine feste Wand aufprallt, bestehend
aus 12573 Knoten und 9120 Vollelementen. Das zweite Rechenbeispiel ist ein
S-Tra¨ger, der auf eine Wand gedru¨ckt wird. Er besteht aus 6178 Knoten und
6168 Schalenelementen. Tests ergaben bei 16 Rechenknoten eine parallele Effizi-
enz u¨ber 50 Prozent. Der Einsatz ho¨herer Prozessorzahlen ist bei der geringen
Problemgro¨ße nicht sinnvoll. Das dritte Beispiel ist ein Ko¨rper mit einer Honig-
wabenstruktur wie in Abbildung 6 dargestellt. Es besteht aus 56862 Knoten und
59648 Schalenelementen. Dieses Beispiel wurde zuna¨chst auf bis zu 50 Rechen-
knoten gerechnet. Bei diesem deutlich gro¨ßeren Beispiel konnten nahezu optimale
Speedups erzielt werden, wie Abbildung 7 zeigt. Auf einem Workstation-Cluster
der Firma CONDAT bestehend aus zwei HP 735 Rechnern wurde fu¨r dasselbe




















Die Parallelisierung eines Finite-Element-Verfahrens mit expliziter Zeitintegrati-
on aus dem Bereich nichtlinearer Strukturmechanik (CONDAT-DYNA3D) hat
gezeigt, daß mit der Methode der Gebietszerlegung, kombiniert mit Message-
Passing-Techniken, ohne gro¨ßeren Programmieraufwand in kurzer Zeit eine gute
Rechenleistung erreicht werden kann. Dies gilt sowohl fu¨r echte Parallelrechner
(z.B. Intel Paragon) als auch fu¨r Workstation-Cluster.
Speziell bei Modellen mit Kontaktvorga¨ngen (mit Abstand die wichtigste Kate-
gorie bei industriellen Anwendungen) sind noch Verbesserungen bezu¨glich einer
dynamischen Zerlegung mo¨glich. Eine bessere Abstimmung zwischen Zerleger-
modul und Kontaktmodul des Finite-Element-Verfahren, sowie die Realisierung
einer dynamischen Zerlegung versprechen eine weitere Verbesserung der Leistung
und der Flexibilita¨t des entwickelten Programms auf parallelen Hochleistungs-
rechnern.
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