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Abstract
In this paper, an alternative Discrete skew Logistic distribution is proposed, which is derived by using
the general approach of discretizing a continuous distribution while retaining its survival function. The
properties of the distribution are explored and it is compared to a discrete distribution defined on integers
recently proposed in the literature. The estimation of its parameters are discussed, with particular focus
on the maximum likelihood method and the method of proportion, which is particularly suitable for such
a discrete model. A Monte Carlo simulation study is carried out to assess the statistical properties of
these inferential techniques. Application of the proposed model to a real life data is given as well.
1 Introduction
Azzalini A.(1985) and many researchers introduced different skew distributions like skew-Cauchy distribu-
tion(Arnold B.C and Beaver R.J(2000)), Skew-Logistic distribution (Wahed and Ali (2001)), Skew Student’s
t distribution(Jones M.C. et. al(2003)). Lane(2004) fitted the existing skew distributions to insurance claims
data. Azzalini A.(1985), Wahed and Ali (2001) developed Skew Logistic distribution by taking f(x) to be
Logistic density function and G(x) as its CDF of standard Logistic distribution, respectively and obtained
the probability density function(pdf) as
f(x, λ) =
2e−x
(1 + e−x)2(1 + e−λx)
; −∞ < x <∞, −∞ < λ <∞
They have numerically studied cdf, moments, median, mode and other properties of this distribution.
Chakraborty et. al.(2002) following Huang et. al.(2007) considered and introduced a new skew Logistic
1
ar
X
iv
:1
60
4.
01
54
1v
1 
 [s
tat
.M
E]
  6
 A
pr
 20
16
distribution and studied its properties. They have also studied the CDF,the moments and presented data
fitting examples.
Researchers in many fields regularly encounter variables that are discrete in nature or in practice. In life
testing experiments, for example, it is sometimes impossible or inconvenient to measure the life length of a
device on a continuous scale. For example, in case of an on/off-switching device, the lifetime of the switch is a
discrete random variable. In many practical situations, reliability data are measured in terms of the number
of runs, cycles or shocks the device sustains before it fails. In survival analysis, we may record the number of
days of survival for lung cancer patients since therapy, or the times from remission to relapse are also usually
recorded in number of days. In this context, the Geometric and Negative Binomial distributions are known
discrete alternatives for the Exponential and Gamma distributions, respectively. It is well known that these
discrete distributions have monotonic hazard rate functions and thus they are unsuitable for some situations.
On the other hand count data models such as Poisson, Geometric can only cater to positive integers along
with zero values. But in some analysis often the interest lies not only in counts but in changes in counts from
a given origin, in such situation the variable of interest can take either zero, positive or negative value. Again
in many situations the interest may be in the difference of two discrete random variables each having integer
support [0,∞). The resulting difference itself will be another discrete random variable but with integer
support (−∞,∞)(see Chakraborty and Chakravarty(2016)).Such random variables arise in many situations
in reliability theory, risk analysis, sports modelling etc. In all cases, a discrete random variable with integer
support (−∞,∞) is the most appropriate model to fit the data. One easy way to address this problem is
to construct appropriate discrete by discretizing the underlying continuous distribution. There are different
techniques available in the literature for the construction of appropriate discrete model from a continuous
distribution (for a comprehensive review on this topic see Chakraborty(2015)).
Although much attention has been paid to deriving discrete models from positive continuous distributions,
relatively less interest has been shown in discretizing continuous distributions defined on the whole set R, the
few exceptions are the discrete Normal distribution introduced by Roy(2003),the discrete Laplace distribution
by Kozubowski and Inusah(2006), Discrete Logistic distribution of Chakraborty and Charavarty(2016). The
Skellam distribution(1946) which was derived as the difference between two independent Poisson is the
earliest discrete model available for this type of data.
In this paper, a new discrete skew probability distribution with integer support (−∞,∞) is proposed by
discretizing the recently introduced two-parameter skew Logistic distribution SLogistic(p, q) of Sastry and
Bhati (2014). Important properties such as the cumulative distribution function, hazard function, quantile
function, mean, median, variance, mode of the distribution are derived. The estimation of the parameters
by using method of proportion and method of maximum likelihood is discussed. An algorithm for generating
the skew Logistic random variable is presented along with some simulation studies. Parameter estimation
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by different methods and a data fitting is also studied.
2 Proposed two parameter discrete skew Logistic distribution
Here we first briefly introduce the skew logistic distribution recently introduced by Sastry and Bhati(2014)
before proposing the discrete skew Logistic distribution.
2.1 Continuous skew Logistic distribution
The pdf of the SLogistic(κ, β) with skew parameter κ > 0 and scale parameter β > 0 of Sastry and
Bhati(2014) is given by
f(x, κ, β) =
2κ
1 + κ2

e
− x
κβ
β
(
1+e
− x
κβ
)2 if x < 0
e
− xκ
β
β
(
1+e
− xκ
β
)2 if x ≥ 0
(1)
Letting κ = 1, the model reduces to the standard(symmetric) logistic distribution(see Johnson et al. 2005),
value of κ < 1 leads to left-skewed logistic distribution whereas κ > 1 leads to right-skewed logistic distri-
bution. The corresponding cumulative distribution function (cdf) and survival function(sf) are respectively
given as
F (x, κ, β) =

2κ2
(1+κ2)
1
1+e
− x
κβ
if x < 0
κ2
1+κ2 +
2
1+κ2
(
1
1+e
−xκ
β
− 12
)
if x ≥ 0
(2)
and the survival function is
S(x, κ, β) =

1− 2κ2(1+κ2) 11+e− xκβ if x < 0
2
1+κ2
(
e
− xκ
β
1+e
− xκ
β
)
if x ≥ 0
(3)
2.2 New discrete skew Logistic distribution
Roy (2003) first proposed the concept of discretization of a given continuous random variable. Given a
continuous random variable X with survival function (sf) SX(x), a discrete random variable Y can be
defined as equal to bXc that is floor of X that is largest integer less or equal to X. The probability mass
function(pmf) P [Y = y] of Y is then given by
P [Y = y] = SX(y)− SX(y + 1)
3
The pmf of the random variable Y thus defined may be viewed as discrete concentration (Roy(2003)) of the
pdf of X. Such discrete distribution retains the same functional form of the sf as that of the continuous
one. As a result, many reliability characteristics remain unchanged. Discretization of many well known
distributions is studied using this approach (for detail see Chakraborty 2015). Notable among them are dis-
crete normal distribution (Roy(2003)), discrete Rayleigh distribution(Roy( 2004)), discrete Maxwell distribu-
tion(Krishna and Pundir(2007)), discrete Burr (Krishna and Pundir, 2009, Khorashadizadeh et. al.(2013))
and discrete Pareto distributions (Krishna and Pundir, 2009), discrete inverse Weibull distribution (Jazi et al.
(2009)), discrete extended Exponential(Roknabadi et al.(2009)), discrete Gamma distribution (Chakraborty
and Chakravarty, 2012), discrete Log-Logistics (Khorashadizadeh et. al.(2013)), discrete generalized Gamma
distribution (Chakraborty( 2015)) and discrete logistic distribution (Chakraborty and Chakravarty(2016)).
Using this concept, a two-parameter discrete probability distribution is proposed by discretizing the re-
parametrized version of the two-parameter SLogistic(κ, β) given in (1). First re-parameterization of Skew
Logistic distribution in (1) is done by taking p = e−
κ
β and q = e−
1
κβ , where p and q are related to κ and β
and value of κ and β is
κ =
√
log p
log q
and β =
√
1
log p log q
This lead us to the following definition of the proposed discrete logisctic distribution.
Definition: A continuous random variable X with survival function SX(x) is commonly said to follow the
Discrete skew Logistic distribution with parameters p and q given as DSLogistic(p, q) if its pmf P [X = x]
is given by
P [X = x] =

2 log p
log(pq)
(
q−(x+1)
1+q−(x+1) − q
−x
1+q−x
)
if x = ....,−2,−1
2 log q
log(pq)
(
px
1+px − p
x+1
1+px+1
)
if x = 0, 1, 2, .....
(4)
with corresponding cdf, reliability function and hazard function
FX(x) =

2 log p
log(pq)
q−(x+1)
(1+q−(x+1)) if x = · · · ,−2,−1
1− 2 log qlog(pq) p
(x+1)
(1+p(x+1))
if x = 0, 1, 2, · · ·
(5)
SX(x, p, q) =
1−
2 log p
log(pq)
q−x
1+q−x if x = · · · ,−2,−1
2 log q
log(pq)
px
1+px if x = 0, 1, 2, · · ·
(6)
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and
hX(x) =
p(x)
SX(x)
=

2 log p(1−q)
(1+qx+1)(log(pq)+q−x log(q/p)) if x = · · · ,−2,−1
1−p
1+px+1 if x = 0, 1, 2, · · ·
(7)
Remark: Letting p = q in (4), the model reduces to a new probability distribution with integer support
on (−∞,∞)(Chakraborty and Chakravarty(2012)), if p > q it leads to right-skewed Logistic distribution
whereas p < q leads to left-skewed Logistic distribution.
Beside skew parameter p and q, we can also introduce a location parameter µ thereby generalizing our
proposed Discrete Skew Logistic model. Thus the resulting can be written as
P [X = x|p, q, µ] =

2 log p
log(pq)
(
q−(x−µ+1)
1+q−(x−µ+1) − q
−(x−µ)
1+q−(x−µ)
)
if x = ....,−2 + µ,−1 + µ
2 log q
log(pq)
(
px−µ
1+px−µ − p
x−µ+1
1+px−µ+1
)
if x = µ, µ+ 1, µ+ 2, .....
(8)
Further it can be noted that the mode of the location family of Discrete Logistic distribution is either µ for
p > q and µ− 1 for p < q.
Figure 1: Probability mass function of DSLogistic(p, q) distribution for several combinations of the
parameter values.
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3 Distributional properties
3.1 Quantile function
The quantile of order 0 < γ < 1, xγ , can be obtained by inverting the cdf (5). Then if γ ≥ 1− 2 log qlog(pq) p1+p ,
xγ =
⌈
logp
(
(1− γ) log(pq)
2 log q − (1− γ) log(pq)
)⌉
− 1
where dze represents the smallest integer greater than or equal to z; otherwise for γ < 1− 2 log qlog(pq) p1+p
xγ =
⌈
logq
(
2 log p
γ log pq
− 1
)⌉
− 1
Further the median of DSLogistic(p, q) obtained by substituting γ = 12 in the above two equations
Median =

⌈
logp
(
log(pq)
log( q
3
p )
)⌉
− 1 if q > p 1+p3p−1
⌈
logq
 log(p3q )
log(pq)
⌉− 1 if q ≤ p 1+p3p−1
3.2 Moments
Theorem 1: If X ∼ SLogistic(p, q), then
i) E(Y ) =
2 log( pq )
log p log q loge(2)− 0.05
ii)V (Y ) = (log p)
3+(log q)3
(log pq)(log p log q)2
pi2
3 −
(
2 log( qp )
log p log q loge(2)
)2
+0.0833
Proof: For continuous random variable following skew Logistic distribution with pdf in (1) it is known
that
E(X) =
2 log(pq )
log p log q
loge(2) and V (X) =
(log p)3 + (log q)3
(log pq)(log p log q)2
pi2
3
−
(
2 log( qp )
log p log q
loge(2)
)2
Now the discretized version Y of X that is DSLogistic(p, q) is defined as Y = [X]=largest integer less or
equal to X where p = e−
κ
β and q = e−
1
κβ . Further, it can be assumed that X = Y + U , where U is the
fractional part ofX which is chopped off fromX to obtain Y . Now assuming U is uniform in the support (0, 1)
E(Y ) = E(X)− E(U)
E(Y ) =
2 log( qp )
log p log q
loge(2)− 0.05 since E(U) = 0.05
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V (Y ) = V (X) + V (U)
V (Y ) =
(log p)3 + (log q)3
(log pq)(log p log q)2
pi2
3
−
(
2 log( qp )
log p log q
loge(2)
)2
+ 0.0833 since V (U) = 0.0833
Hence proved.
3.3 Monotonicity
f(x+ 1; p, q)
f(x; p, q)
=

q−1(1+q−x)
(1+q−(x+2)) if x = ....,−2,−1
p(1+px)
(1+px+2) if x = 0, 1, 2, .....
(9)
Therefore, the above expression is monotone increasing for x < 0 and monotone decreasing for x ≥ 0.
3.4 Mode
Theorem 2: Discrete Skew Logistic distribution has unique mode at 0 if p > q, and at -1, if p < q and two
mode -1, 0 if p = q.
Proof: Let us define ∆fX(x) as
∆fX(x) = f(x+ 1)− f(x)
=

2 log p
log(pq)
(
q−x
1+q−x − 2q
−(x+1)
1+q−(x+1) +
q−(x+2)
1+q−(x+2)
)
if x = · · · ,−2,−1
2 log q
log(pq)
(
2px+1
1+px+1 − p
x+2
1+px+2 − p
x
1+px
)
if x = 0, 1, 2, · · ·
It can be further observed that
∆fX(x) =
> 0 if x < 0< 0 if x ≥ 0
Which implies that is monotonically increasing for x < 0 and decreasing for x ≥ 0. Moreover 0 is the unique
mode if
f(0) > f(−1)
(log q)
(
1 + q
1− q
)
< (log p)
(
1 + p
1− p
)
And -1 is the unique mode if
f(−1) > f(0)
(log p)
(
1 + p
1− p
)
< (log q)
(
1 + q
1− q
)
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Now, the function
g(ξ) = log ξ
(
1 + ξ
1− ξ
)
is increasing when g′(ξ) > 0 i.e. g′(ξ) = 1−ξ
2+2ξ log ξ
ξ(1−ξ)2
g′(ξ) = (1− ξ2)(1 + ξ) + ξ
[
(1− ξ2) + (1−ξ2)22 + (1−ξ
2)3
3 + · · ·
]
is positive in (0, 1), since
ξ
(
(1− ξ2) + (1−ξ2)22 + (1−ξ
2)3
3 + · · ·
)
> 0. Thus it follows that 0 is the unique mode if p > q,
-1 is the mode if p < q, and if p = q there are two modes in 0 and in -1.
4 Method of Estimation
In this section we consider two method of estimation of parameters p and q namely (i) Method of proportion
and zero’s (ii) Maximum likelihood method.
4.1 Method of Proportion
From (4), (5) and (6), we can obtain following probabilities as
p0 = P (X = 0) =
(1− p) log q
(1 + p) log pq
, p+ = P (X ≥ 0) = log p
log pq
and p− = P (X ≤ −1) = log q
log pq
(10)
and solving these equations, we obtain
p =
p+ − p0
p+ + p0
and q =
(
p+ − p0
p+ + p0
)p+/p−
Since a straightforward, estimate of p0 is the proportion of sample values equal to zero to the total sample
size, denote it with r0 =
n∑
i=1
I{x=0}/n, analogously an estimate for p− and p+ are the proportion of sample
values less and greater than or equal to zero, i.e. r− =
n∑
i=1
I{x<0}/n, r+ =
n∑
i=1
I{x≥0}/n respectively. Hence
the estimates of p and q are
p˜ =
r+ − r0
r+ + r0
and q˜ =
(
r+ − r0
r+ + r0
)r+/r−
(11)
As it is well know that the r0, r
− and r+ are unbiased and consistent estimators of p0, p−1 and p+ respectively,
thus these can be used as an initial guess for searching global maxima of log-likelihood surface. Further
this method fails to provide estimate of parameters if the sample contains no zero’s or have all negative
observations.
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4.2 Maximum Likelihood estimation
The log-likelihood function of the discrete skew Logistic model computed on a iid sample X1, X2, X3, · · · , Xn
is
l = n log 2− n log(log pq) + s− log(log p) + s+ log(log q)
+
n∑
i=1
(
log
(
q−(xi+1)
1 + q−(xi+1)
− q
−xi
1 + q−xi
)
· I{xi<0}
)
+
n∑
i=1
(
log
(
pxi
1 + pxi
− p
xi+1
1 + pxi+1
)
· I{xi≥0}
)
(12)
where s− =
∑n
i=1 Ixi<0 and s
+ =
∑n
i=1 Ixi≥0 expressing the number of negative and non-negative values in
the sample.
Further differentiating the likelihood partially w.r.t p and q, we get
∂l
∂q
= − n
q log(pq)
+
s+
q log q
+
n∑
i=1
(
xi + xiq
2xi+2 − 2qxi+1 − (xi + 1)q2xi+1 − q(xi + 1)
(1− q)q (qxi + 1) (qxi+1 + 1) · I{xi<0}
)
∂l
∂p
= − n
p log(pq)
+
s−
p log p
+
n∑
i=1
(
xi + xip
2xi+2 − 2pxi+1 − (xi + 1)p2xi+1 − p(xi + 1)
(1− p)p (pxi + 1) (pxi+1 + 1) · I{xi≥0}
)
The solution to above equations provides the maximum likelihood estimates(MLEs) of p and q. It is
quite clear that no close analytical expression can be derived for the MLEs, and have to be computed with
some numerical procedure. We use the maxlik() function available in the R environment to carry out this
task.
Further differentiating (12) and (13), we have
∂2l
∂q2
= n
(
1
q2 log2(pq)
+
1
q2 log(pq)
)
− s+
(
1
q2 log(q)2
+
1
(q2 log(q)
)
+
n∑
i=1
((
xi
q2
+
1− 2q
q2(1− q)2 +
(xi + 1)
2
q2 (qxi+1 + 1)
2 −
(xi + 1)(xi + 2)
q2 (qxi+1 + 1)
+
x2i
q2 (qxi + 1)
2 −
(xi + 1)xi
qx2i (q
xi + 1)
)
I{xi<0}
)
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∂2l
∂p2
= n
(
1
p2 log2(pq)
+
1
p2 log(pq)
)
− s−
(
1
p2 log(p)2
+
1
p2 log(p)
)
+
n∑
i=1
((
xi
p2
+
1− 2p
p2(p− 1)2 +
(xi + 1)
2
p2 (pxi+1 + 1)
2 −
(xi + 1)(xi + 2)
p2 (pxi+1 + 1)
+
x2i
p2 (pxi + 1)
2 −
(xi + 1)xi
p2 (pxi + 1)
)
I{xi≥0}
)
Remembering that E(Ix≥0) = P [x ≥ 0] = log qlog(pq) and E(Ix≤0) = P [x < 0] = log plog(pq) , we can compute the
elements of I(p, q) . If the true values of p and q are not available, one can plug in pˆML and qˆML for p and
q respectively and the nave large-sample confidence intervals at the nominal level (1− α) can be separately
provided for p and q as pˆML ± Z(1−α2 )
√
Iˆ−1(n)22. Note that instead of using the inverse of the observed
information matrix Iˆ−1(n)11 one can use
I−1
n .
5 Simulation study
A Monte Carlo simulation is a broad class of computational algorithms that rely on repeated random sampling
to obtain numerical methods. This study is conducted to assess the performance of the estimation method
and asymptotic test. This method is useful for obtaining numerical solutions to problems that are complicated
to solve analytically. A simulation study consisting of following steps is carried out for (p, q) , where
p = 0.25, 0.50, 0.75 and q = 0.25, 0.50, 0.75 and the values n = 25, 50, 75, 100 are the sample size. Under each
scenario 1000 samples were drawn, the point estimates obtained with method of Maximum Likelihood(ML)
and Method of Proportion(MP). MLEs of pˆ and qˆ are obtained by applying global numerical optimization
method. It may be noted that the sample is obtained by generating Discrete Skew Logistic Distribution
and then taking ceiling function. The estimation method has been compared through bias, mean square
error(MSE) and the average width(aw)of 95% of confidence limit of the obtained estimates over all N
samples. For these, the bias and mean square error(MSE) and the Proportion of 95% confidence interval
covering the true value of the parameter known as Coverage probability(CP), defined as
bias(pˆ) =
1
n
n∑
i=1
(pi − p0),mse(pˆ) = 1
n
n∑
i=1
(pi − p0)2
and
CP (pˆ) =
1
n
n∑
i=1
I(pˆ− 1.96SE < p0 < pˆ+ 1.96SE)
where SE is the standard error and is the true parameter. In the given table, it can be seen that the
value of average bias, mean square error and the average width decreases with increase in the sample size
10
n. In this subsection, we assess the performance of ML estimators of pˆ and qˆ as sample size n, vary. For
each of these sample sizes, we generate one thousand samples by using inversion method discussed above
and obtain Maximum Likelihood estimators and standard errors of ML estimates, (pˆ, qˆ) and (si,pˆ, si,qˆ) for
i = 1, 2, · · · , 1000 respectively. For each repetition we compute bias, mean squared error, average width (aw)
and Coverage Probability (CP). In the below table it can be clearly seen that the biasness, mean square
error(MSE) and average width(aw) decreases with increase in and the confidence interval increases with
increase in n.
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6 Applications
In this section, the DSLogistic distribution is applied to a data set given below (used by Kappenmann(1975)
and Barbiero(2013) represents the difference between flood stage for two stations on the Fox River in Wis-
consin
1.96, 1.96, 3.60, 3.80, 4.79, 5.66, 5.76, 5.78, 6.27, 6.30, 6.76, 7.65,
7.84, 7.99, 8.51, 9.18, 10.13, 10.24, 10.25, 10.43, 11.45, 11.48, 11.75,
11.81, 12.34, 12.78, 13.06, 13.29, 13.98, 14.18, 14.40, 16.22, 17.06
We are assumes that this integer part of this random sample of size n = 33 are drawn from a Discrete
skew Logistic distribution with a location parameter. To present a comparative performance appraisal here
we consider three other discrete distribution namely, a new discrete Logistic distribution(Chakraborty and
Chakravarty, 2016), discrete Laplace (Barbiero,2013), discrete Normal (Roy, 2003).
The pmfs of new discrete Logistic of Chakraborty and Chakravarty, discrete Normal of Roy and discrete
Laplace of Barbiero considered here for fitting are respectively given by
(i) New Discrete Logistic(DLog(p, µ))
p(Y = y) =
(1− p)py−µ
(1 + py−µ)(1 + py−µ+1)
where y ∈ Z, −∞ < µ <∞,0 < p < 1
(ii) Discrete Laplace(DLaplace(p, q))
p(X = x) =
1
log(pq)
log(p)(q
−(x+1)(1− q)) if x < 0
log(q)(px(1− p)) if x ≥ 0
where 0 < p < 1, 0 < q < 1
(iii) Discrete Normal of Roy(DNR(µ, σ))
P (Y = y) = Φ
(
y + 1− µ
σ
)
− Φ
(
y − µ
σ
)
y = 0,±1,±2, ....∞;−∞ < µ <∞, σ > 0, and Φ(y) is the cdf of Standard Normal distribution.
Before employing them for our purposes, we transform them by subtracting their mode, 11.5, and then
taking the integer part. We expect that these final values can be modelled through our proposed discrete
distribution. Maximum likelihood estimates of the parameters are obtained numerically by searching for
global maxima of log likelihood surface using method of proportion estimates as initial values.
The findings are presented in Table() which reveals that all the distribution give satisfactory fits to this data
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Table 4: My caption
parameter(mse) DSLog(µ, p, q) DLog(µ, p) DSLap(p, q) DNorm(µ, σ)
µˆ 11.5 9.382(0.753) - 9.318(0.717)
pˆ 0.515(0.073) 0.664(0.039) 0.623(0.073)
qˆ 0.719(0.038) 0.791(0.036)
σˆ 4.11(0.507)
LogL -92.29 -94.62 -94.38 -93.57
set but the proposed DSLogistic(p, q) is the best fit in terms of log-likelihood values.
7 Conclusions
In this paper, a new discrete skew Logistic distribution defined on Z is proposed by discretizing a continuous
Skew Logistic distribution. Some of its important probabilistic properties and parameter estimation is
discussed. Monte Carlo simulation to investigae behaviour of the parameter estimation is also provided.
From the results of the data fitting example considered here, the proposed discrete distribution is found
suitable. Therefore, it may be conclude that the this new discrete distributions will be good competitor of
the existing discrete distributions defined on Z.
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