Abstract. In this paper, we elaborate on our earlier work on modelling the mental states of PRS-like agents by considering the logical properties of intentions and various rationality postulates for PRS-like agents that are a consequence of this modelling, in particular Bratman's asymmetry thesis, the side effect problem for intentions and Rao and Georgeff's nontransference principles. We show that PRS-like agents do enjoy many of the accepted logical properties of intention and rationality postulates as automatic consequences of our approach, though, as we have argued before, PRS-like agents do not have intentions in the sense required by Bratman's theory.
Introduction
In previous work, we developed a modelling of the mental states of a class of BDI agents based on a new logic called Agent Dynamic Logic (ADL) that combines elements from Emerson and Clarke's Computation Tree Logic [4] , Pratt's Propositional Dynamic Logic [8] and Rao and Georgeff's BDI Logic [9] . The motivation of that work was to develop a logical framework that is closely aligned to the operational behaviour of a range of BDI agent architectures -those based on the PRS system -which we called PRS-like architectures. We take the PRS-like family to include PRS itself, Georgeff and Lansky [6] , Georgeff and Ingrand [5] , as well as derivative architectures such as UM-PRS, C-PRS, AgentSpeak(L), JACK Intelligent Agents TM and JAM. In Wobcke [12] , we defined an abstract PRS-like architecture extending that of Rao and Georgeff [11] that aimed to capture some of the essential elements common to this family of architectures. In this paper, we focus on the logical properties of (agents and programs developed for) this architecture. We consider two aspects of agency, the logical properties of intention, and the postulates of rationality developed by Rao and Georgeff [9, 10] , who followed the approach of Cohen and Levesque [3] in aiming to capture formally some of the principles of rationality proposed by Bratman [1] . In particular, we examine Bratman's asymmetry thesis, the side effect problem for intentions, and Rao and Georgeff's non-transference principles. We show that PRS-like agents do enjoy many of the accepted properties of intention and rationality postulates as consequences of our approach, though, as we have argued before, PRS-like agents have only a limited notion of intention that does not fulfil the functional roles required of Bratman's theory of intention. The technical aspects of this work derive from our earlier work on Agent Dynamic Logic, Wobcke [13] , for formalizing beliefs, desires and intentions, and for defining the semantics of agent programs.
The paper is organized as follows. After a summary of our previous work on Agent Dynamic Logic, we consider in Section 3 the logic of intention, and in Section 4 the rationality postulates.
Agent Dynamic Logic
In this section, we summarize our approach to defining the semantics of PRS-like agents' mental states; see Wobcke [13] for more explanation. Our framework is based on a new logic called Agent Dynamic Logic (ADL) that combines aspects of Computation Tree Logic (CTL), Propositional Dynamic Logic (PDL) and the BDI Logic of Rao and Georgeff (called here BDI-CTL).
1 ADL models capture the agent's beliefs, desires and intentions as viewed from a single point in time, but not the changes in the agent's mental state that may result as time progresses and the agent is forced to change beliefs, reconsider goals and possibly abandon intentions. In this respect, it is similar to other approaches to modelling BDI agents using temporal structures, e.g. Cohen and Levesque [3] , Rao and Georgeff [9] .
The main technical problem addressed in ADL is the interpretation of agent programs as computations over branching time structures (with emphasis on defining the meaning of special actions achieve γ, which correspond to subgoals in the plan language). The interpretation of an agent program is formally a set of BDI interpretations, each such BDI interpretation representing the ways a program can be executed starting from a particular situation. Following Rao and Georgeff [9] , each BDI interpretation is essentially a set of worlds, where a world is a computation tree (each node in such a tree having an associated state), together with accessibility relations capturing the agent's beliefs, desires and intentions. It is necessary to use BDI interpretations here (rather than just computation trees) because PRS-like agent programs implicitly refer, in the tests in conditional and iterative statements, to the beliefs of the agent, so the formal modelling of the agent's actions must also include explicit reference to the beliefs of the agent.
The language ADL (Agent Dynamic Logic) is based on both BDI-CTL, which extends CTL with modal operators for modelling beliefs, desires (goals) and intentions, and PDL, which includes modal operators corresponding to program terms. Our definitions of BDI-CTL are modifications of Rao and Georgeff's, in that, though there are three modal operators, B (belief), G (goal) and I (intention) in the language, the operators G and I are defined in terms of other primitives. We assume there is a base propositional language L for expressing time-independent properties of states. The language of ADL includes the formulae of BDI-CTL (which includes the CTL state formulae) plus formulae built using the PDL constructs, as defined more precisely below. We begin with a summary of the CTL definitions. To enable CTL to be used for modelling rational agents, Rao and Georgeff [9] developed a logic we call BDI-CTL, which extended the language of CTL state formulae to include modal operators for modelling beliefs, desires (goals) and intentions. In our reformulation, the modal operators B and G apply to BDI-CTL state formulae, while the modal operator I applies to programs. Thus intentions are directed towards actions represented as programs. The basic semantic notion is a BDI interpretation, which in Rao and Georgeff's framework, is a set of worlds over the subtrees of a single time tree, where this time tree is a branching time structure as described above, and each "world" consists of an assignment of a state to each time point in the tree over which it is based. The formal definitions of BDI interpretations and of the accessibility relations rely on the notion of a subworld of a world. A subworld of a world w contains, for each time point t, a subset of the possible futures of t that w admits, according to whether or not the corresponding path is contained in the subtree from which the subworld is derived.
Definition 8. A BDI interpretation is a tuple T , ≺, S, W, B, I where T , ≺ is a time tree, S is a nonempty set of states, W is a nonempty set of worlds based on S with each world over a subtree of T , ≺ , B is a subset of W × T × W defined only for tuples (w, t, w ) for which t is a time point in w and w , and I is a function W × T → W mapping each time point t in a world w to a subworld of w containing t.

Definition 9. A subworld of a world w over a time tree T , ≺ based on a set of states S is the world w restricted to a subtree of T , ≺ whose root is the root of w.
Any particular world w ∈ W defines a set of futures the agent considers possible starting from the initial situation in that world. Since each world is based on a branching time structure, the actions are modelled as being nondeterministic. However, since the agent has only partial information about its environment, it may be ignorant of exactly which situation it is embedded in; the agent considers only that it is embedded in a situation in which its current beliefs are true. This ignorance is captured using the relation B. More formally, the beliefs of the agent in some situation w t (at a time point t in a world w) are precisely those propositions holding at all epistemic alternatives w of w at t, i.e. in those situations w t such that B(w, t, w ). The relation on situations is assumed to be serial, transitive and Euclidean, and moreover, the relations B and I are assumed to satisfy the condition that B(w, t, w ) iff B(I(w, t), t, I(w , t)), i.e. the epistemic alternatives of I(w, t) at t are the intended subworlds of the epistemic alternatives of w at t. This simple relationship between B and I is used below to derive some basic properties of the relation between beliefs and intentions.
The intentions of the agent are those actions the agent considers that eventually it will successfully perform, according its current view of the environment, i.e. not taking into account the potential for the environment to change so as to force the agent to revise or abandon its intentions. Intentions are modelled using the function I, which defines, for any particular world, which futures (subworlds) in that world are intended by the agent: in the "intended" futures, all the agent's actions are performed successfully. More formally, the intentions of an agent with respect to a world w at t are those action formulae π for which on all possible futures in I(w, t), the agent eventually does π, i.e. the intentions of an agent are represented by formulae of the form BA✸do(π) (for the purposes of exposition, we defer the truth definition for do(π)). Finally, the goals of the agent are simply those formulae γ such that the agent intends to perform the action achieve γ. This is in keeping with the behaviour of the PRS-like interpreter, which has no mechanism for adopting a goal independently of a plan to achieve that goal.
Definition 10. Let T , ≺, S, W, B, I be a BDI interpretation. Then a world
w ∈ W satisfies a BDI-CTL formula at a time point t in w as follows.
We can now present the definition of Agent Dynamic Logic (ADL). Analogous to PDL, the language of ADL includes modal operators [π] and π corresponding to each program π, and the semantics is based on computation trees, as in the approach of Harel [7] . If α is a BDI-CTL state formula, [π]α is understood to mean that α holds in all terminating situations arising from an execution of π, while π α, which is defined as ¬[π]¬α, is understood to mean that α holds in one terminating execution of π. In computation tree semantics, terminating situations are simply the leaf nodes of the trees (note that infinite branches correspond to programs that do not terminate). The programs are assumed to consist of a set of atomic programs that can be combined with a unary operator * (iteration) and binary operators ; (sequencing) and ∪ (alternation), and corresponding to any formula α of the base language L is a test statement α? Note, however, that the test is on whether α is a belief of the agent, not whether α holds in the environment.
The semantics of ADL is based on what we call PRS interpretations, which provide an interpretation for each program in terms of a set of BDI interpretations. As mentioned above, the need for BDI interpretations (rather than computation trees or worlds) arises because PRS agent programs refer to the beliefs of the agent in the tests of conditional and iterative statements, so the models of the PRS programs must also include reference to the agent's beliefs. The definition of a PRS interpretation also enables us to define the satisfaction conditions for do(π) as needed for modelling intentions.
Each program is modelled as a set of BDI interpretations that arises by varying the initial state and belief accessibility relation B, and in which I is defined as the identify function (i.e. I(w, t) = w for all w, t). The function I plays no role in the interpretation of agent programs (so could be omitted), while the B relation is used to define the meaning of the test statements. In any BDI interpretation b modelling a program π, one distinguished world b models the execution paths of π and may have non-final situations, situations at leaf nodes in a computation tree where execution can continue (other worlds in b represent the agent's belief states, and final situations in b * represent paths where program execution cannot continue). Each primitive action π (except for the special action achieve γ -see below) is modelled by a set of worlds over a computation tree of depth 1, one world for each state s ∈ S in which the action is executable. Each such world with root s has one child situation for each possible outcome of executing the action π in s, and each of these situations is nonfinal. In addition, there is a special "action" env that models the changes in the environment that occur over cycles in which the agent tests its beliefs. 
Definition 11. A PRS interpretation is a pair S, R
Here B 0 is the set of BDI interpretations all of whose worlds are of depth 0, and pre(π), post(π) and context(π) are the precondition, postcondition and context (respectively) of a plan π in the plan library L. The precondition and postcondition of Λ are just true. Thus Λ is executable in every situation in every world, and leaves the state unchanged, while achieve γ is modelled as a set of BDI interpretations in which γ is achieved by the successful execution of a (hierarchical) plan built from plans in the plan library. Note that this condition is actually a set of recursive definitions of R achieve γ for all formulae γ at once; it is recursive because the plans π may include subgoals of the form achieve δ (and here, of course, δ may be γ). Thus the meaning of achieve γ involves a least fixpoint construction.
Logical Properties of Intention for PRS-Like Agents
We now discuss the logic of intention implied by the above semantics for ADL. First note that, with our semantics, there are no special logical requirements for goals and intentions. The set of goals (and of intentions) can even be inconsistent, partly because of the implicit temporal aspects of our modal operators, i.e. the formulae Gγ and G¬γ are not inconsistent -they simply mean that the agent wants to achieve γ and ¬γ at some points in the future (as determined by the current plans), though not necessarily at the same point. This differs from the presentation in Rao and Georgeff [9] in which the modal operators B, G and I all modify propositional formulae with the temporal modality explicit, so an agent's goals γ and ¬γ are represented using formulae G✸γ and G✸¬γ.
However, the language of ADL programs is more complicated than modal logic, in including program terms for conditional and iterative constructs, as in PDL. The meaning of these constructs follows the definitions from PDL, in which the if-then-else and while statements are defined in terms of the sequencing, union, iteration and test primitives as follows.
if α then π else χ ≡ (α?; π) ∪ (¬α?; χ) while α do π ≡ (α?; π) * ; ¬α?
Note, however, that the conditional and iterative constructs in PRS agent programs behave very differently: the tests in the PRS statements are tests, not on the state of the world, but on the agent's belief state (a distinction not needed for standard PDL).
We can now present some logical properties of intention that are consequences of the ADL semantics.
where the π i are the plans whose postcondition logically implies γ (I5) |= / I(achieve γ) ∧ I(achieve δ) ⇒ I(achieve (γ ∧ δ)) With (I1), performing the action π; χ requires the performance of π followed by χ, hence performing both actions. For (I2), performing an if-then-else statement requires that the agent perform one or other of the branches of the statement, though which branch is determined only by the result of a test on beliefs that may take place in the future. Hence the agent need not have a commitment (at the present time) to any particular branch. In contrast, (I3) relates to the choice(s) involved in commitment to an intention, and represents the fact that once a choice has been made, the choice no longer exists. Here I(π ∪χ) represents the performance of either π or χ, but Iπ represents a commitment to π -the latter does not imply the former. Note, though, that the formula represents a "choice" of the agent only to the extent that which of the actions is executed is partly determined by the situation at execution time. (I4) is a consequence of the semantics for achieve actions, and mirrors the property defined by Cavedon and Rao [2] , who obtain this property by the use of special "plan" worlds in which the only events are those actions contained in the agent's plans. Finally, (I5) is a consequence of the future directedness of intention: an agent intending to achieve γ and δ intends that γ and δ eventually hold, but not necessarily at the same time, so need not intend to achieve γ ∧ δ.
Rationality Postulates for PRS-Like Agents
Rao and Georgeff [10] present a discussion of rationality for BDI agents, building on the approach of Cohen and Levesque [3] . One of their main aims is to capture formally some of the principles of rationality proposed by Bratman [1] , in particular, the asymmetry thesis, side effect free principle, and what they call non-transference principles. The asymmetry thesis is the thesis that (i) it is inconsistent for a rational agent to both intend to perform some action and believe s/he will not do it, and (ii) it is consistent for a rational agent to intend to perform some action whilst not believing s/he will do it ("doing it" here means executing the action successfully, so the thesis means that the agent need not be certain that the attempt to perform the intended action will succeed, but cannot believe it will inevitably fail). The side effect free principle is that a rational agent need not intend the believed necessary consequences (side effects) of an intention. The non-transference principle for intentions states that a rational agent need not adopt an intention to achieve some condition that it believes will inevitably become true in the future.
More formally, Rao and Georgeff represent these principles using schemas of the following form, adapted to the language of ADL. The adaptation is necessary because in Rao and Georgeff's formalism, intentions are directed towards propositions (intentions that α be true), rather than towards actions (intentions to perform π).
(A1) |= Iπ ⇒ ¬BA ¬do(π) (A2) |= / Iπ ⇒ BA✸do(π) (SE) |= / I(achieve γ) ∧ BA (γ ⇒ δ) ⇒ I(achieve δ) (NT) |= / BA✸γ ⇒ I(achieve γ) Note that there are different varieties of (SE) depending on the "strength" of belief in the connection between γ and δ (the postulate above shows the strongest connection, and hence the hardest to refute).
In the ADL modelling of PRS-like agents, the only intentions are those relating to actions executed by the agent, though external events are also assumed to occur. Hence (NT) is satisfied, since a condition γ that always eventually arises need not be related to a plan of the agent. Now consider the asymmetry thesis. The crucial difference between Rao and Georgeff's semantics and ADL semantics is the condition that the intended futures in some world are a subworld of that world. Hence the agent can believe there are possible futures in which its intentions are not fulfilled, but cannot believe its actions will always fail. This means that both (A1) and (A2) are satisfied automatically. For (SE), Rao and Georgeff require there to be belief-accessible worlds that are not intention worlds; thus, for example, there is an intention world in which the agent goes to the dentist to relieve a toothache and does not feel pain, even though in all belief-accessible worlds the agent feels pain in this circumstance. In contrast, our explanation for (SE) rests on the behaviour of the PRS-like interpreter in selecting actions: the agent can select a plan (and hence form an intention) to achieve δ only when the postcondition of the plan logically implies δ. Hence it is possible for an agent to intend to execute a plan whose postcondition implies γ but not δ, e.g. the goal of relieving the toothache but not the goal of feeling pain. Thus (SE) is also satisfied in ADL.
The above postulates express relationships between beliefs and intentions, following Bratman [1] ; Rao and Georgeff also introduce (without justifying argument) similar postulates relating beliefs and goals, and goals and intentions. Due to the way intentions and goals are defined in ADL, postulates relating beliefs and goals follow from the above postulates, while postulates relating goals and intentions are not needed. For example, the following postulates relating beliefs and goals follow from the definition of Gγ as I(achieve γ). Again, all are satisfied in ADL.
(A1) |= Gγ ⇒ ¬BA ¬do(achieve γ)
Rao and Georgeff [9] present the following axiom schemes as the "basic system" for modelling BDI agents, reconstructed in ADL below: where our reconstruction differs significantly, the original version is also given.
{done(e) ⇒ B(done(e))} (AI8) Iπ ⇒ BA✸¬Iπ {Iα ⇒ A✸¬Iα} For (AI1), an O-formula is defined to be a formula with no positive occurrences of A or negative occurrence of E outside the scope of a B, G or I operator. In (AI3) and (AI7), e denotes a primitive action.
(AI1) is meant to capture the "realism" condition, c.f. Cohen and Levesque [3] , that an agent does not adopt goals it believes are unachievable. Rao and Georgeff consider the special case of (AI1) with α the O-formula E✸p, giving the reading that if the agent has the goal of possibly eventually achieving p, then it believes that it is possible to eventually achieve p. In our reconstruction, the "possible future" aspect of the goal is built into the meaning of the modal operator G, so that this special case of (AI1) follows directly from the definitions. Similarly, for (AI2), we have defined goals so that I(achieve γ) ⇔ Gγ is valid (there is no mechanism for a PRS-like agent to have a goal γ without a corresponding intention to achieve γ).
On Rao and Georgeff's description, (AI3) means that if the agent has an intention to do a primitive action e then the agent does e, though this does not mean that e is done successfully, only that e is attempted by the agent. Thus in the very special case where the agent has only the intention to perform one primitive action at the current time point, that intention is adopted and the action attempted. However, Iπ ⇒ do(π) is not valid in ADL because of the future directedness of intention built in to the definition; an agent's having an intention to perform π implies only that the agent believes it will attempt π at some future time.
The validity of (AI4) and (AI5) in ADL follow from the restriction imposed on the relations B and I, the condition that B(w, t, w ) iff B (I(w, t), t, I(w , t) ). Indeed the converses of (AI4) and (AI5) also follow from this condition, i.e. the agent has correct and complete beliefs about its goals and intentions. However, (AI6) is not well formed in ADL: on our interpretation, an intention to perform π gives rise to a goal of achieving the postcondition of π, not a goal of intending π itself. As goals are future directed, the goal to intend π (at some time in the future) is quite different from the (current) intention to perform π.
(AI7) is similar in flavour to (AI3) in that it relies on a distinction between attempted and performed actions. Rao and Georgeff's interpretation of (AI7) is that after attempting a primitive action e, the agent believes that it has attempted e. Our reconstruction preserves the idea of the agent's awareness of its own actions. However, our version of (AI7) is not intuitively valid, first because there is no way in ADL to distinguish an agent's attempted actions from the actions it performs, and second because the agent may not observe all the consequences of its actions, so not believe an action has been performed successfully even when it was performed successfully.
Finally, (AI8), which Rao and Georgeff take to mean that an agent eventually acts on an intention or else abandons that intention, does not hold for PRS-like agents. One reason for this is that this interpretation needs modification when plans can be infinite, because an intention, even though being acted on, may never be fulfilled, even in principle. A more serious reason is that it is part of the operational definition of the PRS-like interpreter that the agent always acts on a plan that has maximal value, so a low-value plan may never be activated.
In summary, (AI1), (AI2), (AI4) and (AI5) follow from the ADL definitions, while the other properties are intuitively invalid for PRS-like agents.
Conclusion
In this paper, we extended earlier work on modelling the mental states of PRSlike agents by considering the logical properties of intentions and various rationality postulates for PRS-like agents that are a consequence of our modelling, in particular Bratman's asymmetry thesis, the side effect problem for intentions and Rao and Georgeff's non-transference principles. We showed that PRS-like agents do enjoy many of the accepted logical properties of intention and rationality postulates as automatic consequences of our approach, even though PRS-like agents embody only a weak notion of intention.
