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ABSTRACT 
Rice Convection Model Simulations of the Centrifugal Interchange Instability in the 
Magnetospheres of Jupiter and Saturn 
by 
HanWu 
Radial plasma transport in Jupiter's and Saturn's magnetospheres is driven by the 
centrifugal interchange instability. Simulations with the Rice Convection Model (RCM) 
of the injection-dispersion phenomenon in Saturn's magnetosphere produce interchange 
convection cells stretching outward from the outer edge of the plasma torus centered near 
the orbit of Enceladus. We first use an idealized cold plasma torus near L = 4 (the orbit of 
Enceladus) as an initial distribution. Small perturbations in the torus region grow into 
interchange convection cells with alternating sectors of inflow and outflow. We show that 
the velocity-dependent Coriolis effects can be included by an effective Hall conductance, 
which is first implemented here using the grid based RCM. The simulation shows the 
following effects introduced by the Coriolis force: (1) bending of the convection cells in 
the retrograde direction, (2) slowing of their growth, and (3) broadening the out-moving 
fingers. Our simulation results support and distinguish the predictions made by 
Vasyliunas [GRL, 21,401,1994] and Pontius [GRL, 24,2961,1997]. Then we address 
two curious properties revealed by Cassini observations. (1) Several magnetospheric 
properties, including electron density, are modulated by the SKR longitude of the 
spacecraft [e.g., Gurnett et ah, Science, 316, 442, 2007]. A two-cell corotating convection 
model has been invoked by Gumett etal. and by Goldreich and Farmer [JGR, 112, 
A05225, 2007] to explain this modulation. We have simulated this system by imposing 
an initially asymmetric plasma distribution in the Enceladus torus region, and find that 
the initial distribution must be at least -40% asymmetric in order to give a factor ~2 
asymmetry at 5 Saturn radii as reported. (2) The inflow sectors ("injection events") are 
much narrower in longitude than the interspersed outflow sectors. There is no obvious 
explanation for this in linear instability theory, nor in previous RCM simulations without 
an active plasma source. Our inclusion of an extended active continuous plasma source, 
combined with the Coriolis effects, provides a possible explanation. Finally, the initial 
results of inclusion of the pickup currents are reported. 
ACKNOWLEDGEMENTS 
I would like to express my deepest gratitude to my advisor Dr. T. W. Hill for his support 
and guidance during my years as a graduate student at Rice. He gave me so many ideas and 
spent a lot of time on this thesis. I really enjoy working with him. 
I would like also to acknowledge the help of Dr. R. A. Wolf, Dr. R. W. Spiro and Dr. S. 
Sazykin on numerical implementation and coding. Thanks Dr. R. E. Jonhson for his data in 
the plasma source. 
Thanks the committee members Dr. F. Toffoletto and Dr. F. Niu for reviewing this thesis. 
A last, I thank my parents Yumei Chen and Ruofei Wu, my wife Ting Hong for their 
supporting and encouraging on my Ph.D study. This thesis is dedicated to my lovely 
daughter Aimee Y. Wu, who was born on the complishment of this thesis. 
Table of Contents 
1. Introduction... 1 
1.1 Jupiter's and Saturn's magnetospheres 1 
1.2 Dynamics of planetary magnetospheres 3 
1.3 Theoretical models for plasma transport in planetary magnetospheres 10 
2. Quantitative model for Centrifugal Dynamics in Jupiter's and Saturn's inner 
magnetospheres 22 
2.1 Quantitative model for plasma convection driven by centrifugal interchange instability 
22 
2.2 Rice Convection Model (RCM) 27 
2.3 RCM for Jupiter and Saturn 30 
2.3.1 The centrifugal drift current 30 
2.3.2 The magnetic field model 32 
2.3.3 The ionospheric conductance model.. 34 
2.3.4 The boundary conditions 34 
3. Numerical simulation of fine structure in the Io plasma torus 35 
3.1 Introduction 35 
3.2 Simulation setup. 37 
3.3 Simulation results 41 
vi 
3.3.1 Finger evolution 41 
3.3.2 Grid convergence study 44 
3.3.3 Effect of the initial radial width on finger spacing 47 
3.4 Discussion 49 
4. RCM Simulations of Saturn's magnetosphere 52 
4.1 Motivation 52 
4.2 Simulation with an initial distribution 55 
4.2.1 Simulation setup..... 55 
4.2.2 Finger evolution 63 
4.2.3 Coriolis effects on centrifugal interchange instability 73 
4.2.3.1 Introduction 76 
4.2.3.2 Numerical treatment of Coriolis effects 77 
4.2.3.3 Simulation results 81 
4.2.3.4 Conclusion..... 89 
4.2.4 Azimuthal asymmetry of initial plasma distribution... 90 
4.2.4.1 Introduction 90 
4.2.4.2 Simulation setup 94 
4.2.4.3 Simulation results 95 
4.3 Simulation with an active plasma source 116 
vii 
4.3.1 Inclusion of an idealized active plasma source 116 
4.3.1.1 Introduction.. .116 
4.3.1.2 Simulation with an idealized source. 118 
4.3.1.3 Simulation results ..118 
4.3.2 Simulation with an extended plasma source in Saturn's inner magnetosphere.... 126 
4.3.2.1 Introduction 126 
4.3.2.2 Simulation setup 128 
4.3.2.3 Simulation results. 129 
4.3.3 Inclusion of the pick-up current 146 
4.3.3.1 Simulation setup 146 
4.3.3.2 Simulation results 148 
5. Conclusion.. 159 
6. Future Developments 162 
1 
1. Introduction 
1.1 Jupiter's and Saturn's magnetospheres 
A planet's magnetosphere is the region dominated by the magnetic field of the planet. 
It acts as an obstacle deflecting the solar wind around it. The boundary of the 
magnetosphere is called the magnetopause, across which the direction of the magnetic 
field has a sharp change. Three factors are required for a dynamic magnetosphere: a 
strong enough planetary magnetic field, a source of plasma, and a source of energy 
[Khurana et al., 2004]. Earth's magnetosphere, which is determined by the earth's 
magnetic field, solar wind, and interplanetary magnetic field (IMF), is the first studied 
magnetosphere in the solar system. 
Jupiter's magnetic field is roughly a dipole field tilted 10° to the rotation axis. Its 
surface field strength is about 13 times stronger than that of Earth. Jupiter's 
magnetosphere is the largest planetary structure in the solar system (Fig. 1). Because of 
Jupiter's fast rotation (with a period of 9 hours 55 minutes), most of the plasma is 
confined to the centrifugal equatorial plane. Io, Jupiter's closest Galilean moon with an 
orbital radius of 5.91 Jupiter radii (R} ), spews out sulfur and sulfur dioxide from its 
volcanoes at a rate -Mfkg/s [Broadfoot et al., 1979]. These particles are ionized to form 
the Io plasma torus, a donut-shaped ring of gas surrounding Jupiter. The Io torus provides 
the major source of plasma in Jupiter's magnetosphere. This is one way that Jupiter's 
magnetosphere differs from that of Earth. 
2 
Figure 1. A schematic of Jupiter's magnetosphere in the noon-midnight meridian plane. 
This figure is adapted from Jupiter: The Planet, Satellites and Magnetosphere, Edited by 
Fran Bagenal, Timothy E. Dowling, William B. McKinnon. Cambridge planetary science, 
Vol. 1, Cambridge, UK: Cambridge University Press. 
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Saturn has a rotation period of about 10 hours 48 minutes. Its magnetic field is very 
nearly a dipole field aligned with the spin axis. There are three distinct internal plasma 
sources for Saturn's magnetosphere: the upper atmosphere of Saturn, the icy-satellite and 
ring system and its associated neutral cloud, and Titan. Saturn's magnetosphere has been 
extensively probed by the Cassini Plasma Spectrometer (CAPS) [Young et al, 2005]. 
Based on observations from the initial passage of the Cassini spacecraft, Young et al. 
identified four distinct regions in Saturn's magnetosphere, which are characterized by 
plasma properties and ion composition: (1) The outer magnetosphere just inside the 
magnetopause, whose radial distance is about 30 Saturn Radii (R s) near the dawn 
meridian, is dominated by tenuous hot plasma, mainly H+. (2) The outer plasmasphere 
with radial distances from about 11 Rs to 30 Rs, contains plasma that is partially 
corotating and composed of H+, 0 + and water group ions W+. (3) The inner plasmaphere 
between 3 Rs and 11 Rs is made up of 0 + and W+ and is close to rigid corotation. (4) 
A layer of plasma over the A and B rings is made up of Oxygen ions. 
1.2 Dynamics of planetary magnetospheres 
Kivelson [2005] listed seven mechanisms relevant to plasma transport and 
acceleration in planetary magnetospheres, namely, rotation imposed by the ionosphere, 
convection driven by the solar wind, interchange, reconnection, radial diffusion, pitch 
angle scattering, and recirculation. Convection was originally defined as a large-scale 
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circulation of plasma that delivers solar-wind power to Earth's magnetosphere [Hill and 
Dessler, 1991]. Interchange is a smaller-scale transient form of convection driven by 
internal causes such as gravity and the centrifugal force of corotation. So, there are two 
basic convection mechanisms: solar-wind driven convection and centrifugally driven 
convection [Hill and Dessler, 1991]. 
Earth's magnetosphere is dominated by solar-wind driven convection through solar 
wind-magnetosphere coupling. Dungey's open magnetosphere model [Dungey, 1961] 
provides an explanation for this coupling (Fig. 2). That is, the magnetic field lines from 
the polar caps are extended to the solar wind. The interconnection of the geomagnetic 
field lines and interplanetary magnetic field (IMF) lines forms two magnetic 
reconnection sites (X lines in Fig. 2): one is in the dayside magnetopause and the other is 
in the magnetotail. Magnetic reconnection, also called magnetic merging, is a process of 
converting magnetic-field energy into particle energy. Through this interconnection of 
the magnetic field lines, the solar wind drives anti-sunward plasma flow in the tail lobe 
region (where the geomagnetic field is connected to the IMF) and in the low-latitude 
boundary layer (both mapped to the polar cap in the ionosphere) and a sunward return 
flow at latitudes equatorward of the polar cap (Fig. 3). 
This convection drives a current system in Earth's magnetosphere (Fig. 4). The 
deceleration of the solar wind provides the dynamo for this current system. Part of the 
dissipative conduction current in the ionosphere is connected to gradient-curvature drift 
currents in the magnetosphere through magnetic field aligned Birkeland currents. This is 
5 
Figure 2. Magnetic topology and plasma flow of Dungey's open magnetosphere model. 
(Adapted from Hill and Dessler [1991].) 
6 
Figure 3. Average plasma circulation in Earth's high latitude ionosphere (A) and in the 
magnetospheric equatorial plane (B). These two regions are mapped to each other 
through magnetic field lines. (Adapted from Hill and Dessler [1991].) 
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the basic mechanism for magnetosphere-ionosphere coupling in earth's inner 
magnetosphere [Vasyliunas, 1970]. Other dissipative currents include the cross-tail 
current and the partial ring current. 
In Jupiter's magnetosphere, the injection of plasma from Io must be balanced by 
outward transport to maintain a steady state. The centrifugal acceleration at 6Rj exceeds 
the gravitational acceleration, making the net force outward. Plasma outflow at the same 
average rate as plasma production at Io gives a residence time of -10 days. This outflow 
constitutes a rotationally driven convection system that transfers angular momentum and 
power from Jupiter to its magnetosphere [Hill and Dessler, 1991]. After moving out of 
the inner and middle magnetosphere, the iogenic plasma is lost to the tail (outer 
magnetosphere) through a reconnection process described by Vasylinus [1983] (Fig. 5). 
Closed flux tubes are stretched by the centrifugal force and break out through the X-line, 
producing plasmoids, which are bubbles of plasma flowing down the tail. 
Bagenal [2005] proposed that Saturn's magnetosphere is a mixture of Earth-like 
behavior and Jupiter-like behavior, with some behaviors that are unique. Saturn's auroras 
are influenced by the solar wind, but in contrast with Earth, where the IMF orientation is 
important, the solar wind dynamic pressure plays the most important role for Saturn's 
aurorae [Crary et al. 2005]. Both Jupiter and Saturn have fast rotation with internal 
plasma sources. Enceladus, Saturn's icy satellite with an orbital radius of 3.95 Rs, is a 
significant source of plasma in Saturn's magnetosphere [Pontius and Hill, 2006; Smith et 
ah, 2007]. The ejection of water-group atoms, molecules, and ice particles at a rate 
8 
Figure 4. Current systems in Earth's magnetosphere. Retrieved from 
http://www-istp.gsfc.nasa.gov/Education/Intro.html, 2008/03/12. 
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EQUATORIAL PLANE MERIDIAN SURFACE 
MAGNETIC X-LINE 
Figure 5. Schematic illustration of plasma flow in Jupiter's equatorial plane (left) and 
field and flow patterns in magnetic meridian surfaces (right), adapted from Vasyliunas 
[1983]. 
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> lOOkg/s [Tokar et ah, 2006] provides plasma to Saturn's magnetosphere by impact 
ionization. The acceleration of these newly ionized particles drains angular momentum 
from Saturn's ionosphere. Plasma is then transported outward through the middle 
magnetosphere to the tail, where reconnection is also expected as in Jupiter's tail region 
(Fig. 6). Thus, Kivelson [2006] argued that the response to plasma introduced by 
Enceladus governs dynamics in Saturn's magnetosphere (Fig. 7). 
If we limit our attention to the inner and middle magnetosphere, both Jupiter's and 
Saturn's magnetospheres are rotation dominated. Both of them have a significant inner 
plasma source. The motivation for this thesis is to study how this inner-satellite-produced 
plasma is transported outward. 
1.3 Theoretical models for plasma transport in planetary magnetospheres 
It is widely accepted that Dungey's open magnetosphere model explains most 
dynamics in Earth's magnetosphere. Most of the models for plasma transport in Jupiter's 
magnetosphere fall into two categories in terms of driving mechanism: radial diffusion 
[e.g., Herbert, 1996] and the centrifugal interchange instability. The radial diffusion 
model describes a one-dimensional (radial) random walk of flux tubes resulting from 
multiple transient, small-scale, circulation cells. Although it is possible to describe the 
centrifugal interchange instability in terms of a radial diffusion formalism [e.g., Siscoe 
and Summers, 1981], numerical simulations with the Rice Convection Model, described 
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ure 6. Sketch of Saturn's magnetosphere, adapted from M. K. Dougherty [2001], 
Saturn: Magnetosphere, Encyclopedia of Astronomy and Astrophysics. 
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Figure 7. Schematic illustration of Saturn's magnetosphere. Here the plume at Enceladus 
acts as the source of outflowing plasma. Adapted from Kivelson [2006]. 
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below, do not conform to this simple picture. 
The centrifugal interchange instability is similar to an inside-out Rayleigh-Taylor 
instability. As shown in Fig. 8, when a high density fluid rests on a low density fluid, the 
system is unstable under the force of gravity. High density fluid elements move 
downward, interspersed with upward-going low density fluid elements. When the gravity 
force is replaced with the outward centrifugal force and the density gradient is inward, 
the system is unstable under centrifugal interchange. When applied to Jupiter's and 
Saturn's magnetospheres, it is the gradient of the flux tube mass content (77, mass per 
unit magnetic flux) rather than of the volume mass density that determines stability. 
The centrifugal interchange instability involves the interchange of magnetic flux 
tubes [Sonnerup and Laird, 1963], as illustrated in Fig. 9. Magnetic flux is conserved by 
the exchange of flux tubes A and B. The concept of interchange was first proposed by 
Gold [1959]. There are two requirements for the centrifugal interchange instability: (1) 
the planet has rapid rotation to provide a net outward centrifugal force, and (2) there is an 
internal plasma source to make 77 decrease outward. These two requirements are met 
very well in Jupiter's and Saturn's magnetospheres. Both of them have an active inner 
plasma source and the rapid rotation of the planets makes the centrifugal force exceed the 
gravity force at the orbits of Io and Enceladus, giving a net outward centrifugal force. 
A limited number of observations support the picture of interchange instability in 
Jupiter's magnetosphere. One of them is reported by Kivelson et al. [1997]. Fig. 10 
shows an interval of Galileo magnetometer data, where the strength of the magnetic field 
14 
Figure 8. The Rayleigh Taylor instability is driven by the gravity force. 
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BEFORE THE INTERCHANGE 
AFTER THE INTERCHANGE 
Figure 9. Flux tube interchange. Tubes A and B have equal magnetic flux. Adapted from 
Sonnerup and Laird [ 1963 ]. 
has an enhancement during a 10-second interval. This enhancement requires a plasma 
density change of the order of 2300 cm'3, which is comparable to the torus plasma density. 
Kivelson et al. [1997] attribute this enhancement to the spacecraft's entering an inward 
moving flux tube where the flux tube content is low (Fig. 11). 
Observations from the Cassini spacecraft in Saturn's magnetosphere have provided 
ample evidence supporting the centrifugal interchange instability. Fig. 12 shows an 
example reported by Hill et al. [2005]. Hot plasma injections and accompanying V-shape 
dispersion structures are widely observed by the Cassini Plasma Spectrometer [Chen and 
Hill, 2008]. They can be explained as the result of hot tenuous plasma moving inward by 
ExB drift and interspersing with the cold plasma (Fig. 13). The ions and electrons of 
the hot plasma are separated by the gradient/curvature drift. Ions make the left half of the 
V-structure in the energy-time spectrogram. Electrons make the right half. The reason 
why this phenomenon is not widely observed in Jupiter's magnetosphere is that the 
gradient/curvature drift speed in Jupiter's magnetosphere is much smaller than in 
Saturn's. 
There are three models based on the centrifugal interchange instability to describe 
plasma transport in Jupiter's magnetosphere: (1) The eddy diffusion model [Siscoe and 
Summers, 1981; Summers and Siscoe, 1985], where plasma transport is provided by the 
exchange motion of locally produced turbulent circulation cells. (2) A large-scale 
corotating convection model [Hill et al, 1981], where convection is driven by a 
large-scale longitudinal asymmetry of the Io torus which corotates with Jupiter. (3) The 
17 
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Figure 10. Magnetic field enhancement observed by Galileo spacecraft. Adapted from 
Kivelson [1997]. 
Figure 11. The schematic used by Kivelson [1997] to explain the magnetic field 
enhancement. Solid cures represent outgoing dense flux tubes. Dotted cures represent 
inward going less dense flux tubes. 
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Figure 12. Linear energy spectrogram for electrons (top) and positive ions (middle). Ions 
drift to left while electrons drift to the right, forming a V shape structure. Adapted from 
Hill etal. [2005]. 
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Figure 13. Illustration to the formation of V structures in Fig. 12. The gradient/curvature 
drift separates the electron and ions from the injecting hot plasma. Adapted from Hill et 
al. [2005]. 
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transient convection model [Pontius and Hill, 1989], where plasma transport is provided 
by outward motion of mass-oaded flux tubes coupled with micro-diffusion between flux 
tubes. The eddy diffusion model and the transient convection model only consider the 
small scale plasma motion and neglect the large scale convection circulation. In the 
corotation convection model, only the large-scale convection is considered and small 
scale effects are neglected. 
In this study, we implement a quantitative method to study plasma transport dynamics 
in Jupiter's and Saturn's magnetospheres. In the first part of this work, the traditional 
edge-based Rice Convection Model code is applied to the study of fine structures in Io 
plasma torus, to determine which factor determines the size of the centrifugal interchange 
convection cells. In the second part, the newer grid-based Rice Convection Model is 
applied to Saturn's magnetosphere in order to incorporate a continuously active plasma 
source. The effect of the Coriolis acceleration is studied, and found to be in agreement 
with theoretical predictions. A large-scale (m=l) initial asymmetry is imposed to 
investigate the observed longitudinal modulation of plasma density in Saturn's inner 
magnetosphere. Finally, an active plasma source and associated pickup current are 
incorporated in the model and their effects are addressed. 
In the next section, the governing equations for the centrifugal interchange instability 
are reviewed and the numerical methods are introduced. 
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2. Quantitative model for Centrifugal Dynamics in Jupiter's and Saturn's inner 
magnetospheres 
2.1 Quantitative model for plasma convection driven by centrifugal interchange 
instability 
The inner magnetosphere can be defined as a region where the plasma convection 
speed in the corotating frame is smaller than the corotation speed. It is extended to 
-30 J?, in Jupiter's magnetosphere and ~20/?sin Saturn's magnetosphere. The other 
characteristic of the inner magnetosphere is that the magnetic field is dominated by the 
planet's dipole magnetic field. This dipole field is almost spin-aligned with 10° tilt for 
Jupiter and less than 1° for Saturn. 
The centrifugal interchange instability has been studied quantitatively by analyzing 
the Birkeland current system that provides magnetosphere-ionosphere coupling. Fig. 14 
describes the convection system in the inner magnetosphere. The outer edge of the 
plasma torus is unstable under centrifugal interchange since the plasma mass content 
decreases with radial distance. Any perturbation or asymmetric distribution will drive 
flux tube interchange, which results in outward mass transport. The centrifugal drift 
current (blue circle current with arrow) in the equatorial plane balances (through its jxB 
force) the centrifugal force of (partial) corotation. The divergence of this current is 
balanced by the field aligned Birkeland current flowing into and out of the ionosphere. 
The current system is closed through conduction currents in the ionosphere, which 
defines the electric potential distribution in the ionosphere. It is this potential 
23 
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Figure 14. Convection model for Jupiter's and Saturn's inner magnetosphere 
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distribution, mapped along magnetic field lines to the magnetosphere, that drives plasma 
convection through ExB drift motion. Thus, the ionospheric conductivity regulates the 
rate of this ionosphere-magnetosphere convection [Hill, 1983]. 
From the MHD equation of motion, 
dx 
p— = jxB-V/? + pQ2r + 2/?vxa (1) 
dt 
where p is plasma density, p is pressure, j is the current density, B is the magnetic field, 
SI is the planetary spin vector, r is the axial radius vector of a cylindrical coordinate 
system (denoted by (r, </>, z) with z aligned with the spin axis), and v is the plasma bulk 
velocity relative to the corotating reference frame. For a rotation-dominated 
magnetosphere, we neglect the pressure-gradient term in equation (1), and obtain the 
perpendicular (to B) component of j from (1) as 
4 B X * ^ 
B2 {dt 
j x = - ^ B x — - Q 2 r - 2 v x f t (2) 
Since the plasma is confined to a thin equatorial disc [Hill and Michel, 1976], this 
current density can be integrated across this disc to give the height integrated current 
density 
Jj^Jj/k (3) 
Thus, we have 
Jx=*7 Q 2 r^+2Qv-zx(—) dt (4) 
where 
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is the flux-tube mass content (the plasma mass contained per unit magnetic flux). It is 
conserved along streamlines in the absence of sources and losses. Here we assume that 
the dipole magnetic moment is aligned with the spin axis so that B = -Bz in the 
equatorial plane. The three terms on the RHS of equation (4) are centrifugal current, 
Coriolis current, and acceleration current respectively. 
The divergence of this equatorial current is balanced by the field-aligned Birkeland 
current density into the equatorial plane from both northern and southern ionospheres, 
4=-Ve-Jx (6) 
where Ve is the two-dimensional gradient operator in the equatorial plane. The equation 
of conservation of current in the ionosphere is 
VA-(i-(-VA0)) = y,,sin(/) (7) 
where Vh is the horizontal gradient operator in the ionosphere, 2 is the ionospheric 
conductance tensor for both hemispheres, and 4> is the electrostatic potential. / is the 
magnetic dip angle, j \\ is the current density along the field line from the 
magnetosphere which is related to y l^ by 
B, Be 
Two important assumptions (approximations) are needed to close the equation set 
(l)-(8). The first one is the frozen-in-flux approximation 
E+vxB = 0 (9) 
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The second one is the steady state assumption (magnetic field doesn't depend on time), 
so that the electric field is derivable from the electric potential O, 
E = -VO (10) 
Then the velocity is given by 
v = B x — (11) 
B2 
A lot of theoretical effort has been put forward to solve this equation set under different 
simplifications and assumptions. Hill et al. [1981] used the assumption 
v « Qr (12) 
to eliminate the Coriolis term (of order v / Qr) and the acceleration term (of order 
(v/ftr)2) in equation (4). Convection arises from a longitudinal asymmetry described 
bydt]/d0*O. Hill et al. estimated a convection time scale comparable to a few rotation 
periods for Jupiter. Pontius et al. [1986] considered the outward flow of a mass-loaded 
flux tube through a stationary background and derived an outflow velocity dependent on 
the finite difference of flux tube content under the same assumptions as in Hill et al. 
[1981]. Liu and Hill [1990] analyzed the electric field pattern under the effect of 
boundary conditions and plasma loss. The effects of the three currents in equation (4) are 
considered under different assumptions. 
Because of the nonlinearity and the coupling of the above equation set, they can not 
be solved analytically without making additional assumptions. The method of numerical 
simulation can be used to solve these equations and study the nonlinear development of 
the centrifugal interchange instability. The most straightforward way to do this is to 
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extend the Rice Convection Model (RCM), which has been implemented and improved 
for more than thirty years in studies of terrestrial ionosphere-magnetosphere coupling. 
2.2 Rice Convection Model (RCM) 
The Rice Convection Model is a multi-fluid physical model for Earth's inner and 
middle magnetosphere and its electromagnetic coupling to the ionosphere. It treats the 
three dimensional coupling problem as a pair of 2-D problems, one in the equatorial 
plane and the other in the ionosphere. These two regions are connected by the magnetic 
field mapping. It is based on the concept that the divergence of the magnetospheric 
gradient and curvature drift current is balanced by the divergence of the ionospheric 
conduction current through Birkeland current flowing along magnetic field lines [Wolf, 
1983, and references therein]. The basic assumptions of the RCM are that the 
magnetospheric flow velocity is small compared to the fast-mode wave speed, that the 
magnetic field lines are equi-potential, and that the plasma pressure is isotropic. 
The bounced-averaged motion of an isotropically distributed particle population with 
energy invariant k and kinetic energy W(*, x, t) is 
[E-—VW(Ak,x,t)]xB(x,t) 
T> (^' ) "-^-E^f (13) 
[Toffoletto et al. 2003]. The ExB drift produces no current, and the gradient/curvature 
drift current is given by 
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JGC(x,0 = £fl(x)77*(x)^v,(4,x,0 (14) 
k 
where * is the number content of species k per unit magnetic flux. The balance 
between the divergence of the equatorial current and of the Birkeland current gives the 
Vasyliunas equation 
hnH-h*
 =l.YjVTJk(x,t)xVW(\,x,t) (15) 
B[ if k • • 
where subscripts nh and sh denote northern and southern hemisphere ionospheres. 
Current conservation in the ionosphere is expressed as 
V,-[i-(V/<I>,.)] = - ( j l l „ A -4Js in( / ) (16) 
At each RCM time step, the newly computed electric field from (16) is used to move the 
flux tube according to the conservation law 
(.^-+yk(^,x,t)-V)Tjk=S(Tjk)-L(Tjk) (17) 
at 
Equations (13)-(17) are the five basic equations solved by the RCM. The explanation 
of the terms and the relations between them can be found in Toffoletto et al. [2003]. 
Fig. 15 shows the logic loop of the RCM, as first proposed in outline form by 
Vasyliunas [1970]. The upper part of the figure represents the equatorial plane, and the 
lower part represents the ionosphere. The loop in the center is the core part of the RCM 
to be solved numerically at each time step, while the additional boxes represent inputs. 
Given an initial plasma distribution and electric potential distribution at the high-latitude 
boundary, the gradient/curvature drift current is computed from equation (14). Equation 
(15) gives the Birkeland current distribution that connects the magnetosphere and the 
29 
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Figure 15. RCM logic loop. Adapted from Sazykin [2000]. 
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ionosphere. This field-aligned current is then used to solve for the electric potential 
distribution in the ionosphere using equation (16). This potential distribution is mapped 
along magnetic field lines back to the equatorial plane to advance the plasma distribution 
for the next time step using equation (17). The system steps in time and solves for the 
plasma distribution, drift velocity, current density, potential, and electric field 
simultaneously and self-consistently. 
2.3 RCM for Jupiter and Saturn 
The terrestrial magnetosphere-ionosphere convection is driven by the solar wind, and 
affected by the gradient/curvature drift current. In Jupiter's and Saturn's inner 
magnetospheres, the torus-produced plasma is relatively cold and rotation-dominated. 
The magnetospheric current is produced in large part by the centrifugal drift (equation 
(2)) instead of gradient/curvature drift. The other assumptions made in the RCM are also 
valid in Jupiter's and Saturn's magnetospheres [Dessler et ai, 1990], which justifies the 
feasibility of modifying the RCM to use for Jupiter and Saturn. 
2.3.1 The centrifugal drift current 
The first modification is to replace the gradient curvature drift current equation (14) 
with the centrifugal drift current equation (4). The three terms in equation (4) can be 
considered separately and consecutively according to their order in v/Qr. 
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The first term is the centrifugal current 
Jc=TjQ.2r0 (18) 
The divergence of this azimuthal drift current gives the Birkeland current 
^ = -
V
. -
J c = - ° 2 0 <19> 
Equation (19) is equivalent to equation (4a) in Yang [1994] 
jflnh - j | | s h O 
B = - ^ » A ^ ( V e % x Vere) 
* I -
where Tjk means flux-tube number content. According to equation (19), the azimuthal 
gradient of 7] produces the Birkeland current system shown in Fig. 16. This formulation 
implies an outward ExB drift motion at local maxima of rj and an inward motion at 
local minima. In other words, at a given radial location, the denser flux tubes will move 
outward under the centrifugal force while the less dense flux tubes will move inward 
[Hill, 1983]. 
The second term in equation 4 is the Coriolis current, 
Jc=277Qv (20) 
Yang et al. [1994] derived an explicit formulation to include the Birkeland current due to 
Coriolis force in the RCM-J (Rice Convection Model for Jupiter), namely as (equation 
(11) in Yang etal. [1994]), 
hc0r,i = - 2 Q ^ J X t V ^ • v,. -^v , . • V,.(lnfle)] 
Hill [1983] pointed out mat the Coriolis current is an effective image Hall current. 
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Our derivation shows that the Coriolis force can be included as an effective Hall 
conductance. The new method to include this Coriolis current implicitly is described in 
chapter 4 of the thesis. 
The third term, which is the smallest term under the inner-magnetosphere assumption 
(convection speed is smaller than the corotation speed, v < Qr) in equation (4), is the 
acceleration current 
JA=V zx(—) dt (21) 
This current will become the primary factor for closure of the centrifugal drift current 
when the convection transport speed is comparable to the rotation speed, and the effect of 
the acceleration current is to limit the growth rate to values less than the rotation rate Q 
[Hill, 2006]. 
2.3.2 The magnetic field model 
The magnetic field model is one of the most important inputs to RCM. It provides the 
connection between the magnetosphere and the ionosphere. The modern RCM can 
incorporate a time dependent adaptive magnetic field. For the case of Jupiter and Saturn, 
a spin aligned dipole magnetic field is used owing to the strong magnetic moment and 
small tilt angle, 
B = ^ )-^—- (22) 
r 
where MB is the magnetic moment of Jupiter or Saturn. 
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Figure 16. Schematic of field aligned current produced by an azimuthal gradient of 7] as 
given by equation (19). Adapted from Dessler [1980]. 
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2.3.3 The ionospheric conductance model 
Although the ionospheric conductance is a key factor in determining the growth rate 
of centrifugal interchange convection cells, observations do not provide an accurate value 
of it [Vasyliunas, 1983; Hill et al, 1981]. In our simulations, a uniform ionospheric 
Pedersen conductance model is used. We can test our simulations under different 
assumptions of the conductance value. A range of plausible conductance values can be 
inferred based on the simulation results (see details in Chapter 4). 
2.3.4 The boundary conditions 
In the RCM for earth applications, the high latitude boundary is set by adopting a 
given electric potential distribution at the polar cap boundary. The low-latitude boundary 
is defined by the equatorial electrojet. For Jupiter and Saturn, the high-latitude (outer) 
boundary is instead set to have no component of electric field normal to the boundary, so 
the ExB drift is normal to the boundary which allows a free plasma flow there. The 
inner boundary is set to have zero electric potential there. Analytical calculations [Huang 
and Hill, 1991; Yang et al, 1992] show that the inner boundary condition has little effect 
on the interchange instability development. 
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3. Numerical simulation of fine structure in the Io plasma torus 
3.1 Introduction 
The Io trous has been probed by both ground-based observations [Trauger, 1984; 
Schneider and Trauger, 1995] and spacecraft in Situ measurements [Thomas etal., 2004, 
and references therein]. The radial structure of the Io torus can be represented by three 
concentric components: a hot outer torus (5.9-7 Rj), a cold inner torus (5.3-5.6 Rj), and a 
narrow ribbon-like feature between them. This ribbon-like region is composed of ~50 
eV S+ and S2+ ions and a cooler component with 7-35 eV S+. A more recent observation 
during the Cassini encounter [Schneider et al., 2001] also suggested this structure despite 
substantial torus variability between 1998 and 2000. 
The origin of the narrow ribbon structure remains enigmatic. Trauger [1984] argued 
that the neutral material ejected from Io is ionized in the inner torus to form the ribbon, 
whereas [Hill and Pontius, 1998] proposed that the ribbon represents a downstream wake 
of Io's localized mass-loading region. In either case, radial transport must be suppressed 
in the ribbon region in order to explain the persistent presence of the ribbon. Herbert 
[ 1996] modeled a ribbon-like feature by using a diffusion formalism to describe the 
radial transport, and invoking the ring-current impoundment mechanism proposed by 
[Siscoe, 1981b] to drastically reduce the diffusion coefficient in the ribbon region. 
The observed radial position of the ribbon exhibits two separate, small but systematic, 
oscillations: a local-time variation that is fixed in the inertial jovicentric frame, and a 
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System-Ill longitude variation that is fixed in the corotating frame [Dessler and Sandel, 
1992; Schneider and Trauger, 1995]. A hypothesized large-scale dawn-to-dusk electric 
field across the magnetosphere can explain the local-time variation of ribbon position 
[Barbosa and Kivelson, 1983; Goertz and Ip, 1983] but not die correlated local-time 
variation of ribbon brightness [Dessler and Sandel, 1992]. Both the local-time and 
longitude variations of ribbon position can be modeled if a dawn-dusk electric field is 
combined with a plasma source that is strongly localized near Io's orbital position [Smyth 
and Marconi, 1998]. Like Herbert [1996], Smyth and Marconi [1998] used a diffusion 
equation to describe radial transport, with a diffusion coefficient that is sharply reduced 
inside the ribbon. In this paper we neglect the local-time and longitude oscillations and 
focus on the basic problem of radial transport. 
Plasma motion in Jupiter's magnetosphere is driven by the centrifugal force of 
corotation, not by the solar-wind interaction. The outflow from the Io torus drives a 
magnetospheric convection system, which has been described theoretically by three 
different models as described in section 1.3. The Rice Convection Model has been 
modified to numerically simulate plasma transport in the Jovian magnetosphere [Yang et 
al., 1994]. The magnetospheric plasma is assumed to be confined near the equatorial 
plane [Hill, 1976; Siscoe, 1977; Vasyliunas, 1983]. Given an equatorial Io torus plasma 
distribution J], the divergence of the centrifugal drift current is calculated and mapped to 
Jupiter along magnetic field lines where it is closed through Pedersen currents, thus 
determining the electric potential. The resulting ExB drift is then used to advance the 
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equatorial rj distribution for the next time step. This simulation produced long fingers 
of outflow from the outer edge of the Io torus interspersed with fingers of inflow from 
the surrounding magnetosphere. 
In this study, we initialize the system with a toroidal rj distribution confined to a 
radial strip of width 8 (full width at half maximum) which has values of 5,10,15, and 
20 Io radii for the four simulation runs. In order to determine what decides the scale size 
and shape of the convection cells (fingers), we turn off the velocity shear stabilizing 
effect [Pontius et al., 1998] and also neglect the ring-current impoundment effect [Siscoe 
et al., 1981b]. Thus our purpose is not to produce a realistic model of the ribbon structure, 
but rather to investigate its intrinsic stability properties in the absence of these known 
external stabilizing effects. The grid resolution is increased compared to previous RCM 
Jupiter simulations, and only a limited longitude sector with periodic boundary 
conditions is simulated in order to resolve the small convection cells physically. By 
varying the initial radial width 8, we find that the dominant azimuthal scale size of the 
fingers is proportional to 8 (-8/2). Our simulation results provide insight into the 
stability properties of the ribbon structure within the larger torus structure. The large 
growth rate for this small structure calls for the inclusion of the Coriolis and acceleration 
currents in future simulations as well as the two known stabilizing mechanisms 
mentioned above. 
3.2 Simulation setup 
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We set up the simulation in a region of Jupiter's equatorial plane with 0 < </> < 30° 
and 5.51 < L < 6.51, where <f>is the longitude angle and L is the jovicentric distance of 
the equatorial crossing point of a dipole field line in units of Jupiter's radius R}. This 
equatorial region is mapped along dipole magnetic field lines into the ionosphere in a 
strip of colatitudes 23.1° < 6 < 25.2°. This simulation region is shown in Fig. 17. The 
boundary conditions are O =const (Dirichlet) at L = 5.51, = 0 (Neumann) at 
dL 
L = 6.51, and <E>(0 = 0) = 0 ( ^ = 30°). It will become apparent in the figures below that 
the boundary conditions have negligible effect on the form of the solution. 
We initialized the system with a toroidal cold J] distribution confined to a radial 
strip of width 5. We neglect the asymmetry of the ribbon structure [Dessler and Sandel, 
1992] and put the center of this distribution at Io's orbit with maximum T] there. We use 
the following simple distribution function: 
/ 
??(r) = { 
2 7r(r - rIo) Vmaxcos-1 — : \r - rl0\ < b 
0 : elsewhere 
(23) 
where Tjm = 2.6xlO~3kg/Wb is the peak TJ value at Io's orbit, and rl0=5.91Rj is the 
radius of Io's orbit. This function restricts the plasma distribution to a region symmetric 
about Io's orbit with radial width 28. 
We used the traditional edge-based RCM algorithm [Yang et al., 1994]. The spatial 
variations of t) are represented by 82 edges (41 outer edges and 41 initially symmetric 
inner edges). Each pair of outer and inner edges has the same rj level, resulting in 41 rj 
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Figure 17. Simulation region in Jupiter's equatorial plane. The initial plasma distribution 
is localized in the region near Io's orbit, with a full width at half maximum 8. The 
longitudinal width is 30°. 
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41^  
levels. The distribution function (7) and the radial arrangement of these 41 edges are 
shown in Fig. 18. Jupiter's ionospheric conductance is set at = 1 Siemen for this set 
of simulations. 
We apply an initial perturbation to each of the outer edges, which are unstable under 
centrifugal interchange because the plasma content rj decreases with distance 
there [Huang, 1991]. The initial perturbation is specified as 
' M i 
—sm(m<f>-(p(m)) (24) 
m=\ m 
where / is the latitudinal grid index, M = 50 , and the phase (p(m) comes from a 
random number generator. 
3.3 Simulation results 
3.3.1 Finger evolution 
Fig. 19 shows the development of the interchange fingers during one of our 
simulations. For clarity, we plot only 12 edges (constant TJ levels), including the 
outermost and innermost edges. The initial perturbation is too small to be visible in Fig. 
19a, but by t = 79 min (Fig. 19b) some small ripples are clearly evident on the outer 
edges. These ripples grow into fingers and approach the outer boundary by t = 110 min 
(Fig. 19d), when the simulation was stopped. The distorted shape results from the 
fringing electric field near the tips of the fingers [Thomas et al., 2004]. 
A/ = 0.01xY 
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Figure 19. Finger evolution of the initial perturbations for an initial distribution width 
8 = 10RIO at four time steps in the equatorial plane. 
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Figure 20. Finger configurations when using different numbers of grid points, (a) 100 
grid points at t=142 min. (b) 200 grid points at t=123 min. (c) 300 grid points at t=113 
min. (d) 400 grid points at t=110 min. (e) 500 grid points at t=110 min. (f) 600 grid 
points at t=110 min. 
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3.3.2 Grid convergence study 
Our first series of runs is a grid convergence study to determine how many grid 
points in our simulation region are needed to resolve the convection cells correctly. In 
these runs, we keep the initial plasma distribution width ( 8 = 10RIO ) and the simulation 
region (30° in longitude) fixed, but change the number of grid points in the simulation 
region from 100x100 to 600x600 . The resulting finger configurations are shown in 
Fig. 20. We choose the times when the finger developments are roughly 
comparable for different grid spacings for display. The initial perturbation (23) is the 
same for all six runs. Thus the obvious difference between results (a), (b), and (c) is a 
result of the different grid resolutions, while the virtually identical appearance of results 
(e) and (f) indicates that adequate grid resolution has been achieved. 
Our ability to resolve the physical convection cells (fingers) depends on the 
dimensionless ratio (grid cell size)/S. This dependence is illustrated in the summary plot 
shown in Figure 22, based on the six runs shown in Fig.21. When the grid cell size is 
large (right side of the plot), the finger spacing X varies more-or-less linearly with grid 
size. As the grid size decreases, the finger spacing levels off at a value 0A4S , 
independent of grid spacing, which we take to be the physical scale size. To reach this 
limit, however, the grid spacing itself has to be smaller by an additional factor - 1 0 , 
that is 0.04<£ , which is achieved by using more than 300 grid points in the longitudinal 
section. In our following runs, we use 300x300 grid points in the simulation region, 
which means that for each finger, we have almost 15 grid points to resolve it. These 
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Figure 21. Results of grid convergence study. 
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fingers are physical results, not depending on grid cell size. 
3.3.3 Effect of the initial radial width on finger spacing 
Fixing the simulation region with 400 x 400 grid points, we carried out four 
additional runs, using 8 values 5RIo,l0Rlo, 15i?/o,and 20R[o for the initial 
radial distribution. The same set of random numbers is used for each case. The four 
resulting finger configurations are shown in Fig. 22. Comparing the four panels of Fig.22 
indicates that when the initial radial width is smaller, the resultant fingers are 
more dense in their longitudinal spacing, i.e., the average distance between the fingers 
(and their average azimuthal width) is smaller. Because the fingers have a spectrum of 
heights, a manual count of the fingers would be ambiguous. Thus we performed a Fast 
Fourier Transform (FFT) to determine the dominant frequency in the finger wave forms, 
and then determined the number of fingers and the spacing between fingers from the FFT 
results. The results are shown in Table 1. 
The results in Table 1 are summarized in Fig. 23. The four data points are reasonably 
fitted by the straight line with the equation 
X = 0.523 x 8 (25) 
with an uncertainty of ±0.026 in the slope. That is, the dominant azimuthal width 
scale of the interchange convection cells (fingers) in their nonlinear stage of development 
is proportional to the radial width scale of the initial distribution that produced them. The 
constant of proportionality is ~ 0.5 . 
Table 1. Relation Between Finger Spacing and Initial Distribution Width at Io's Orbit 
8(Ri0) Simulation Region Grid Points Number of Fingers^1)Finger Spacing X(Rj) 
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20 
lf lj ,30° 
lRj, 30° 
lRj, 30° 
lRj, 30° 
400 x 400 
400 x 400 
4 0 0 x 4 0 0 
400 x 400 
42 
27 
16 
12 
0.0737 
0.1146 
0.1934 
0.2579 
^ T h e number of fingers has an uncertainty of ±1 resulting from the FFT spectrum. 
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Figure 23. Linear relationship between finger spacing and initial radial width. 
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3.4 Discussion 
Earlier RCM-Jupiter results [Yang et al, 1994; Pontius et al., 1998] were 
significantly affected by the grid spacing, which was not always adequate to resolve the 
physical scale size implied by the initial conditions. Our simulations of fine structures 
show that the final finger configuration is independent of grid spacing only when we use 
at least 300 grid points in a 30° longitudinal section. This corresponds to about 15 grid 
points per finger width. 
The radial width of the initial distribution is the only factor we changed during our 
second series of runs. These results show a linear dependence of finger spacing on the 
radial width of the initial distribution. The earlier simulations of the large scale torus also 
showed that the finger scale size depends on the radial density gradient of the initial torus 
[Yang et al., 1994], but these results were also affected by the grid resolution. Our 
simulations of fine structures converge to the physical results when we use 400 grid 
points in a 30° longitudinal section. The initial plasma distribution is then the only 
factor determining the finger scale size. 
Yang et al. [1994] suggested that the outward flow of plasma in the fingers is the 
primary mechanism of plasma transport from Io's orbit to the outer magnetosphere by the 
centrifugal interchange instability. An analytical linear analysis [Huang and Hill, 1991] 
shows that the exponential growth rate, for a given value of 77max and £ , is 
proportional to the azimuthal wave number of the disturbance, and hence inversely 
proportional to its azimuthal scale size. We find, in agreement with previous 
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RCM-Jupiter results, that the growth rate for a given wave number scales with the ratio 
77max / £ , as predicted by the linear theory. Since the azimuthal width of the convection 
cells is proportional to the radial width of the initial distribution, the small (ribbon-scale) 
structures grow faster than the larger (torus-scale) structures. For small-scale structures, 
the restriction v « f i r is violated quickly. Using 8 = 10Rlo, the convection speed of 
the longest finger's tip at t=87 min isl0"3/?y Is , which is comparable to the corotation 
speed of this tip (Qr = 1.1 x 10"3 Rs I s). When the radial transport speed becomes 
comparable to the rotation speed, the acceleration current becomes the primary 
mechanism for closure of the centrifugal drift current [Hill, 2006]. We would then need 
to take the second and third terms in equation (1) into account. The Coriolis current is 
included in our later simulations shown below; inclusion of acceleration currents remains 
a task for future work. 
We emphasize that we have not attempted to produce a realistic model of the ribbon 
structure. In addition to neglecting the local-time and longitude variations, we have 
deliberately turned off the two known stabilizing effects (ring current impoundment and 
velocity shear) that are, at least in part, responsible for maintaining the ribbon as a 
coherent structure. By neglecting these complications, we have been able to focus on the 
factor that determines the size scale of the dominant convection cells, namely, the width 
of the initial radial distribution. We have shown that the dominant azimuthal size scale of 
the convection cells is about 1/2 of the radial width of the initial distribution. Thus 
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ribbon-scale perturbations ( - RIO) grow much faster than torus-scale perturbations (~ Rj) 
for given values of the flux-tube mass content and ionosphere conductance. This result 
emphasizes the importance of stabilizing mechanisms for maintaining the torus structure 
in general, and the ribbon structure in particular. The two known stabilizing mechanisms 
(ring current impoundment and velocity shear) can and will be included in future 
RCM-Jupiter simulations. 
In agreement with previous RCM-Jupiter simulations, we have found that the radial 
transport process driven by a given radially confined plasma source cannot be described 
by a radial diffusion equation (i.e., a random walk of flux tubes in their radial L 
coordinate). Our results do, however, support the conventional assumption of 
diffusion-based models [e.g. Richardson and Siscoe, 1981; Herbert, 1996; Smyth and 
Marconi, 1998] that the azimuthally averaged rate of outward mass transport outside the 
torus greatly exceeds that of inward mass transport inside the torus. 
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4. RCM Simulations of Saturn's magnetosphere 
4.1 Motivation 
Hill et al. [2005] analyzed 48 V-shaped injection and dispersion signatures in Cassini 
Plasma Spectrometer (CAPS) energy-time spectrograms to determine their age, width, 
and injection locations. Similar observations by CAPS are reported by Burch et al. [2005] 
indicating that electron density cavities coincide with the apexes of the V-shaped 
energy-time structures, which is explained by the hypothesis that distant flux tubes 
containing hot tenuous plasma convect planet-ward and replace flux tubes with cold, 
dense plasma. Mauk et al. [2005] reported similar higher energy dispersion events 
observed by the Cassini Magnetospheric Imaging Instrument (MIMI). 
Chen and Hill [2008] expanded the data base to include 26 Cassini orbits and more 
than 400 events. More than 95 percent of them are distributed between L values of 5 and 
10. The typical age is several hours and the typical width is less than one Saturn radius. 
Fig. 24 shows the distribution of these events in two different longitude systems, the 
SKR (Saturn Kilometric Radiation) system (upper panel) and the SLS (Saturn Longitude 
System) system (lower panel). These events are randomly distributed in the SKR system 
and the occurrence is larger in the range of 50° - 250° in the SLS system. One 
interesting conclusion drawn from the data analysis is that the inflow channels of hot 
plasma are much narrower than the outflow channels of cold plasma (Fig. 25). 
All of the above observations are explainable in principle by the convective motion 
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Figure 24. Statistical distribution of the injection events in two longitudinal systems, SLS 
and SKR. Adapted from Chen and Hill [2008]. 
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Figure 25. Fraction of the SKR longitude occupied by the injection events. The 
typical percentage of ~ 5 - 10% implies that the out-flowing channels are much broader 
than the inflowing channels. Adapted from Chen and Hill [2008]. 
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of plasma, which is driven by the centrifugal interchange instability in Saturn's inner 
magnetosphere. We are thus motivated to simulate this injection-dispersion phenomenon 
using the Rice Convection Model. We first modify the new grid-based RCM model to 
apply for Saturn's magnetosphere. Then we will address the following issues using 
different conditions for our simulations: (1) The convection development; (2) The 
Coriolis effects on centrifugal interchange instability; (3) The effect of an initially 
asymmetric distribution on convection patterns; (4) Adding the active plasma source to 
our simulations; (5) Adding the pick-up current and the resulting corotation lag. In all of 
our simulations, only the cold inner torus plasma is considered. Future extensions to 
include the outer hot tenuous plasma will be based on these simulation results. 
4.2 Simulation with an initial distribution 
4.2.1 Simulation setup 
There are two ways to track the TJ distribution. The traditional RCM algorithm, 
which we call the edge-based technique, represents the J] distribution by a series of 
discrete steps, each of which represents the outer or inner edge of a fixed fraction of the 
total Tj distribution. Each edge is tracked by following the E x B drift of test particles 
distributed along it. The edges remain discrete and there is no diffusion across them, so 
the simulation can track arbitrarily fine structure in the 7] distribution. This is a distinct 
advantage, because the fine structure is a natural consequence of the governing equations, 
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and gives rise ultimately to finite-gyroradius effects. However, there is a corresponding 
disadvantage: there is no obvious way to incorporate local plasma sources and sinks in 
the edge-based technique. 
Local sources and sinks are more easily handled in what we call the grid-based 
technique, where the 7} distribution is instead evolved with the advection equation (17). 
The left side of equation (17) should in principle give the same evolution as the 
edge-tracking technique, but advection equations on a numerical grid are by nature 
diffusive and cannot retain arbitrarily fine-scale structure. A grid-based technique has 
been developed for terrestrial ring-current studies [Sazykin et ai, 2002]. In this study, 
this grid-based RCM algorithm is modified for use in Saturn's magnetosphere, where 
local plasma sources must be taken into account. 
We begin our simulation with an initial-condition plasma distribution and track the 
subsequent evolution. Cassini plasma observations [Young et al., 2005] have confirmed 
that Saturn's magnetosphere contains numerous internal sources of plasma associated 
with its rings and icy satellites. It is, in this way, more complicated than Jupiter's 
magnetosphere, which has a single dominant source at Io. Unlike Jupiter's Io, Saturn's 
plasma sources do not leave obvious clues, such as a visible plasma torus or a clear 
auroral footprint. However, several studies have confirmed that Enceladus is a significant 
source of plasma in Saturn's inner magnetosphere [Kivelson, 2006; Pontius and Hill, 
2006]. 
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Our initial distribution is an Io-like plasma torus centered at L = 3.95RS with a 
radial full thickness of 1RS. Set Q.s = 1.62 x 10"4 / s , Rs = 60,3 30km , and for 
water-group W + ions. Typical observed values for ion density and temperature at 
L < 5 are nt (W + ) ~ 3 5 / cm3 and T( (W +) ~ 3 5eV . The centrifugal scale height is 
given by 
2*7,- N.I/2 
3m,Q52 (26) 
= 1.22RC 
H = L J2) 
[Hill and Michel, 1976]. Usingfl = 2110«r /3 .95 3 , the maximum Tj value of the 
torus is given by 
rfmx=nlH/B 
~7.85xl0 2 1 ions /Wb=2.10xl0" 4 kg/Wb 
(27) 
The distribution function is a cos2 function similar to equation (23), 
n cos — —:\r-rD\<o 
/max »'*"'
 n 0 •! *£ I— " 
2 n(r-rE) 
> —• 2 ^ 
[0 : elsewhere 
(28) 
where r£ = 3.9 5 R s is the radius of Enceladus' orbit and S = 0.5 R s is the full width 
at half maximum of this distribution. This equatorial distribution is shown in Fig. 26. 
This distribution is represented by the k =1 channel in the RCM code, where, originally, 
this channel is reserved for plasmasphere cold electrons. 
As shown in Fig. 26, the simulation is set up in a region with radial distance between 
2 R
 s and 11 R s , where grid cells are uniformly distributed. The inner boundary is at 
2 R
 s , and the outer boundary is set to be at 10 R s . The dipole magnetic field provides 
Figure 26. Initial torus distribution according to the cos2 function in equation (28) in 
the equatorial plane with the peak rj value at L = 3.95. Also shown is the inner 
boundary at 2 Rs and the outer boundary at 10 Rs 
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Figure 27. tj configuration at 20 minutes resulting from the initial distribution (Fig. 26). 
Small ripples appear at the outer edges. 
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Figure 28. t) configuration at 1 hour resulting from the initial distribution (Fig. 26). 
Small ripples develop into small fingers. 
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Figure 29. TJ configuration at 1 hour and 20 minutes resulting from the initial 
distribution (Fig. 26). Fingers continue to grow. 
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Figure 30. rf configuration at 1 hour 38 minutes and 20 seconds resulting from the 
initial distribution (Fig. 26). Convecting fingers reach the outer boundary. 
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the mapping between the ionosphere and the equatorial plane. The ionospheric 
conductance value will be changed according to different simulation conditions. 
4.2.2 Finger evolution 
Figs. 27-30 show the 7] contours at four time steps resulting from a small white 
noise perturbation superimposed on the initial distribution shown in Fig. 26. The 
ionospheric conductance value is Oil S. As shown in these figures, the initial small 
perturbation develops nonlinearly into large convection cells (fingers). The plasma 
content has high value at the center of the fingers. The fingers are broader at the tips, 
which results in part from the fringing electric field near the tips. The simulation 
stopswhen the longest fingers reach the outer boundary. 
Figs. 31-34 show the Birkeland current density distribution in the equatorial plane. 
Figs. 35-38 show the electric potential distribution in the equatorial plane. The Birkeland 
current alternates between up and down in the equatorial plane and stretches outward 
with the development of the convection cells. The electric potential has similar 
distribution patterns with Birkeland current, where negative and positive regions 
alternate with each other. 
All the above figures confirm that all the quantities in the convection system are 
driven by development of the fingers. This can be explained by the cartoon in Fig. 39, 
where a bubble of plasma arises from the outer edge of the torus. The Birkeland current 
is given by equation (19) or equation (4a) in Yang et al. [1994], where its direction is 
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Figure 31. Birkeland current distribution in the equatorial plane at 20 minutes, 
corresponding to the TJ distribution in Fig. 27. 
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Figure 32. Birkeland current distribution in the equatorial plane at 1 hour, corresponding 
to the t] distribution in Fig.28. 
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Figure 33. Birkeland current distribution in the equatorial plane at 1 hour 20 minutes, 
corresponding to the 77 distribution in Fig. 29. 
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Figure 34. Birkeland current distribution in the equatorial plane at lhour 38 minutes and 
20 seconds, corresponding to the TJ distribution in Fig. 30. 
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Figure 35. Electric potential distribution in the equatorial plane at 20 minutes, 
corresponding to the rj distribution in Fig. 27. 
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Figure 36. Electric potential distribution in the equatorial plane at 1 hour, corresponding 
to the 7/ distribution in Fig. 28. 
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Figure 37. Electric potential distribution in the equatorial plane atl hour and 20 minutes, 
corresponding to the 77 distribution in Fig. 29. 
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Figure 38. Electric potential distribution in the equatorial plane at 1 hour 38 minutes and 
20 seconds, corresponding to the rj distribution in Fig. 30. 
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Figure 39. Illustration of how the T] configuration relates to the Birkeland current and 
electric potential distributions as described by Figs. 27-38. 
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determined by V T] x V r . The direction of V r is always outward. But the direction of 
V J] is towards the right at the left side of the bubble and towards the left at the right 
side. This gives a downward Birkeland current at the left side of the finger and upward at 
the right side as shown in Figs. 31-34. The potential distribution in the ionosphere 
corresponding to this current distribution results in a potential difference between the two 
sides of the fingers, which is shown in Figs. 35-38. The electric field across the finger is 
to the right, which makes the plasma E x B drift outward and makes the finger grow 
with time (Figs. 27-30). 
The typical convection time is 2 hours for the plasma to transport from the initial 
distribution location to the outer boundary in our simulations when using 
77max =2.10x10"4 kg/Wb and £ = 0.15 . Keeping all other parameters unchanged, 
the transport time with the conductance value 0.0IS is about 13 minutes as shown in Fig. 
40, and about 20 hours when using IS for the conductance as shown in Fig. 41. This is 
consistent with the fact that the linear growth rate is proportional to rjm3X I £ [Huang 
and Hill, 1991]. From the observations [Chen and Hill, 2008], the age of the injection 
events is several hours. Based on this simulation, we can give a rough estimation of the 
typical ionospheric conductance to be of the order of 0. IS. However, more accurate Z 
value depends on more realistic estimation of /7max from the observations. 
4.2.3 Coriolis effects on centrifugal interchange instability 
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Figure 40. Keeping all other parameter in Fig. 26 unchanged, we here set £ = 0.01S. 
The convecting plasma now needs only 13 minutes 20 seconds to reach the outer 
boundary. 
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Figure 41. Keeping all other parameter in Fig. 26 unchanged, we here set I = 15. The 
converting plasma now needs about 20 hours to reach the outer boundary. 
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4.2.3.1 Introduction 
The time scale Ta for plasma acceleration in a planetary magnetosphere by 
magnetosphere-ionosphere coupling is given by 
1 £Ba (29) 
*a n 
[Vasyliunas, 1994]. Through a linear normal-mode analysis of low-frequency 
electrostatic drift waves in the Io plasma torus, Huang and Hill [1991] derived the linear 
growth rate 
y~v£l2Ta (30) 
Where v is the power-law index of the background plasma content variation with 
radial distance as r~v . Vasyliunas [1994] pointed out that the plasma acceleration time 
must be shorter than the plasma flow time to maintain rigid corotation. Within Hill's 
limiting distance for corotation [Hill, 1979], the plasma flow is governed by coupling to 
the ionosphere. Beyond that distance, the magnetospheric effects become the dominant 
factor, and currents close largely within the magnetosphere. Vasyliunas also gave the 
growth rate in two time limits. For the short time limit, where flT0« 1, the growth 
rate is given by equation (29). In the long-time limit, where Qta » 1, die growth rate 
is given by 
y-yfvQ (31) 
In all of the above linear analyses, rigid corotation is assumed. But at distances 
beyond Hill radius, the influence of the ionosphere becomes ineffective. Pontius [1997] 
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proposed that the conservation of angular momentum governs the local magnetospheric 
dynamics and the Coriolis force is reintroduced to analyze the acceleration of the plasma. 
In the short time limit, equation (30) still describes the linear growth rate. But in the 
long-time limit, with the Coriolis force included, the growth rate is given by 
4-V Ta 
in place of (31). The growth rate is significantly reduced by the inclusion of Coriolis 
effects. These three analyses are summarized by Fig. 42. In the short time limit, the three 
curves are almost coincident, but in the long-time limit, they deviate from each other 
significantly, and the inclusion of the Coriolis force produces the lowest growth rate of 
the three. 
Vasyliunas and Pontius [2007] further pointed out that the small Ta limit 
corresponds to large ionospheric Pederson conductance, for which the inertial tern in the 
momentum equation can be neglected. In this case, convection is governed by the 
ionosphere. In the large Ta limit, the ionospheric conductance term can be neglected 
and the Coriolis force is an essential inertial effect. The convection is then governed by 
the Coriolis effects. 
4.2.3.2 Numerical treatment of Coriolis effects 
The Coriolis term, which is the leading velocity-dependent term in (4), can be 
included in the RCM, but it is not trivial to do this acurately. The problem is that the 
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Figure 42. Linear growth rates given by Huang and Hill [1991] (HH91), Vasyliunas 
[1994] (V94), and Pontius [1997] (P97). Adapted from Pontius [1997]. 
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Figure 43. Coriolis effects in previous RCM-J simulations. The Coriolis effect tends 
to bend the fingers in a retrograde sense as they grow outward. Unlike other figures in 
this thesis, the contours are here plotted in an ionospheric longitude-latitude 
coordinate system. Adapted from Yang et al. [1994]. 
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RCM time loop calculates the ionospheric potential distribution at time t from the 
Birkeland current distribution at time t. However, the E x B drift velocity is proportional 
to the gradient of the potential at time t. Thus, the Coriolis part of the Birkeland current 
cannot properly be calculated until the potential is known. Yang et al. [1994] presented 
results from simulations that included the Coriolis effects by using v(t - At) in place 
of v ( 0 • That procedure, which worked adequately when the Coriolis effects were weak, 
became numerically unstable when the Coriolis effects were strong. The conclusion from 
their simulation is that the Coriolis force bends the outflowing fingers to lag corotation as 
shown by Fig. 43. 
To avoid the numerical difficulties, we here include the Coriolis effects through a 
novel and more robust approach originally suggested by R. A. Wolf [private 
communication, 1998]. The Birkeland current driven by the Coriolis force is given by 
J | r , = B [ ^ v , [ 2 p B x ( » X T ) ] 0 3 ) 
if D 
We assume that the torus plasma is concentrated in the equatorial plane ( p = S(s)7]Be), 
B x V O 
set v = —.—, assume that O is constant along each field line, and use Euler 
B2 
potentials ( a , /?) to relate the ionosphere to the magnetospheric equatorial plane. The 
result is, 
,c„,.„, _ , „
 n r a* ao;IB,) a* ad?IB,) J
» --
2B
"
nfe-37 ^ ~ 1 ^ ] (34) 
It is illuminating to compare equation (34) with the divergence of an ionospheric Hall 
81 
current, which, written in terms of Euler potentials, becomes, 
' " '
 ,r
 da dp dfi da K } 
Therefore, in the equation for conservation of ionospheric current, we can include the 
effect of the Coriolis effects on the ionospheric potential distribution by letting 
y y ionospheric £*& •/ / " I / ; \ 
^H-^H Z \30) 
B
e 
Thus the Coriolis force can be included by use of an effective Hall conductance in the 
ionosphere. In the grid-based RCM algorithm, this effect is studied by updating the total 
Hall conductance according to equation (35) at each ionospheric grid point at each time 
step. 
4.2.3.3 Simulation results 
Because of the implementation of the effective Hall conductance, we do not need to 
limit the Coriolis force to be weak compared with ionospheric effects. We apply different 
values of ionospheric Pederson conductance and compare the effects of the Coriolis force 
and those of the ionosphere on convection. Table 2 lists the properties used in the 
simulations illustrated in Figs. 44-49, which show the rj contours for six different 
simulation runs. 
Without Coriolis effects, when using the very small Pedersen conductance 
Zp = 0.015 , the convection proceeds very quickly as shown by Fig. 44, where the 
fingers reach the outer boundary at about 13 minutes. But when the Coriolis force is 
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Figure 44 
Figure 45 
Figure 46 
Figure 47 
Figure 48 
Figure 49 
Low Pedersen conductance Z p = 0.015 
Low Pedersen conductance Z p =0 .015 
Medium Pedersen conductance Z p = 0.15 
Medium Pedersen conductance 2 P = 0.15 
High Pedersen conductance Lp =1 .05 
High Pedersen conductance E p =1 .05 
Without Coriolis effect 
With Coriolis effect 
Without Coriolis effect 
With Coriolis effect 
Without Coriolis effect 
With Coriolis effect 
Table 2. Conductance values and the Coriolis force status in Figs. 44-49. 
Figure 44. Low conductance, without Coriolis effects. Plasma convects to the outer 
boundary in 13 minutes. Reproduced from Fig. 40. 
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Figure 45, Low conductance, with Coriolis effect. Most of plasma is confined in the 
source region. 
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Figure 46. Medium conductance, without Coriolis effect as shown in Fig.29 
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Figure 47. Medium conductance, with Coriolis effect. Fingers are broadened and bent by 
the Coriolis force. 
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Figure 48. Large conductance without Coriolis effect, reproduced from Fig. 41. 
i^Mibiammmsmmmmi 
IKH-
fwpnswii 
E 
EETA 
7.5E+21 
7.0E+21 
6.5E+21 
6.0E+21 
5.5E+21 
S.OE+21 
4.5E+21 
4 OE+21 
3.5E+21 
3.0E+21 
2.5E+21 
2.0E+21 
1.SE+21 
1 .OE+21 
5.0E+20 
Figure 49. Large conductance, with Coriolis effects. The Coriolis force has little effect 
when compared to Fig. 48. 
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included, the convection is significantly slowed as shown in Fig. 45. Most of the plasma 
is confined to the source region even after 1 hour and 40 minutes. 
When using the medium Pederson conductance Z p = 0 . 1 5 , the fingers are stretched 
straight outward in the corotating frame without the Coriolis effect (Fig. 46). The fingers 
are bent in the retrograde sense relative to corotation when the Coriolis effect is included 
(Fig. 47). Also, comparing Figs. 46 and 47, we find that the fingers require more time to 
reach a given radial distance with the Coriolis effect included. The convection speed is 
reduced by the Coriolis force. Furthermore, the fingers in Fig. 47 are fatter than those in 
Fig. 46. 
When using the large Pederson conductance ~LP = 1 . 0 5 , the convection becomes 
slow as shown in Figs. 48 and 49, with or without the Coriolis effect included. At a given 
simulation time, the fingers in Figs. 48 and 49 reach almost the same radial distance. The 
Coriolis force bends the fingers only slightly as shown in Fig. 49. 
4.2.3.4 Conclusion 
Our study of the Coriolis force has revealed three effects: (1) it bends the fingers, (2) 
it slows down the convection., and (3) It broadens the convection cells. The first effect is 
consistent with the results of Yang et al [1994], where only a weak Coriolis force was 
simulated. The second is consistent with the analytical results of Pontius [1997], 
indicating that the Coriolis force reduces the linear growth rate. The third effect is not 
straightforwardly explained, but it is consistent with the CAPS observations at Saturn 
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[Chen and Hill, 2008]. We propose, on the basis of this series of simulations, that the 
Coriolis force is an important factor in making the outflow channels much broader than 
the inflow ones. 
By implementing an effective Hall conductance to represent the Coriolis effect, we 
have compared the importance of the Coriolis force and of the ionospheric conductivity 
in regulating the centrifugal interchange instability. When the Pederson conductance is 
very small, the convection is regulated by the Coriolis force. When the Pederson 
conductance is large, the convection is regulated by the ionosphere, and the Coriolis 
effect is of minor importance. The simulation results are consistent with the theoretical 
arguments of Vasyliunas and Pontius [2007]. 
4.2.4 Azimuthal asymmetry of initial plasma distribution 
4.2.4.1 Introduction 
The Saturn Kilometric Radiation (SKR) period was first defined by the radio 
emissions observed during the 1980-1981 Voyager flybys of Saturn [Warwick, 1981]. 
But the more recent radio measurements by the Ulysses and Cassini spacecraft show that 
the SKR period varies by as much as 1% on time scales of years [Gurnett et ah, 2005 and 
references therein]. A time variable SKR longitude system was introduced by Kurth et al. 
[2007]. It was reported by Gurnett et al. [2007] that both the electron density and the 
magnetic field are modulated by the SKR longitude, as shown in Fig. 50. Panel A 
shows the SKR intensity that defines the SKR longitude system. Panel B shows that the 
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azimuthal B9 component is modulated by the SKR longitude of the spacecraft Zsc . 
Panel C shows that the electron density in the inner plasma disk (3 to 5 Rs) is modulated 
by Xsc in the same phase as the magnetic field. The electron density has nearly a factor 
of 2 asymmetry, and the peak value is at/l sc -*• 330°. 
The density modulation around Enceladus' orbit suggests that the Enceladus torus 
plays an important role in the rotational dynamics. Gurnett et al. [2007] attribute the 
time-variable radio period to the time variable slippage driven by the variable mass 
loading from Enceladus. To explain the plasma density modulation, they invoke a 
corotating two-cell convection pattern that was originally proposed for Jupiter 
[Vasyliunas, 1970; Hill et al., 1981; 1983]. This model is illustrated in Fig. 51. The 
system performs like a cam that rotates with Saturn. The plasma flow picks up the newly 
ionized plasma to increase the plasma density, making the density higher at side 2 than at 
side 1. The density difference gives rise to a centrifugal force difference which drives the 
two-cell convection system. Unlike our formerly simulated finger-like structures, Gurnett 
et al. argued that this centrifugally driven convection system is dominated by the lowest 
order (m=l) mode, which is called the two-cell mode (Fig. 51 B). The synchronization 
between the magnetic field and plasma density modulations arises, in this model, from 
the electromagnetic torque asymmetry required to maintain the angular momentum 
asymmetry. 
In an initial value problem, any asymmetry of the initial plasma distribution results in 
an asymmetric plasma distribution in the downstream region. We here set up an 
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Figure 50. SKR modulation of electron density and magnetic field in Saturn's inner 
magnetosphere. Adapted from Gurnett et al. [2007]. 
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Figure 51. The two-cell corotating convection system invoked by Gurnett et at. [2007] to 
explain the observed SKR longitude modulation of plasma density. Panel A shows a 
meridianal view and panel B an equatorial view. Adapted from Gurnett et al. [2007]. 
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asymmetric torus for the initial distribution and let the system evolve with time. To 
simulate the two-cell convection model, we suppress higher-order longitudinal 
asymmetries and give the initial distribution only one peak with respect to longitude. A 
post-simulation analysis of the average plasma density at 5 Rs gives a measure of the 
degree of asymmetry there. The relationship between the initially-imposed degree of 
asymmetry and the resulting downstream degree of asymmetry determines how large the 
initial asymmetry must be in order to provide a factor of 2 plasma density asymmetry at 
5 Rs in accordance with the Gurnett et al. [2007] data. 
4.2.4.2 Simulation setup 
The longitudinal asymmetry is imposed on the initial plasma distribution according to 
the following equation. 
7/(r) = 
^ a x c o s 2 ^ — ^ - ( l + A:(l-cos(p-yO)2 /4): | r-r£ |<£ 2o (37) 
0 : elsewhere 
where, k is a variable denoting the degree of asymmetry, such that k = 0.2 means 
20% asymmetry in the initial distribution, y/ is a phase shift introduced to make the 
resulting peak T] location consistent with the observation Xsc ~ 330°. In our 
simulation yr = 120°. 
In our simulations, we used values of k = 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6 to provide 
a range of different degrees of asymmetryjn the initial distribution. We stopped our 
simulations when most of the outflowing fingers have their maximum Tj value around 
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5 Rs. The 7] value at 5 Rs is calculated by averaging across a radial strip in a given 
longitudinal location. This 77 versus longitudinal relation is then fitted to a sin wave to 
determine the degree of asymmetry at 5 Rs . We increase the number of grid points in the 
360° longitudinal sector to 500 in order to increase the performance of this fitting 
procedure. 
4.2.4.3 Simulation results 
Figs. 52-57 show the initial 7] distributions (a), the final Tj contours (b), and the 
sin wave fits to the final t] values (c) versus longitude for six different k values. The 
two yellow dotted lines denote the radial strip region that was used to calculate the 
average 77 at 5 Rs . In panel (c) of each figure, there are four colored lines representing 
various fits to the values of 77 seen in each of the 500 longitudinal grid sectors, 
represented by (+) signs. The red line is the fit using all 77 values in the final 
configuration. For the yellow line, only the points with 77 > rjmax 110 are used to 
perform the fitting. For the green line, all the points are included in the fitting, but the 
points with 77 < 77max /10 are replaced with the constant value 77 = 77max /10 . The blue 
line is a pure sin wave that best fits the green line. The motivation for replacing all values 
of 77 < max/10 by the "floor" value 77 = 77max /10 (green line) is that, in the real 
situation, hot plasma inflow is interspersed with the outflowing fingers. The density of 
this inflowing plasma is much lower than that of the cold plasma, but it is not zero (as 
assumed in the present simulations). 
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Figure 52(a). k= 0.1, initial tj distribution plotted in a Cartesian coordinate system 
showing a 10% asymmetry peaked at longitude 300°. 
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Figure 52(b). k= 0.1, final t] distribution plotted in a Cartesian coordinate system 
showing an asymmetry centered near longitude 330°. 
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Figure 52(c). k= 0.1. Three fits to the final rj distribution at 5 Rs. The blue line is a 
sin wave fit used to calculate the final asymmetry ratio. 
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Figure 53(a). k= 0.2, initial rj distribution plotted in a Cartesian coordinate system 
showing a 20% asymmetry peaked at longitude 3 00°. 
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Figure 53(b). k= 0.2, final rj distribution plotted in a Cartesian coordinate system 
showing an asymmetry peaked around longitude 330° 
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Figure 53(c). k= 0.2, three fits to the final 7/ distribution at 5 Rs. The blue line is a 
sin wave fit used to calculate the final asymmetry ratio. 
Initial rj contours 
150; . y2D0-.;.. 250; 
longitude" 
21 
x10 
400 
r 
§• 
i 
1:; 
Figure 54(a). k= 0.3, initial rj distribution plotted in a Cartesian coordinate system 
showing a 30% asymmetry peaked at longitude 300° 
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Figure 54(b). k= 0.3, final tj distribution plotted in a Cartesian coordinate system 
showing an asymmetry peaked near longitude 330° 
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Figure 55(a). k= 0.4, initial 77 distribution plotted in a Cartesian coordinate system 
showing a 40% asymmetry peaked at longitude 300°. 
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Figure 55(b). k= 0.4, final rj distribution plotted in a Cartesian coordinate system 
showing an asymmetry peaked near longitude 330°. 
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Figure 55(c). k= 0.4, Three fits to the final TJ distribution at 5 Rs. The blue line is a pure 
sin wave fit used to calculate the final asymmetry ratio. 
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Figure 56(a). k= 0.5, initial rj distribution plotted in a Cartesian coordinate system 
showing a 50% asymmetry peaked at longitude 300°. 
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Figure 56(b). k= 0.5, final TJ distribution plotted in a Cartesian coordinate system 
showing an asymmetry peaked near longitude 330°. 
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Figure 57(a). k= 0.6, initial TJ distribution plotted in a Cartesian coordinate system 
showing a 60% asymmetry centered at longitude 300°. 
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Figure 57(b). k= 0.6, final rj distribution plotted in a Cartesian coordinate system 
showing an asymmetry peaked near longitude 330°. 
113 
12 
x 10 21 
10 
8 
T) at 5 R,. 
• • — 
•Fitting with all points 
Fitting w/o small value 
Fitting using 10% const 
• Sin wave fitting 
r + V ++«*+w 
+++ 
, hi* t**
 t^^i*^4f^f^f f********** tt 
0 50 100 150 200 250 300 350 150 200 
Longitude 
Figure 57( c) . k= 0.6, three fits to the final tj distribution at 5 Rs. The blue line is a 
pure sin wave fit used to calculate the final asymmetry ratio. 
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k 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
Sin wave fit 
3 . 7 x l 0 2 1 + 0 . 5 x l 0 2 1 s i n ( ^ + 3 ^ / 4 ) 
3 . 9 x l 0 2 1 + 0 . 7 x l 0 2 1 s r m > + 3;zr/4) 
4 .1xl0 2 1 + 0 . 9 x l 0 2 1 s i n ( ^ + 3 / r / 4 ) 
4 .3x l0 2 1 +1.25X1021 s in(^ + 3 ^ / 4 ) 
4 . 5 x l 0 2 1 + 1 . 4 5 x l 0 2 1 s i n ( p + 3;r /4) 
4 . 6 5 x l 0 2 1 + 1 . 6 5 x l 0 2 1 s i n ( p + 3/r /4) 
Final asymmetry ratio 
1.31 
1.44 
1.56 
1.82 
1.95 
2.1 
Table 3. The sin wave fitting function in Figs. 52-57. The last column shows the 
asymmetry ratio at 5 Rs-
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Figure 58. The relation between the initial asymmetry ratio and the final asymmetry 
ratio. 
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Table 3 shows the sin wave fitting function and the final asymmetry ratio at 5 Rs for 
different value of k . Fig. 58 shows the relationship between the asymmetry ratio of the 
initial distribution and of the final configuration. 
As shown in Table 3 and Fig. 58, the asymmetry ratio of the final 7] configuration 
increases with the asymmetry ratio of the initial condition. The initial distribution must 
be at least -40% asymmetric in order to give a factor ~2 asymmetry at 5 Rs. From our 
simulations, we conclude that the observed plasma density asymmetry at 5 Rs may result 
from an initially asymmetric distribution in the Enceladus' torus at 4 Rs propagated 
outward by the centrifugal interchange instability. The mechanism for the initial 
asymmetry is not well understood, but its origin may result from long-term variations of 
the mass injection rate from Enceladus [Gurnett et ah, 2007]. 
4.3 Simulation with an active plasma source 
4.3.1 Inclusion of an idealized active plasma source 
4.3.1.1 Introduction 
Cassini plasma observations [Young et al., 2005] have confirmed that Saturn's 
magnetosphere contains numerous internal sources of plasma associated with its rings 
and icy satellites. It is, in this way, more complicated than Jupiter's magnetosphere, 
which has a single dominant source at Io. Unlike Jupiter's Io, Saturn's plasma sources do 
not leave obvious clues like a visible plasma torus or a clear auroral footprint. There is, 
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however, clear evidence [Burch et al., 2005; Hill et ah, 2005; Mauk et ah, 2005] for 
interchange "fingers" at Saturn of the type that is ubiquitous in Jupiter simulations. Less 
clear are the conditions and locations where these fingers originate, both the outflowing 
fingers of cool dense plasma from the inside and the inflowing fingers of hot tenuous 
plasma from the outside. 
Our former simulations represent the source by an initial-condition plasma 
distribution and track the subsequent evolution. The plasma in the source region is 
depleted by the outflowing fingers on a time scale of several hours or less (depending on 
the assumed ionospheric conductance). In order to study the long-term effects of the 
plasma transport, we need to incorporate a continuously active source. 
In the edge-based RCM code, plasma convection is simulated by following the 
motion of distribution edges. The active source can't be easily implemented because of 
the difficulty in distributing the newly added plasma among all the edges. However, with 
the more recent grid based RCM code, plasma production can be specified at each grid 
point, and an active source can be implemented by specifying a source term on the right 
hand side of equation (17). 
In this section, we first use an idealized source that has the same radial distribution as 
the initial-condition plasma distribution. The total mass loading is distributed within a 
1 Rs wide torus region. Then we set up a more realistic extended source distribution 
based on observational data. 
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4.3.1.2 Simulation with an idealized source 
We first use an azimuthally-symmetric mass loading rate within the toroidal source 
region. The total TJ source rate is computed by the expression from Hill and Pontius 
[1998] 
77= f (38) 
2xR2sBLAL 
whereRs= 6.0268xl07m, # = (2.11xl0-5/3.953)res/a, L=3.95,and AL = 1.0 to 
represent the source region. Using water group ions, mi = \lamu = 2.84xl0~26fcg and 
the inferred total mass loading rate M = 100kg/S [Pontius and Hill, 2007], we have 
/7r=1.15xl017/(M>s) (39) 
Suppose the source is distributed in the torus according to the function 
tf = ^ » c o s 2 [ ^ Z ^ ]
 (40) 
Ar 
where r0=3.95Rs is the orbital radius of Enceladus and Ar = ALRs .We have 
Ar Ar 
r
°
+T ro+T 
\vdr= J ^cos2[^^-]dr = flT (41) 
Ar Ar Ar 
Performing the integration we obtain 
^ax=2/7r ' (42) 
So, the source distribution is give by 
i7 = 2?jTcos2[?^p±] (43) 
Ar 
4.3.1.3 Simulation results 
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Figure 60. TJ configuration after 5 hours using the idealized source function equation 
(43). 
120 
mMiaimmti1W9MniU!maMt •.'-. - • ' •" '•-" !•:'' ! - v "! "• -!> 
H 
'$i 
i *r 5.-S-; V< 
<>*" 
-M 
-10 
t - ^ ^ ^ jjl^^^^^^^^^^^K^. 
^^^^ I^^ ^^^^^^^^^^^^^^k 
^^^^^^^^^pHHH^^^^^^^^^^^k 
:
 ^^B^tiH^3^lk 
"' :^^^^^^^f%frj^^J^^1^KE*»*^^^^^^^k 
- -^^^^^^^pStj^HF ' ^ ^ H ' V ^ ^ ^ ^ ^ ^ ^ H 
i j^^^Pj^^^p^^^H 
^^^^^^^^Br//€'i"f' t ^ JJM^^^^^^^^y 
;^^^^^^^^^B&Aa|j^|^^^^^^^^^^^F' 
^^ ^^ ^^ ^^ ^^ ^^ ^^ p 
EETA 
=3 
—, 
— 
— 
— 
— 
— 
— 
— 
i? 
In 
7.5E+21 
7 0E+21 
6.5E+21 
6.0E+21 
5 5E+21 
S.OE+21 
45E+21 
4 0E+21 
3 5E+21 
3.0E+21 
2 5E+21 
2 0E+21 
1.5E+21 
1 OE+21 
5 0E+20 
-10 -5 0 5 10 
XMIN 
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Figure 62. 77 configuration after 7 hours using the idealized source function equation 
(43). 
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(43). 
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Figs. 59-65 show the 77 configurations at consecutive time steps. The idealized 
source function (equation (43)) builds up the plasma content in the source region (Fig. 59) 
and the interchange instability drives outflow from the outer edge of this distribution 
similarly to that from an initial distribution. The difference is that the plasma in the 
source region is not depleted quickly but reaches a quasi-steady state distribution after a 
few hours. Fig. 66 shows the potential distribution at 10 hours. The equipotential lines 
are perpendicular to the outer boundary, so the electric field is parallel to that boundary 
and the Ex B drift is perpendicular to the boundary. The outer boundary is open for 
plasma loss from the inner region. 
All these simulations include the Coriolis effects described in 4.2.3. Comparing these 
to the simulations without an active source (Figs. 47 and 49), the outgoing fingers are 
broader when the active source is included. Along with the Coriolis force, the effect of an 
active plasma source contributes to the explanation of the observed width discrepancy 
between the inflow and outflow channels. 
4.3.2 Simulation with an extended plasma source in Saturn's inner magnetosphere 
4.3.2.1 Introduction 
Our previous simulations used an idealized thin Enceladus torus as the initial 
distribution or plasma source. Based on this idealized condition, we have studied the 
effects of the ionospheric conductance and of the Coriolis force on the centrifugal 
interchange instability. The effect of an initial distribution asymmetry on the downstream 
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plasma configuration was also studied based on this idealized initial plasma distribution. 
Although the idealized distribution provides insight into the physical processes in 
Saturn's inner magnetosphere, our final application of the RCM to Saturn's 
magnetosphere depends on realistic observational data. 
Cassini and Hubble Space Telescope (HST) observations reveal a broad distribution of 
neutral water-group molecules in the inner magnetosphere [Johnson et al., 2006]. Figure 
67 shows the column density vs. radial distance in the equatorial plane. The Enceladus 
neutral torus (dashed line) is produced directly from the south-pole plume. This torus is 
scattered to produce a wider OH torus (dot-dashed line through charge exchange and 
neutral-neutral collisions. This wider cloud extends from 2 Rs to 10 Rs. The solid line 
represents OH observations by HST. Table 4 shows data provided by R. E. Johnson, 
derived from the published data in Johnson et al. [2006] and Sittler et al. [2007]. The fist 
column is the equatorial radial distance. The second column is the total neutral column 
density in mol I cm2. The third column shows the column charge exchange rate 
in ions I cm2 Is. The fourth column is the column ionization rate in ions /cm2 /s. 
Fig. 68 shows the neutral column density plotted from Table 4 (the sum of the dashed 
and dot-dashed curves in Fig. 67). Fig. 69 shows the column charge exchange and 
ionization rates plotted from table 4. The total column density has a single peak around 
4 Rs, is the radius of Enceladus' orbit. The charge exchange rate has a trend similar to 
that of the total density. The ionization curve has two peaks, one narrow in the radial 
direction and centered at Enceladus' orbit, and the other much broader and centered 
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around 6 Rs. This special geometry of the ionization rate results from plasma transport in 
Saturn's magnetosphere. The peak neutral density around 4 Rs produces the narrow 
ionization rate peak there, and the increasing flux of hot ionizing electrons with 
increasing distance produces the broader ionization rate peak at around 5 - 7 Rs. 
4.3.2.2 Simulation setup 
Although both charge exchange and ionization contribute to mass loading, only the 
ionization contributes to plasma production. In our simulation, this corresponds to a 
source rate 77. First we convert the column number density source rate into the plasma 
flux-tube content source rate using 
where N is the ionization rate plotted in Fig. 69 and Bs is Saturn's surface magnetic 
field strength. 
The column ionization rate from Fig. 69 is replotted on a linear scale in Fig. 70. The 
flux-tube content source rate is plotted in Fig. 71. Note the two peaks in Fig 70. The 
flux-tube content source rate, because of the division by B, has the higher peak around 6 
- 7 Rs as shown by the dots in Fig. 71. The other sharper but lower peak is centered at 
4 Rs. Also shown in this figure are three fitting curves, where the red curve is constructed 
from two three-point interpolations of the two sides of the sharp peak, the green curve is 
a 4th order polynomial fit to the broad outer source, and the yellow cure is a 4th order 
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polynomial fit to the transition between these two regions. These three piece-wise 
smooth curves represent the source function used in our simulations. 
4.3.2.3 Simulation results 
Figs. 72-80 shows the r] configurations at selected time steps up to 16 hours when 
using = 0.1 S. Several non-linear phases of development are evident in these figures: 
(1) For about the first 10 hours, plasma accumulates and forms a double-peak structure 
similar to that of the source curves. The broader outer torus peaks around 5 - 7 Rs and 
the inner peak with smaller flux-tube content peaks around 4 Rs. (2) For about the next 4 
hours, interchange cells form and develop into fingers which are bent in the retrograde 
direction by the Coriolis force as they grow outward. (3) The fingers broaden in the 
longitudinal direction after about 14 hours, as additional plasma is fed into them at their 
bases in the inner magnetosphere. 
Two other features are evident in the simulation results: (1) The Enceladus plasma 
torus (light blue ring at L = 4) remains intact for several hours after the onset of 
vigorous interchange outside it (at t ~ 13 - 15 hr). Interchange is, of course, triggered by a 
negative radial gradient of 7], and the largest region of negative gradient is outside ~ L=6 
(Fig. 71). (2) The inflow fingers are noticeably thinner than the outflow ones, particularly 
at later times. These are both important features of Cassini observations that have not 
been explained heretofore. For the ratio of widths of inflow vs. outflow channels, we 
don't get the 1/10 ratio reported by Chen and Hill [2008], but we get a ratio that is clearly 
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Ionization rate 
(/cm2-s) 
.18E+05 
.25E+05 
.36E+05 
.51E+05 
.73E+05 
.13E+06 
.29E+06 
.13E+06 
.90E+05 
.11E+06 
.98E+05 
.89E+05 
.84E+05 
.68E+05 
.64E+05 
.62E+05 
.51E+05 
.98E+05 
.11E+06 
.18E+06 
.18E+06 
.17E+06 
.17E+06 
.23E+06 
.20E+06 
.13E+06 
.13E+06 
.85E+05 
.42E+05 
.31E+05 
.26E+05 
.18E+05 
.12E+05 
.88E+04 
.49E+04 
Table 4. Plasma column density, charge exchange rate, and ionization rate versus radial 
distance in Saturn's magnetosphere, from the chemistry/orbital dynamics model of R. E. 
Johnson [private communication, 2008]. 
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X10* Idhizatiorirate (density)/ 
W 
Figure 70. Ionization rate from Fig. 69 replotted on a linear scale. 
<~ Vi and the ratio becomes smaller with time. We have always gotten a ratio ~ 1/2 when 
we used an initial condition instead of an active source. Combined with the Coriolis 
effects, the realistic source provides us at least a qualitative explanation of why the 
inflow channels are much narrower than the outflow channels. 
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W 
th Figure 71: Plasma content source rate derived from Fig. 70 (dots), with a 4 degree 
th polynomial fit for 3.35-5.0 Rs (yellow curve), another 4 degree polynomial fit for 
5.0-10.1 Rs (green curve), and a pair of three-point interpolations for the sharp peak at 
3.95 Rs (red curve). 
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Figure 73. TJ configuration after 5 hours using a realistic source function as in Fig. 71. 
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Figure 74. rj configuration after 8 hours using a realistic source function as in Fig. 71. 
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Figure 77. rj configuration after 13 hours using a realistic source function as in Fig. 71. 
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4.3.3 Inclusion of the pick-up current 
4.3.3.1 S imulation setup 
When new ions are picked up by the corotational flow, they produce a radial pick-up 
current [Hill et al., 1983]. This current should be included whenever a source is included 
because it is implied by the source. The pick-up current includes both new ionization of 
neutral atoms and molecules, which contribute to ff, and also charge-exchange reactions, 
which do not. That is because charge-exchange produces no new plasma mass source, but 
it implies a new retrograde angular momentum source. The pickup current density, 
integrated along B, is given by 
Jpu=^mifj(Clr-vk). (45) 
in the radial direction, where Q is the partial corotation frequency and 
GMS 
v * = J L (46) 
is the Kepler velocity. The dimensionless factor 
- IonizationRate + ChdigeExchangeRate 
£ = 2 2 = 4
 ( 4 7 ) 
IonizationRate 
represents the ratio of the ionization rate plus charge exchange rate to the ionization rate. 
The value 4 is a crude average value based on various chemical models averaged over r, 
but is the value adopted here. The Birkeland current density needed to close the pickup 
current is: 
J,=~(rJpJ^^[mr2-V)] (48) 
r or r or*-
 A 
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For this set of simulations we use the idealized source distribution (43) with 
fjm = 1.15xl017 /(Wb-S), corresponding to a total mass source rate of 100 kg/s. 
In equation (46), both Q and vk depend on radial distance r. Chen and Hill 
[2008] used a polynomial fit to CAPS data to represent the radial dependence of Q. But 
ina l Rs radial strip around Enceladus'orbit, Q can be well represented by a 
constant. If we include the dependence of vk on r, equation (48) becomes 
1 3 1 3 r . 
^7^(^)=^7^[^ 2 -^ ) ] 
= 4mI.-2/t-Mo|- cos ( 2 / / r ( r - r 0) 2 AL _A [ c o s 2 (^Z^ dr AL )jGMsr]\ (49) 
Smfi 2Q cos(— —) r • [cos(— ^ ) sin(— ^-)] + AL AL AL AL 
_ it ,ft(r-rn). . ,7r(r-rn)^ rr—— 1 T.^i.r-rn). \GM<, 
If vk is taken to be constant, then 
1 3 i a 
'•
 = 7 ^ ( r / ^ i = ^ 7 ^ ( Q r 2 - v * r ) ] r dr 
• 1 f 9 
r dr' 
AL 
3 2 ^ 0 " - ^ V 1 
8m,77 
_,_ , / r ( r - r A ' ^ ( r - r A ;rr . ,n(j-rn)„ 2Qcos( . ^ °')r • [cos( , , ° ) - — s i n ( v , „ 0/)3 + 
AL AL AL AL 
_ K ',ft(r — rn). .',7t(r-rn)x ,, 
2.—cos(— *—) sin(— °—)vk r - cosz ( 
L AL AL AL AL 
2 / # ( r - r A 
tvk 
= 8m,77„ 
2Qcos(— 2i) • [cos(— ^ ) - —sin( v , ^ 0/)3 + 
AL AL 
7tr ;_,#•(/*-r0)„ 
AL r AL 
2—cos(— ^-)sin(— ^-)vb —cos2(— ^-)v. 
L AL AL AL r AL 
(50) 
where 
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\GMS _ /6.672xlQ-nNm2kg'2 •5.5846xl026fcg 
Vk
~\ r • ~V 3.95-6.03xl07m
 ( 5 i ) 
= jl.564x10* Nmkg-1 =1.25x10* m/s 
In order to reduce numerical diffusion in the RCM code, equation (49) or (50) is used 
rather than the derivative equation (48). For the idealized pick-up current distribution in 
the 1 Rs wide strip, vk is represented by the constant value given by equation (51). 
For the extended plasma source as discussed in 4.3.2, vk depends significantly on r 
and equation (49) is used. 
4.3.3.2 Simulation results 
Figs. 81-90 show the evolution of the total Birkeland current system, including both 
the Birkeland current deriving from the pick-up current and that deriving from the 
centrifugal drift current. In the early stages, the Birkeland current is dominated by that 
from the pick-up current as shown in Figs. 81-83. The opposite signs at the inner and 
outer edges arise from the fact that the radial derivative of the idealized mass loading 
function (47) is positive at the inner edge but negative at the outer edge. For times after 
about 4 hours, the Birkeland current is dominated by that from the centrifugal drift 
current. The whole current system is then controlled by the response to the outflowing 
fingers, with only a secondary effect from the pick-up current. 
Tjfejfeiwf8 ^ j f e i i i w i a<sa^o.tti»gtPKg® ;TNmasitgi: 
® 
I 
•i?. 
•s 
s 
M 
m 
BIRK(NH) 
5E-05 
4.58333E-05 
4.1666 7E-05 
3.75E-05 
3.3333 3E-05 
\2.91667E-05 
YsE-05 
r08333E-05 
1 66667E-05 
1 25E-05 
8 33333E-06 
416S67E-06 
0 
4 16S67E-06 
8 33B33E-06 
1 25E-05 
1 6(^ 66 7E-05 
2 p8333E-05 
E-05 
9166 7E-05 
-3.3333 3E-05 
-3 75E-05 
-416667E-05 
-4.5833 3E-05 
-5E-05 
i .—L. 
n 
.." o: 
XMiisi irr 
Figure 81. Birkeland current at t = 0, due entirely to pick-up currents. 
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Figure 82. Birkeland current at t = 2 hr, due mostly to pick-up currents. 
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Figure 83. Birkeland current at t = 3 hr, still largely due to pick-up currents. 
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Figure 84. Birkeland current at t = 4 hr. The effect of the centrifugal drift current 
diverging at the finger edges begins to compete with that of the pick-up current. 
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Figure 85. Birkeland current distribution at t = 5 hr. 
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Figure 86. Birkeland current distribution at t = 6 hr. 
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Figure 87. Birkeland current distribution at t = 7 hr. 
156 
BIRK(NH) 
5E-05 
4.58333E-05 
416667E-05 
3.75E-05 
3.3333 3E -05 
2.9166 7E -05 
SE-05 
2'08333E-OS 
1 66667E-05 
1 25E-05 
8 3333 3E-06 
416&67E-06 
0 
-4.16667E-06 
-8 33333E-06 
-1 25E-05 
-1 6£66>E-05 
-2.08333E-05 
-2-SE-05 
.9166 7E-05 
3.3333 3E-05 
3.75E-05, 
4.1666 7E-05 
4.58333E-05 
5E-05 
V. 
i t r 
Figure 88. Birkeland current distribution at / = 8 hr. 
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Figure 89. Birkeland current distribution at t = 9 hr. 
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Figure 90. Birkeland current distribution at t = 10 hr. 
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5. Conclusion 
Because of the fast spin of Jupiter and Saturn, the plasma convection in their 
magnetosphere is dominantly driven by centrifugal force. The plasma produced by their 
moons (Io and Enceladus) is transported outward though the flux-tube interchange at the 
outer edges of the torus. The high density flux tubes move outward to replace the low 
density flux tubes. 
The centrifugal interchange instability is studied here using a quantitative model that 
includes the coupling between the magnetosphere and ionosphere. The divergence of the 
centrifugal drift current in the equatorial plane is balanced by the field aligned Birkeland 
current flowing into and out of the ionosphere. The conduction currents in the ionosphere 
close the whole current system and determine the electric potential distribution which 
drives the plasma motion. The Vasyliunas equation set (equation 13-17) describes this 
coupling process in Earth's magnetosphere. The Rice Convection Model implements this 
coupling numerically. By replacing the gradient/curvature drift current with the 
Centrifugal drift current, this model is extended for Jupiter's and Saturn's 
magnetospheres. 
When studying the fine structure in the Io torus, the traditional edge-based RCM 
algorithm is used. By changing only one parameter in the Vasyliunas equation set, the 
radial width of the initial distribution, the resulting convection cell spacing is determined 
to be proportional to the initial distribution width, with a constant of proportionality ~ 1/2. 
The small ribbon-scale structures thus grow faster than the larger torus-scale structures, 
which emphasizes the importance of stabilizing mechanisms to maintain the torus 
structure. 
Several recent observations by the Cassini spacecraft in Saturn's inner magnetosphere 
have been modeled by the RCM. The grid based RCM algorithm is used in order to 
incorporate the active source. V-shaped injection and dispersion signatures are frequently 
observed by CAPS. We set an idealized cold plasma torus near L = 4 (the orbit of 
Enceladus) as an initial distribution. Small perturbations in the torus region grow into 
interchange convection cells with alternating sectors of inflow and outflow on the time 
scale of Saturn's rotation period when using a medium ionospheric conductance value. 
This result complies with the statistical results reported by Chen and Hill [2008] and 
provides a reasonable estimation of the ionospheric conductance value, of the order of 
0.1S. 
As the first order velocity dependent term in the magnetospheric current density, 
Coriolis effects are included in our simulation by using an effective Hall conductance. 
Three main results are drawn from the simulations. The Coriolis force bends the fingers 
in the retrograde direction, slows down the growth, and makes the outgoing fingers 
broader. These results are fully consistent with the theoretical arguments of Vasyliunas 
and Pontius [2007] and the observations by Hill and Chen [2008]. 
The SKR-period plasma density modulation in Saturn's inner magnetosphere is 
studied by setting an asymmetry in the initial plasma distribution. The simulations show 
that the final plasma asymmetry increases with the initial asymmetry ratio, and the initial 
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distribution must be at least -40% asymmetric to give a factor ~2 asymmetry at 5 Saturn 
Radii. 
To model the plasma convection in Saturn's magnetosphere, we need to incorporate 
an active plasma source. Our test simulations using an idealized source function show 
how the plasma distribution is evolved. But Saturn's plasma source is wide and 
complicated in nature. An observation-based model of the extended plasma source was 
then implemented in the simulations. The simulation results including the extended 
source and the Coriolis effects, provides a possible qualitative explanation of why the 
inflow channels are much narrower than the outflow channels. The simulation with the 
extended source is the basis for future RCM simulations of Saturn's magnetosphere. 
Finally, initial results of inclusion of the pick-up current are reported. 
6. Future Developments 
The finger-like interchange convection described by Fig. 13 includes the 
gradient-curvature drift dispersion of the hot tenuous plasma moving inward. In our 
simulations, only the cold inner plasma is considered while the hot outer plasma is 
treated as vacuum. For the hot plasma, the gradient-curvature drift current is not 
negligible compared with the centrifugal drift current. To study the drift dispersion 
process in a rotation dominated magnetosphere, the magnetosphere currents will need to 
include both the centrifugal drift current and the gradient/curvature drift currents for hot 
plasma. Additional data analysis is also needed to specify the location and distribution of 
the external source of the hot plasma. Then, the hot plasma source function can be 
included in the initial plasma setup and gradient/curvature drift currents can be included 
for the hot plasma. 
Our initial simulations require the plasma velocity to be much smaller than the 
corotation velocity. Although this requirement is well met in inner magnetosphere, the 
further acceleration of the flux tubes will make the two velocities comparable. This is 
why we confine our simulations to the earlier stages. The inclusion of Coriolis effects 
broadens the applicability, but the neglect of the acceleration current in the RCM will 
make the growth-rate of small scale disturbances exceed the planetary rotation rateQ, 
which is unphysical [Hill, 2005]. A numerically stable procedure for incorporating the 
acceleration current has been developed [private communication with T. W. Hill, 2007], 
with which the effects of the acceleration current can be studied. 
Finally, all the effects from an active source, Coriolis force, hot plasma from outside, 
and the acceleration current will be included at once. 
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