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Un dels temes actuals en la recerca sobre xarxes és el de minimitzar el 
consum d'energia relacionat amb les comunicacions. En aquests moments, les 
tecnologies de xarxa són responsables del 2% de les emissions mundials de 
CO2, i creixen a un ritme del 12% anual. Si Internet fos un país el seu consum 
elèctric seria el cinquè del mon [1]. La seva reducció suposaria una millora 
notable de les condicions ambientals i una reducció del ritme d'escalfament del 
planeta.  
 
En la primera part d’aquest treball s'explora i es revisa l'estat del art en les 
estratègies actuals d'estalvi energètic relacionat amb xarxes telemàtiques, 
diferenciant les diferents aproximacions: 
 
 Estratègies a nivell Hardware  
 Estratègies a nivell Software   
 Estratègies d’arquitectura de xarxa 
 Estratègies de distribució de energia elèctrica 
En la segona part de la memòria s’estudia en detall una estratègia a nivell 
hardware, el nou estàndard IEEE 802.3az, més conegut com a EEE (Energy 
Efficient Ethernet). EEE té com a objectiu reduir el consum de les interfícies 
Ethernet. El nostre estudi s’ha realitzat mitjançant les simulacions en ns-2 en 
un entorn virtualitzat. S'analitzen les potencialitats d’estalvi d'energia en 
diversos escenaris, incloent els condicionants, límits i les possibles 
conseqüències de l'aplicació d'aquest estàndard sobre el trànsit Ethernet: 
delay, jitter i la velocitat efectiva. 
 
Les conclusions extretes del treball són que EEE compleix amb el seu propòsit 
(estalviar energia), amb pocs efectes sobre el trànsit: l'increment del jitter i del 
delay, però d' una manera que l 'usuari no notarà pràcticament cap efecte, ja 
que amb delays grans (1ms), la diferencia de prestacions és negligible, però 
l'estalvi sí que és important. EEE és un petit pas per millorar la eficiència en les 
xarxes de comunicacions, però aquest camp d'estudi esta començant a tenir 
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One of the current hot topics in research on networks is how to minimize 
energy consumption related to communications. Currently, network 
technologies are responsible for 2% of global emissions of CO2 and grows at a 
rate of 12% annually. If Internet were a country, its electricity consumption 
would be the fifth of the world [1]. The reduction of this would mean a 
significant improvement of environmental conditions and a reduction of the rate 
of global warming. 
 
The first part of this work explores and reviews the state of the art about energy 
savings strategies related to networks, distinguishing the different approaches: 
 
• Hardware-level strategies 
• Software-level  strategies 
• Network architecture strategies 
• Electric power distribution strategies 
 
The second part of the report examines in detail a hardware-level strategy, the 
new IEEE 802.3az, better known as the EEE (Energy Efficient Ethernet). EEE 
aims to reduce consumption Ethernet interfaces. Our study was carried out 
using simulations in ns-2 in a virtualized environment. It discusses the potential 
of energy saving in various scenarios, including the conditions, limits and 
consequences of applying this Ethernet standard over a network: delay, jitter 
and the effective speed. 
 
The conclusions of the work are that EEE meets its purpose (to save energy) 
with little effects on traffic: the increase of jitter and delay, but in a way that the 
user will not notice almost no effect because with large delays (1ms) the 
performance difference is negligible, but the energy savings are important. 
EEE is a small step to improve the efficiency of communications networks, but 
this field of study is beginning to have impact and will become a more 
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La societat actual és la més energèticament depenent en tota la història de la 
humanitat. La nostra societat no es podria moure sense energia, i de forma 
inconscient estem acostumats que quan endollem un dispositiu elèctric 
automàticament funciona i fa el servei per al qual ha estat dissenyat. Això 
també es pot aplicar amb els dispositius electrònics i informàtics, dels quals 
cada vegada som més dependents i que permeten fer tasques que fa 50 anys 
haguessin semblat de ciència ficció. 
  
Aproximadament el 2 % de les emissions mundials de CO2 són produïdes per 
les tecnologies associades a les xarxes de comunicacions, i aquest percentatge 
augmenta un 12% anual  [1]. Tot i això, s'estima que es malgasta prop del 50 % 
en equips que estan encesos, però en estat inactiu o idle [2]. Millorar l’eficiència 
de les xarxes de comunicació suposaria una millora ambiental notable de les 
condicions ambientals i una reducció del ritme d'escalfament del planeta a 
causa de l'emissió de CO2  a la atmosfera. 
 
Les empreses de Tecnologies de la Informació (Information Technologies, IT) 
no són alienes a aquesta problemàtica, així que la filosofia verda o "Green" 
també s'està inculcant dintre d'aquest sector. Green IT representa un canvi 
d'actitud i filosofia, on el més important és l'ús eficient dels recursos 
computacionals, minimitzar en el possible l'impacte mediambiental, i maximitzar 
la viabilitat econòmica amb una forta conscienciació social. 
 
Green IT no només identifica les principals tecnologies consumidores d'energia 
sinó també ofereix pautes de desenvolupament de productes informàtics 
ecològics. Aquestes estratègies plantejades tenen el objectiu final de reduir el 
consum elèctric i fer un ús més eficient de l’ energia i els recursos. 
 
Aquest treball pretén, per una banda, fer una revisió de les tècniques actuals 
relacionades amb l’estalvi energètic a les tecnologies de la informació, i per una 
altra aprofundir en una d’elles, fer-ne un anàlisi més detallat i aportar nous 
resultats de recerca. En el primer capítol es fa resum del estat de l'art de les 
iniciatives englobades dins de Green IT, dividint-les en funció de l'entorn en que 
es desenvolupen: 
 
 Estratègies a nivell Hardware  
 Estratègies a nivell Software   
 Estratègies d’arquitectura de xarxa 
 Estratègies de distribució de energia elèctrica 
 
En el segon capítol s’ha abordat el nou estàndard IEEE 802.3az, més conegut 
com a EEE (Energy Efficient Ethernet), una de les estratègies a nivell Hardware 
tractades en el primer capítol. EEE té com a objectiu reduir el consum de les 
interfícies Ethernet.  
 
Al tercer capítol es presentaran les proves i els resultats del nostre estudi sobre 
EEE, realitzat mitjançant les simulacions en ns-2 en un entorn virtualitzat. 
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S'analitzen les potencialitats d’ estalvi d'energia en diversos escenaris, incloent 
els condicionants, límits i les possibles conseqüències de l'aplicació d'aquest 
estàndard sobre el trànsit Ethernet: jitter, delay i velocitat efectiva. 
 
Com veurem, les principals conclusions de l’estudi són que l`estalvi amb EEE 
és fàcil d' obtenir en entorns d'ús estàndard, amb pocs efectes sobre el trànsit: 
l' increment del jitter i del delay, però d'una manera que l'usuari no notarà 
pràcticament cap efecte, ja que amb retards extrem-a-extrem grans (1ms), la 








CAPÍTOL 1: GREEN IT 
 
1.1. Introducció i objectius 
 
Els termes Green Computing o Green IT es refereixen a l’ús eficient dels 
recursos computacionals, minimitzant el possible impacte mediambiental, i 
maximitzant la viabilitat econòmica i la conscienciació social. Green IT presenta 
un canvi de mentalitat en les empreses de les Tecnologies de la Informació on 
el desenvolupament ha de ser sostenible. Aquest canvi d'actitud engloba des 
de la identificació de les principals tecnologies consumidores d’energia, a oferir 
pautes per un desenvolupament de productes informàtics més ecològics, fent 
un ús més racional dels recursos disponibles. 
 
A continuació farem un resum de les principals estratègies plantejades, que es 
poden dividir en funció de l’entorn en que es desenvolupen:  
 
 Estratègies a nivell Hardware  
 Estratègies a nivell Software   
 Estratègies d’arquitectura de xarxa 
 Estratègies de distribució de energia elèctrica 
 




Per “estratègies a nivell hardware” ens referim a tota implementació físiques 
d’estàndards que contenen els dispositius amb objectiu de reduir el seu 
consum. En l’àmbit de les telecomunicacions estan definits per organismes 
internacionals com ara l’IEEE “Institute of Electrical and Electronics Engineers”, 
una associació tècnica professional sense ànim de lucre que es dedica a la 
estandardització [3]. IEEE és una associació líder i de màxim prestigi en les 
àrees tècniques derivades de la elèctrica original: des de enginyeria 
computacional, tecnologies biomèdiques, aeroespacials, energia elèctrica, 
control, telecomunicacions, electrònica de consum, etc. En el nostre cas, és 
l’autor dels estàndards relacionats amb les xarxes d’àrea local (comitè 802) i 
més concretament del nou estàndard 802.3az o Energy Efficient Ethernet, que 
estudiarem més endavant.  
 
El procés de estandardització sol ser bastant llarg així que és freqüent trobar 
solucions amb desenvolupament propietari per àmbits on s'està desenvolupant 
un estàndard, no sent estrany traspassos de característiques entre ells. 
 
En els següents punts, veurem un exemple de cada cas, un estàndard i un 
desenvolupament propietari, que presenten un mateix objectiu: estalviar 
energia. 
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1.2.2. Estàndard  
 
1.2.2.1. IEEE 802.3az 
 
En general la gran majoria de interfícies Ethernet (802.3) tenen un percentatge 
d’utilització baix (<10%, és a dir, que l’enllaç està transmetent dades útils 
menys del 10% del temps), però el consum elèctric és independent de la 
utilització de cada enllaç, ja que es manté la transmissió encara que sigui amb 
dades no útils (per raons de sincronia o d’altres) i sempre consumeix el mateix. 
 
L’objectiu d’aquest nou estàndard és reduir el consum de energia(fent que les 
targes entrin en un estat d'inactivitat quan no tenen informació a transmetre), 
però també mantenir la compatibilitat amb l’equipament existent. Aquesta 
disminució del consum també reduirà la dissipació de calor i podria allargar la 
vida del producte[4]. Aquest estàndard es tractarà amb profunditat en el capítol 
següent. 
 
1.2.3. Desenvolupament propietari 
 
1.2.2.2. D-Link Green Ethernet 
 
D-Link ha desenvolupat recentment una tecnologia anomenada Green 
Ethernet, amb l'objectiu de reduir el consum elèctric, sense sacrificar el 
funcionament operacional ni funcional [5]. Ha enfocat les novetats en dues 
àrees especifiques: 
 
1. Estalvi de energia a traves del nombre de ports connectats i l’ estat 
de les connexions: Permet als commutadors detectar automàticament 





Fig. 1.1 Exemple d’estalvi d’energia a traves del nombre de ports 
connectats i l’estat de les connexions 
 
 
 Estalvi de energia a través de la longitud del cable: Els commutadors 
analitzen la longitud del cable Ethernet i ajusten la potencia a la mínima 
requerida en funció de la llargada del cable. 
 







Fig. 1.2 Exemple d’estalvi d’energia a través de la longitud del cable 
 




Per estratègies a nivell software entenem els diferents mètodes definits de 
forma independent al hardware disponible, o d’una infraestructura prèviament 





1.3.2.1.     Introducció 
 
La virtualització és un procés on la abstracció (aïllament) dels recursos d'una 
computadora o dispositiu informàtic. És un concepte ampli, que es ve utilitzant 
des de la dècada dels seixanta, però amb un pobre desenvolupament degut al 
hardware disponible. No ha estat fins la primera dècada del segle XXI que ha 
fet que la virtualització retorni a ser un camp d'interès. 
 
La virtualització té com a part més important la VM (Virtual Machine) que 
permet crear una capa d'abstracció hardware entre la maquina física (host) i el 
sistema operatiu de la maquina virtual (guest). És un mitja on es pot crear una 
versió virtual d'un dispositiu i/o recurs, com un servidor, un dispositiu 
d'emmagatzematge, una xarxa o un Sistema Operatiu, on es divideixen els 
recursos en una o varis entorns d' execució independents entre si. 
 
L'estalvi d'energia es fonamenta en la utilització més òptima dels recursos 
computacionals mitjançant la concentració de processos en poques màquines. 
És més eficient tenir un índex de utilització del 50% en un equip, que tenir el 
10% en 5 equips. El treball realitzat serà el mateix en el mateix temps, però 
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d'una forma poc eficient, malbaratant molta energia, tot això sense tenir en 
compte les depeses relacionades de la compra del equips, del manteniment, la 




Fig. 1.3 Exemple de Virtualització 
 
Els avantatges de la virtualització permeten tenir un índex d'utilització més 
elevat, sobre un 60-80% enlloc del 5-15% en hardware no virtualitzat [6]. Amb 
aquesta tècnica és necessari menys hardware, això també implica menys 
costos en espai, refrigeració.... També la seva flexibilitat, permet adaptar-se a 
canvis molt ràpidament, des de caigudes sobtades de maquines virtuals, a 
crear noves maquines virtuals per nous atendre nous serveis. Aquest 
aprofitament del hardware millora la eficiència i per tan les emissions de CO2  
[7]. 
  
1.3.2.2.     Tipus 
 
Podem definir 2 tipus de virtualització: de plataforma i de recursos. 
 
1.3.2.2.1.     Plataforma 
 
Consisteix en separar un sistema operatiu dels recursos de la plataforma. És el 
més usual, i es realitza mitjançant programes com ara VMware, Virtualbox, 
Microsoft Virtua PC... Aquest programes corrent sobre un SO, i creen i 
gestionen les màquines virtuals de forma autònoma sense intervenció del SO. 
 
Últimament també han aparegut els conceptes Platform as a Service (PaaS) i 
Infrastracture as a Service (IaaS), que estenen el concepte de virtualització no 
només a servidors, sinó també a routers i commutadors de xarxa, el que 
possibilita crear xarxes lògiques separades però que corren sobre el mateix 
hardware de xarxa.  
 
 






Fig. 1.4  Exemple de màquina Virtual Linux Ubuntu corrent sobre un host 
Windows XP, amb VirtualBox 
 
1.3.2.2.2.     Recursos 
 
Consisteix en la virtualització de recursos específics del sistema, com pot ser: 
la memòria virtual, emmagatzematge virtual, les interfícies de xarxa virtual o les 
xarxes virtuals. Exemples; Memòria Virtual de Windows, switch o routers 
virtuals,... 
 
1.3.3. Cloud computing 
 
1.3.3.1.     Introducció 
 
El Cloud computing es refereix a una forma de computació en el qual l'ús i 
accés es basa en l'ús de múltiples servidors, que proporcionen diferents 
serveis, connectats per una xarxa, normalment Internet. Aquest serveis poden 
ser accedits des de qualsevol dispositiu que tingui connectivitat. Les dades 
estan emmagatzemades en el "núvol" i son enviades al usuari en funció de la 
seva demanda. 
 
Exemples d'aplicacions que utilitzen Cloud computing: Facebook, Twitter, 
Google Maps, Dropbox, SETI@home... 
 
 




Fig. 1.5 Cloud Computing 
 
Els avantatges del Cloud Computing estan fonamentalment relacionats amb 
l'accessibilitat mitjançant multitud de dispositius les 24 hores del dia - 365 dies 
al any, des de qualsevol dispositiu que tingui connectivitat. També la flexibilitat i 
escalabilitat es millor que en el model tradicional; això fa que resulti més 
econòmic per l'usuari i més còmode ja que no s'ha de preocupar pel 
manteniment de les instal·lacions. 
 
També presenta inconvenients, com és la pèrdua de control de la informació, 
les dades si les mesures de seguret son vulnerades, poden ser robades. Un 
altre punt a tenir en compte es la sostenibilitat a llarg termini: fallides 
d'empreses, fusions, absorcions,... 
 
En la següent taula (1.1), es fa un resum d'una comparativa de sistemes de 
emmagatzematge d'informació [8]. 
 
Taula 1.1  Comparativa alternatives per l' emmagatzematge  
 
Emmagatzematge Local Núvol Portàtil En xarxa local 
(NAS) 
Capacitat Molt bona Regular Bona Molt bona 










(depèn de la 
configuració 
Accés universal NO Molt bo Regular Xarxa local 




de l' interfície ) 
Regular (depèn 
de l' interfície ) 









(depèn de la 
fortalesa de les 
contrasenyes) 
Dolenta Molt bona 
(depèn de la 
fortalesa de les 
contrasenyes) 
Disponibilitat Regular (PC 
sempre 
connectat és 
poc eficient ) 
Excel·lent Bona Molt bona 








Les xarxes telemàtiques d'àrea local (LAN) de tipus Ethernet tenen com a 
element central el commutador o switch. Aquest element té com a avantatge 
fonamental que la commutació de trames es fa per hardware, permetent una 




Un commutador o switch és un dispositiu d' interconnexió de xarxes entre 
computadors o altres commutadors, que opera en la capa de enllaç (nivell 2) 
del model OSI [9]. A diferència d'un hub, un dispositiu d' interconnexió més 
senzill que es limita a repetir les trames per tots els ports, el commutador 
associa l’adreça Ethernet MAC de 48 bits i la posició dels nodes connectats als 





Fig. 1.6 Torre OSI 
 
 
Normalment tenen 4,8,16,32 o 48 ports i es poden dividir en 3 categories: 
 
 Commutadors de grup de treball (workgroup), o de segment 
 
Són utilitzats per reunir molts segments compartits, servidors, i ordinadors 
d’altes prestacions, i suporten un nombre elevat d’equips connectats 
 
 Els commutadors desktop 
 
Són un tipus especial de commutadors workgroup i estan dissenyats per 
connectar-se als nodes directament, permetent connectar un nombre reduït 
d’equips (12 – 24). 
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 Els commutadors backbone 
 
Són uns dispositius de gamma alta que s’utilitzen per reunir moltes sub-LAN’s, 
capacitat molt altes de commutació i poden suportar un nivell molt elevat de 
tràfic 
 
1.4.3. Estalvi d'energia en commutadors Ethernet 
 
Cada port d'un commutador consumeix energia en funció del número de ports 
actius i de la velocitat seleccionada. Podem definir a grans trets 4 estratègies 
sobre com estalviar energia: 
 
 Deshabilitar un port del commutador. 
 Ajustar la velocitat del port en funció de la càrrega 
 Deshabilitar un mòdul 




Tots els esquemes següents tenen les mateixes premissa de funcionament: 
 
1. Restriccions per evitar que la utilització de enllaços mai superi un cert 
llindar. 
2. Sempre hi haurà almenys un enllaç redundant. 
 
Tot això per que la qualitat del servei no disminueixi [10]. 
 
 LSA (Link State Adaption): Adaptar la velocitat del port en funció de la 
utilització (Apagat - 10 Mbps - 100 Mbps - 1 Gbps) 
 
 NTC (Network Traffic Consolidation): Consolidar el tràfic en el mínim 
d'enllaços possibles, deshabilitant els enllaços i els commutadors no 
utilitzats. 
 
 SLC (Server Load Consolidation): Consisteix en distribuir la carga de 
treball entre servidors de manera que el numero de servidors utilitzats 
sigui el mínim possible. 
  








El sistema de distribució elèctrica no ha evolucionat des de principis de segle, 
quan es va establir el corrent altern com la principal forma de transportar 
energia entre les estacions generadores i els consumidors. 
 
Des de les centrals elèctriques fins al consumidor final, la electricitat es 
distribueix mitjançant una xarxa de transport. L'electricitat surt de les centrals 
elèctriques amb una tensió de entre 3k i 36kV, s'eleva la tensió per minimitzar 
les pèrdues i s'injecta a la xarxa de transport a una tensió entre 110 kV - 380 
kV, desprès posteriorment es va reduint la tensió fins que arriba a les nostres 





Fig. 1.7 Xarxa de distribució elèctrica 
 
 
Aquesta xarxa, gestionada a Espanya per Red Elèctrica [11], té com a principal 
problema, la absència de monitoratge complet. A la figura 1.9, es mostra com 
funciona actualment la producció d’energia. 
 
La producció d'energia es basa en una previsió establerta prèviament, en 
funció d’estadístiques de consums anteriors, en el gràfic següent és la línea 
vermella. La línea de color verd és la potència generada prevista, i la groga és 
la real, la útil, la que las companyies elèctriques facturen, la diferència entre la 
generada i la real és energia sobrant, que si ha sigut produïda per centrals que 
funcionen en combustibles fòssils, són emissions de CO2 que s’haurien pogut 
evitar. 
 




Fig. 1.8 Gràfica consum electricitat, per un dia concret: 3 de març de 2011. 
 
 
1.5.2. SMART GRID 
 
Per les característiques comentades anteriorment i per fer més eficient la 
generació de energia, és necessari que la xarxa elèctrica evolucioni. Aquesta 
xarxa elèctrica 2.0 s'anomena smart grid. Aquesta xarxa de distribució elèctrica 
es basa amb la bidireccionalitat, els elements de la xarxa distribueixen dades 
de forma que es pot tenir monitoratge complet. La Taula 1.1 compara les 
característiques de la xarxa actual amb la xarxa de tipus smart grid. 
 
Taula 1.1  Comparació models de xarxa de distribució elèctrica  
 
Model Actual SMART GRID 
Unidireccional Bidireccional (dades) 
Centrals elèctriques grans Generació distribuïda i diversa 
Control centralitzat Descentralitzat 
Poca interconnectivitat de xarxes Molt flexible 
Optimitzat per regions - països Optimitzat per països - continents 





Smart Grid ve a cobrir unes necessitats que amb el model actual seria més 
dificultós o impossible de aconseguir. La seguretat i fiabilitat del 
subministrament augmentaria, reduint riscos e incerteses. Permetria crear nous 
serveis i tarifes, adaptades a les característiques de la demanda dels usuaris, 
la gestió remota, lectura del consum real de manera remota. En l'àmbit de la 
interconnexió de xarxes, també donaria facilitats a la microgeneració 
d'electricitat, i a la generació local amb fonts d'energia renovable. Tot això 
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CAPÍTOL 2: IEEE 802.3az 
 
2.1. Introducció  
 
L'estàndard IEEEE 802.3az, més conegut com EEE (Energy Efficient Ethernet), 
té com a objectiu reduir en un 50% (de mitja) el consum elèctric, sense introduir 




 Ethernet és la tecnologia de xarxes LAN dominant. 
 Baix percentatge d'utilització de les xarxes LAN (<10%) 
 El consum elèctric de les interfícies Ethernet sempre és el mateix (de 
pic,independentment de si s’estan transmetent dades útils o no). 
Situació Final 
 
 Dotar a Ethernet de mecanismes d'estalvi d'energia 
 Sense pèrdua de trames ni canvis importants en el perfil de trànsit. 
 
En els inicis del desenvolupament d’aquest estàndard hi va haver dues 
tendències de desenvolupament:  
 
 Modificar la capa física 
 Implementar modes LPI (Low Power Idle) 
 
La primera opció té com a inconvenient fonamental que no és backward 
compatible, i per tant el seu desplegament seria lent, perquè només els 
dispositius nous es podrien beneficiar de aquesta tecnologia. Va ser descartada 
en favor de la segona opció, que consisteix en introduir estats especials que 
permeten l’estalvi d’energia. 
 
EEE es recolza en un protocol de nivell 2 ja existent, el 802.1ab, anomenat 
LLDP (Link Layer Discovery Protocol - Protocol de Descobriment de la Capa de 
Enllaç), que té com a funció que els dispositius connectats puguin identificar-se 
i donar-se a conèixer (ID + capacitats) dins d'una xarxa. 
 
2.2. LPI (Low Power Idle) 
 
EEE dota a Ethernet d'un protocol que permet coordinar les transicions entre 
estats. Aquestes transicions han de ser completament transparents pels 
protocols de capa superior i les aplicacions. Els modes LPI son 3: 
 
 Sleep: Després de enviar la trama, el port s'apaga. 




 Refresh: Després de un temps Tq determinat, s'envia una senyalització 
refresh per mantenir l'alineament entre el transmissor i el receptor. 
 
 Wake: Quan arriba una trama nova, si el port està en mode sleep, 
s'activa el port. 
 
El temps entre l'acabament del sleep  i el següent wake, és anomenat LPI (Low 
Power Idle). Quan un enllaç està en el mode LPI, els dos extrems del node 
poden estalviar energia, ja que el consum és pràcticament zero. 
 




Fig. 2.1 Exemple 802.3az [12]. 
 
 
Quan les trames són enviades de forma normal el dispositiu està en mode 
actiu. Si venim d’un estat inactiu, després d'un wake amb un període de temps 
de duració Tw, es passa a enviar les trames.  
 
Una vegada no hi han més trames per enviar s'entra al mode sleep, durant un 
temps Ts. Una vegada ha passat el mode sleep, entra dins del temps que 
anomenem LPI (Low Power Idle), en què no es transmet i s’estalvia energia. Si 
transcorreguts un Tq no hi ha cap trama per enviar s'entra en el mode refresh 
durant un període curt Tr .  
 
L'objectiu del mode refresh és mantenir l'alineament entre el transmissor i el 
receptor, a través d’un senyal curt que bàsicament serveix per dir “encara sóc 
aquí”. Si s'ha rebut una trama durant el LPI, el dispositiu passa a mode wake, 
durant un Tw determinat, passa a mode actiu i després envia la trama. La Fig. 
2.2 mostra el diagrama d’estats de l’estàndard.  
 
El valors de Tw, Ts, Tq i Tr varien en funció de la tecnologia Ethernet utilitzada, 
tal com es veu a la taula 2.1. És important notar que, tot i que les velocitats 
d’Ethernet creien en factors de 10 (100 Mbit/s per 100Base-T, 1 Gbit/s per 
1000Base-T, 10 Gbit/s per 10GBase-T) els temps dels paràmetres EEE no 
segueixen la mateixa progressió. Com veurem més endavant, això influirà en el 
rendiment de les diverses tecnologies EEE. 
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Taula 2.1 Valors de Tw, Ts, Tq i Tr  [13]. 
 
Tecnologia Tw (µs) Ts (µs) Tq (µs) Tr (µs) 
10GBASE-T 4,48 2,88 39,7 1,28 
1000BASE-T 16,5 182 20000 198 


















Fig. 2.2 Diagrama d’ estats 802.3az 
 
2.3. Estudi de potencial estalvi teòric  
 
L'estalvi d'energia en EEE és proporcional al temps en que la connexió està en 
repòs (LPI), i per això es pot expressar com l’equació (2.1), que pondera la 
utilització de l’enllaç (percentatge de temps que l’enllaç és actiu) pel consum. 
En estat inactiu (LPI) assumim que el consum és petit però diferent de zero.  





         
                                                      
           






El percentatge d'estalvi decreix linealment amb la utilització (Fig. 2.3) segons la 
equació (2.1). El consum en LPI és inferior al consum màxim. Seguint el criteri 
presentat a [15],  associem el  consum LPI el 10% del valor màxim [15]. El 






Fig. 2.3 Exemple amb Consum LPI (10 %) 
 
Per tenir un 50 % d'estalvi, el percentatge d'utilització ha de ser del 44,44 %, si 
el consum LPI és el 10% del màxim. En el cas d’EEE, cal que l'enllaç estigui el 
44,44 % en estat idle, per tenir el 50 % d'estalvi, ja que en els altres estats no 
s'estalvia energia. 
 
2.4. Estudi teòric de limitació de rendiment UDP 
 
Es calcularà la taxa límit de trames/segon (assumint un perfil de trànsit periòdic, 
CBR – constant bit rate) per a que es produeixi estalvi d'energia. A partir 
d'aquesta taxa no s'entrarà en l'estat LPI i no es produirà cap tipus d'estalvi. És 
calcularà per  trames en una xarxa IP sobre EEE en funció de cada tecnologia 
Ethernet, i es compararà més endavant amb els resultats obtinguts de les 
simulacions. 
 
La transmissió ha de ser amb el protocol de transport UDP, per què a diferència 
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mecanismes de control de congestió i de reconeixement (ACKs), que poden 
canviar notablement la dinàmica del trànsit. En una transmissió UDP només fa 
falta determinar la longitud de la trama i la taxa de trames per segon o interval, 
per poder saber a quina carga sotmetrem al enllaç. 
 
El factor limitant en aquesta transmissió es produeix quan desprès d'un sleep 
es produeix un wake, ja que això implica que ha arribat una trama durant el 
període de sleep o just immediatament al finalitzar el període de sleep. En 
aquest límit no s'estalviarà res perquè mai estarà en el període de LPI (Low 






Fig. 2.4 Escenari límit estalvi  
 
 





Fig. 2.5 Escenari de simulació 
 
 
Per enviar 1500 bytes, la mida total de la trama Ethernet a nivell físic [14]  és de 
1526 bytes = 12208 bits: els 26 bytes addicionals es divideixen en:  
 
 7 bytes pel PREAMBLE 
 1 byte pel SFD 
 6 bytes per las adreces de Origen i destí 
 2 bytes pel TYPE 
 4 bytes pel CRC 
L'estructura de la trama esta en la següent figura: 
 






Fig.2.6 Trama Ethernet [14]. 
 
2.4.1. 10GBASE-T     
El valor límit esta al 13,18 %, dintre de les perspectives d' utilització habituals 
(inferiors al 10%). A notar que en el càlcul té en compte un valor de 1,28 µs 
anomenat Talert, que és un estat previ al wake i s'envia per avisar al node de 







Paràmetre Temps % temps 
TWake 4,48 µs + 1,28 µs  62,22 
TSleep 2,28 µs 24,62 
TTx 1,2208 µs  13,18 
 
          
 
                
 
 
        
 107982 
       
    
                                
 
 
Fig. 2.7 Valors - càlculs 10GBASE-T 
 
2.4.2.     1000BASE-T 
El valor límit esta nomes el 5.8 %, molt baix, fortament condicionat pel valor de 
TSleep , que en el cas 1000Base-T és molt gran. Si el valor fos en consonància 







Paràmetre Temps % temps 
TWake 16,50 µs 7,83 
TSleep 182 µs 86,37 
TTx 12,208 µs 5,8 
 
          
 
                
 
 
         
      
       
    
 
                             
 
 
Fig. 2.8 Valors - càlculs 1000BASE-T 
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2.4.3.     100BASE-TX 
Obtenim una utilització del 34,67 % per tenir estalvi. És un valor elevat, però 
adequat degut a la baixa capacitat d'aquesta tecnologia, que és la més antiga 







Paràmetre Temps % temps 
TWake 30 µs 8,52 
TSleep 200 µs 56,81 
TTx 122,08 µs 34,67 
 
          
 
                
 
 
        
      
       
    
 
                                
 
 
Fig. 2.9 Valors - càlculs 100BASE-TX 
 
2.5. Estudi teòric de rendiment UDP amb Jumbo Frames 
 
Amb el mateix escenari que en el apartat anterior, calcularem la limitació en el 
cas de Jumbo Frames (9000 bytes). Aquest és un mode de Gigabit Ethernet i 
10G Ethernet en què les tramés són més grans, per augmentar l’eficiència. 
L’Ethernet a 100 Mbit/s (ni a 10 Mbit/s) no contempla aquesta possibilitat.  
 
Per enviar 9000 bytes, la mida total de la trama Ethernet és de 90026 bytes = 




L' eficiència augmenta respecte al cas de 1500 bytes, en un factor  3,6, permet 







Paràmetre Temps % temps 
TWake 4,48 µs +1,28 µs 37,74 
TSleep 2,28 µs 14,94 
TTx 7,2208 µs 47,32 
 
          
 
                
 
 
         
       
       
    
                               
 
 
Fig. 2.9 Valors - càlculs 10GBASE-T - Jumbo Frames 




2.5.2.     1000BASE-T 
 
El valor màxim d' utilització per tenir estalvi d' energia, augmenta en un factor 
4.6, respecte el cas de 1500 bytes. 
 
 
Paràmetre Temps % temps 
TWake 16,5 µs 6,10 
TSleep 182 µs 67,23 
TTx 72,208 µs 26,67 
  
 
          
 
                
 
 
         
      
       
    
                                 
 
 
Fig. 2.10 Valors - càlculs 1000BASE-T - Jumbo Frames 
 
 
2.6. Treballs previs en l'àmbit de EEE 
 
Tot i la seva joventut, hi ha diversos articles que estudien el rendiment de les 
xarxes EEE, molts d’ells escrits durant el procés d’estandardització. Nosaltres 
ens hem centrat en els treballs del grup de recerca de la Universitat Antonio de 
Nebrija, ja que com veurem al capítol següent ens han cedit el seu codi ns-2 
per a què poguéssim fer els nostres estudis.  
 
A l'article "Performance Evaluation of Energy Efficient Ethernet" de setembre de 
2009 [15], estableix de forma teoria la corba Consum d'energia - Càrrega, a 
100Mbps, 1Gbps i 10Gps, fent servir la següent expressió, equivalent a la 
nostra (2.1):  
 
                                   (2.2) 
 
 
En el  següent article "Increasing the MTU size for Energy Efficient in Ethernet" 
de juliol/agost de 2010 [16] estudien en ns-2 la influencia de utilitzar  trames de 
9000 bytes (Jumbo Frames), i estableixen que el consum seria inferior en 
aquest cas, al produir-se menys transmissions, millorant així la eficiència. 
 
A l'article "Burst Transmission in Energy Efficient Ethernet" de Juliol/Agost 2010 
[17] s'explora la utilització de la "coalescència", tècnica que consisteix en l'ús 
de buffers, en els quals s'emmagatzemen les trames, i després s'envien a 
intervals definits. La coalescència no ha estat tractada en aquest treball, però sí 
hem estudiat els efectes que tindria EEE sobre el jitter (variació del retard). 
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A l'article ""The Road to Energy Efficient Ethernet" de novembre de 2010 [12]. 
en un entorn simulat amb ns-2, fa diverses proves amb TCP - FTP amb EEE i 
coalescència, avaluant el temps, la utilització d' enllaç, amb una configuració no 
simètrica, amb 5 nodes i 4 enllaços. 
 
Per últim el més recent data de maig de 2011, "An Initial Evaluation of Energy 
Efficient Ethernet "[18].  Es descriu una interfície real que implementa el Draft 
3.2 de l’estàndard EEE ( Realtek RTL8111E), i fan 3 proves: 
 
 Caracteritzar el consum amb tràfic i sense tràfic amb una transferència - 
FTP entre dos ordinadors. 
 Mesuren el consum amb enviaments de pings de 250 bytes. 
 Caracteritzen la corba que relaciona consum d' energia amb carrega 
d'enllaç, establint un màxim de 58 Mbps amb trames de 1500 bytes per 
1000BASE-T, valor molt similar al teòric calculat al nostre apartat (2.4.2.) 
El consum en estat LPI mesurat, és del ordre del 30% en 1000BASE-T i del 








CAPÍTOL 3: METODOLOGIA D’ANÀLISI 
 
3.1. Introducció - Simuladors 
 
Un simulador és un programa informàtic que permet reproducció d’ un sistema 





 Pot fer experiments que a vegades serien impossibles de fer en la 
realitat. 
 Rapida avaluació 
 Flexibilitat 
 Més econòmic 




 Resolució en sistemes complexos 




En aquest projecte hem treballat amb un simulador anomenat ns-2, Network 
Simulator – 2 [19], un simulador de elements discrets que proporciona recursos 
per la simulació de TCP, routing, protocols multicast sobre xarxes cablejades i 
sense fils, entre d’altres. 
 
És un programa open source desenvolupat en C++ sobre plataforma UNIX 
(FreeBSB, Linux, SunOS, Solaris). També pot ser executat sobre plataforma 
Windows pot ser mitjançant Cygwin [19]. En ser open source, ens permet fer 
les modificacions que l' usuari necessiti adaptant-lo a la tasca que el usuari 
vulgui fer, tot i que aquestes modificacions poden arribar a ser molt complexes. 
 
Ns-2 és un simulador d' esdeveniments discrets. Les accions estan associades 
als esdeveniments i no al temps real de la simulació. Un esdeveniment en una 
simulació de esdeveniments discrets consisteix en un temps d'execució, un 
conjunt d'accions i una referència per al següent esdeveniment.  




Fig. 3.1 Exemple Simulació Discreta [20]. 
 





 Ad-hoc routing 
 Xarxes de sensors 
 Protocols Multicast 
 Altres.... 
 
La versió utilitzada en les simulacions és la 2.34 que va ser publicada el 17 de 




Ns-2, és un programa fet de forma modular, el nucli es el simulador i els altres 
són components que el complementen i que es poden fer servir o no segons 
les necessitats de l’usuari: 
 
 NS : Simulador 
 NAM: Visualitzador de xarxes 
 Pre-processat : Escrit amb llenguatge TCL o amb un generador de 
topologia 
 Post Anàlisis: Anàlisis de Traces utilitzant: Perl/TCL/AWK/MATLAB 
La visualització de xarxes no ha sigut utilitzada durant les nostres simulacions. 
 
  







Fig. 3.2 Components ns-2 [21]. 
 
 
Des de la perspectiva de usuari, NS-2 és un intèrpret de OTcl (Object-oriented 
Tool Command Language). La entrada és un script OTcl (*.tcl) i la sortida és el 





 Fig 3.3 Diagrama simulació ns-2 [22]. 
 
 
Les simulacions en ns-2 per defecte son deterministes, és a dir, s'obté el mateix 
resultat a cada simulació. Aquesta característica és bona per depurar el 
programa, si es vol comprovar si un canvi en el codi afecta o no, però si es vol 
fer un anàlisi estadístic, fent córrer la simulació varies vegades, fa falta introduir 
una característica de aleatorització de les simulacions, amb el codi següent: 
 
$defaultRNG seed 0, si enlloc de 0 es posa un numero enter qualsevol, no serà 
una simulació aleatòria [23]. 
 
Aquesta propietat s'ha fet servir en les simulacions, que presentaven resultats 
estranys o incoherents, i ens ha ajudat a depurar-les.  
  
 




Un dels punts importants de Green IT és fer un ús òptim del recursos 
informàtics ja existents, i una de les estratègies és la virtualització. En el nostre 
cas, tot i no ser estrictament necessari, hem treballat amb una maquina virtual 
Linux, amb una distribució Xubuntu 10.10 de 64 bits 
 




 CPU: Intel Core i7 920 2,66Ghz (8M Cache, 2.66 GHz, 4.80 GT/s QPI) 
 RAM: 6GB DDR-3 1600Mhz 
 Placa Base: ASUS P6T-SE  X58 




Windows 7 Home Premium x64 SP1 
Oracle VM Virtual Box Versió 4.0.4 r70112 
 xubuntu x64 10.10 




Fig. 3.4 Configuració Maquina Virtual Xubuntu 
 
 




3.4. Anàlisis de les simulacions 
 
3.4.1. Codi font base 
  
Ns-2 no té cap mòdul predefinit que faci simulacions de EEE, però Alfonso 
Sanchez Macian Perez i Pedro Reviriero Vasolla (Universitat Antonio de 
Nebrija) van crear un mòdul de EEE, modificant la implementació de Ethernet 
de ns-2. Aquest mòdul ha estat utilitzat en les nostres simulacions, i per això 
volem agraïr als autors la possibilitat de haver pogut disposar del seu codi en el 
nostre treball.  
 
Aquest mòdul imprimeix per pantalla les estadístiques en percentatge del estats 
del enllaç EEE (actiu, idle, refresh ,TT(wake + sleep) ) després de cada 
transició sleep produïda. 
 
 
                                                     (3.1) 
 
                        
 
Els resultats són expressats en %, respecte al Temps  total: 
 
                   
      
      
                                                          (3.2)             
 
                 
     
      
                                                             
(3.3)             
 
                    
        
      
                                                      
(3.4)             
 
                   
      
      
                                                            
(3.5)             
 
               
     
      
                                                                    
(3.6)             
 
                 
       
      
                                                               
(3.7)             
 
La suma de aquests 6 paràmetres ha de ser del 100 %, ja que correspon a tots 
els estats en què es pot trobar el port.  
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L’últim paràmetre calculat és el temps de "transició", ja que un wake sempre té 
associat un sleep i el comptem com un únic element. 
 
                     
            
      
                                               
(3.8)             
A continuació es presenta un exemple dels resultats obtinguts d'una simulació: 
 
1 Sleeping Transition Time: 0.0264931200, 31.35% 
1 Waking Time: 0.0529804800, 62.70% 
1 Refreshing Time: 0.0000064000, 0.01% 
1 IDLE Time: 0.0033371452, 3.95% 
1 Active Time: 0.0016777816, 1.99% 
1 Transition(Alert+Wake+Sleep): 0.0794736000, 94.06% 
 
En aquest exemple, 1 seria l’identificador de l’adreça MAC de destinació. Com 
podem veure, la suma dels temps "Sleeping Transition Time", "Waking Time", 
"Refreshing Time", "IDLE Time" i " Active Time" dóna 100%, tal com s’ha raonat 
prèviament.   
 
Es va modificar el codi inicial per que les impressions fossin a uns fitxers de 
text, per a la seva posterior manipulació per part de software estadístic (en el 
nostre cas, Excel). Per a cada un dels 4 estats, és genera un fitxer amb el 
temps acumulat(factiveT.txt, fidleT.txt, frefreshT.txt, ftransitionT.txt) i un altre 
amb el percentatge corresponent (factive.txt, fidle.txt, frefresh.txt, ftransition.txt) 
més dos fitxers addicionals de comprovació del temps total de la simulació 
(TransT.txt,TT.txt): el primer, TransT.txt, recull la suma de wake i sleep, i el 





 double totalTime = time_sleeping_ + time_waking_ + time_refreshing_ + time_idle_ + 
time_active_; 
 double transitionTime = time_sleeping_ + time_waking_ ; 
 if(mac_addr()==0) 
 { 
 FILE *ft; 
 FILE *fa; 
 FILE *fi; 
 FILE *fr; 
 FILE *ftt; 
 FILE *fat; 
 FILE *fit; 
 FILE *frt; 
 FILE *fTTt; 
 FILE *fTr; 
 
 ft = fopen ( "ftransition.txt", "a+" ); 
 fa = fopen ( "factive.txt", "a+" ); 
 fi = fopen ( "fidle.txt", "a+" ); 
 fr = fopen ( "frefresh.txt", "a+" ); 
  
 ftt = fopen ( "ftransitionT.txt", "a+" ); 
 fat = fopen ( "factiveT.txt", "a+" ); 
 fit = fopen ( "fidleT.txt", "a+" ); 




 frt = fopen ( "frefreshT.txt", "a+" ); 
 fTTt = fopen ( "TT.txt", "a+" ); 
 fTr = fopen ( "TransT.txt", "a+" ); 
 
 fprintf(ft,"%.4lf\n",( transitionTime*100/totalTime)); 
 fprintf(fa,"%.4lf\n",( time_active_*100/totalTime)); 
 fprintf(fi,"%.4lf\n",( time_idle_*100/totalTime)); 
 fprintf(fr,"%.4lf\n",( time_refreshing_*100/totalTime)); 
 fprintf(ftt,"%.8lf\n",( transitionTime)); 
 fprintf(fat,"%.8lf\n",( time_active_)); 
 fprintf(fit,"%.8lf\n",( time_idle_)); 
 fprintf(frt,"%.8lf\n",( time_refreshing_)); 
 fprintf(fTTt,"%.8lf\n",( totalTime)); 
 fprintf(fTr,"%.8lf\n",( transitionTime)); 
 
 fclose ( ft ); 
 fclose ( fa ); 
 fclose ( fi ); 
 fclose ( fr ); 
 
 fclose ( ftt ); 
 fclose ( fat ); 
 fclose ( fit ); 
 fclose ( frt ); 
 fclose ( fTTt ); 





Fig. 3.5 Codi modificat wiredeee-phy.cc 
 
 
Desprès de cada simulació, el fitxers generats (factive.txt, factiveT.txt, fidle.txt, 
fidleT.txt, frefresh.txt, frefreshT.txt, ftransition.txt, ftransitionT.txt) han de ser 
esborrats, per que si no els resultats de una posterior simulació serien inclosos 
a patir del ultima línea de cada fitxer. No es perdrien dades, però si que podria 
donar lloc a posteriors equivocacions. 
 
 
3.4.3. Simulacions realitzades 
 
Hem fet simulacions amb diversos protocols de transport (TCP, UDP) i diferents 
fonts de dades, per veure el comportament d’EEE en diferents escenaris. Les 
simulacions s’han dut a terme per les tres tecnologies Ethernet més habituals: 
10GBASE-T, 1000BASE-T i 100BASE-TX. 
 
3.4.3.1.     TCP 
  
S'estudiarà el efecte del delay en els casos següents: 
 
 Un enllaç que uneix directament dos nodes (emissor i receptor).  
 
 Més d`un enllaç encadenat, per veure l’efecte de propagació dels retards 
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També es compararà TCP tipus Reno i VEGAS en un escenari senzill, per 
comparar la influencia del tipus de finestra en els mecanismes de EEE. 
 
Les fonts utilitzades són FTP (transmissió contínua de dades) i HTTP (pel 
quals'utilitzarà el generador de tràfic PackMime). HTTP és important per que 
bona part del trànsit d' Internet es web, i això permetrà determinar l'estalvi 
energètic obtingut en un entorn de simulació realista. 
 
 
3.4.3.2.     UDP 
 
Es comprovarà si els càlculs del límit de ocupació fets corresponen amb els 
teòrics calculats. Es realitzarà el mateix en el cas de Jumbo Frames.  
 
 
3.4.4. Anàlisis de traces i mesures obtingudes  
 
L'anàlisi de traces es fan utilitzant unes macros en Microsoft Excel, per calcular 
el jitter, i el delay en connexions UDP i TCP. També es farà l’anàlisi de traces 
UDP utilitzant scripts AWK a mode de comprovació.  En les simulacions amb 
UDP, obtindrem els valors de jitter i delay [24]. AWK és un llenguatge de 
programació dissenyat per processar dades basades en text. Va ser creat l’ any 
1977, amb una última revisió l’any 1985. La versió POSIX actual és: IEEE Std 
1003.1-2004.  
 
3.4.4.1.     Jitter 
 
El jitter és la diferència entre el delay extrem a extrem d’un paquet, i el delay 
extrem a extrem del paquet anterior. És una mesura de la variació del retard de 
transferència dels paquets.  
                                                                   (3.9) 
 
on Di és el delay associat al paquet i-èssim El jitter és molt important en tràfic 
molt sensible a la variació del retard, com pot ser la veu o el vídeo sobre IP, 
que requereixen que els paquets arribin en cadències determinades. És 
possible corregir el jitter introduint buffers als terminals receptors, a costa de 
decalar la reproducció. Valors alts de jitter augmenten el valors de buffers i si 
els requeriments de retard son baixos, es produiria una pèrdua dels paquets 
(no perquè s’hagin perdut, sinó perquè han arribat massa tard). 
 
3.4.4.2.     Delay mig 
 
El delay és el temps que triga un paquet en ser transmès a traves de la xarxa 
des de la font fins al destí. El delay està afectat per diversos factors: el retard 
de l'enllaç i per la dinàmica d' ACK en el cas de TCP. 
 
3.4.4.3.     Velocitat efectiva 
 
La velocitat efectiva és la taxa a la qual la xarxa envia o rep dades útils, sense 
comptar les capçaleres ni la sobre carga pels mecanismes que EEE introdueix. 
La unitat de mesura son els bits/s. 
 





3.4.4.4.    Producte idle per velocitat efectiva 
 
Aquest producte, que hem creat nosaltres, és una figura de mèrit que relaciona 
l’estalvi d'energia amb la velocitat de la transmissió. Consisteix en multiplicar el 
percentatge d’estalvi d’energia per la velocitat efectiva aconseguida.  
 
Tal com està dissenyat l’estàndard EEE, a més estalvi energètic per inactivitat, 
menys velocitat efectiva de transferència de dades, i viceversa, però és 
possible que trobem alguna zona de treball on obtinguem un bon compromís 
entre tots dos paràmetres, que apareixerà com un pic del valor de la figura de 
mèrit. Ens serveix per determinar el índex de ocupació o el delay òptim segons 
el tipus de simulació realitzada i per també per establir comparacions entre 
escenaris. A major valor, més estem a prop d’aconseguir el doble objectiu 
d’obtenir estalvi d’energia i de mantenir una alta velocitat de transmissió.  
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4.1.1.  Un sol enllaç, amb retard variable 
 
Aquest és un escenari molt simple que ens permetrà establir una base a partir 
de la qual crearem situacions més complicades. Es tracta d’una transferència 
de dades entre dos nodes, amb protocol de transport TCP Reno (“TCP Linux” 
per ns-2) i font FTP (font que sempre té dades per transmetre).  
 
Mirarem l’evolució dels diferents paràmetres: velocitat efectiva, jitter i delay mig 





Fig. 4.1 Escenari de la simulació 
 
Característiques de la TX 
 
Protocol: TCP Linux - Reno 
Tipus TX: FTP 
Mida trama = 12208 bits = 1526 bytes 
Payload = 1500 bytes 




La velocitat efectiva decreix en general amb el retard, per efecte de la 
propagació dels ACK's. La diferencia entre EEE i la versió estàndard tendeix a 
minimitzar-se quan el valor del delay augmenta. 
 






Fig. 4.2 Velocitat efectiva EEE / no EEE 
 
 
Quan el delay és molt baix, l' implementació del mecanismes EEE afecten 
bastant. Entorns dels 5 µs s'experimenta la caiguda màxima del rendiment,  
degut a la dinàmica de transicions entre estats wake i sleep (la suma dels dos 
     . Aquesta diferencia es va fent més petita ja que la pertorbació produïda 





Fig. 4.3 Diferència relativa velocitat EEE / no EEE 
 
 
No s'observen deferències significatives en la evolució del jitter en funció del 
retard de l’enllaç.  El valor del jitter pel cas EEE esta en promig 4,5 vegades per 
sobre del NO EEE, ja que el valor del jitter Per tant, en aquest escenari el 
trànsit estaria sotmès a variacions fortes en el cas EEE, degut a la dinàmica 
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Fig. 4.4 Jitter 
 
 
El valor del delay mig de transmissió augmenta amb el propi retard i per la 
dinàmica dels ACK's, el retard mig és sempre inferior en la versió estàndard, 
però amb l' augment del retard de transmissió la influencia al cas EEE, va fent-





Fig. 4.5 Delay mig de transmissió 
 
 
El producte idle per velocitat efectiva (Fig. 4.6 - 4.7)  ens determina el valor que 
maximitza conjuntament el rendiment energètic i la velocitat. Trobem un màxim 
a 11µs, amb el 49,20 % del temps en idle i una velocitat efectiva de 3,7 Gbps 
 
Així podem delimitar 3 zones: 
 
 Delay < 5 µs: Zona NO EEE -> Alta velocitat, estalvi baix 
 5 µs < Delay < 35 µs: Zona ÒPTIMA d’operació, per aquest escenari.  
 Delay > 35 µs: Zona EEE -> Velocitat baixa, estalvi alt.  
 
No deixa de ser sorprenent que haguem estat capaços de trobar una zona 
òptima de treball. Tal com està dissenyat l’estàndard EEE, a més estalvi 
energètic per inactivitat, menys velocitat efectiva de transferència de dades, i 





























aquests dos paràmetres. Precisament per això vam definir la figura de mèrit del 















4.1.1.2.  1000BASE-T 
 
Repetim l’anàlisi pel cas de Gigabit Ethernet, i mirarem l’evolució dels diferents 
paràmetres: velocitat efectiva, jitter i delay mig de transmissió en funció del 
retard de l’enllaç, com hem fet pel cas anterior. 
 
En termes de delay a partir de 1000 µs, la diferència de velocitat entre EEE i la 
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Fig. 4.8 Velocitat efectiva EEE / NO EEE 
 
 





Fig. 4.9 Diferència relativa EEE/NO EEE 
 
 
La influència de EEE quan el delay és inferior a 500 µs és elevat, això és 
produït  degut a que el temps que esta de les transicions (wake + sleep) = 
198,5 µs, és alt respecte al delay. A partir de 500 µs, la diferència relativa es va 




















































El màxim determinat a 1125 µs esta el 51,76 % del temps en idle i una velocitat 
efectiva de 52,7 Mbps. 
 
Així podem delimitar 3 zones: 
 
 Delay < 500 µs: Zona NO EEE -> Alta velocitat, estalvi baix 
 500 µs < Delay < 2000 µs: Zona ÒPTIMA d’operació, per aquest 
escenari. 









Fig. 4.12 Producte idle × velocitat efectiva (ampliació de detall) 
 
 
4.1.1.3.  100BASE-TX 
 
Repetim l’anàlisi pel cas de 100 Mb Ethernet i mirarem l’evolució dels diferents 
paràmetres: velocitat efectiva, jitter i delay mig de transmissió en funció del 
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El comportament en termes de velocitat efectiva i velocitat efectiva relativa no 
presenta novetats a destacar, ja que el comportament és igual que en els casos 









Fig. 4.14 Diferència relativa EEE/NO EEE 
 
El valor del jitter disminueix quan augmenta el delay de transmissió. Això es 
degut a la disminució de la influencia dels mecanismes addicionals que 
introdueix EEE. Però en ser menys importants percentualment, s'observa com 
el jitter tendeix a disminuir, encara que sempre esta per sobre de la versió 





























































































El producte idle per velocitat efectiva màxima s'ha determinat a 3500 µs, en 
aquest punt esta el 51,69 % del temps en idle i una velocitat efectiva de 16,9 
Mbps 
 
Delimitem les 3 zones: 
 
 Delay < 2000 µs: Zona NO EEE -> Alta velocitat, estalvi baix 
 2000 µs < Delay < 10000 µs: Zona ÒPTIMA d’operació, per aquest 
escenari. 




Fig. 4.16 Producte idle × velocitat efectiva (ampliació de detall) 
 
4.1.2.  1 Enllaç amb delay variable - TCP VEGAS 
 
TCP Vegas és una versió del protocol TCP que utilitza un algoritme per evitar la 
congestió, que accentua el retard de la transmissió, però minimitzant la pèrdua 
de paquets. Vegas detecta la congestió en una etapa incipient, basat en 
l’augment del RTT (Round - Trip Time) del paquets, abans de que succeeixi la 
pèrdua de paquets. En TCP Reno i New Reno només es detecta la congestió 
una vegada es produeix la pèrdua d'un paquet. [25]. 
 
Compararem els resultats obtinguts amb TCP Reno (4.1.1) i amb TCP Vegas, 
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Característiques de la TX 
 
1000BASE-T 
Protocol: TCP Vegas 
Tipus TX: FTP 
Mida trama = 12208 bits 
Payload = 1500 bytes 
10 Mb enviats 
 
En la gràfica de la Fig. 4.18 podem veure com l'efecte de finestra, fa que el 
delay d'enllaç en TCP Vegas sigui superior per delays per sota dels 50 µs. Per 
tant, sembla que EEE introdueix retards addicionals en la detecció ràpida de 
congestió en què es basa TCP Vegas. Per retards més grans de 50 µs totes 




Fig. 4.18 % Delay respecte No EEE 
 
 
El valor del jitter es més reduït en el cas Vegas, per l'influencia de la finestra, 
que és un mecanisme més curós, ja que no s'han de produir pèrdues de paquet 
per que la finestra sigui modificada. Per tant en aplicacions on el valor del jitter 
és important per exemple streaming d' àudio o vídeo, TCP - Vegas seria en 


















Fig. 4.19 Jitter 
 
L' efecte en la velocitat efectiva de la finestra en TCP Vegas al estar basada en 
el augment del RTT, és molt sensible quan el delay és baix, sent prop del 50% 




Fig. 4.20 Comparació % Pèrdua velocitat respecte a No EEE 
 
 
Amb 10GBASE-T i 100BASE-TX, tenen un comportament equivalent, per això 
no incloem més gràfiques (veure Annex A.1.2). 
 
 
4.1.3.  Enllaços amb delay variable 
 
S'estudiarà la influencia d'un enllaç EEE en termes d' eficiència amb la 
presencia de més d'un enllaç no EEE, i com varia respecte l' escenari d'un únic 
enllaç. El delay de cada enllaç és el mateix per a tots els enllaços. Plantegem 





























Fig. 4.22 Escenari 
 
Característiques de la TX 
 
Protocol: TCP Linux - Reno 
Tipus TX: FTP 
Mida trama = 12208 bits 
Payload = 1500 bytes 
10 Mb enviats 
 
































Fig. 4.24 Producte idle × velocitat efectiva 
 




Fig. 4.25 Producte idle × velocitat efectiva 
 
4.1.3.4.     Conclusions 
 
En les 3 figures anteriors, s'observa que el punt màxim es desplaça cada 
vegada més a la dreta en funció del nombre de enllaços, però aquest màxim 
sempre es manté constant; multiplicant el delay pel nombre de enllaços, dona 
com a resultat el delay d'un únic enllaç. Així el punt òptim el podem calcular 
amb la següent formula: 
 
                                                  
                    
           
                         (4.1)    





























44  Estudi i simulacions de l'estàndard Energy-Efficient Ethernet 
 
També observen que la zona òptima, es fa més petita com més enllaços hi han 
seguint una proporció igual al delay òptim (4.1) 
 
 
                                               
                         
           
                              (4.2)    
 
 
Exemple: En el cas de 100BASE-Tx, la zona optima són   8000 µs , entre 2000 




4.2.2. Estudi limitació de rendiment TX UDP CBR 
 




Fig. 4.26 Escenari 
 
Característiques de la TX 
 
Protocol: UDP 
Tipus TX: CBR 
Payload = 1500 bytes 
Mida trama = 12208 bits 
 
Amb les mateixes característiques que l'estudi teòric i amb la generació de 
10.000 trames, s'estimarà la correlació entre la simulació amb ns-2 i l'estudi 
teòric. 
 
Les simulacions s’han reduït a 10.000 trames enlloc de 100.000 o 1.000.000, 
per que pel resultat no era significatiu i s’estalviava en temps de procés i en 
l'emmagatzematge dels fitxers generats per la simulació, que eren 
significativament més grans. 
 
Els paràmetres que ens permeten ajustar la simulació per limitar la simulació a 
10.000 trames són els següents: 
  





           
 
        
 
 
    $cbr0 set interval_ 0.00025 
Defineix l’interval entre trames, valor en segons 
    $ns at 0 "$cbr0 start" 
    $ns at 2.5  "finish" 
 
Les gràfiques dels següents apartats mostren el percentatge d'utilització del 
enllaç en funció del percentatge de temps total. 
 
 




Fig. 4.27 % Utilització - %Temps  
 
 









































Fig. 4.29 % Utilització - %Temps 
 
 
Taula 4.1. Correlació simulacions – teòric  
 
 
Tecnologia Teòric Pràctic % Pràctic/teòric 
10GBASE-T 13,18 12,38 93,93 
1000BASE-T 5,8 5,8 100 
100BASE-TX 34,67 34,55 99,65 
 
 
4.2.2.5.     Conclusions 
 
Es confirma el previst pels càlculs teòrics. El percentatge d’utilització ha de ser 
baix per obtenir un estalvi considerable, < 6 % per 10GBASE-T, < 2,6 % per 
1000BASE-T i de < 15% per 100BASE-TX, per tenir un mínim del 50 % del 
temps dins del estat idle, que és quan el consum és del ordre del 10 % del 
màxim. 
 
El límit sempre coincideix quan el Nº de wake + sleep és màxim, perquè a partir 
d'aquest % utilització es va reduint, ja que llavors no arriba a tancar el cicle 
complet (arriben noves trames abans d'entrar en el estat sleep - veure Fig. 2.2 
Diagrama d’estats 802.3az). 
 
És podria millorar la eficiència de EEE si els valor de wake i sleep fossin més 
petits, o si el consum en aquests estats fos reduït respecte al consum quan el 
enllaç està actiu. Això milloraria la eficiència en tot el rang de valors d'utilització, 




















4.2.3. Estudi limitació de rendiment TX UDP CBR Jumbo Frames 
 
Repetim amb les mateixes característiques que l'estudi anterior amb el cas de 
Jumbo Frames. Les gràfiques dels següents apartats mostren el percentatge 
d'utilització del enllaç en funció del percentatge de temps total. 
 
4.2.3.1.     Configuració    
 
Característiques de la TX 
 
Protocol: UDP 
Tipus TX: CBR 
Payload = 9000 bytes 
 




Fig. 4.30 % Utilització - %Temps 
 
 








































Taula 4.2 Correlació simulacions – teòric  
 
Tecnologia Teòric Pràctic % Pràctic/teòric 
10GBASE-T 47,32 45,45 96,05 
1000BASE-T 26,67 26,67 100 
 
 
4.2.3.5.     Conclusions 
 
Es confirmen els càlculs teòrics: amb Jumbo Frames, és més fàcil obtenir el 50 
% d' estalvi, ja que el límit de la taxa d'ocupació per obtenir-lo és més alta. Per 
10GBASE-T la utilització ha de ser < 24,76%, per 1000BASE-T ha de ser <14,5 
%. 
 




4.3.1. Estudi estalvi d'energia per fonts web. 
 
Per simular connexions HTTP, s'usa el model de tràfic anomenat PackMime 
d’ns-2. La intensitat del tràfic generat es controla mitjançant el paràmetre rate, 
que determina el nombre de noves connexions generades cada segon [26]. 
 
Plantegem un escenari simple, en el que es modela una estructura client - 




Fig. 4.32 Escenari 
 
Taula 4.3 Rate 150 
 
Tecnologia Active IDLE TT (Wake + 
Sleep) 
Refresh 
10GBASE-T 0,03 %  96,1 % 0,81 % 3,06 % 
1000BASE -T 0,3 % 79,80 % 19,87 % 0,07 % 
100BASE -TX 2,73 % 68,48 % 28,77 % 0,02 % 
 
 




Taula 4.4 Rate 1500 
 
Tecnologia Active IDLE TT (Wake + 
Sleep) 
Refresh 
10GBASE-T 0,26 % 89,86 % 7,37 % 2,51 % 
1000BASE -T 2,61 % 10,79 % 86,60 % 0 % 
100BASE -TX 23,34 % 1,01 % 75,58 % 0 % 
 
 
Els valors de Taula 4.3 i taula 4.4 són els valors promitjos de les simulacions, 
en la que s'anava variant el delay. L'anàlisi de jitter no s'han pogut realitzar per 
la dificultat del tractament de les dades en Excel, fent que la macro realitzada 
presentarà resultats de validesa incerta, degut fonamentalment al gran mida de 
la traça (42MB per 3 segons de simulació amb rate 1500). Al fer filtres 
complexes, estan limitats a aproximadament, 20000 línees, al fer copia - pegar 
des de una taula filtrada, a vegades es quedaven línees en blanc o amb valors 
estranys en els primers valors, fent necessari una revisió - correcció manual 
dels resultats. 
 
S'observa que en aquest tràfic el retard de l’enllaç no influeix pràcticament en el 
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CAPÍTOL 5. CONCLUSIONS 
 
Aquest treball ha volgut ser una introducció a l'estudi de les tècniques d'estalvi 
d'energia en xarxes telemàtiques. En la primera part hem revisat l'estat del art 
en les estratègies d'estalvi energètic aplicat a les xarxes telemàtiques. 
 
Estratègies amb present com el cloud computing i la virtualització o altres com 
smart grid que té amb un desenvolupament més pobre, però de importància per 
un futur degut a la necessitat bàsica, el subministrament elèctric. 
 
El la segona part ens hem centrat en l'estudi de EEE, mitjançant simulacions 
amb ns-2, que ens ha permet treure una sèrie de conclusions.  
 
Per començar l'estalvi amb EEE, és fàcil d' obtenir en entorns d'us estàndard, 
amb pocs efectes: l' increment del jitter i del delay, però d'una manera que 
l'usuari no notarà cap efecte, ja que amb delays grans (>1000 µs  = 1ms), la 
diferencia de prestacions és negligible, però l'estalvi sí que és important. En 
general el valor de jitter sempre es superior respecte a l’Ethernet estàndard, per 
la inclusió dels mecanismes per poder tenir l'estalvi, és el peatge més important 
que s'ha de pagar, per obtenir estalvi energètic. 
 
Hem creat una figura de mèrit, que relaciona l'estalvi amb la velocitat efectiva, 
aquesta figura ens a permet establir quins són els delays òptims en 
configuracions d'un enllaç, i com s'escala amb la presencia de múltiples 
enllaços, com és normal amb les xarxes reals. 
 
També hem comparat la influencia de el tipus de font TCP-Vegas vs TCP-Reno 
i com la influencia dels seus mecanismes de finestra modifiquen el rendiment, 
modificant característiques, fent-les més optimes per algunes situacions 
determinades: per exemple el valor del jitter amb TCP-Vegas és sempre 
inferior, encara que la seva velocitat efectiva és menor per delays baixos. 
 
De cara a profunditzar més en EEE, fer nous escenaris amb configuracions no 
simètriques serien interessants per comprovar el comportament, ja que les 
xarxes reals soles ser asimètriques, també provar escenaris amb més d' una 
font a la vegada, i per acabar introduir pèrdues de paquets (per veure com 
afecta la dinàmica EEE al control d'errors de TCP). 
 
 
Caldrà comprovar aquest càlculs, amb interfícies Ethernet comercials, quan 
estiguin disponibles. A dia d'avui només són comercials algunes solucions 
compatibles amb el Draft.3.2,[18]. També seria interessant poder comprovar 
amb les solucions no estàndard com el D-Link Green Ethernet quina obté 
millors resultats. Ampliar la cerca amb la mesura de consum de commutadors 
disponibles, mesurant el seu consum en idle, establint una corba característica 
Càrrega - Consum. 
 
Mirant de cara fer millores en la eficiència d' EEE, estaria relacionat amb limitar 
el consum en els estat de wake i sleep. Seria possible millorar el consum de 
energia si les transicions wake i sleep fossin triangulars, o en cas de no ser 




possible tenir uns valors temporals més petits de wake o sleep, permetria 




Fig. 5.1 Exemple wake i sleep amb transicions triangulars 
 
També amb les millores de la fabricació de components, es milloren els 
consums sense tenir que fer modificacions d'arquitectura (la primera targeta 
GigabitEthernet fabricada consumeix més electricitat que una targeta 
equivalent d' un computador nou [18]).  
 
El camp d' estudi de mètodes per estalviar energia és un camp erm, poc a poc 
l'estem començant a adobar, per que es pugui començar a conrear i donar 
fruits de tal forma que nosaltres i les properes generacions ens veurem 
beneficiats pels esforços realitzats.  
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CAPÍTOL 6. GLOSARI 
 
EEE: Energy Efficient Ethernet 
IEEE: Institute of Electrical and Electronics Engineers 
LAN: Local Area Network 
LLDP: Link Layer Discovery Protocol  
LPI: Low Power Idle 
LSA: Link State Adaption 
NTC: Network Traffic Consolidation 
OTcl: Object-oriented Tool Command Language 
RTT: Round- Trip Time 
SLC: Server Load Consolidation 
SO: Sistema Operatiu 
TLV: Type Length Value 
Tq: Temps màxim entre final del sleep i un refresh 
Tr: Temps de refresh 
Ts: Temps Sleep 
TTL: Time To Live 
Tw: Temps Wake 
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Annex 1 Gràfiques addicionals 
 









Fig.A1.2 Delay - Nº de transicions   
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Fig.A1.5 Delay enllaç - Delay total 
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Fig.A1.16 Producte idle × velocitat efectiva 
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Fig.A1.28 Producte idle × velocitat efectiva 
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Annex 2 Codi TCL de les simulacions 
 
APARTAT A2.1 1 ENLLAÇ TCP 
 
set ns [new Simulator] 
set trfd [open nsgatewayLinux.tr w] 
#set namtrfd [open namnsgatewayLinux.tr w] 
$ns trace-all $trfd 
#set nf [open out.nam w] 
#$ns namtrace-all $nf 
 
 
$ns node-config -macType Mac/802_3Full -phyType Phy/WiredEEEPhy 
 
set n0 [$ns node] 
set n1 [$ns node] 
 
lappend nodelist $n0 
lappend nodelist $n1 
 
 
set lan [$ns newLan $nodelist  1Gb  100us -macType Mac/802_3Full -phyType Phy/WiredEEEPhy] 
 
 
set tcp [new Agent/TCP/Linux] 
set sink [new Agent/TCPSink/Sack1] 
 
 
$tcp set packetSize_ 1450 
$tcp set timestamps_ true 
 
 
$sink set ts_echo_rfc1323_ true 
 
 
$ns attach-agent $n0 $tcp 
$ns attach-agent $n1 $sink 
 
 
$ns connect $tcp $sink 
 
 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
 
proc finish {} { 
  global ns trfd 
  $ns flush-trace 
  close $trfd 
  exit 0 
} 
 
$ns at 0 "$tcp select_ca highspeed" 
$ns at 0.00000001 "$ftp send 10000000" 

















APARTAT A2.2 2 ENLLAÇOS TCP   
 
set ns [new Simulator] 
set trfd [open nsgatewayLinux.tr w] 
#set namtrfd [open namnsgatewayLinux.tr w] 
$ns trace-all $trfd 
#set nf [open out.nam w] 
#$ns namtrace-all $nf 
 
 
$ns node-config -macType Mac/802_3Full -phyType Phy/WiredEEEPhy 
 
set n0 [$ns node] 
set n1 [$ns node] 
 
lappend nodelist $n0 
lappend nodelist $n1 
 
 
set lan [$ns newLan $nodelist  1Gb  20us -macType Mac/802_3Full -phyType Phy/WiredEEEPhy] 
 
 
set tcp [new Agent/TCP/Linux] 
set sink [new Agent/TCPSink/Sack1] 
 
 
$tcp set packetSize_ 1450 
$tcp set timestamps_ true 
 
 
$sink set ts_echo_rfc1323_ true 
 
 
$ns attach-agent $n0 $tcp 
$ns attach-agent $n1 $sink 
 
 
$ns connect $tcp $sink 
 
 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
 
proc finish {} { 
  global ns trfd 
  $ns flush-trace 
  close $trfd 
  exit 0 
} 
 
$ns at 0 "$tcp select_ca highspeed" 
$ns at 0.00000001 "$ftp send 10000000" 










APARTAT A2.3 5 ENLLAÇOS TCP   
 
set ns [new Simulator] 
set trfd [open nsgatewayLinux.tr w] 
#set namtrfd [open namnsgatewayLinux.tr w] 
$ns trace-all $trfd 
#set nf [open out.nam w] 
#$ns namtrace-all $nf 
 
 
$ns node-config -macType Mac/802_3Full -phyType Phy/WiredEEEPhy 
 
set n0 [$ns node] 
set n1 [$ns node] 
set n2 [$ns node] 
set n3 [$ns node] 
set n4 [$ns node] 
set n5 [$ns node] 
 
lappend nodelist $n0 
lappend nodelist $n1 
 
lappend nodelist1 $n1 
lappend nodelist1 $n2 
 
lappend nodelist2 $n2 
lappend nodelist2 $n3 
 
lappend nodelist3 $n3 
lappend nodelist3 $n4 
 
lappend nodelist4 $n4 
lappend nodelist4 $n5 
 
set lan [$ns newLan $nodelist   1Gb  100us -macType Mac/802_3Full -phyType Phy/WiredEEEPhy] 
set lan [$ns newLan $nodelist1  1Gb  100us -macType Mac/802_3Full -phyType Phy/WiredPhy] 
set lan [$ns newLan $nodelist2  1Gb  100us -macType Mac/802_3Full -phyType Phy/WiredPhy] 
set lan [$ns newLan $nodelist3  1Gb  100us -macType Mac/802_3Full -phyType Phy/WiredPhy] 
set lan [$ns newLan $nodelist4  1Gb  100us -macType Mac/802_3Full -phyType Phy/WiredPhy] 
 
set tcp [new Agent/TCP/Linux] 
set sink [new Agent/TCPSink/Sack1] 
 
 
$tcp set packetSize_ 1450 
$tcp set timestamps_ true 
 
 
$sink set ts_echo_rfc1323_ true 
 
 
$ns attach-agent $n0 $tcp 
$ns attach-agent $n5 $sink 
 
 
$ns connect $tcp $sink 
 
 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
 
proc finish {} { 
  global ns trfd 
  $ns flush-trace 
  close $trfd 
  exit 0 
} 
 
$ns at 0 "$tcp select_ca highspeed" 
$ns at 0.00000001 "$ftp send 10000000" 
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APARTAT A2.4 UDP 1500 Bytes 
 
set ns [new Simulator] 
set trfd [open nsgatewayLinux.tr w] 
#set namtrfd [open namnsgatewayLinux.tr w] 
$ns trace-all $trfd 
#$ns namtrace-all $namtrfd 
 
 
$ns node-config -macType Mac/802_3Full -phyType Phy/WiredEEEPhy 
 
set n0 [$ns node] 
set n1 [$ns node] 
 
lappend nodelist $n0 




set lan [$ns newLan $nodelist  100Mb 10us -macType Mac/802_3Full -phyType Phy/WiredEEEPhy] 
 
#Setup a mUDP connection 
 
set udp0 [new Agent/mUDP] 
 
#set the sender trace file name (sd) 
 
$udp0 set_filename sd 
$ns attach-agent $n0 $udp0 
 
set cbr0 [new Application/Traffic/CBR] 
$cbr0 set packetSize_ 1500 
$cbr0 set interval_ 0.0357142857 
 
$cbr0 attach-agent $udp0 
 
set null0 [new Agent/mUdpSink] 
 
#set the receiver trace file name (rd) 
 
$null0 set_filename rd 
$ns attach-agent $n1 $null0 
 
 




proc finish {} { 
  global ns trfd 
  $ns flush-trace 
  close $trfd 
  exit 0 
} 
 
$ns at 0 "$cbr0 start" 
 









APARTAT A2.5 UDP 9000 Bytes 
 
set ns [new Simulator] 
set trfd [open nsgatewayLinux.tr w] 
#set namtrfd [open namnsgatewayLinux.tr w] 
$ns trace-all $trfd 
#$ns namtrace-all $namtrfd 
 
 
$ns node-config -macType Mac/802_3Full -phyType Phy/WiredEEEPhy 
 
set n0 [$ns node] 
set n1 [$ns node] 
 
lappend nodelist $n0 








#Setup a mUDP connection 
 
set udp0 [new Agent/mUDP] 
 
#set the sender trace file name (sd) 
 
$udp0 set_filename sd 
$ns attach-agent $n0 $udp0 
 
set cbr0 [new Application/Traffic/CBR] 
$cbr0 set packetSize_ 9000 
$cbr0 set interval_ 0.0001603849 
$cbr0 attach-agent $udp0 
 
set null0 [new Agent/mUdpSink] 
 
#set the receiver trace file name (rd) 
 
$null0 set_filename rd 
$ns attach-agent $n1 $null0 
 
 




proc finish {} { 
  global ns trfd 
  $ns flush-trace 
  close $trfd 
  exit 0 
} 
 
$ns at 0 "$cbr0 start" 
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# Demonstrates the use of PackMime to generate HTTP/1.1 traffic 
 
set ns [new Simulator] 
set trfd [open nsgatewayLinux.tr w] 
#set namtrfd [open namnsgatewayLinux.tr w] 
$ns trace-all $trfd 
#set nf [open out.nam w] 
#$ns namtrace-all $nf 
# useful constants 
set CLIENT 0 
set SERVER 1 
 
 
remove-all-packet-headers;             # removes all packet headers 
add-packet-header IP TCP;              # adds TCP/IP headers 
$ns use-scheduler Heap;                # use the Heap scheduler 
 
$ns node-config -macType Mac/802_3Full -phyType Phy/WiredEEEPhy 
 
# SETUP TOPOLOGY 
# create nodes 
set n(0) [$ns node] 
set n(1) [$ns node] 
# create link 
 
lappend nodelist $n(0) 
lappend nodelist $n(1) 
 
 
set lan [$ns newLan $nodelist  100Mb 100us -macType Mac/802_3Full -phyType Phy/WiredEEEPhy] 
 
# SETUP PACKMIME 
set rate 150 
set pm [new PackMimeHTTP] 
$pm set-client $n(0);                  # name $n(0) as client 
$pm set-server $n(1);                  # name $n(1) as server 
$pm set-rate $rate;                    # new connections per second 
$pm set-http-1.1;                      # use HTTP/1.1 
 
# SETUP PACKMIME RANDOM VARIABLES 
 
# create RNGs (appropriate RNG seeds are assigned automatically) 
set flowRNG [new RNG] 
set reqsizeRNG [new RNG] 
set rspsizeRNG [new RNG] 
 
# create RandomVariables 
set flow_arrive [new RandomVariable/PackMimeHTTPFlowArrive $rate] 
set req_size [new RandomVariable/PackMimeHTTPFileSize $rate $CLIENT] 
set rsp_size [new RandomVariable/PackMimeHTTPFileSize $rate $SERVER] 
 
# assign RNGs to RandomVariables 
$flow_arrive use-rng $flowRNG 
$req_size use-rng $reqsizeRNG 
$rsp_size use-rng $rspsizeRNG 
 
# set PackMime variables 
$pm set-flow_arrive $flow_arrive 
$pm set-req_size $req_size 
$pm set-rsp_size $rsp_size 
 
# record HTTP statistics 
$pm set-outfile "pm-simple.dat" 
 
$ns at 0.0 "$pm start" 
$ns at 30.0 "$pm stop" 
$ns at 30.1 "finish" 
 
$ns run 
 
