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Introduction
L’imagerie médicale est actuellement au coeur du dispositif permettant au praticien d’éta-
blir un diagnostic ou de planifier une thérapie. Les avancées technologiques du XXème siècle
ont en effet donné naissance à de nombreuses modalités d’imagerie, qui autorisent une vision
toujours plus précise de l’anatomie des patients. En parallèle de ces progrès, la nécessité d’ana-
lyser les images issues de ces modalités s’est accrue, car les volumes de données à traiter sont
très importants. Faute d’outils efficaces d’analyse automatique, l’exploitation des données est
souvent faite manuellement.
Le recalage d’images tient une place très importante dans l’analyse et l’interprétation de
ces données. Il permet, dans le cadre du diagnostic, de mettre en correspondance des images
provenant de plusieurs modalité d’imagerie, de suivre le traitement d’un patient au cours
du temps ou de réaliser des analyses inter-patients. Il permet également dans le cadre de la
conduite de gestes interventionnels guidés par l’image, d’intégrer dans un même espace des
informations issues d’images acquises en situations pré- et per-opératoires. L’utilisation des
techniques de recalage a été rendue accessible par les progrès récents de l’informatique, et
ces techniques autorisent aujourd’hui la combinaison d’informations provenant de différents
imageurs. Néanmoins, le besoin de méthodes de recalage efficaces est toujours important à
l’heure actuelle.
Dans ce travail, nous nous sommes concentrés sur une des composantes des méthodes de
recalage qui est la mesure de similarité utilisée pour mettre en correspondance les images. Nous
nous sommes plus particulièrement intéressés à l’approche iconique, qui prend en compte uni-
quement l’information portée par les intensités des pixels des images à recaler. Cette approche
présente l’avantage d’être totalement automatique, puisqu’aucune segmentation préalable n’est
nécessaire.
L’apport principal de ce travail de thèse est de proposer de nouvelles mesures de simila-
rité basées sur les cumulants et le développement d’Edgeworth, et qui pour certaines d’entre
elles approximent l’Information Mutuelle, qui est une mesure de similarité de référence en
recalage. Les tests menés sur ces nouvelles mesures montrent leur efficacité pour le recalage
d’images médicales. De plus, la généricité de l’approche proposée autorise l’utilisation de ces
mesures dans des situations variées. Nous détaillons maintenant l’organisation de ce manuscrit.
Le premier chapitre présente une revue bibliographique des techniques utilisées pour le
recalage d’images médicales. L’accent est volontairement mis sur les approches iconiques, qui
considèrent l’information apportée par l’intensité des pixels des images à recaler. Au cours de
cette étude, nous guidons progressivement le lecteur vers la finalité de ce travail, en détaillant
particulièrement les différentes composantes des méthodes de recalage utilisées au cours de
cette thèse. Nous montrons également le cheminement qui a conduit les chercheurs à considérer
l’Information Mutuelle (IM) comme la mesure de référence pour le recalage d’images médicales
multimodales. Cette mesure de similarité étant au coeur de ce travail, nous y consacrons un
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chapitre.
En effet, le deuxième chapitre s’intéresse particulièrement à l’IM. Cette mesure de dé-
pendance, qui a vu le jour au milieu du XXème siècle, est utilisée pour le recalage d’images
médicales depuis une quinzaine d’années. Dans un premier temps, nous expliquons les tech-
niques classiques d’estimation de l’IM qui ont été développées. Puis, nous mettons en avant
les qualités et défauts intrinsèques de ces estimateurs. Nous présentons ensuite les améliora-
tions qui ont été apportées à ces estimateurs, ainsi que les nouvelles méthodes employées pour
construire une approximation de l’IM. Ce chapitre justifie ainsi la nécessité de se doter de
nouveaux estimateurs de l’IM dans le cadre du recalage.
Le chapitre trois présente les mesures de similarité que nous avons développées au cours de
cette étude. Nous commençons par donner les outils mathématiques nécessaires à la compré-
hension du chapitre. Parmi ceux-ci, on compte les cumulants, des statistiques qui connaissent
un important succès en traitement du signal. Nous avons choisi d’utiliser ces cumulants pour
construire des mesures de similarité exploitables dans le cadre du recalage. Pour ce faire,
nous nous sommes servis du développement d’Edgeworth, qui permet d’approximer une den-
sité de probabilité à partir des cumulants des variables aléatoires considérées. A l’aide de ce
développement d’Edgeworth, nous avons conçu des approximations des entropies marginales
et conjointes de deux variables aléatoires potentiellement corrélées, ce qui nous permet de
proposer des estimateurs de l’IM basés sur les cumulants.
Le quatrième et dernier chapitre présente les tests conduits pour valider l’utilisation de
nos mesures de similarité dans le cadre du recalage rigide et non-rigide d’images médicales
multimodales. Ces tests ont été menés de façon progressive. Au départ, nous nous sommes
intéressés aux qualités propres de ces mesures, en comparaison avec les mesures de référence.
Puis nous avons intégré la mesure la plus efficace dans un schéma global de recalage. Une
attention particulière a été portée sur le paramétrage des différentes composantes de cette
méthode globale. Finalement, disposant d’une méthode de recalage utilisant notre mesure de
similarité, nous avons testé son efficacité sur plusieurs bases de données. Nous avons considéré
des tâches de recalage rigide et non-rigide, pour des images mono- et multimodales, et dans des
contextes applicatifs différents. La diversité des situations rencontrées permet de considérer que
la mesure proposée est assez générique pour être utilisée dans un grand nombre de problèmes
nécessitant un recalage.
Les annexes viennent enfin appuyer notre propos. Les plus importantes sont les annexes
C et D qui présentent en détail les développements mathématiques que nous avons conduits
pour proposer ces nouvelles mesures de similarité.
Les perspectives sont nombreuses pour ce travail de thèse, nous les expliquons dans les
différents chapitres et les synthétisons dans la conclusion de ce manuscrit.
Chapitre 1
Revue bibliographique des techniques
de recalage d’images médicales
Depuis trois décennies, l’imagerie médicale a connu un essor très important lié aux avancées
technologiques dans le cadre de l’aide au diagnostic ou de l’aide à la thérapie. Il existe aujour-
d’hui une multitude de modalités d’imagerie médicale (radiologie conventionnelle, tomodensio-
métrie, Imagerie par Résonnance Magnétique (IRM), échographie, scintigraphie, tomographie
d’émission de photons simples (SPECT), Tomographie d’Emission à Positons (TEP), etc.),
chacune apportant une information spécifique et complémentaire. Ces images, qui peuvent être
de nature bi- ou tri-dimensionnelles et auxquelles la composante temporelle peut venir s’ajou-
ter, représentent une masse de données très importante à analyser. Pourtant, ces données sont
encore souvent exploitées manuellement, faute d’outils efficaces d’analyse semi-automatique
ou automatique.
Le recalage d’images joue un rôle central dans l’exploitation et l’interprétation de ces
images. En effet, il permet de comparer, voire de fusionner les données issues de différentes
modalités d’imagerie ou de patients différents pour un examen donné, mais également le suivi
de patient ou l’analyse inter-patients. Un intérêt croissant a été porté à ce domaine ces dernières
années. On peut y voir deux explications : tout d’abord, les modalités d’acquisition d’imagerie
médicale s’étant diversifiées, il est intéressant de pouvoir combiner ces images pour extraire
d’avantage d’informations. Ensuite, les progrès de l’informatique rendent désormais possible
des calculs inenvisageables il y a encore quelques années.
L’objectif de cet état de l’art n’est pas de recenser de manière exhaustive toutes les mé-
thodes de recalage aujourd’hui disponibles. Nous nous emploierons plutôt à définir la problé-
matique essentielle du recalage d’images, problématique proche de l’estimation de mouvement.
Par souci de concision, nous réduirons progressivement le champ des méthodes disponibles pour
se focaliser sur celles correspondant à notre sujet d’étude, à savoir les méthodes de recalage
iconiques (c’est à dire sans segmentation préalable) basées sur l’information mutuelle.
1.1 Motivations cliniques
En quelques mots, le recalage d’images consiste à déformer par une transformation géo-
métrique (ou spatiale) une image dite flottante pour la faire correspondre parfaitement à une
autre, dite de référence. Sous ce principe simple se côtoient de nombreuses méthodes, avec
des finalités cliniques différentes. Pour mieux appréhender les enjeux du recalage, nous allons
commencer par donner un aperçu des applications médicales envisageables.
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1.1.1 Recalage monomodal monopatient
C’est le cas le plus simple. Ici, les images proviennent du même patient, prises avec la
même modalité d’imagerie, mais à des instants différents. Les usages que l’on peut faire de ces
images comprennent notamment :
– le contrôle d’opérations chirurgicales : une comparaison des images pré- et postopé-
ratoires permet de vérifier que l’acte chirugical a atteint le résultat escompté (ablation
complète d’une tumeur, par exemple).
– le suivi de patient : des images ont été acquises sur différentes périodes, et sont
comparées entre-elles pour juger de l’évolution de la pathologie ou pour rendre compte
de l’efficacité d’un traitement.
– l’estimation de mouvement cardiaque : l’imagerie cardiaque permet d’évaluer la
fonction cardiaque, d’un point de vue morphologique, dynamique et/ou fonctionnel. Ty-
piquement, des images tomodensiométriques bi- ou tridimensionnelles (scanner, IRM,
échographiques) sont acquises à différents instants du cycle cardiaque. Le but du reca-
lage est, ici, d’estimer le mouvement du coeur à partir de ces séquences d’images.
– la compensation du mouvement respiratoire : lors de l’acquisition d’images médi-
cales, le mouvement respiratoire du patient peut induire des artefacts sur les images ou
des différences importantes entre des images prises à des instants différents. Le recalage
peut ainsi être utilisé pour compenser ce mouvement respiratoire.
1.1.2 Recalage multimodal monopatient
Cette démarche est plus complexe puisqu’il s’agit de mettre en correspondance des images
qui peuvent être de natures différentes. Les applications typiques sont :
– la fusion de données : elle résulte de la combinaison de plusieurs modalités d’ima-
gerie. Chaque modalité d’imagerie posséde ses caractéristiques propres, et apporte une
information différente sur la pathologie ou l’organe considéré. Les modalités d’imagerie
peuvent se décomposer en deux grandes familles complémentaires et spécifiques :
– imagerie anatomique (radiologie conventionnelle, scanner ou tomodensitométrie, IRM,
échographie, etc).
– imagerie fonctionnelle (scintigraphie, PET, SPECT, échographie Doppler, IRM fonc-
tionnelle, IRM de diffusion, etc).
Aussi, il peut parfois être intéressant de fusionner ces différentes informations pour éta-
blir un meilleur diagnostic. La fusion de données va donc consister à recaler des images
de modalités différentes. C’est un domaine en plein essor, notamment grâce aux avan-
cées technologiques qui permettent de traiter des masses de données toujours plus im-
portantes. La finalité est évidemment d’apporter un diagnostic plus précis, puisque se
basant sur plusieurs types d’imageries complémentaires.
– la planification d’intervention : grâce à une meilleure connaissance de l’anatomie
interne d’un patient, les médecins peuvent établir un meilleur diagnostic et ainsi mieux
planifier leur intervention. En effet, les organes par exemple peuvent être de tailles et
de formes différentes suivant les patients. Par une analyse d’images pré-opératoires, les
médecins ont ainsi accès à une description anatomique précise de la cible, des organes à
risques avoisinant la cible ou des risques liés à l’insertion d’instruments chirurgicaux. Il
est important que chacune de ces descriptions soit précise, et la combinaison d’informa-
tions issues de modalités d’imagerie différentes permet d’améliorer la décision finale.
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1.1.3 Recalage mono- ou multimodal multipatient
De nombreuses études évoquent la possibilité de comparer des données issues de plusieurs
patients. Cela permet, par exemple, de détecter des pathologies par comparaison avec un
groupe d’individus sains. Généralement, la solution retenue consiste à déformer des images
individuelles pour les faire correspondre à un atlas standard. Par exemple, en imagerie cé-
rébrale fonctionnelle, la création d’un atlas numérique consiste à moyenner les images d’une
même modalité provenant de plusieurs patients sains (ceci implique une première étape de
recalage inter-patients). Une carte, ou modèle, de l’anatomie fonctionnelle du cerveau humain
est ainsi obtenue. En recalant l’image du cerveau d’un patient sur cet atlas, il est possible de
repérer la zone du cerveau lésée. L’utilisation des atlas numériques concernent de nombreuses
applications, parmi lesquelles nous pouvons notamment citer :
– l’aide au diagnostic, par comparaison d’un individu à une population « terrain » repré-
sentée par un atlas.
– la comparaison de deux groupes d’individus entre-eux.
– l’apport d’information haut niveau. En effet, les atlas peuvent être utilisés comme source
d’information pour des opérations telles que la segmentation, le recalage, la reconstruc-
tion, le suivi de lésions au cours du temps, etc.
1.1.4 Recalage au LTSI et positionnement du problème
Ces quelques exemples permettent d’entrevoir la place très importante qu’occupe le reca-
lage dans l’analyse des images médicales. Au Laboratoire Traitement du Signal et de l’Image,
les problématiques de recalage rencontrées sont nombreuses. Nous donnons ici quelques exem-
ples, afin de situer notre travail.
Tout d’abord, des travaux portent sur l’estimation du mouvement cardiaque à partir de
séquences d’images tridimensionnelles. Cette estimation est un enjeu de premier ordre dans la
détection des cardiopathies, et elle a bénéficié des progrès réalisés en imagerie dynamique, avec
notamment le développement de l’échographie tridimensionnelle et du scanner multibarettes.
Dans ce contexte, des méthodes de recalage dédiées aux volumes scanners 3D ont été proposées
[Simon, 2005,Simon et al., 2005,Simon et al., 2006,Garreau et al., 2006].
Toujours dans le domaine de l’imagerie cardiaque, la thérapie de resynchronisation car-
diaque, geste interventionnel difficile, peut être optimisé par une identification précise des sites
de stimulation du ventricule gauche (VG), à partir d’informations anatomiques et électriques
issues respectivement d’imagerie scanner multibarette et Cartographie Electro-Anatomique
(CEA). Afin de représenter ces données dans un même environnement, une méthode de fu-
sion d’informations en deux temps est proposée : (1) recalage rigide de surfaces ; (2) fusion
de surface 3D et de cartographie électrique. Dans la première étape, deux surfaces 3D du VG
obtenues à partir de la CEA et d’images scanner segmentées sont recalées de façon automa-
tique ou semi-automatique. Dans la deuxième étape, les délais d’activation électrique (DAE) en
chaque point de l’endocarde sont estimés depuis la CEA. Enfin, une interface graphique permet
de visualiser les DAE sur le VG. Des travaux récents [Tavard et al., 2009,Tavard et al., 2010]
proposent des méthodes de recalage/fusion d’information dans ce contexte applicatif.
Dans le cadre du traitement du cancer de la prostate par radiothérapie guidée par l’image,
le recalage non-rigide tient également une place importante au laboratoire. Les motivations
pour l’utilisation du recalage sont multiples. Tout d’abord, la prédiction de toxicité est un
enjeu fondamental, car elle permet de mieux contrôler les radiations reçues par le patient.
Dans ce cadre, la mise au point d’un modèle statistique de toxicité permettrait de mettre en
évidence des relations entre la dose distribuée et la survenue de toxicité. La construction de ce
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modèle passe par la mise au point d’un atlas, construit par recalage inter-patient, permettant
le mapping de dose sur un modèle issu de cet atlas [Dréan et al., 2011, Acosta et al., 2011].
D’autre part, lorsqu’on essaie de faire un calcul de la dose cumulée reçue en cours de traitement,
il est intéressant de pouvoir suivre les mouvements et la déformation des organes tout au long
de ce traitement, pour savoir quelle dose de radiation est effectivement reçue par le patient. Cela
apporte une aide précieuse à la planification des séances de radiothérapie. Dans ce contexte,
des méthodes de recalage ont déjà été appliquées avec succès [Cazoulat et al., 2011].
Quelle que soit la finalité clinique, les méthodes de recalage d’images médicales font appa-
raître des enjeux communs. Souvent, les contraintes imposées par les tissus ou organes observés
nécessitent la prise en compte de déformations complexes et non-rigides. C’est notamment le
cas dans les exemples précédemment cités. De plus les volumes de données à analyser, de par
les progrès de imageurs, sont toujours plus importants. Il faut donc se doter de méthodes de
recalage efficaces pour traiter toutes ces images en un minimum de temps, la finalité étant un
diagnostic rapide.
Nous le voyons, les besoins en méthodes de recalage sont importants au laboratoire, et plus
généralement dans la communauté médicale. Dans ce travail de thèse, nous ne nous sommes
pas concentrés sur une problématique médicale particulière, mais nous avons plutôt cherché
à proposer de nouveaux outils permettant un recalage non-rigide et/ou multimodal de qua-
lité. En particulier, nous nous sommes intéressés aux mesures de similarité utilisées en recalage
d’images médicales multimodales et proposons de nouvelles méthodes pour approximer ces me-
sures. De par leur généricité, ces méthodes sont susceptibles d’être utilisées dans de nombreux
domaines d’application nécessitant un recalage. Nous verrons au chapitre 4 que nous les avons
déjà testées sur plusieurs problèmes cliniques particuliers, parmi lesquels la construction d’at-
las inter-patients auquel nous faisions référence précédemment. Intéressons nous maintenant
aux différentes méthodologies de recalage qui ont été développées dans la littérature.
1.2 Recalage : un problème d’estimation paramétrique de mou-
vement
Le recalage peut, avant tout, être vu comme un problème d’estimation de mouvement
dans une séquence d’images, un thème de recherche fondamental en traitement d’images.
Les domaines d’application de l’estimation de mouvement vont de la compression vidéo à
l’interprétation des images satellitaires en passant, et c’est notre sujet dans ce travail, par la
caractérisation d’organes dynamiques. Dans la littérature, on distingue deux grands types de
techniques : les techniques non-paramétriques et les techniques paramétriques. Il existe trois
grands types de méthodes non-paramétriques d’estimation de mouvement :
– les méthodes différentielles. Elles visent à estimer le flux optique entre deux images
à partir de l’estimation de gradients spatio-temporels de l’intensité en chacun des pixels
de l’image. Elles sont très utilisées en traitement d’images depuis l’article originel de
Horn et Schunk [Horn and Schunck, 1981]. Ces méthodes sont en général utilisées pour
mesurer de petits déplacements, et font l’hypothèse d’une conservation de l’intensité
entre les images.
– les méthodes de Mise en Correspondance de Blocs (MCB). Leur principe est
de découper une image de référence en blocs de pixels ou de voxels. Le but est ensuite
d’essayer de trouver dans l’image suivante, pour chacun des blocs initiaux, le bloc le
plus ressemblant. L’hypothèse admise est que le mouvement entre deux images est loca-
lement translationnel. Ces méthodes sont très utilisées, notamment pour la compression
d’images ou de vidéos (MPEG) [Stiller and Konrad, 1999].
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– les méthodes statistiques. Parmi les méthodes statistiques, les méthodes Marko-
viennes ou Bayesiennes sont les plus usitées. Elles reposent sur une formulation probabi-
liste du champ de mouvement. Le champ considéré est vu comme étant une réalisation
particulière d’un champ aléatoire. La formulation la plus répandue repose sur l’estima-
teur du Maximum A Posteriori (MAP) [Gee et al., 1995,Odobez and Bouthemy, 1995,
Stiller and Konrad, 1999].
Nous ne présenterons pas en détails les méthodes non-paramétriques, puisque ce n’est pas
le sujet de cette thèse. En effet, le recalage suppose connu un certain modèle paramétrique
du mouvement ou du déplacement, puisqu’il se fonde sur l’estimation des paramètres d’une
transformation modélisant le champ de mouvement. Le reste de ce document s’intéresse donc
à l’estimation de mouvement paramétrique.
1.3 Classification des méthodes de recalage
Au vu du nombre d’approches recensées dans le littérature, il apparaît utopique d’être
exhaustif. Souvent, les états de l’art se veulent spécifiques à un problème donné, et nous
suivrons donc cette voie. En 1992, Lisa Gottesfield Brown propose un état de l’art devenu
depuis une référence [Brown, 1992] dans lequel elle propose la première classification des mé-
thodes de recalage, dans un cadre général. D’autres auteurs ont depuis apporté des éclai-
rages différents et complémentaires : l’article de Zitova [Zitova and Flusser, 2003] est dans
la continuité de [Brown, 1992] et apporte en quelque sorte une mise à jour nécessaire, avec
un recul de 10 ans sur le sujet. Le cadre est ici toujours le recalage en général. D’autres
états de l’art s’attachent spécifiquement au recalage d’images médicales. C’est le cas notam-
ment de [Maintz and Viergever, 1998] qui recense plus de 300 références et qui définit une
nouvelle classification des méthodes de recalage basée sur 9 critères (dimension des images,
nature du recalage, nature de la transformation, domaine de la transformation, etc.), mais aussi
de [Gilardi, 1996,Lester and Arridge, 1999,Barillot, 1999,Hill et al., 2001,Makela et al., 2002,
Hutton and Braun, 2003, Pluim et al., 2003, Crum et al., 2004]. Le lecteur intéressé au déve-
loppement logiciel des techniques de recalage pourra se référer à [Shams et al., 2010], qui
détaille notamment l’utilisation des processeurs graphiques et multi-coeurs dans ce cadre.
De nombreuses thèses viennent compléter ce panorama : [Mangin, 1995,Roche, 2001]
[Kybic, 2001, Sarrut, 2000, Cachier, 2002, Atif, 2004, Noblet, 2006] concernent le recalage d’i-
mages cérébrales, problème pour lequel un modèle de déformation affine est souvent retenu.
Nous verrons dans ce chapitre que ce modèle est relativement simple par rapport aux mo-
dèles non-rigides nécessaires pour recaler des organes mous tels les poumons, le coeur etc.
La thèse [Loeckx, 2006] est également très intéressante puisqu’elle traite du recalage par les
B-Splines, notion qui sera développée dans la suite. Pour terminer, nous invitons le lecteur
à lire les thèses de [Petitjean, 2003, Simon, 2005,Loeckx, 2006,Delhay, 2006,Chenoune, 2008,
Mora Cofre, 2008] qui étudient le mouvement du coeur. La première de celles-ci [Petitjean, 2003]
utilise une approche iconique comparable à la notre, tandis que les autres études proposent un
recalage géométrique. Nous allons voir en détail par la suite les différences que cela implique.
Pour cet état de l’art, nous avons choisi la classification de Brown [Brown, 1992] qui, bien
que ne comportant que 4 catégories, va nous permettre de mettre en avant les enjeux de cette
thèse. En effet, si nous formalisons le processus de recalage, il peut-être vu comme un problème
de minimisation d’une fonctionnelle :
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Figure 1.1 – Principe du recalage.
T˜ = argmin
T
S(f(x(1)(ν)), f((x(2)(T (ν))) (1.1)
où les critères retenus apparaissent :
– x(1)(ν) et x(2)(ν) sont respectivement l’image de référence et l’image flottante.
– f est la fonction extrayant les caractéristiques de l’image. Deux grandes classes
de méthodes se distinguent. Nous trouvons d’un côté celles qui utilisent l’ensemble de
l’information des images (méthodes iconiques), de l’autre celles utilisant le résultat d’une
étape préalable de segmentation (méthodes géométriques). Nous situerons notre travail
du côté des approches iconiques.
– S représente la mesure de similarité. Celle-ci dépend des attributs de l’image uti-
lisés, et nous expliquerons pourquoi nous nous sommes orientés vers l’information mu-
tuelle. Nous nous appuierons notamment sur [Pluim et al., 2003] qui propose un état de
l’art du recalage d’images médicales basé sur celle-ci.
– T symbolise un élément de l’espace des transformations possibles, ou modèle
de déformation. Les premières approches estiment des transformations rigides ou affines.
Cependant dans le cadre de cette thèse, nous nous intéressons au recalage d’organes
élastiques pour lequel un modèle non-rigide est indispensable. Un tel modèle offre plus de
degrés de liberté (DDL) vis-à-vis de la transformation souhaitée, permettant l’estimation
d’une transformation plus complexe mais plus proche de la réalité. L’article [Rohr, 2000]
appuiera notre démonstration.
– argmin
T
induit la stratégie d’optimisation. Le volume de données à traiter étant
généralement très important, il apparaît nécessaire de choisir judicieusement l’algorithme
d’optimisation. Dans le cadre de notre travail, une étude menée dans [Klein et al., 2007]
a conforté nos choix que nous expliciterons par la suite.
Cette présentation, bien que générale, s’orientera progressivement vers les décisions que nous
avons prises au cours de ce travail de thèse. Tout d’abord, pour mener à bien le recalage de
deux images entre-elles, il faut commencer par choisir l’information que l’on va extraire de ces
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images. Trois grandes approches sont alors possibles :
– la première s’appuie sur des primitives géométriques extraites de l’image, comme des
points, lignes ou surfaces caractéristiques. Ces méthodes sont donc communément appe-
lées méthodes géométriques.
– la seconde exploite toute l’information brute contenue dans l’image (sans segmentation
préalable), à savoir les niveaux de gris. On parle alors de méthodes iconiques.
– la troisième enfin combine les caractéristiques des deux approches précédentes. Ces mé-
thodes sont regroupées sous l’appelation de méthodes mixtes.
Ces 3 approches ont chacune leurs intérêts et leurs limitations. Les méthodes géométriques
seront présentées intentionnellement de façon succinte, l’objectif étant avant tout de donner
un point de vue au lecteur et de pouvoir comparer les avantages et limites de chacune. En
revanche, nous expliquerons plus précisément les méthodes iconiques qui rentrent dans le cadre
de notre étude.
1.3.1 Approches géométriques
Dans ce type d’approche, des caractéristiques géométriques sont extraites des 2 images à
recaler, puis le recalage à proprement parler consistera à retrouver la transformation entre ces
caractéristiques issues des 2 images. Cette transformation géométrique est celle qui minimise la
distance entre les caractéristiques appariées. C’est historiquement la première méthode à avoir
été utilisée, et ceci s’explique peut-être par le fait que le processus de recalage géométrique
ressemble à ce qui est fait naturellement par la perception visuelle humaine : on cherche dans
les images étudiées des points, lignes ou surfaces remarquables et communes que l’on essaie
de mettre en correspondance. Les primitives utilisées peuvent être classées en fonction de leur
nature [Mangin, 1995] : primitives géométriques (segments ou plans), primitives topo-
logiques (composantes connexes, cavités, surfaces ou intersections de surfaces), primitives
morphologiques (squelette ou enveloppe connexe), ou primitives différentielles (lignes de
crête, discontinuités). Les attributs géométriques peuvent alors être des marqueurs externes
(comme les points d’un cadre stéréotaxique visibles par les différents imageurs par exemple),
des points, des contours ou des surfaces.
L’avantage majeur est un temps de traitement limité. En effet, en ne considérant qu’une
représentation compacte de l’image, la charge de calcul s’en trouve d’autant réduite. De plus, les
primitives extraites se révèlent très informatives puisqu’elles se basent sur des caractéristiques
de haut niveau de l’image liées à l’objet d’intérêt.
Cependant, la majorité des approches se base soit sur une sélection manuelle, soit sur
une détection semi-automatique des amers (ou primitives géométriques) communs aux deux
images, ce qui impose un pré-traitement des données pour extraire ces points, lignes ou surfaces
d’intérêt. Sur des structures rigides telles que les os, la tâche est relativement simple puisque les
amers identifiables seront stables sur les différentes images. Le problème est par contre beau-
coup plus complexe sur des structures molles telles que le coeur, puisque la sélection d’amers
(surface endocardique, par exemple) nécessitera une segmentation préalable. De la qualité de
cette segmentation initiale dépendra ensuite la robustesse du recalage. De plus, pour obtenir un
résultat intéressant en recalage non-rigide, le nombre de caractéristiques géométriques devra
être important, la qualité de l’interpolation des images entre ces caractéristiques dépendant
directement de leur nombre.
Nous ne nous étendrons pas sur les distances utilisées pour apparier les primitives géomé-
triques. Néanmoins nous pouvons donner quelques axes en fonction des primitives utilisées :
– pour des points (tels les points de Moravec ou les passages par zéro du Laplacien), la
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Méthode Géométrique Iconique
Avantages - Temps de traitement réduit. - Adapté au recalage multimodal.
- Primitives très informatives. - Pas de prétraitement requis.
- Méthode automatique.
Inconvénients - Sélection manuelle ou
semi-manuelle des primitives.
- Primitives peu informatives (de
bas niveau).
- Généralement réservé au recalage
monomodal.
- Temps de traitement important.
- Prétraitement nécessaire
(segmentation).
Table 1.1 – Avantages et inconvénients des différentes approches en recalage d’images médi-
cales
distance classiquement utilisée est une simple norme euclidienne. Elle conduit, dans le
cadre du recalage rigide et affine, à une solution analytique par la méthode de Procrustes
[Arun et al., 1987].
– pour des courbes (plus précisément l’orientation et la direction de ces courbes) ou des
surfaces obtenues généralement par des modèles déformables ou level-set, plusieurs ap-
proches sont possibles : l’algorithme ICP (Iterative Closest Point) [Besl and Mckay, 1992],
Head and Hat [Pelizzari et al., 1989], les cartes de distances ou encore l’interpolation
/approximation par fonctions radiales (RBF pour Radial Basis Function). Pour cette
dernière approche, citons [Arad et al., 1994, Rohr et al., 1999] qui utilisent les splines
de plaques minces (TPS pour Thin Plate Splines) comme fonction radiale, tandis que
[Davis et al., 1997] se sert des splines élastiques ou encore [Nielson, 1993] des splines
volumiques.
Le lecteur pourra se référer à l’état de l’art proposé dans [Veltkamp and Hagedoorn, 1999].
Etant donnée l’hypothèse de travail initiale de cette thèse (recalage multimodal non-rigide),
l’approche géométrique a été écartée dans le cadre de notre étude. Ce choix a été porté par
plusieurs considérations. Tout d’abord, les méthodes géométriques nécessitent un prétraite-
ment dont nous voulions nous prémunir afin d’obtenir une méthode totalement automatique.
De plus, la détection de primitives dans des images de nature différentes demeure un pro-
blème délicat, et sa nécessité comme première étape d’une méthode de recalage peut s’avérer
complexe. En effet, cette première étape peut entraîner des erreurs (dûes par exemple à une
segmentation incorrecte) qui se répercutent directement sur la seconde étape qui est le recalage
lui-même. Nous avons donc décidé d’utiliser une approche relevant des méthodes iconiques que
nous présentons maintenant.
1.3.2 Approches iconiques
Les méthodes iconiques se fondent sur l’estimation d’une déformation qui maximise une
fonction d’énergie traduisant la similitude entre les images. La mesure de similarité opère
ici généralement sur la totalité des données brutes des images (niveaux de gris), ou plus
rarement sur une représentation de ces niveaux de gris : ainsi, [Mellor and Brady, 2005] ap-
pliquent une transformée de Fourier sur les images pour travailler dans le domaine fréquentiel
en utilisant l’information de phase, tandis qu’une décomposition de l’image en ondelettes est
utilisée par [Xue and Davatzikos, 2004]. Les méthodes utilisant directement les niveaux de gris
sont apparues dans les années 70 [Barnea and Silverman, 1972,McGillem and Svedlow, 1976,
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Svedlow et al., 1978] dans le cadre rigide et monomodal. Avec les progrès de l’imagerie médicale
est ensuite apparu le problème du recalage multimodal qui se définit comme la comparaison
d’images provenant de modalités différentes. Dans ce cadre, les approches géométriques ont
montré leurs limitations, notamment par la difficulté d’extraire des primitives équivalentes
dans des images de natures différentes. En effet, dans le cas des approches géométriques, la
qualité de l’estimation de la transformation recherchée est totalement conditionnée par la seg-
mentation des images (détection des primitives géométriques). Les méthodes iconiques les ont
peu à peu supplantées en recalage multimodal. Les travaux de Woods [Woods et al., 1993]
ont permis une avancée significative en ce sens avec l’introduction du concept d’histogramme
conjoint, qui est devenu un outil très efficace du recalage dans le cadre iconique. L’information
mutuelle a ensuite été utilisée [Collignon et al., 1995a,Viola, 1995] et son succès ne s’est jamais
démenti par la suite. Nous reviendrons en détail dans la suite sur ces mesures de similarité
utilisées en recalage iconique.
Les approches iconiques ont la particularité de ne pas nécessiter de prétraitement pour ré-
duire la masse de données, comme c’est le cas des approches géométriques. Elles sont considé-
rées comme les méthodes de recalage les plus flexibles, puisqu’elles utilisent toute l’information
des images au cours du processus de recalage. Un autre avantage des méthodes iconiques est
leur caractère automatique : elles ne nécessitent pas de sélection manuelle ou de segmentation,
souvent délicate, de primitives géométriques communes aux deux images. Cependant, elles
présentent tout de même quelques inconvénients. Tout d’abord les caractéristiques extraites
de l’image (en général les niveaux de gris) sont peu informatives par rapport aux primitives
géométriques. Ensuite, le temps de traitement est en général supérieur à celui des méthodes
iconiques, puisqu’aucun prétraitement ne vient réduire la masse intiale de données disponibles.
Le tableau 1.1 résume les principaux avantages et inconvénients des méthodes géométriques et
iconiques. L’approche mixte, qui suit, n’a pas été incluse dans ce tableau puisque son but est
justement de s’affranchir des problèmes liés aux deux approches précédentes, pour n’en garder
que les avantages.
1.3.3 Approche mixte
Les approches mixtes combinent plusieurs types de caractéristiques extraites des images à
recaler. Le but est d’améliorer la robustesse du recalage en combinant les avantages liés aux
caractéristiques utilisées. Trois cas sont envisagés :
– la combinaison de primitives géométriques de nature différente. Le lecteur peut
se référer par exemple à [Yuille et al., 1992] pour la combinaison de points et de courbes,
ou à [Hsu and Ostuni, 1999] pour la combinaison de courbes et de surfaces.
– la combinaison de différentes informations issues des niveaux de gris, comme
c’est le cas dans [Pluim et al., 2000] où le gradient de l’image et l’information des niveaux
de gris sont utilisés conjointement. Shen et Davatzikos [Shen and Davatzikos, 2002], de
leur côté, construisent un vecteur d’attributs pour chaque voxel de l’image. Ce vecteur
contient à la fois l’intensité du voxel en question, les moments géométriques invariants
caractéristiques du voisinage du voxel, et une information issue de la segmentation en 3
classes de l’image.
– la combinaison des approches géométriques et iconiques. Dans ce cas de figure,
les primitives géométriques servent généralement à contraindre des primitives iconiques.
C’est le cas notamment dans [Johnson and Christensen, 2002,Sorzano and Unser, 2005]
pour la contrainte par des amers ponctuels, et [Collins et al., 1996,Cachier et al., 2001,
Hellier and Barillot, 2001, Cachier et al., 2003, Hellier and Barillot, 2003] pour la cont-
rainte par des primitives courbes (sillons corticaux).
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Dans ce qui suit, nous nous concentrerons sur les méthodes iconiques qui sont au centre
de ce travail de thèse. Dans la littérature, des études s’intéressent spécifiquement à la com-
paraison entre les méthodes iconiques et géométriques pour le recalage d’images médicales
[Duncan and Ayache, 2000] ou plus spécifiquement le recalage d’images cérébrales
[McLaughlin et al., 2002], montrant la supériorité des approches iconiques sur les géomé-
triques. Citons également une étude publiée par de nombreux chercheurs [West et al., 1997]
qui compare une dizaine de méthodes de recalage et prône l’utilisation des méthodes iconiques
dans le cadre du recalage multimodal d’images médicales. C’est en partie ce qui a motivé
notre choix initial de travailler sur les méthodes iconiques. Les approches mixtes combinant
différentes informations issues des niveaux de gris pourront néanmoins être envisagées dans un
travail futur, l’information apportée par le gradient des images pouvant par exemple s’avérer
intéressante dans le cadre de notre méthode.
1.4 Mesures de similarité en recalage iconique
Le recalage iconique se base sur la comparaison locale des intensités. De ce fait, les mesures
de similarité iconiques opèrent directement sur les niveaux de gris des images, utilisant ainsi
toute l’information disponible. Ces mesures font une hypothèse sur la relation liant les niveaux
de gris des deux images à recaler. En général, la nature de cette relation permet une classifi-
cation des différentes mesures de similarité, comme nous allons le voir dans ce qui suit. Aussi,
le choix du critère de similarité est guidé par la nature des images à recaler. Toutefois, il faut
également considérer la complexité numérique de telle ou telle mesure. Une mesure permettant
d’appréhender des relations très générales entre les images sera souvent plus coûteuse et plus
difficile à optimiser.
De nombreuses mesures de similarité ont été proposées dans la littérature, et quelques
articles proposent même une étude comparative de ces critères [Penney et al., 1998],
[Roche et al., 1999], [Sarrut, 2000]. Une fois encore, nous ne chercherons pas à être exhaustifs,
mais plutôt à guider le lecteur et à donner les éléments de référence nécessaires au positionne-
ment de ce travail de thèse. Les mesures de similarité globales sont généralement calculées à
partir d’un ensemble de couples d’intensités pris dans l’image de référence et l’image flottante.
Avant d’expliquer plus en détail ces mesures, il nous apparaît indispensable de se placer dans
un cadre probabiliste que nous décrivons maintenant.
1.4.1 Modèle probabiliste des images
Pour évoquer les mesures de similarité en recalage iconique, il est intéressant sinon néces-
saire de formaliser le problème en adoptant un modèle probabiliste des images. Tout d’abord,
dans ce qui suit, l’intensité de chaque pixel/voxel de l’image de référence (resp. flottante) sera
considérée comme une réalisation d’une Variable Aléatoire (VA) notée x(1) (resp. x(2)) à valeur
dans l’ensemble D(1) des niveaux de gris (resp. dans D(2)). Le tirage aléatoire de x(1) (resp.
x(2)) représentant cette intensité du pixel ν de l’image de référence (resp. flottante) sera alors
noté x(1)(ν) (resp. x(2)(ν)). Notons x = (x(1), x(2))T (T pour transposée) le vecteur aléatoire
composé des deux VAs x(1) et x(2). Nous supposerons dans la suite que les densités de proba-
bilité marginales de x(1) et x(2), notées px(1) et px(2) , et la densité de probabilité conjointe de
x, notée px, sont définies. Remarquons qu’un tel modèle probabiliste des images, couramment
employé dans la littérature [Roche, 2001], suppose une certaine stationnarité en termes de loi
de probabilité d’un pixel à l’autre de l’image.
Nous donnons dans ce qui suit quelques critères de similarité très utilisés mesurant les
dépendances qui existent entre les intensités des images à recaler. Nous employons dès à
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présent et dans tout ce qui suit le formalisme que nous venons d’adopter afin d’établir les liens
entre ces mesures.
1.4.2 Conservation de l’intensité
Les premières mesures iconiques qui sont apparues en recalage d’images médicales consi-
déraient comme idéale la situation où les images sont identiques à une transformation spatiale
près. En effet, ces premières mesures reposaient sur l’hypothèse de conservation de l’informa-
tion photométrique (niveaux de gris identiques dans les 2 images à recaler). Bien entendu, ce
postulat s’avère inexact dans quasiment toutes les situations pratiques rencontrées, mais tant
que les images restent relativement semblables (comme cela peut être le cas pour les images
monomodales par exemple), cette approximation peut être suffisante. Dans ce contexte, les
années 70 ont vu l’apparition des premières mesures de similarité se basant sur l’intensité des
images. Ainsi, McGillem et Svedlow [McGillem and Svedlow, 1976] ont justifié théoriquement
l’utilisation de la somme des différences au carré (SDC), ou norme L2 de la différence,
lorsque les images sont identiques à une transformation spatiale et à un bruit blanc gaussien
additif près [Fitzpatrick et al., 2000]. Cette mesure est toujours largement utilisée comme cri-
tère de similarité au sens du maximum de vraisemblance dans le cadre du recalage monomodal
intra-sujet bien que le bruit des images médicales soit rarement gaussien. Cette mesure norma-
lisée par le nombre N de pixels peut s’interpréter comme une estimée de l’erreur quadratique
moyenne (EQM) entre les deux images :
1
N
SDC ≈ E[(x(1) − x(2))2] =
∮
R
2
(u(1) − u(2))2px(u)du (1.2)
où E[.] désigne l’opérateur de l’espérance mathématique. Les mesures se basant sur cette
hypothèse d’identité se sont alors développées au cours des années 70 et 80. Nous pouvons
notamment citer la somme des différences en valeur absolue (SDA)
[Barnea and Silverman, 1972], ou norme L1, qui peut également être interprétée comme une
estimée d’une quantité statistique :
1
N
SDA ≈ E[|x(1) − x(2)|] =
∮
R
2
|u(1) − u(2)|px(u)du (1.3)
Plus particulièrement, les mesures SDC et SDA sont définies par :
SDC =
∑
pixelsν
(x(1)(ν)− x(2)(ν))2 (1.4)
et
SDA =
∑
pixelsν
|x(1)(ν)− x(2)(ν)| (1.5)
D’autres critères ont eu également un certain succès. Nous pouvons par exemple citer le nombre
de changement de signes dans l’image de différence [Venot et al., 1984], ou la « pattern inten-
sity », qui pourrait se traduire par « motifs d’intensité » [Buzug and Weese, 1998], et qui opère
sur la différence des images, faisant apparaître des structures ou motifs d’intérêt.
Mais les limitations de ces mesures sont rapidement apparues, puisque l’hypothèse de
départ (conservation de l’intensité dans les images à recaler) est trop forte en pratique. En
effet, leur utilisation se limite à la comparaison d’images monomodales intrapatient dans l’étude
de l’évolution de pathologies. Mais les besoins de la médecine se diversifiant avec notamment
l’émergence de nombreuses modalités d’imagerie et la combinaison possible des informations
portées par ces modalités, les chercheurs se sont alors intéressés à des mesures faisant des
hypothèses moins fortes sur l’intensité des images à recaler.
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1.4.3 Dépendance linéaire ou affine
L’hypothèse de conservation de l’intensité montrant ses limites (dans un cas monomodal
comme l’alignement d’images IRM d’une même séquence, cette hypothèse n’est par exemple
déjà plus satisfaite), les chercheurs ont tenté de modéliser des relations plus complexes entre
les images. Ainsi, l’étape suivante fut de supposer une dépendance linéaire ou affine entre les
intensités des images, qui peut s’exprimer par :
x(1) = αx(2) + β, (α, β) ∈ R2 (1.6)
où α et β sont des constantes inconnues. Lorsque le paramètre β est nul, on parle de dépendance
linéaire entre les intensités, sinon de dépendance affine. Le critère de référence, dans le cas
linéaire, est le coefficient d’inter-corrélation normalisé (ICN) [Brown, 1992] qui est donné
par :
ICN =
E[x(1)x(2)]√
E[x(1)]E[x(2)]
=
∫
R
2 u
(1)u(2)px(u)du√∫
R
u(1)px(1)(u
(1))du(1)
∫
R
u(2)px(2)(u
(2))du(2)
(1.7)
Mais encore une fois, on s’attache ici en général au recalage monomodal, c’est pourquoi nous
ne détaillerons pas davantage cette métrique. De plus, même dans le cadre d’un recalage mono-
modal d’un même patient, l’hypothèse linéaire n’est pas toujours vérifiée. En outre, la relation
de dépendance affine est plus intéressante, mais encore insuffisante pour les cas multimodaux
auxquels nous nous intéressons au cours de cette thèse. La principale mesure, dans le cadre
d’une dépendance affine, est le coefficient de corrélation (CC) [Svedlow and Anuta, 1976] :
CC =
Cov(x(1), x(2))√
V ar(x(1))V ar(x(2))
=
E[(x(1) − E[x(1)])(x(2) − E[x(2)])]√
E[(x(1) − E[x(1)])2]E[(x(2) − E[x(2)])2]
(1.8)
faisant ainsi apparaître la covariance entre les deux images à recaler et le produit de leurs
variances. A l’inverse de la SSD, cette mesure doit être maximisée. Des variantes de cette
mesure peuvent être également utilisées [Brown, 1992]. Cette classe de mesures est particu-
lièrement bien adaptée pour le recalage monomodal et notamment lorsque les contrastes sont
différents entre les images à recaler. Ce type d’hypothèses permet de rendre compte du chan-
gement de contraste ou de luminance entre les images à recaler. On considère alors que seule
une transformation de luminance linéaire intervient entre les deux images à recaler, comme
cela peut-être le cas entre des images de même modalité. Cette mesure est une référence en
recalage monomodal, mais elle reste sensible aux valeurs aberrantes (par exemple des points
qui apparaissent dans une image mais pas dans l’autre).
1.4.4 Dépendance fonctionnelle
La dépendance fonctionnelle est encore moins contraignante qu’une dépendance affine,
puisqu’on ne présuppose pas de relation causale liant les deux images à recaler. On fait seule-
ment l’hypothèse ici que la connaissance de la distribution des niveuax de gris d’une image
permet de prédire parfaitement la seconde. La réciproque n’est pas forcément vraie. Ainsi, on
envisage ici la possibilité d’un recalage entre modalités différentes, les informations communes
aux deux images, telles que les structures anatomiques, pouvant être suffisantes pour vérifier
cette hypothèse. Cependant, il faut au préalable s’assurer que les deux modalités en question
donnent accès à des informations anatomiques assez proches, sinon l’hypothèse se révèle vite
discutable et trop forte une fois encore.
Dans ce contexte, une véritable avancée est à mettre à l’actif de Woods [Woods et al., 1993]
qui propose en 1993 un critère homonyme permettant de recaler des images IRM et TEP du
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cerveau. Pour cela, il s’affranchit de l’hypothèse de dépendance affine entre les intensités en
partitionnant une des images en ses ensembles d’iso-intensités. Puis il calcule, dans chacun
de ces sous-ensembles, un écart-type normalisé traduisant la dispersion en intensité des voxels
correspondant dans la seconde image. Le critère de Woods est alors obtenu en faisant
une somme pondérée de ces écarts-types. Pour l’écrire, nous devons tout d’abord introduire
les notations de densités de probabilité (px(1)|x(2)), d’espérances (mx(1)|x(2)) et de variances
(σ2
x(1)|x(2)) conditionnelles :
px(1)|x(2) =
px
px(2)
(1.9)
mx(1)|x(2)=u(2) = E[x
(1)|x(2) = u(2)]
=
∫
R
u(1)px(1)|x(2)=u(2)(u
(1))du(1)
σx(1)|x(2)=u(2) = V ar(x
(1)|x(2) = u(2))
=
∫
R
(u(1) −mx(1)|x(2)=u(2))2px(1)|x(2)=u(2)(u(1))du(1)
Ainsi, le critère de Woods s’écrit :
Woods(x(1)|x(2)) = E[
σx(1)|x(2)
mx(1)|x(2)
] =
∫
R
σx(1)|x(2)=u(2)
mx(1)|x(2)=u(2)
px(2)(u
(2))du(2) (1.10)
Ce critère permet de mesurer la moyenne de la déviation standard normalisée, rapport
entre l’écart type et la moyenne. Nous pouvons remarquer que cette mesure est asymétrique,
au sens où les deux images ne jouent pas le même rôle dans cette mesure. Ainsi, il est pri-
mordial de déterminer à priori l’image qui décrit potentiellement le mieux l’autre. Dans les
études de Woods, l’image IRM est prise comme référence, alors que l’image TEP sert d’image
flottante. Il faut également noter que bien qu’iconique, cette mesure est utilisée par Woods
avec une étape de segmentation préalable afin de supprimer les voxels n’appartenant pas
au cerveau. Finalement, différentes variantes de cette mesure ont été proposées dans la lit-
térature [Alpert et al., 1996, Nikou et al., 1998a]. Le critère d’Alpert (CA), par exemple,
s’exprime par :
CA = E[(
mx(2)
mx(1)
x(1) − x(2))2] =
∮
R
2
(
mx(2)
mx(1)
u(1) − u(2))2px(u)du (1.11)
où mx(1) = E[x
(1)] et mx(2) = E[x
(2)].
L’autre grande mesure qui fait l’hypothèse d’une dépendance fonctionnelle est le rapport
de corrélation (RC), une mesure statistique liée à la notion de variance qui a été proposée
dans le cadre du recalage multimodalités dans [Roche et al., 1998]. Elle s’écrit :
RC2(x(1)|x(2)) = 1− 1
σ2
x(1)
E[σ2
x(1)|x(2) ] = 1−
1
σ2
x(1)
∫
R
σ2
x(1)|x(2)=u(2)px(2)(u
(2))du(2) (1.12)
où σ2
x(1)
= V ar(x(1)). Premier anachronisme dans cette présentation, cette mesure qui s’appuie
essentiellement sur la variance, a été développée pour contourner les limites de l’information
mutuelle que nous développerons au chapitre 2, une mesure qui repose sur des hypothèses
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faibles concernant la relation entre les intensités des images. Une fois de plus, cette mesure est
asymétrique et s’appuie sur les statistiques des images que sont l’espérance et la variance. L’es-
timation de ces mesures statistiques est un problème à part entière et le reproche qui a souvent
été fait à de telles métriques est qu’en présence de données aberrantes, les estimateurs de l’espé-
rance et de la variance peuvent conduire à un critère imprécis. Pour palier ce problème, des esti-
mateurs robustes ont été proposés, notamment dans [Nikou et al., 1998a,Nikou et al., 1998b].
Cette mesure a été présentée dans [Roche et al., 1998] pour le recalage multimodal IRM/
TEP/ scanner. Elle permet donc de s’affranchir en partie du problème cité précedemment
concernant les informations anatomiques différentes apportées par les deux types de modalités
d’imagerie. Intéressons nous maintenant à la classe de mesures liées à la notion d’entropie, qui
fait le moins d’hypothèses quant aux relations unissant les intensités dans les deux images à
recaler.
1.4.5 Dépendance statistique
En ne considérant qu’une relation statistique entre les images, un pas supplémentaire fut
franchi vers le recalage multimodal. La notion de dépendance statistique étant plus géné-
rale que la notion de dépendance fonctionnelle ou affine, les mesures de cette classe sont
celles qui reposent sur les hypothèses les plus faibles. Ceci a été rendu possible grâce au
concept d’histogramme conjoint introduit par [Hill et al., 1994] visant à estimer la densité
de probabilité conjointe px des deux images à recaler. Hill s’est en effet rendu compte que
quand deux images sont mal recalées, leur histogramme conjoint tend à se disperser. Ainsi,
une mesure prenant en compte la dispersion de l’histogramme conjoint permet de recaler
deux images. Plutôt que d’utiliser seulement la densité de probabilité conjointe px, les cher-
cheurs se sont alors tournés vers la théorie de l’information, et le cadre probabiliste de Shan-
non [Shannon, 1948] pour proposer de nouvelles mesures. Parmi celles-ci, les plus remarquables
sont sans doute l’entropie conjointe [Collignon et al., 1995b,Studholme and Hawkes, 1995],
l’Information Mutuelle (IM) [Collignon et al., 1995a,Viola, 1995] et l’Information Mu-
tuelle Normalisée (IMN) [Studholme et al., 1999]. La distance de Hellinger, expliquée en
détail dans [Swain and Ballard, 1991], basée sur le coefficient de Bhattacharya, fait éga-
lement partie de ces mesures efficaces pour le recalage d’images statistiquement dépendantes
[Rousseau, 2003].
Nous ne nous étendons pas ici sur leurs expressions car nous présentons ces mesures issues
de la théorie de l’information dans le chapitre suivant, puisqu’elles sont le point de départ de ce
travail de thèse. En effet, notre contribution principale a été de construire un nouveau critère
de similarité basé sur une approximation de ces mesures probabilistes. Pour ce faire, nous avons
exploité un développement des densités de probabilité des images au voisinage des gaussiennes
les plus proches faisant intervenir les statistiques d’ordre supérieur. Ce développement sera
présenté en détail dans le chapitre 3.
Intéressons nous maintenant aux modèles de déformation qui conditionnent la nature des
transformations possibles des images à recaler.
1.5 Modèles de déformation
Un choix crucial à réaliser avant de s’attaquer à un problème de recalage d’images médicales
est le modèle de déformation ou de transformation géométrique à prendre en compte. Celui-ci
va définir la façon dont l’image flottante x(2)(ν) sera déformée pour la faire correspondre au
mieux à l’image de référence x(1)(ν). Ce choix est généralement orienté par trois contraintes :
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– les structures à recaler. Le modèle de déformation ne sera pas le même en fonction
des structures anatomiques à recaler. Pour recaler des structures osseuses par exemple,
le modèle de déformation sera différent de celui employé pour recaler les structures
molles telles que le coeur. La déformation des os étant globalement rigide entre 2 images,
un modèle simple (rigide ou affine) de déformation est souvent suffisant. Si l’on veut
s’intéresser au recalage d’images cardiaques au contraire, le caractère globalement non-
rigide des déformations de l’organe doit nécessairement être pris en compte.
– la finalité clinique. Un modèle de déformation affine peut être suffisant pour une
mesure d’évolution en recalage monomodal, tandis que dans le cadre d’un recalage mul-
timodal, il sera souvent nécessaire de faire appel à des modèles plus complexes.
– le degré de réalisme du modèle. Plus un modèle de déformation est réaliste, c’est à
dire qu’il permet des transformations hautement non-rigides, plus son nombre de degrés
de liberté (DDL) est en général important. Les DDL représentent la dimension de l’es-
pace de recherche, c’est-à-dire le nombre de paramètres à trouver. Pendant le processus
d’optimisation, chaque paramètre de transformation doit être identifié. Il apparaît donc
évident que plus un modèle est complexe, plus son optimisation s’avèrera délicate et
coûteuse en temps de calcul. De plus, pour un modèle à grands nombre de DDL se pose
nécessairement le problème d’unicité de la solution : si la fonction de coût ou mesure de
similarité choisie n’est pas assez régulière dans l’espace des transformations, plusieurs
minimas locaux peuvent apparaître.
Dans cette section, nous présentons les modèles présents dans la littérature du recalage, en
partant des plus simples qui ne comportent que quelques DDL, pour aller jusqu’aux plus
compliqués qui peuvent comporter plusieurs milliers de DDL (plus de 12000 en ce qui nous
concerne, comme nous le présenterons dans le chapitre 4). Nous verrons que notre choix s’est
orienté vers les déformations de formes libres (ou FFD pour Free Form Deformations) basées
sur les B-Splines [Rueckert et al., 1999], qui représentent un compromis réaliste pour notre
application et compte tenu des contraintes précédemment citées.
Quel que soit le modèle de déformation choisi, les transformations peuvent être globales,
c’est à dire appliquées de la même manière (c’est à dire avec le même jeu de paramètres) à
tous les points de l’image, ou locales, l’image étant alors découpée en régions possédant leur
propre transformation. En général, les transformations comportant un faible nombre de DDL
(transformations rigides, affines et projectives) sont appliquées globalement, tandis que les
transformations non-rigides le sont localement. Une illustration de toutes ces transformations
est donnée sur la figure 1.2. De plus, une procédure de recalage est souvent initialisée grâce
à un recalage rigide ou affine global pour corriger les grandes déformations ou les différences
inhérentes aux modalités d’imagerie, et elle se poursuit par un recalage non-rigide local pour
capturer plus finement les déformations. Ainsi, la transformation finale s’écrit :
T(ν) = Tglobal(ν) +Tlocal(ν) (1.13)
Cet état de l’art sera encore une fois succint et orienté vers notre problématique. Le lec-
teur désirant approfondir le sujet peut se référer notamment à [Modersitzki, 2004], qui traite
essentiellement des méthodes paramétriques qui seront évoquées dans la suite. Des états de
l’art sont également disponibles dans [Elsen et al., 1993,Lester and Arridge, 1999,Rohr, 2000].
Enfin, des études comparatives de plusieurs algorithmes de référence ont été menées par de
nombreux chercheurs [West et al., 1997,Klein et al., 2009]. Dans cette dernière étude qui s’in-
téresse au recalage non-rigide d’images cérébrales IRM, l’algorithme basé sur les B-Splines est
donné comme l’un des plus performants à l’heure actuelle. Ceci a conforté notre choix pour ce
modèle de déformation.
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Figure 1.2 – Représentations des différents modèles de déformation (d’après
[Maintz and Viergever, 1998]).
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1.5.1 Transformations rigides
Les transformations rigides ne prennent en compte que des rotations et translations de
l’image, et préservent donc les angles et les longueurs (isométrie). Elles appartiennent en géné-
ral au plus petit espace de recherche utilisé en recalage, puisqu’elles ne comportent que 3 DDL
(1 rotation et 2 translations) pour des images 2D ou 6 DDL (3 rotations et 3 translations) pour
des volumes d’images. Ces transformations ne conviennent en général que pour des approches
monomodales, quand par exemple on cherche à compenser la différence de positionnement d’un
patient par rapport aux capteurs sans tenir compte d’éventuelles distortions des tissus imagés.
Elles peuvent également être choisies comme étape préliminaire avant un recalage non-rigide.
Dans ce qui suit, nous allons présenter les différents types de transformations sous forme ma-
tricielle et pour des images tri-dimensionnelles. Ainsi, la transformation rigide recalant une
image flottante x(2)(ν) sur une image de référence x(1)(ν), c’est à dire permettant d’obtenir
l’égalité suivante :
∀ν, x(1)(ν) = x(2)(MR (ν, 1)T) (1.14)
peut être définie par MR, une matrice de transformation rigide obtenue comme le produit
matriciel de matrices de rotation et de translation. La paramétrisation de ces matrices est
donnée en annexe A.
1.5.2 Transformations affines
Ces classes de transformations sont utilisées pour des recalages de structures relativement
rigides, ou pour initialiser un recalage non-rigide. C’est ce second cas qui nous intéresse. En
effet, nous avons vu que les transformations affines ou rigides sont en général appliquées glo-
balement à l’image, tandis que les transformations non-rigides que nous allons présenter en
détail dans la suite s’appliquent localement. Cette classification n’est pas toujours exacte, et il
faut tout de même noter l’intérêt de l’utilisation des transformations affines par morceaux dans
certains pour un recalage inter-sujets [Talairach and Tournoux, 1988]. Mais dans la suite, nous
ne considérons que les transformations globales affines. Il est souvent intéressant de commencer
une procédure de recalage non-rigide par un recalage considérant ce type de transformation.
Cela permet de compenser les grandes déformations dues par exemple au positionnement du
patient sur la table d’examen, ou tout simplement à la différence entre les modalités d’image-
rie (correction du facteur d’échelle). Pour obtenir une transformation affine, il faut ajouter au
modèle rigide les facteurs d’échelle et de cisaillement. En 3D, on compte 3 facteurs d’échelle
(1 dans chaque direction) et 6 coefficients de cisaillement. Ceci porte à 15 le nombre de DDL
en 3D (et à 7 en 2D). Les transformations sont appliquées matriciellement suivant l’équation
(1.14), à ceci près que la matrice de transformation rigide MR est remplacée par une matrice
affine MA. Plus de détails quant à la paramétrisation de cette matrice sont donnés une fois
encore en annexe A.
Nous n’évoquerons pas ici les transformations projectives qui ne sont que rarement utilisées
en recalage d’images médicales. Quand elles le sont, c’est en général pour des opérations de
recalage 2D/3D.
Grâce à ces 2 modèles de déformations relativement simples, il est déjà possible de représen-
ter un grand nombre de déformations. Cependant, notre sujet initial étant le recalage iconique
d’organes, et étant donné le caractère non-rigide de ces déformations, nous avons dû nous
doter d’un modèle de transformation plus réaliste. Celui-ci doit en effet être capable de mo-
déliser convenablement les déformations complexes d’un ensemble de tissus ou les distortions
30 Chapitre 1
géométriques inhérentes à certaines modalités d’acquisition. Dans la suite, nous présentons les
principaux modèles de déformation non-rigide utilisés en recalage iconique d’images médicales,
et nous nous concentrerons sur l’approche que nous avons sélectionnée.
1.5.3 Transformations non-rigides
Contrairement au modèles rigides et affines, les déformations non-rigides sont appliquées
localement, c’est à dire que la transformation appliquée en un point peut effectivement être
différente de celle appliquée à ses voisins. Elles correspondent donc au termeTlocal(ν) de l’équa-
tion (1.13) et interviennent dans notre méthode après un premier recalage affine. L’amplitude
des déformations recherchées est généralement plus faible et localisée. Un nombre important
de modèles de déformation non-rigide ont été proposés dans la littérature du recalage. Parmi
ceux-ci, nous ferons la distinction entre :
– les approches non-paramétriques, dans lesquelles la transformation est définie en
chaque pixel de l’image. Ces modèles nécessitent l’utilisation d’un terme de régularisation
pour contraindre la solution, car le modèle de déformation est totalement libre.
– les approches paramétriques, qui sont basées sur l’interpolation par des polynômes
(généralement continus par morceau) d’un champ de déformation, en utilisant un en-
semble de Points De Contrôle (PDC) placés dans le domaine de l’image. Ces approches,
dont notre modèle de déformation est issu, sont contraintes implicitement par les poly-
nômes utilisés pour modéliser le champ de déformation. Bien que plus coûteuses que les
approches non-paramétriques, on les préfère généralement pour des applications de reca-
lage multimodal. Il faut noter que les déformations rigides et affines que nous venons de
présenter peuvent également être considérées comme paramétriques, puisque contraintes
par les coefficients des matrices MR et MA de transformation qui imposent un nombre
fini de DDL.
1.5.3.1 Approches non-paramétriques
Ce premier type de méthode considère des transformations libres, non contraintes par
un espace de faible dimension. Cette approche est définie par la classe de transformations
la plus large possible, puisque chaque voxel de l’image possède un vecteur de déplacement
indépendant. Dans ce cas, il a été montré que le problème d’optimisation est mal posé au sens
d’Hadamard [Hadamard, 1923]. On considère qu’un problème est mathématiquement bien posé
s’il existe une solution, que cette solution est unique et qu’elle dépend de manière continue
des données. Or, par cette approche, la mesure de similarité ne dépend de la transformation
que via un nombre fini de points correspondant aux voxels de l’image de référence x(1)(ν). En
effet, deux transformations peuvent être différentes tout en coïncidant sur la grille de l’image,
et on voit alors que la seule mesure de similarité ne suffit pas à les départager. Il faut alors
régulariser le problème d’optimisation en suivant la théorie de l’approximation de Tikhonov.
Cela revient à ajouter à la mesure de similarité un terme de régularisation indépendant des
images et qui contraint l’espace des transformations possibles, pour le restreindre par exemple
à des difféomorphismes. Le problème de recalage peut alors se formaliser par :
T o = argmin
T
[S(f(x(1)(ν)), f(x(2)(T (ν)))) + λR(T )] (1.15)
où S(f(x(1)(ν)), f(x(2)(T (ν)))) représente la mesure de similarité, R(T ) est le terme de ré-
gularisation et λ est un scalaire qui contrôle l’influence relative des deux termes. C’est sur
le terme de régularisation que nous allons porter notre attention, car nombre de travaux se
sont intéressés à sa construction. La régularisation du problème de recalage est nécessaire pour
1.5. Modèles de déformation 31
contraindre l’espace des solutions à ne considérer que des champs de déformations « physique-
ment acceptables » (une structure osseuse doit rester rigide par exemple). Elle s’exprime en
contraignant la déformation par des forces internes dépendant des propriétés comportementales
des transformations considérées. Nous présentons ici les principales énergies de régularisation
utilisées en recalage d’images médicales. Il faut noter que peu d’entre-elles s’utilisent avec l’in-
formation mutuelle comme mesure de similarité, c’est pourquoi nous ne les présenterons que
succintement.
Flux optique La méthode de flux optique est une technique de recalage basée sur le flot
optique, qui est équivalent à l’équation de mouvement des écoulements incompressibles en
mécanique des fluides. Cette méthode faisant l’hypothèse d’invariance d’intensité entre les
images, elle est réservée en général au recalage monomodal. Les inventeurs de cette approche
sont Horn et Schunk [Horn and Schunck, 1981]. Leur terme de régularisation est issu de la
théorie de l’estimation de mouvement, et plus particulièrement du flux optique, correspondant
au modèle de membrane.
Modèle élastique Le modèle physique élastique considère l’image flottante comme un solide
élastique linéaire [Broit, 1981, Bajcsy and Broit, 1982] et la déforme en utilisant des forces
issues de la mesure de similarité choisie. Deux forces s’opposent alors : la force élastique interne
qui s’oppose à la force externe de la mesure de similarité. L’image flottante est alors déformée
jusqu’à ce que les 2 forces atteignent un équilibre. L’hypothèse d’élasticité linéaire n’est valable
que pour des petites déformations [Bajscy and Kovacic, 1989], il est donc difficile de retrouver
de grandes transformations grâce à cette régularisation. Ce terme de régularisation, lié à la
physique des objets du recalage, est donné par le potentiel élastique du champ de déplacement.
Ce potentiel est régi par l’équation aux dérivées partielles élastique linéaire de Navier :
µl∇2u(ν) + (λl + µl)∇(∇Tu(ν)) + b(ν) = 0 (1.16)
où λl et µl désignent les constantes de Lamé qui quantifient les propriétés élastiques du modèle,
u(ν) représente le champ de déplacement et b(ν) représente les forces extérieures subies par
le matériau. Dans notre cadre, b(ν) représente la force visant à mettre en correspondance les
caractéristiques communes aux deux images.
Modèle fluide Le modèle fluide [Christensen et al., 1996] permet de rendre compte de dé-
formations importantes et très localisées car il est d’une grande flexibilité. La contrepartie
à cette flexibilité est le risque d’aboutir à un mauvais recalage, généralement à cause de
la croissance d’une région qui aura remplacé la distortion ou le déplacement d’une autre
[Lester and Arridge, 1999]. Les équations aux dérivées partielles qui régissent ce modèle sont
les mêmes que celles du modèle élastique (équation (1.16)), à ceci près qu’elles agissent sur
la vitesse et non plus sur le déplacement (équations de Navier-Stokes). Ces méthodes sont
coûteuses en temps de calcul.
1.5.3.2 Approches paramétriques
L’approche paramétrique est dite auto-contrainte, car la régularisation se fait directement
grâce au modèle de déformation. Ces approches sont paramétrées par des PDC répartis ré-
gulièrement ou irrégulièrement sur l’image de référence. Chacun des ces PDC est associé à
un vecteur de position représentant les paramètres du PDC. La transformation globale est
alors obtenue en extrapolant la transformation en dehors des PDC par différentes méthodes.
Ces approches possèdent une forme de régularisation intrinsèque à la transformation, due au
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modèle utilisé pour exprimer le champ de déformation. Ce champ est modélisé par une somme
de fonctions de base β(ν). Ces fonctions peuvent avoir un support global, c’est à dire que
leur influence s’étendra sur toute l’image. C’est le cas notamment des fonctions à base radiales
(RBF), des fonctions plaques minces (TPS pour Thin Plate Splines) [Meyer et al., 1997] qui
sont un cas particulier des RBF, mais également des fonctions polynomiales [Horsfield, 1999],
gaussiennes [Lau et al., 2001] ou trigonométriques [Ashburner and Friston, 1999]. Plus inté-
ressantes sont les fonctions à support local, dont l’influence ne s’étend que sur une sous-région
de l’image. On trouve dans cette famille les B-Splines [Rueckert et al., 1999] ou les fonctions
de base à symétrie radiale localisée (localized RBF) [Rohde et al., 2003].
Un terme de régularisation peut être ajouté à la fonction de coût pour pénaliser des dé-
formations indésirables, et ainsi réduire le nombre de minima locaux. Pour les méthodes de
recalage non-paramétriques, ce terme de régularisation adapté est essentiel pour assurer la
continuité (et donc la différentiabilité) du champ dense de déformation
[Fischer and Modersitzki, 2004]. Cependant, dans les approches paramétriques que nous consi-
dérons maintenant, le terme de régularisation n’est pas toujours nécessaire. Nous avons fait le
choix de ne pas l’utiliser dans notre étude, et nous le justifions ainsi :
– l’utilisation d’un terme de régularisation complexifie l’optimisation et en augmente le
coût calculatoire.
– Roche, dans son rapport de thèse [Roche, 2001], montre que l’effet de la régularisation
consiste à se ramener à une forme paramétrique comme définie par l’équation (1.19), avec
deux différences. D’une part, dans les approches paramétriques dans lesquelles un terme
de régularisation est employé, tous les voxels de l’image de référence sont considérés
comme des PDC. D’autre part, la transformation MA(ν, 1)T n’est pas forcément affine.
– une étude conjointe [Klein et al., 2009] menée par des chercheurs experts dans le domaine
du recalage non-rigide d’images médicales, visant à comparer quatorze algorithmes de
référence, a montré que l’approche que nous avons choisie (un modèle de déformation
basé sur les B-Splines sans terme de régularisation) est l’une des plus robustes à l’heure
actuelle.
Tout d’abord, nous devons formaliser notre modèle de transformation paramétrique. Il
s’apparente aux déformations dites de formes libres (Free Form Deformation ou FFD) qui ont
été introduites à la fin des années 80 [Sederberg and Parry, 1986] dans un contexte général de
déformation de modèles géométriques solides. Le principe des FFD consiste à plonger le modèle
géométrique, ou dans notre cas l’image à déformer dans une grille régulière composée d’un en-
semble de PDC. Cette idée à été réemployée dans le contexte du recalage en imagerie médicale
à la fin des années 90. [Rueckert et al., 1999] ont été les initiateurs, et cette méthodologie a
depuis rencontré beaucoup de succès auprès de la communauté scientifique. On peut notam-
ment citer des applications en imagerie cardiaque [McLeish et al., 2002,Frangi et al., 2004], du
sein [Tanner et al., 2002, Schnabel et al., 2003], du thorax [Loeckx, 2006], etc. Dans la suite,
nous noterons Pk le PDC d’indice k où K représente le nombre total de PDC employés pour
modéliser la transformation. Le déplacement ξ(k) =
(
ξ
(k)
x , ξ
(k)
y , ξ
(k)
z
)
T
de Pk entraîne, suivant la
base de fonctions choisie, un déplacement sur l’ensemble ou seulement une partie du domaine
de définition. La déformation continue de l’image est calculée en interpolant les déplacements
discrets des PDC. Dans le cadre du recalage, l’ensemble des déplacements des PDC constitue
l’ensemble ξ = ξ(k) des paramètres à estimer. Il y a donc dans ces méthodes d × K para-
mètres à estimer pour des images d-dimensionnelles. Le déplacement d’un point ν de l’image
s’exprime alors comme une combinaison linéaire d’un terme de déplacement et d’une fonction
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d’interpolation dont le support reste à définir :
φ(ν, ξ) =
∑
k∈K(ν)
ξ(k)β(ν) (1.17)
où K(ν) ⊂ K est un sous-ensemble de PDC qui influence le déplacement du point ν et (β(ν))
est la base de fonctions choisie. Généralement, on introduit l’hypothèse de séparabilité dans
chaque dimension de la base choisie, et l’on a donc :
β(ν) = βx(ν)βy(ν)βz(ν) (1.18)
On voit ici que le choix des PDC va avoir une influence importante sur le type de trans-
formations utilisé. La distribution et le nombre de PDC détermine l’elasticité de la défor-
mation et le nombre de DDL. Dans le cadre de l’approche iconique basée sur les B-Splines
[Rueckert et al., 1999], les PDC sont régulièrement espacés. Une approche multiéchelle, que
nous expliquerons en détail dans la section 1.7, permet de contrôler l’amplitude des défor-
mations. Ainsi, les déformations locales nécessitent une densité de PDC (et donc un nombre
de DDL) plus important pour pouvoir caractériser des déformations au niveau de détail d’un
voxel. Ceci est d’autant plus vrai quand les fonctions utilisées ont un support global. Dans
les 2 paragraphes suivants, nous présentons les 2 grandes approches paramétriques utilisées
en recalage iconique basé sur l’IM, pour montrer ce qui a motivé notre choix des fonctions
B-Splines.
Splines de plaques minces (TPS)
L’utilisation des TPS en recalage d’images médicales fut proposé par Bookstein
[Bookstein, 1989] à la fin des années 80. Elles sont appelées ainsi car la spline de plaque
mince modélise la forme d’une fine plaque de métal déformée. Les TPS font partie d’une
famille plus large de splines fondées sur les RBF. Elles forment la fonction radiale la plus
utilisée en recalage d’images, même si d’autres fonctions telles que les multiquadratiques ou
les fonctions gaussiennes sont également assez répandues. Dans cette approche, les PDC sont
considérés comme des paramètres additionnels de la mesure de similarité et sont repositionnés
itérativement après avoir été initialisés à la main. De plus, chaque PDC appartenant à une
plaque mince a une influence globale sur la transformation, c’est-à-dire que si sa position est
perturbée, tous les points de l’image flottante bougent avec lui. Cela limite la capacité de
cette méthode à modéliser des déformations complexes et surtout localisées. De plus, quand
le nombre de PDC augmente, le coût calculatoire pour bouger un seul PDC augmente éga-
lement. [Kim et al., 1996] [Meyer et al., 1997] sont les premiers à avoir utilisé les splines de
plaque mince dans le cadre du recalage iconique utilisant l’IM comme mesure de similarité.
Mais cette approche ne nous semblait pas totalement adaptée à notre problématique, car les
transformations que l’on cherche à caractériser sont localisées et de faible amplitude. Aussi,
nous nous sommes intéressés à la deuxième grande famille de bases polynomiales utilisées en
recalage paramétrique que sont les B-Splines.
B-Splines
Par opposition aux TPS et à leur support global, les B-Splines ont l’avantage d’avoir un
support compact. En effet, les B-Splines sont définies au voisinage de leur PDC. Ainsi, per-
turber la position d’un PDC affecte la déformation seulement au voisinage de ce PDC. Il
devient alors possible de modéliser des déformations très localisées. C’est en partie la com-
pacité de leur support qui a fait le succès des B-Splines pour le recalage d’images médi-
cales [Rueckert et al., 1999, Schnabel et al., 2001,Rohlfing et al., 2003], etc. Outre le fait que
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cette compacité permet de décrire des transformations très localisées, c’est également un avan-
tage sur le plan du coût calculatoire, car le déplacement d’un PDC n’influence que le voisinage
de ce PDC. Mais les B-Splines possèdent d’autres propriétés intéressantes explicitées en an-
nexe B, comme la dérivabilité ou la relative simplicité de mise en oeuvre. Dans la suite, la
fonction d’interpolation β définie dans l’équation (1.17) sera choisie comme une fonction de
type B-Spline.
La transformation paramétrée par les B-Splines est représentée par une fonction de trans-
formation d-dimensionnelle avec Kd degrés de liberté. Cette fonction φ : Rd × RKd 7−→ Rd
associe à chaque voxel ν ∈ Rd de l’image de référence un voxel φ(ν, ξ) ∈ Rd de l’image
flottante en utilisant le vecteur de paramètres ξ ∈ RKd. Pour chaque transformation φ ou
chaque jeu de paramètres ξ, l’image flottante peut être transformée en l’image de référence.
Le contenu de la nouvelle image sera l’intensité des voxels et donc l’information portée par
l’image flottante, à la position sur l’image de référence correspondante. Pour chaque voxel de
référence de coordonnées ν, le vecteur de transformation local φ(ν , ξ) est évalué. Puis, l’in-
tensité correspondante dans l’image flottante est estimée en interpolant l’image flottante en
φ(ν, ξ). Enfin, cette intensité est insérée dans la nouvelle image à la position ν.
En 3D, la transformation φ(ν, ξ) est donnée par :
φ(ν, ξ) =
∑
k∈K(ν)
ξ(k)β(n)(ν) (1.19)
avec ν = (νx, νy, νz)T le pixel considéré. La transformation est gouvernée par le vecteur ξ(k) =(
ξ
(k)
x , ξ
(k)
y , ξ
(k)
z
)
T
défini au PDC Pk de coordonnées (xk, yk, zk)T. Pour obtenir le déplacement
total à la position ν, les déplacements ξ(k) sont pondérés en utilisant les poids des B-Splines
β(n)(ν) = β(n)(νx−xk)β(n)(νy−yk)β(n)(νz−zk). Enfin, (n) représente le degré de la B-Spline
utilisée (cf. annexe B).
Cette transformation (1.19) correpond à la partie locale de notre transformation dans
l’équation (1.13). Notre modèle de transformation final est donc composé d’une transformation
globale affine et d’une transformation locale de type FFD B-Spline. La transformation globale
peut donc s’écrire, en un point ν de l’image :
T (ν) =MA(ν, 1)
T + φ(ν, ξ) (1.20)
Pour illustrer notre propos, nous avons utilisé une image scanner du coeur sur laquelle un
pixel (en fait un carré de 5× 5 pixels pour qu’il soit visible) a été modifié de manière à le faire
apparaître. Puis nous avons plongé cette image dans une grille de déformation munie de PDC
(1.3). Toutes les illustrations sont données en 2D par souci de clarté, mais la généralisation
aux volumes 3D est quasi immédiate. Tout d’abord la pondération de l’influence des PDC est
calculée en utilisant un noyau B-Spline. Ainsi, les PDC influeront le déplacement d’un pixel
donné en fonction de leur éloignement à ce pixel, comme présenté figure 1.4. Ainsi, un pixel
éloigné d’un PDC ne sera que peu influencé par le déplacement défini en ce PDC. A contrario,
un pixel proche du PDC subira un déplacement plus important. Il est également important
de comprendre que seuls les PDC au voisinage d’un pixel agissent sur sa déformation, comme
illustré figure 1.5(a). De la même manière, un PDC n’a une influence que sur un voisinage
K(ν) donné (figure 1.5(b)). L’étendue de ce voisinage est donnée par l’étendue du support
de la spline (cf. annexe B). Dans ce qui suit, tout comme dans nos expérimentations, nous
considérons qu’un pixel/voxel est contrôlé par ses 9 plus proches PDC (en 2D) et ses 27 plus
proches (en 3D). La figure 1.6 montre le caractère local du support des B-Splines : en modifiant
un PDC, seule une partie de l’image autour de ce PDC est modifiée.
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(a) (b)
Figure 1.3 – Placement de la grille de déformation sur l’image de référence. (a) : image
originale. (b) : image modifiée plongée dans la grille de déformation.
(a) (b)
Figure 1.4 – Pondération des champs de déplacement des PDC. (a) : Le PDC a légèrement
bougé mais il se trouve proche du pixel. Par conséquent, le pixel dans l’image modifiée (en
bleu) a beaucoup bougé par rapport au pixel de référence (en rouge). (b) : Cette fois-ci le
vecteur de déformation du PDC est très important, mais du fait de son éloignement au pixel
test, ce dernier n’est quasiment pas modifié.
1.6 Stratégie d’optimisation
Dans la précédente section, nous avons vu qu’un modèle de déformation correspond en fait
a un ensemble de paramètres à estimer. Pour la transformation affine, ces paramètres, contenus
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(a) (b)
Figure 1.5 – Zones d’influence des PDC. (a) : seuls les PDC en blanc participent à la dé-
formation du pixel test. (b) : Un PDC n’a qu’une influence locale, délimitée par le rectangle
blanc, sur le champ de déformation.
(a) (b)
Figure 1.6 – Support local des B-Splines. (a) : modification d’un PDC. (b) : différence entre
l’image de référence et l’image déformée. Le déplacement du PDC n’a qu’une influence locale
sur l’image et qui décroit quand on s’éloigne du PDC. En dehors de ce voisinage d’influence,
l’image n’est pas modifiée.
dans la matrice de transformationMA, sont au nombre de 15 en 3D. Le nombre de paramètres
du vecteur ξ de la transformation non-rigide FFD B-Spline est quant à lui variable en fonc-
tion du nombre de PDC de la grille de déformation (comme précisé dans la section 1.7), mais
l’on compte souvent plusieurs milliers de paramètres à estimer. Une recherche exhaustive dans
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l’espace des paramètres est alors totalement inenvisageable, car le temps de traitement serait
prohibitif. Il est donc nécessaire d’avoir recours à une méthode d’optimisation, qui va per-
mettre de trouver les paramètres optimaux pour répondre à notre problème de recalage, tout
en s’affranchissant de cette recherche exhaustive. Les méthodes d’optimisation stochastiques,
qui progressent vers un optimum global, sont peu adaptées à notre problème car le nombre im-
portant de paramètres à optimiser rend leur utilisation très coûteuse en temps de calcul. Nous
nous sommes donc tournés vers les méthodes déterministes, qui cherchent un optimum local.
L’avantage est un coût de traitement réduit. Mais la contrepartie est qu’elles ne convergent
pas forcément vers un optimum global, et peuvent rester « bloquées » dans un optimum local.
Pour s’en prémunir, il est nécessaire d’initialiser l’algorithme suffisamment près de la solution.
Pour y parvenir, l’optimisation est conduite en deux temps : tout d’abord, les paramètres de la
transformation affine sont estimés afin de recaler globalement nos images. Puis, l’optimisation
visant à identifier les paramètres de la transformation non-rigide est conduite pour corriger les
déformations locales. Le principe reste le même dans les deux cas, c’est pourquoi nous avons
choisi de présenter une approche unifiée s’appliquant aux deux situations. Dans la suite, nous
noterons µ le vecteur de paramètres à estimer. L’optimisation consiste à déterminer itéra-
tivement le jeu de paramètres µ0 optimal. L’une des règles d’optimisation itérative les plus
populaires est donnée par :
µk+1 = µk + ak   dk, k = 0, 1, 2, ... (1.21)
où   est l’opérateur du produit de Hadamard, dk représente la « direction de recherche » à
l’itération k, et ak est le facteur de gain ou pas. Très souvent, ak = ak.[1, . . . , 1]T avec ak un
facteur de gain scalaire qui contrôle la taille/longueur du pas dans la direction de recherche
choisie. Ces deux paramètres sont choisis pour que µk converge vers un minimum de la fonction
de coût considérée. La configuration d’un algorithme d’optimisation basé sur la règle (1.21) se
ramène donc à la façon de calculer ces 2 paramètres dk et ak. L’article [Klein et al., 2007] s’est
intéressé spécifiquement aux méthodes d’optimisation employées dans le cadre du recalage non-
rigide utilisant l’IM comme mesure de similarité et les B-Splines comme modèle de déformation,
et nous nous appuierons donc notamment sur cet article pour présenter les approches les plus
utilisées pour le calcul des paramètres dk et ak.
1.6.1 Choix du pas
Ce pas va permettre de contrôler la vitesse à laquelle le processus d’optimisation se rap-
proche de l’optimum. Une vitesse trop lente peut conduire la méthode dans des minima locaux
de la fonction de coût, tandis qu’une vitesse trop rapide peut faire passer à côté de l’optimum
global. Les méthodes les plus simples consistent à choisir un pas constant, ou un pas qui décroît
linéairement en fonction de k. Le problème de ces méthodes est qu’elles sont trop génériques
et souvent inadaptées. Elles aboutissent à un processus d’optimisation lent qui peut manquer
le minimum global de la fonction de coût. Or, le choix d’un pas acceptable a un impact majeur
sur la robustesse et l’efficacité d’une méthode d’optimisation. C’est pourquoi dans nos expéri-
mentations, nous préférons souvent utiliser une procédure à pas adaptatif. Une procédure de
recherche minimise à chaque itération la fonction de coût C suivant la direction de recherche
dk considérée à cette itération :
ak = arg min
a
C(µk + adk) (1.22)
Le souci majeur d’une telle procédure est qu’elle engendre un nombre important d’évalua-
tions de la fonction de coût et de ses dérivées. En général, le problème est donc quelque peu
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contourné : plutôt que de chercher le pas ak qui minimise la fonction de coût, on cherche un pas
qui donne une réduction suffisante de cette fonction de coût. Deux approches sont proposées
ici pour chercher un tel pas
La première se nomme « recherche linéaire inexacte » (inexact line search) et a été donnée
par [Moré and Thuente, 1994]. Elle détermine ak de sorte que les conditions fortes de Wolfe
[Nocedal and Wright, 2000] soient satisfaites :
C(µk+1) ≤ C(µk) + c1akdTkg(µk) (1.23)
| dTkg(µk+1) | ≤ c2 | dTkg(µk) | (1.24)
où g(µk) est le gradient de la fonction de coût évalué à la position µk, où c1 et c2 sont
des constantes à définir, en respectant 0 < c1 < c2 < 1. En pratique, c1 est habituellement
choisi très petit, tandis que c2 est pris beaucoup plus grand. [Potra and Shi, 1995] donnent
des valeurs de c1 = 10−4 et c2 = 0, 9 pour les méthodes de Newton ou de quasi-Newton
(que nous détaillerons dans la suite) et c2 = 0, 1 pour la méthode du gradient conjugué. La
première condition de Wolfe (1.23), connue sous le nom de condition d’Armijo, impose à ak
de donner une décroissance suffisante de la fonction de coût, tandis que la deuxième (1.24),
la condition de courbure ou condition de Goldstein, assure une avancée raisonnable vers un
point stationnaire de la fonction de coût, où la dérivée s’annule. Les conditions fortes de Wolfe
permettent d’assurer la convergence de la dérivée de la fonction de coût vers zéro.
En pratique, cette procédure de recherche de pas adaptatif se fait à chaque itération de
la procédure d’optimisation, et en 2 temps : la phase de « mise en parenthèse » (bracketing
phase) et la phase « de coupe » (sectioning phase).
« Bracketing phase »
La première phase consiste à tracer un graphe C = f(ak) de la fonction de coût en fonction
du pas et à trouver 2 bornes α1 et α2, dans ce graphe, entre lesquelles la fonction de coût atteint
un minimum. Ceci est fait en respectant les critères de Wolfe (1.23) et (1.24) précédemment
cités. Lorsque ce bassin de convergence est obtenu, ses bornes sont enregistrées. Cette phase
donne donc deux bornes auxquelles sont associées deux pas ainsi que deux fonctions de coût
et leurs dérivées.
« Sectioning phase »
Pendant cette seconde phase, le but est de trouver le minimum de la fonction de coût
entre les 2 bornes de l’intervalle calculées précédemment. Pour ce faire, la fonction de coût
et sa dérivée sont interpolées à l’aide d’un polynôme cubique, et le minimum de ce polynôme
est trouvé. Ceci permet d’obtenir un pas ak garantissant une décroissance suffisante de la
fonction de coût. La notion de décroissance suffisante peut paraître ambigüe. En pratique, des
paramètres additionnels permettent lors de ces 2 phases de contrôler cette décroissance. Ce
pas ak est choisi comme pas optimal pour l’itération k de la procédure d’optimisation. Une
illustration de cette recherche de pas est donnée figure 1.7.
Le pas ak de l’équation (1.21) a donc été trouvé par cette procédure de recherche linéaire.
Il est encore nécessaire de définir la direction de recherche dk de cette même équation. Pour
cela, un panel assez large d’algorithmes a été proposé dans la littérature. Nous les détaillons
dans ce qui suit.
La seconde méthode qui vise a adapter le pas pour obtenir une décroissance suffisante de
la fonction de coût a été proposée récemment [Klein et al., 2009] dans le cadre du recalage
d’images et se nomme descente de gradient stochastique à pas adaptatif. Elle se base sur le
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Figure 1.7 – Graphe de la fonction de coût en fonction du pas permettant la recherche du pas
respectant les conditions fortes de Wolfe : pendant la première phase, la fonction de coût est
évaluée pour plusieurs valeurs de ak (Points étoilés). Une fois qu’un bassin de convergence a été
identifié, on cherche le minimum de la fonction de coût (rond bleu) dans ce bassin grâce à un
polynôme (en pointillé) interpolant les valeurs de la fonction de coût précédemment calculées.
Le pas finalement retenu est celui qui minimise le polynôme sur l’intervalle considéré.
travail théorique mené dans [Plakhov and Cruz, 2004]. Le principal avantage de cet algorithme,
outre son efficacité en recalage d’images médicales qui a été démontrée dans [Klein et al., 2009],
est que les paramètres « libres » les plus importants de l’algorithme peuvent être estimés
automatiquement à partir des caractéristiques des images mises en jeu. En reprenant l’équation
(1.21), le pas ak est dans cette méthode remplacé par :
γ(tk) =
a
(tk +A)α
, k = 0, 1, . . . ,K (1.25)
tk+1 = max[tk + f(−g˜Tkg˜k−1), 0] (1.26)
où g˜k est l’approximation de la dérivée de la fonction de coût par rapport aux paramètres de
la transformation et f représente une fonction sigmoïde (ou courbe en S ) définie par :
f(x) = fmin +
fmax − fmin
1− (fmax/fmin)e−x/ω
(1.27)
avec fmax > 0, fmin < 0 et ω > 0. La force de cette approche est que les paramètres a,
fmax, fmin et ω sont estimés automatiquement et une fois pour toutes au début du recalage
en fonction des images à recaler. La démonstration, élégante, ne sera pas faite ici car elle
est mériterait une présentation détaillée. Le lecteur est donc invité à se référer à l’article
original [Klein et al., 2009] pour plus d’informations. Nous verrons au chapitre 4 que cette
méthode est très efficace pour déterminer le pas, et plus généralement pour optimiser nos
mesures de similarité.
1.6.2 Choix de la direction de recherche
Nous avons choisi de classifier les méthodes d’optimisation, qui permettent de choisir une
direction de recherche, de la manière suivante :
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– les méthodes ne nécessitant pas de calcul du gradient de la fonction de coût en fonction
des paramètres de la transformation. Ces méthodes sont les plus simples à mettre en
oeuvre, mais elles s’appuient généralement sur une recherche « aléatoire » de la direction
de recherche. Elles sont en ce sens généralement peu efficaces quand un grand nombre
de paramètres doivent être estimés, ce qui est le cas en recalage non-rigide.
– les méthodes s’appuyant sur les dérivées partielles d’ordre 1 (gradient) de la fonction de
coût. Elles sont plus efficaces que les précédentes.
– les méthodes utilisant la matrice hessienne, ou matrice des dérivées partielles de second
ordre. En incorporant l’information des dérivées secondes, la direction de recherche s’en
trouve améliorée. Habituellement, dans ces méthodes, la matrice hessienne n’est pas
calculée analytiquement, car ce serait fastidieux et coûteux en temps de calcul. Nous
verrons que des méthodes efficaces permettent d’obtenir une approximation correcte de
cette matrice.
Les 2 derniers types de méthodes s’appuient sur le calcul de la dérivée de la fonction
de coût par rapport aux paramètres de la transformation. Cette dérivée peut être calculée
analytiquement ou numériquement.
1.6.2.1 Méthode ne nécessitant pas de calcul de dérivées
Parmi les méthodes ne nécessitant pas de calcul explicite de la dérivée, la plus com-
munément utilisée est l’algorithme du simplexe, qui a été proposé par Nelder et Mead
[Nelder, J. A. and Mead, R., 1965]. Il est considéré comme économe vis-à-vis du nombre d’éva-
luations de la fonction de coût par itération, mais ses propriétés de convergence sont loin d’être
satisfaisantes dans des problèmes d’optimisation délicats [Mckinnon, 1999],
[Lagarias et al., 1998]. Pour remédier à cette faiblesse, de nombreuses variantes de l’algorithme
ont été proposées dans la littérature [Tseng, 1999, Nazareth and Tseng, 2002]. Le but ici est
de donner l’idée générale de l’algorithme, ou plutôt de sa variante la plus usitée appelée algo-
rithme d’Amoeba. Pour de plus amples informations sur l’algorithme du simplexe, le lecteur
pourra se référer à [Walters et al., 1991].
La démarche générale consiste à construire un simplexe, qui est un polytope (ou polyhédre
borné) de N + 1 sommets dans un espace à N dimensions (N représente ici le nombre de
paramètres ou de DDL de notre modèle de déformation). Dans un plan, par exemple, le
simplexe est un triangle. Puis, le sommet « le moins bon » (dans le cas d’une minimisation,
c’est le sommet donnant la fonction de coût la plus forte) est remplacé par un nouveau sommet
grâce à un ensemble de règles que sont la réflexion, l’étirement, ou la contraction du sommet
écarté. Le choix de telle ou telle règle est dicté par la valeur de la fonction de coût en ce
nouveau sommet. Cette opération est itérée jusqu’à atteindre le critère de convergence (un
nombre d’itérations maximum, ou une différence négligeable entre 2 évaluations successives de
la fonction de coût). Pour des espaces à faible dimension, comme c’est le cas des transformations
affines, cette méthode peut être intéressante, mais elle est inenvisageable pour estimer des
transformations non-rigides. Il faut alors se tourner vers les autres classes de méthodes.
1.6.2.2 Méthodes utilisant les dérivées premières
Les méthodes utilisant le gradient de la fonction de coût sont nombreuses. Nous présentons
ici les 2 principales utilisées pour le recalage non-rigide d’images médicales basé sur l’IM, à
savoir la descente de gradient et le gradient conjugué non linéaire.
La descente de gradient Comme son nom l’indique, dans un algorithme de descente de
gradient visant à minimiser une fonction de coût, la direction de recherche sera prise dans le
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sens opposé à celui donné par le gradient de la fonction de coût. Nous pouvons donc réécrire
l’équation (1.21) de la façon suivante :
µk+1 = µk − ak g(µk) (1.28)
où g(µk) est le gradient de la fonction de coût évalué à la position courante µk par rapport
aux paramètres de la transformation. Plusieurs variantes de cet algorithme de descente de
gradient ont été proposées, suivant que l’on dispose ou non du gradient analytique de notre
fonction de coût. Quand c’est le cas, l’équation (1.28) est employée telle quelle. En revanche,
quand cette dérivée n’est pas directement disponible, la dérivée g(µk) est remplacée par son
approximation g˜k, ce qui résulte dans le schéma d’optimisation suivant :
µk+1 = µk − ak g˜k (1.29)
Dans cette équation, il reste à choisir la méthode pour approximer le gradient. La plus naturelle
consiste à utiliser les différences finies, l’estimation des dérivées étant alors donnée par :
[g˜k]i =
C(µk + ckei)− C(µk − ckei)
2ck
(1.30)
où [g˜k]i représente le i-éme élément de g˜k, ck est un scalaire (idéalement tendant vers 0),
et ei est un vecteur unitaire constitué de zéros, excepté en l’élément i égal à un. Ici encore,
deux possibilités s’offrent : soit la fonction de coût peut être déterminée exactement, soit
seule son approximation est disponible. Dans le premier cas, l’équation (1.30) est utilisable
directement. Dans le second, on peut par exemple faire appel à la méthode de Kiefer et Wol-
fowitz [Kiefer and Wolfowitz, 1952] qui suppose que seules des approximations de la fonction
de coût sont disponibles. L’approximation de la dérivée (1.30) peut alors se formaliser par :
[g˜k]i =
C˜+ki − C˜−ki
2ck
(1.31)
avec :
C˜+ki = C(µk + ckei) + +ki
C˜−ki = C(µk − ckei) + −ki (1.32)
où +ki et 
−
ki représentent les erreurs d’approximation de la fonction de coût. Ici, l’erreur
induite par l’approximation de la dérivée est double : d’une part, une erreur découle du schéma
même de la différence finie, de l’autre les termes  de l’équation (1.32) sont une autre source
d’erreur à prendre en compte. Aussi, quand cela est possible (c’est à dire quand un accès
à la fonction de coût exacte est disponible), nous préfèrerons l’utilisation directe de (1.30).
Mais même en utilisant cette équation, la convergence de la solution n’est garantie, d’après
[Kushner and Clark, 1978], que si le biais de l’erreur d’approximation tend vers zéro lorsque
l’on itère indéfiniment notre algorithme, soit :
E[g˜k] →
k→∞
g(µk) (1.33)
En conséquence, les méthodes utilisant une approximation de la dérivée de la fonction de
coût ne sont utilisées que lorsque l’évaluation du gradient exact de la fonction de coût est
rédhibitoire en termes de temps de calcul, ou lorsque cette évaluation n’est simplement pas
disponible.
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La gradient conjugué non linéaire Le gradient conjugué non linéaire est une extension
du gradient conjugué linéaire développé dans les années 1950 [Hestenes and Stiefel, 1952], et
qui permet de minimiser des fonctions non linéaires [Nocedal and Wright, 2000, Dai, 2003].
L’optimisation est toujours menée suivant l’équation (1.21), et la direction de recherche dk
est définie comme une combinaison linéaire du gradient g(µk) et de la direction de recherche
précédente dk−1 :
dk = −g(µk) + ζk dk−1 (1.34)
Ici, ζk est un scalaire contrôlant l’influence relative du gradient et de la direction de recherche
précédente. On trouve dans la littérature [Dai, 2003] plusieurs expressions de ce scalaire,
comme par exemple celle de Dai et Yuan [Dai and Yuan, 1999] ou celle de Hestenes et Stie-
fel [Hestenes and Stiefel, 1952] :
Dai-Yuan : ζDYk =
g(µk)
Tg(µk)
dTk−1(g(µk)− g(µk−1))
(1.35)
Hestenes-Stiefel : ζHSk =
g(µk)
T(g(µk)− g(µk−1))
dTk−1(g(µk)− g(µk−1))
(1.36)
Le choix de ζk aura bien entendu une grande influence sur les propriétés de convergence de
la méthode. Nous ne rentrerons pas ici dans les détails, mais le lecteur voulant approfondir le
sujet pourra se référer à [Dai, 2003].
Les méthodes de descente de gradient aussi bien que celle de gradient conjugué non li-
néaire que nous venons de présenter s’associent bien avec une recherche du facteur de gain par
procédure de recherche linéaire inexacte, comme présenté dans la section 1.6.1.
La descente de gradient stochastique à pas adaptatif Nous avons présenté cette mé-
thode dans la partie précédente 1.6.1, car son principal apport réside dans la détermination
adaptative du pas. Dans cet algorithme [Klein et al., 2009], la direction de recherche est prise
dans le sens opposé à celui donné par le gradient de la fonction de coût, tout comme dans une
descente de gradient classique. Nous verrons dans le chapitre 4, que cet algorithme est très
efficace dans les problèmes de recalage d’images médicales.
1.6.2.3 Méthode utilisant la dérivée seconde
Les méthodes utilisant les dérivées du second ordre sont guidées par l’algorithme de
Newton-Raphson, qui est donné par :
µk+1 = µk − [H(µk)]−1 g(µk) (1.37)
où H(µk) est la matrice hessienne (ou matrice des dérivées secondes) de la fonction de coût,
évaluée en µk. L’utilisation de l’information du second ordre donne à l’algorithme d’optimisa-
tion de meilleures propriétés de convergence que la descente de gradient. Cependant, le calcul
de la matrice hessienne et de son inverse est coûteux en temps de calcul, spécialement pour
notre problème de recalage non-rigide où le nombre de paramètres à optimiser est très grand
(de l’ordre de plusieurs milliers). Pour contourner cette difficulté, les méthodes de quasi-
Newton (QN) [Dennis and Moré, 1977, Nocedal and Wright, 2000] s’attaquent au problème
en approximant l’inverse de la matrice hessienne par Lk ≈ [H(µk)]−1. Cette approximation
est mise à jour à chaque itération k de l’algorithme d’optimisation. Les dérivées secondes de la
fonction de coût ne sont pas nécessaires pour cette mise à jour. Seules les dérivées premières le
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sont. Les méthodes QN sont typiquement utilisées en combinaison avec une recherche de pas
optimal comme expliqué dans la section 1.6.1. Ainsi, l’algorithme QN est donné par :
µk+1 = µk − akLk g(µk) (1.38)
La construction de Lk est un sujet de recherche à part entière et plusieurs méthodes ont
été proposées pour ce faire [Dennis and Moré, 1977,Nocedal and Wright, 2000]. Les plus no-
tables sont sans doute les méthodes « Symmetric-Rank-1 » (SR1), Davidon-Fletcher-Powell
(DFP) et Broyden-Fletcher-Goldfarb-Shanno (BFGS). Les expérimentations montrent que la
méthode BFGS [Broyden, 1970,Fletcher, 1970,Goldfarb, 1970, Shanno, 1970] est très efficace
dans beaucoup d’applications. Elle utilise la règle de mise à jour suivante :
Lk+1 = (I −
sky
T
k
sTkyk
)Lk
(
I − yks
T
k
sTkyk
)
+
sks
T
k
sTkyk
(1.39)
avec I la matrice identité, sk = µk − µk−1 et yk = g(µk)− g(µk−1).
En pratique cependant, quand le nombre de paramètres devient trop important, la matrice
Lk devient très grande, ce qui peut occasionner des problèmes d’allocation de mémoire. C’est
pourquoi dans nos expérimentations, nous préférons utiliser une variante connue du BFGS,
le Limited memory BFGS (LBFGS) [Nocedal, 1980], qui se prévaut du besoin de stockage
de la matrice Lk. Nous utilisons l’approche à deux boucles récursives, initialement proposée
par [Liu and Nocedal, 1989].
Nous nous intéressons par la suite à la réduction du temps de calcul que peuvent appor-
ter les approches multirésolutions, qui sont absolument incontournables quand les volumes
de données à traiter sont très importants, comme c’est souvent le cas en recalage d’images
médicales.
1.7 Multirésolution et approches hiérarchiques
Le calcul du jeu de paramètres de la transformation qui minimise la fonction de coût se
fait itérativement pendant l’optimisation. Les itérations peuvent se faire hiérarchiquement du
niveau le plus simple au niveau le plus détaillé. La hiérarchisation intervient à deux niveaux
dans une procédure de recalage :
– La complexité du modèle de transformation à prendre en compte.
– La complexité des données utilisées.
Cette approche présente deux avantages majeurs. D’une part, elle permet d’accélérer les cal-
culs, ce qui est primordial dans le contexte médical où la finalité est de donner un diagnostic le
plus rapidement possible. D’autre part, cela permet également de réduire le risque de converger
vers des minima locaux et ainsi d’améliorer la robustesse de la procédure d’optimisation.
Nous présentons dans ce qui suit les choix que nous avons fait concernant cette approche
multirésolution.
1.7.1 Complexité du modèle de déformation
Nous envisageons ici une représentation hiérarchisée du modèle de déformation. Celle-ci
intervient à 2 niveaux. Comme il a été précisé dans la partie 1.5, nous commencons notre
procédure de recalage par un « pré-recalage » affine qui permet de modéliser les grands dé-
placements (entre 2 modalités d’imagerie par exemple). Puis intervient le recalage non-rigide.
Ainsi, ces deux étapes peuvent déjà être considérées comme une approche hiérarchique. En
passant d’un modèle de déformation simple à quelques paramètres à un modèle plus élaboré,
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la procédure permet de capturer des déformations de plus en plus fines (et donc de se préserver
des minimas locaux) et de gagner en temps de calcul (la modélisation des grands déplacements
par un modèle aussi complexe que les B-Splines est une perte de temps).
La hiérarchisation du modèle de déformation intervient également au niveau du modèle
non-rigide lui même. En effet, ce modèle basé sur les B-Splines est paramétré par un certain
nombre de PDC posés sur une grille régulière superposée aux images à recaler. Ces PDC
représentent le nombre de DDL du modèle. Comme précisé dans la partie 1.5.3.2, les PDC
n’ont qu’une influence locale sur l’image. Ainsi, augmenter leur nombre permet de modéliser
des déformations de plus en plus fines et localisées. La procédure de recalage non-rigide tire
donc avantage de ce modèle de déformation. Le principe consiste à débuter le recalage avec
une grille de PDC espacée. Puis, quand l’optimum est atteint à ce niveau de détail, la grille est
affinée en rajoutant des PDC, les paramètres optimaux du niveau précédent étant utilisés pour
initialiser cette nouvelle grille. Puis la procédure d’optimisation est relancée avec ces nouveaux
PDC qui sont autant de nouveaux paramètres à prendre en compte. Cette approche est souvent
qualifiée de pyramide de transformation, comme illustré figure 1.8 en deux dimensions. Le
choix du nombre de raffinement de la grille de PDC, ainsi que l’espacement entre ces points,
dépend de plusieurs paramètres. Tout d’abord, le but de la pyramide de transformation étant
de gagner en temps de calcul, il ne faut pas que le nombre de niveaux de cette pyramide
soit trop important. En effet, ceci impliquerait un temps total d’optimisation (la somme des
temps d’optimisation à chaque niveau de la pyramide) supérieur au temps de traitement en ne
considérant qu’un seul niveau. L’écartement des PDC va quant à lui être dicté par le contenu
des images et la complexité des déformations envisagées. Plus les déformations sont localisées
et faibles, plus les PDC devront être rapprochés. Cette paramétrisation est une étude à part
entière et nous présenterons nos conclusions à ce sujet au chapitre 4.
Figure 1.8 – Illustration de l’augmentation de la complexité du modèle de déformation par
affinage de la grille des PDC B-Splines. Ceci accroît le nombre de DDL et permet ainsi de
modéliser des déformations plus faibles et localisées.
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1.7.2 Complexité des données
L’autre manière de hiérarchiser la procédure de recalage est d’augmenter progressivement la
complexité des données. Les données à traiter sont souvent très volumineuses (' 512×512×150
voxels pour des données scanner volumiques en imagerie cardiaque par exemple) et le parcours
de ces millions de voxels à chaque itération de la procédure d’optimisation est très coûteux
en temps de calcul. L’idée ici est alors d’utiliser un schéma multirésolution telle que la py-
ramide gaussienne (figure 1.9), permettant de prendre en compte progressivement les détails
de l’image. Pour ce faire, des images de taille réduite sont construites par filtrages et sous-
échantillonnages successifs. Un filtrage passe-bas gaussien supprime les détails dans l’image,
et le sous échantillonnage réduit la taille des images, réduisant par là-même le nombre de
voxels à prendre en compte dans la procédure d’optimisation. Comme pour la pyramide de
transformation, la question du nombre de niveaux, ou du nombre d’images, dans la pyramide,
se pose. Il ne faut pas trop réduire la taille des images, au risque de ne plus avoir assez d’infor-
mation issue des pixels pour conduire le recalage. Avec la mesure de similarité que nous avons
développée et que nous expliciterons dans les chapitres 3, les images sont modélisées par des
variables aléatoires (cf. 1.4.1) et les intensités des voxels comme des réalisations de ces variables
aléatoires. L’estimée de notre métrique nécessite un nombre « suffisant » d’échantillons des
variables aléatoires, nombre que nous étudierons au cours du chapitre 4, de même que celui
nécessaire à une bonne estimation de mesures statistiques classiques telles que l’IM.
Nous avons choisi d’utiliser la pyramide gaussienne pour réduire la complexité des don-
nées, car elle est relativement simple à mettre en oeuvre et a déjà démontré ses qualités.
Néanmoins, d’autres méthodes telles les pyramides d’ondelettes [Deubler and Olivo, 1997] ou
les opérations morphologiques peuvent également être utilisées dans ce but. Le lecteur pourra
se référer à l’état de l’art [Maes et al., 1999] concernant les méthodes d’optimisation multiré-
solution et surtout à [Lester and Arridge, 1999] pour une revue bibliographique des différentes
approches hiérarchiques et une comparaison des différents types de pyramides (gaussienne,
spline, ondelettes).
1.7.3 Approche bi-pyramidale
Dans nos expérimentations, nous avons choisi d’utiliser une approche bi-pyramidale. Ceci
consiste à alterner entre les deux pyramides présentées précédemment en suivant le schéma de
la figure 1.10. Nous verrons au chapitre 4 les choix que nous avons fait concernant par exemple
le nombre de niveaux dans chacune des pyramides durant nos expérimentations.
1.8 Conclusion
Cet état de l’art nous a permis de présenter les problématiques posées et les techniques
utilisées en recalage d’images médicales en mettant en évidence à chaque étape les choix réalisés
dans ce travail. Comme la notion couvre un champ assez vaste de méthodes, nous nous sommes
volontairement focalisés au cours du chapitre sur notre sujet d’intérêt, c’est à dire le recalage
non-rigide d’images multimodales. Pour ce faire, nous avons présenté chacune des composantes
d’une méthode de recalage (caractéristiques issues des images, mesure de similarité, modèle
de déformation, optimisation, etc.) tout en essayant de guider le lecteur vers les choix que
nous avons fait en fonction de nos objectifs initiaux. Le but ici n’était pas d’être exhaustif, au
regard du nombre conséquent de méthodes proposées dans la littérature. En nous concentrant
sur les composantes qui nous ont intéressé au cours de ce travail, nous avons vu que les
méthodes iconiques, et plus particulièrement celles utilisant l’IM comme mesure de similarité,
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Figure 1.9 – Exemple de pyramide gaussienne. Le recalage sera conduit au départ sur l’image
la plus petite. Puis les paramètres optimaux à un niveau donné permettent d’initialiser le
niveau supérieur.
Figure 1.10 – Illustration de l’approche bi-pyramidale. Le schéma décrit l’alternernance entre
les différents niveaux de la pyramide.
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sont à l’heure actuelle les plus efficaces pour répondre à notre problème. Le coeur de ce travail
de thèse portant sur la proposition d’une nouvelle méthode d’estimation de l’IM, il nous a
semblé judicieux d’y consacrer le chapitre qui vient afin de bien mettre en évidence cette
mesure statistique et les différentes manières de l’estimer. En effet, l’IM peut être associée
à différentes définitions, méthodes et approximations. Le but de ce prochain chapitre est de
préciser la démarche qui nous a amené à définir l’IM approximée par une fonction particulière
des cumulants d’ordre supérieurs ou égal à deux, qui sera quant à elle présentée en détail dans
le chapitre 3.
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Chapitre 2
Information Mutuelle en recalage
d’images médicales
L’Information Mutuelle (IM) est née du fruit de travail de Claude Elwood Shannon en
1949 [Shannon and Weaver, 1949], peu après avoir introduit l’entropie différentielle qui porte
maintenant son nom [Shannon, 1948]. En recalage d’images, l’IM fut utilisée pour la première
fois et la même année par deux équipes de recherche [Collignon et al., 1995a, Viola, 1995].
Depuis 1995, la liste des publications qui traitent de cette mesure en recalage ne cesse de
s’allonger, et elle est devenue La mesure de référence en recalage d’images médicales multi-
modales [Meyer et al., 1997, Pluim et al., 2003]. Dans ce chapitre, nous allons présenter l’IM
et ses différentes versions proposées dans la littérature. Celles-ci diffèrent par leur formula-
tion aussi bien que par la méthode d’estimation utilisée, et tendent à minimiser les défauts
inhérents à l’IM classique. Nous commençons par faire quelques rappels de théorie de l’infor-
mation nécessaires à la compréhension de cette mesure. Puis, nous présentons les méthodes
fondatrices d’estimation qui ont été développées. En nous basant sur les limitations avérées
des estimateurs classiques l’IM, nous ferons ensuite un tour d’horizon des nouvelles méthodes
qui ont été mises en oeuvre ces dernières années, et qui tendent à se prémunir de ses li-
mitations, notamment en proposant de nouveaux estimateurs de l’IM. Nous essaierons de
classer ces nouvelles méthodes en fonction de leur efficacité. Cependant, cette tâche est ren-
due difficile par le fait qu’il n’existe que quelques rares études comparatives globales de ces
méthodes [Pluim et al., 2004,Škerl et al., 2007,Cahill, 2010].
2.1 Entropie de Shannon
La première mesure de l’information a été donnée par Hartley en 1928 [Hartley, 1928], un
électronicien américain qui contribua aux fondations de la théorie de l’information. Sa mesure
de l’entropie est donnée par :
H(x) = log s (2.1)
où s le nombre de valeurs possibles pour chaque symbole du message x transmis. Cette mesure
d’entropie est basée sur l’hypothèse que tous les événements sont équiprobables, hypothèse
régulièrement mise en défaut dans les applications de télécommunications ou de traitement de
signal. Pour pallier ce problème, Shannon modifia la mesure de Hartley en pondérant chaque
événement par son nombre d’occurences [Shannon, 1948]. Shannon donna ainsi naissance à
l’entropie qui porte maintenant son nom, une fonction mathématique qui correspond à la
quantité d’information contenue ou délivrée par une source d’information. Originellement dé-
veloppée pour formaliser la nature statistique de l’information perdue dans les signaux des
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lignes téléphoniques, cette mesure très informative a ensuite été reprise notamment en infor-
matique, où elle est toujours utilisée de nos jours pour quantifier, par exemple, le nombre de
bits sur lesquels on peut coder un fichier sans perte de données. L’entropie de Shannon, ou
entropie différentielle, d’une VA x est ainsi donnée par :
H(x) = −
∫
R
px(u) log(px(u)) du (2.2)
où px représente la densité de probabilité de la VA x. L’entropie de Shannon d’une image peut
être estimée à partir des intensités de l’image et plus précisement de la distribution de ses ni-
veaux de gris. Comme nous allons le voir, les densités de probabilités sont estimées à partir des
histogrammes des images considérées. Si nous voulons expliciter la signification de l’entropie
en traitement d’images, nous dirons qu’une image constituée de seulement quelques niveaux
de gris différents aura une entropie faible, c’est à dire qu’elle « contiendra peu d’information »,
tandis qu’une image contenant beaucoup d’intensités différentes, avec des occurences équiva-
lentes, aura une entropie élevée, et contiendra donc plus d’information. L’entropie de Shannon
peut donc être considérée comme une mesure de dispersion d’une densité de probabilité, une
distribution avec un pic prédominant entraînant une entropie faible, alors qu’une distribution
plus étalée donne une entropie plus importante. Dans la suite, quand nous ne le préciserons
pas, nous ferons toujours référence à l’entropie de Shannon.
2.2 Histogramme conjoint et entropie conjointe
Tout en conservant le formalisme présenté dans le chapitre 1, nous allons maintenant
introduire le concept d’histogramme conjoint, qui est au centre de l’estimation de l’IM. L’his-
togramme conjoint hx du vecteur aléatoire x est défini de D(1) ×D(2) dans R+. Il consiste à
estimer la distribution de probabilité conjointe du vecteur aléatoire x = (x(1), x(2))T en comp-
tabilisant les occurences des valeurs prises par le vecteur sur l’ensemble de ses réalisations. Le
tirage aléatoire de x(1) (resp. x(2)) représentant l’intensité du pixel ν de l’image de référence
(resp. flottante) sera alors notée x(1)(ν) (resp. x(2)(ν)). En notant x(ν) = (x(1)(ν), x(2)(ν))T
l’ensemble des réalisations du vecteur aléatoire x, on a donc :
∀u ∈ D(1) ×D(2), hx(ν) = Card{x(ν) = u} (2.3)
où u = (u(1), u(2))T correspond aux couples d’intensités possibles. Une représentation gra-
phique de l’histogramme conjoint associé à un couple d’images est donnée sur la figure 2.1.
Nous donnons également l’exemple de 2 histogrammes conjoints avant et après recalage sur
la figure 2.2. Comme nous l’avons dit plus haut, et ce sous certaines hypothèses, la densité
de probabilité conjointe du vecteur aléatoire x peut être estimée à l’aide de l’histogramme
conjoint hx de x :
px ≈ hx∑
u hx
(2.4)
Les densités marginales, quant à elles, peuvent être estimées en sommant les lignes ou les
colonnes de l’histogramme conjoint normalisé. Ainsi, nous pouvons écrire :
px(1)(u
(1)) ≈
∑
u(2)
hx(u
(1), u(2)) (2.5)
px(2)(u
(2)) ≈
∑
u(1)
hx(u
(1), u(2)) (2.6)
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nν
x(1)(ν)
x(2)(ν)
D(1)
D(2)
x(1)(ν), x(2)(ν) :
Intensités des images
de référence et flottante
D(1),D(2) :
Domaines des
intensités
nν :
Nombre de paires
d’intensités égales
au couple
x(ν) = (x(1)(ν), x(2)(ν))T
Figure 2.1 – Représentation graphique de l’histogramme conjoint d’une image de référence
(1) et d’une image flottante (2).
(a) (b)
Figure 2.2 – Exemple d’histogrammes conjoints obtenus pour (a) des images non recalées et
(b) des images recalées.
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La grande avancée en recalage d’images que l’on doit à [Collignon et al., 1995b],
[Studholme and Hawkes, 1995], est d’avoir utilisé l’entropie conjointe de Shannon. Sa for-
mule est :
H(x) = −
∮
R
2
px(u) log(px(u)) du (2.7)
Elle est donc fonction de px, la densité de probabilité conjointe des 2 images, qui peut elle
même être estimée à partir de l’histogramme conjoint (voir (2.4)). Recaler deux images revient
alors à trouver la transformation qui minimise leur entropie conjointe.
2.3 Information mutuelle
A partir du moment où l’histogramme conjoint fut introduit pour le recalage d’images
médicales multimodales [Collignon et al., 1995a,Viola, 1995], l’IM ne tarda pas à faire son ap-
parition. Différentes formulations de l’IM ont été données dans la littérature. Trois d’entre-elles
sont souvent utilisées, et bien qu’identiques mathématiquement, elles permettent d’appréhen-
der le problème du recalage de façon différente. Toutefois, dans les 3 cas, le problème du
recalage revient à maximiser l’IM. La première de ces formulations est :
IM(x) = H(x(2))− H(x(2)|x(1)) (2.8)
= H(x(1))− H(x(1)|x(2))
où H(x(2)) est l’entropie de Shannon de la VA x(2) et H(x(2)|x(1)) est l’entropie conditionnelle
calculée à partir de la densité de probabilité conditionnelle px(2)|x(1) . Avec cette formulation,
l’IM représente la quantité par laquelle l’incertitude par rapport à x(2) décroît lorsque x(1)
est donnée, autrement dit la quantité d’information de x(1) contenue dans x(2). Comme les
2 VAs peuvent être interchangées, IM(x) représente également la quantité d’information de
x(2) contenue dans x(1). On a donc bien une information mutuelle entre les images à recaler,
et les images doivent être alignées de façon à ce que la quantité d’information commune soit
maximale.
Une deuxième interprétation possible est donnée par la formulation la plus classique de
l’IM dans la littérature, qui est :
IM(x) = H(x(1)) +H(x(2))− H(x) (2.9)
Ici, l’entropie conjointe apparaît explicitement dans l’expression de l’IM : Maximiser l’IM re-
vient alors à minimiser l’entropie conjointe plus un terme de pénalité donné par l’entropie
marginale de x(2) (car dans le contexte du recalage, l’entropie marginale de x(1), associée à
l’image de référence, reste constante en fonction de la transformation considérée). L’avantage
de l’IM par rapport à l’entropie conjointe est ainsi l’ajout de ce terme correspondant à l’en-
tropie marginale de l’image à recaler. En effet, l’entropie conjointe à un inconvénient majeur,
c’est qu’elle est très sensible au recouvrement partiel. Prenons un exemple pour illustrer ce
problème. Si le recalage diverge et que la transformation aberrante qui en découle fait « sortir
l’image de son cadre », l’image flottante résultante sera totalement noire (ou du moins elle
prendra la valeur par défaut des pixels), ce qui donnera un histogramme conjoint avec un
seul pic, celui de ce niveau de gris noir. Alors, au sens de l’entropie conjointe, l’algorithme
aura trouvé un optimum. L’entropie marginale de l’image à recaler (ou flottante) parvient à
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s’affranchir de ce problème en contrecarrant d’une certaine façon l’entropie conjointe : elle
pénalise les transformations qui font décroître la quantité d’information dans l’image flottante
prise séparément. Ainsi, l’IM est un peu plus robuste que l’entropie conjointe face au problème
de recouvrement partiel.
La dernière formulation de l’IM utilise explicitement la divergence de Kullback-Leibler
(KL), qui est définie par :
KL(px, py) =
∮
px(u) log
(
px(u)
py(u)
)
du (2.10)
Cette dernière mesure l’écart entre deux densités de probabilité. On a alors :
IM(x) = KL(px, px(1)px(2)) (2.11)
Les deux VAs x(1) et x(2) étant indépendantes si et seulement si px = px(1)px(2) . Cette for-
mulation montre clairement que l’IM peut être utilisée comme mesure de dépendance entre
2 images. La dépendance entre les niveaux de gris des images est maximale lorsqu’elles sont
correctement alignées.
A travers les 3 définitions précédentes, on peut mieux appréhender le rôle de l’IM comme
mesure de similarité entre images pour le recalage multimodal. On comprend notamment
mieux l’hypothèse de dépendance statistique : aucune hypothèse, dans ces définitions, n’est en
effet faite sur la nature même des images.
Quelle que soit la définition appliquée, la mesure de l’IM nécessite en pratique l’estimation
des probabilités marginales et conjointe, et donc classiquement la construction d’histogrammes
marginaux et conjoint. Beaucoup de travaux ont porté spécifiquement sur le problème de
la construction d’histogrammes. Dans ce qui suit, nous allons donc présenter les différentes
méthodes couramment utilisées pour estimer une densité de probabilité, car c’est un point
essentiel d’une méthode de recalage basée sur l’IM : de la qualité d’estimation des densités de
probabilité dépend directement la qualité de l’estimation de l’IM, et donc celle du recalage.
2.4 Méthodes d’estimation de référence
On peut donner 3 grandes familles d’estimateurs de l’IM [Moddemeijer, 1999] : les estima-
teurs à histogramme, les estimateurs à noyaux (ces 2 premiers étant non paramétriques),
et enfin les estimateurs paramétriques. Seules les 2 premières familles nous intéressent en
pratique, car les méthodes paramétriques sont trop coûteuses à mettre en oeuvre dans le cadre
du recalage d’images médicales. Les estimateurs à histogramme sont les plus utilisés en pra-
tique, car leur conception est plus simple. Mais ils souffrent de problèmes tels un biais qui
peut être important et que les estimateurs à noyaux tendent à minimiser. Notons qu’il n’existe
pas de consensus quant à la méthode d’estimation, car tous les aspects de l’implémentation
interagissent dans l’algorithme de recalage (estimation des densités de probabilités, interpo-
lation, optimisation, etc.). Dans la littérature du recalage, trois méthodes de base ont été
principalement utilisées pour estimer une densité de probabilité et donc l’IM : l’estimateur à
histogramme, l’estimateur à noyau gaussien et l’estimateur à noyau B-Spline. Dans ce qui suit,
nous présentons et donnons les avantages et inconvénients de ces trois méthodes.
2.4.1 Estimateur à histogramme
Grâce à leur simplicité d’utilisation et à leurs propriétés, les estimateurs à histogramme sont
les plus utilisés [Pluim et al., 2003]. Leurs propriétés en terme de biais, variance ou robustesse,
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sont en outre relativement bien connues [Moddemeijer, 1999]. C’est d’ailleurs cet estimateur
qui a été choisi dans un des deux articles originels utilisant pour la première fois l’IM comme
mesure de similarité en recalage d’images médicales [Collignon et al., 1995a]. L’histogramme
permet de représenter la répartition d’une ou plusieurs variables. Sa construction nécessite
un choix important : celui du nombre de classes utilisées sur la plage de valeurs codant les
niveaux de gris de nos images (appelée dynamique des niveaux de gris). C’est en lui-même un
problème assez délicat. En effet, un nombre de classes non-optimal amène à une estimation
biaisée : si le nombre de classes est insuffisant, l’histogramme sera trop lissé, entraînant une
perte d’information (c’est regrettable quand on a choisi une méthode iconique justement pour
avoir accès à toute l’information disponible dans l’image), tandis qu’un nombre de classes trop
important fera ressortir les détails des images. Dans [Collignon et al., 1995a], la définition de
l’IM choisie est celle liée à la divergence de Kullback-Leibler (2.11). L’estimation de la densité
de probabilité conjointe se fait simplement par normalisation de l’histogramme conjoint par :
px ≈ hx˜
Card(V) (2.12)
avec x˜(i)(ν) = x
(i)(ν)−x(i)min
∆b les versions normalisées des niveaux de gris de l’image : x
(i)
min =
min
ν
(x(i)(ν)) représente l’intensité minimale de l’image et ∆b correspond à la plage d’intensités
de chaque classe de l’histogramme. Enfin, V représente les pixels/voxels pris en compte dans
l’estimation. Dans [Collignon et al., 1995a], peu de détails concernant le choix du nombre de
classes de l’histogramme sont donnés. Pour en apprendre davantage, il faut s’intéresser à la
méthode d’estimation à partir d’histogrammes proposée dans l’article [Studholme et al., 1997],
qui est l’une des plus usitées. L’évaluation de la densité de probabilité conjointe est notamment
détaillée : la plage d’intensités de l’image considérée est calculée. Puis cette plage est divisée par
deux jusqu’à ce qu’elle soit inférieure à 128 (et supérieure à 64). Cette plage normalisée permet
ensuite de fixer le nombre de classes de l’histogramme. Cette manière de faire est valable pour
la plus haute résolution de l’image. Quant l’image est sous-échantillonnée, le nombre de classes
est divisé proportionnellement au nombre de pixels. L’estimation des densités de probabilité
marginales est obtenue en effectuant une sommation par rapport aux lignes ou aux colonnes de
l’histogramme conjoint. Le constat fait par Studholme et al. est que prendre 64 ou 256 classes à
haute résolution ne modifie pas foncièrement les performances. Par contre, un grand nombre de
classes augmente significativement le temps de calcul puisqu’il implique une augmentation de
la taille de l’histogramme conjoint dont la construction représente une grande partie du temps
de calcul lors d’une procédure de recalage. Cet estimateur est utilisé dans un grand nombre de
méthodes [Maes et al., 1997,Studholme et al., 1999,Rueckert et al., 1999,Slomka et al., 2003,
Rohlfing et al., 2004], etc.
2.4.2 Estimateur à noyau
On compte plusieurs estimateurs à noyaux, autrement appelés estimateurs par fenêtrage de
Parzen [Rosenblatt, 1956,Parzen, 1962], qui sont largement répandus dans la littérature du re-
calage. Parmi ceux-ci, l’estimateur à noyau gaussien est le premier à être apparu [Viola, 1995].
Quel que soit le noyau utilisé, le principe reste le même : au lieu de prendre un pixel et
de lui attribuer un poids de 1 dans l’histogramme comme c’est le cas pour les estimateurs
précédemment cités, l’influence du pixel s’étend par le biais du noyau à ses voisins. Une illus-
tration de cette méthode, comparée à l’estimation par histogramme, est donnée figure 2.3.
Cela permet d’obtenir des histogrammes lissés, et par conséquent moins sensibles aux nombres
de classes préalablement choisies. L’estimateur de Parzen d’une densité de probabilité px
peut s’écrire :
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Figure 2.3 – Comparaison entre l’estimation par histogramme (à gauche) et celle par fenétrage
de Parzen (à droite). Ici, le noyau employé est gaussien. Les lignes verticales en noir (au
niveau de l’abscisse) représentent les données, et les courbes en pointillé rouge représentent
les différents noyaux utilisés lors de l’estimation. On constate qu’avec les mêmes données de
départ, la densité de probabilité estimée (en bleu) est très différente suivant l’estimateur utilisé.
px(u) ≈ 1
Card(V)∆b
∑
ν∈V
K
(
u− x(ν)
∆b
)
(2.13)
avec K le noyau utilisé, et ∆b le paramètre de lissage, la largeur de la fenêtre, choisi par
l’utilisateur. Comme pour l’estimateur par histogramme, une petite valeur de ∆b a tendance à
ne pas lisser suffisamment les données, ce qui conduit à l’apparition de détails inutiles, tandis
qu’une valeur de ∆b trop grande va au contraire éliminer tous les détails. Cette méthode
d’estimation tient sa popularité de trois points majeurs :
– l’expression théorique (2.13) est très simple, puisque l’estimation empirique de px se
ramène à une somme de VA.
– l’estimation de px converge vers la densité de probabilité, notamment au sens L1 quand
1/∆b et Card(V)∆b tendent vers l’infini. Ceci est très important puisque la qualité de
l’estimation dépendra directement du nombre de réalisations de la VA pris en compte.
Dans notre cas, elle dépendra donc du nombre de pixels de l’image utilisés pour l’estima-
tion de cette densité de probabilité. Nous reviendrons très largement sur ce point dans
la suite, et notamment dans le chapitre 4, où une étude de la précision des estimateurs
de l’IM en fonction du nombre d’échantillons est menée.
– cette méthode d’estimation est flexible puisqu’elle laisse à l’utilisateur un large choix de
noyaux K. Nous détaillons les deux noyaux les plus usités en recalage dans ce qui suit.
2.4.3 Estimateur à noyau gaussien
En théorie, le noyau sinus cardinal est le meilleur puisqu’il a un support de largeur
infinie. En pratique cependant, il serait trop coûteux à mettre en oeuvre. Viola et Wells
[Viola and Wells, 1997] se sont donc tournés vers le noyau gaussien. Dans cet article originel
de l’utilisation de l’IM en recalage, l’entropie est donnée comme l’opposé de l’espérance du
logarithme de la densité de probabilité (écriture équivalente à celle de l’équation (2.7)) :
H(x) = −E[log(px(x))] (2.14)
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L’estimation des densités de probabilité se fait par fenêtrage de Parzen avec un noyau gaussien.
La densité de probabilité marginale est estimée par :
px(u) ≈ 1
Card(Va)
∑
ν∈Va
φNx (u− x(ν)) (2.15)
où Va représente l’ensemble a des pixels/voxels pris en compte dans l’estimation. Elle consiste
en une superposition de distributions gaussiennes φNx centrées sur Card(Va) réalisations x(ν)
(les niveaux de gris) de la VA x (associée à l’image). L’estimée de px correspond ainsi à la
somme des contributions de chaque pixel ν ∈ Va, contributions qui dépendent de la distance
entre u et x(ν). Comme il est précisé dans [Viola and Wells, 1997], l’utilisation de densités
gaussiennes simplifie les calculs, mais n’est pas nécessaire. En fait, toute fonction différentiable
peut être utilisée : une densité de Cauchy est également un bon choix de noyau.
L’approximation de l’espérance est quant à elle obtenue par une moyenne empirique :
E[f(x)] ≈ 1
Card(Vb)
∑
ν∈Vb
f(x(ν)) (2.16)
Il faut noter que les ensembles Va et Vb des pixels utilisés pour le calcul de (2.15) et (2.16)
sont différents. Ainsi, l’approximation de l’entropie (2.14) peut s’exprimer, à partir de (2.15)
et (2.16), par :
H(x) ≈ −1
Card(Vb)
∑
νj∈Vb
log

 1
Card(Va)
∑
νi∈Va
φNx (x(νj)− x(νi))

 (2.17)
Une approximation de la dérivée de l’IM est utilisée pour mener la procédure d’optimisa-
tion. Pour obtenir cette dérivée, il faut tout d’abord donner la dérivée de l’estimée de l’entropie
par rapport aux paramètres µ de la transformation. Celle-ci s’écrit :
d
dµ
H(x) ≈ 1
Card(Vb)
∑
νj∈Vb
∑
νi∈Va
Wx(x(ν i), x(νj))(x(ν i)− x(νj))σ−1x
d
dµ
(x(νi)− x(νj))
(2.18)
où σ−1x est l’inverse de la variance de x et :
Wx(x(νi), x(νj)) =
φNx (x(ν i)− x(νj))∑
νk∈Va φ
N
x (x(νi)− x(νk))
(2.19)
est un facteur de pondération compris entre 0 et 1. Il en découle une approximation de la dérivée
de l’IM utilisée pendant la procédure d’optimisation. En posant x(νi) = (x(1)(νi), x(2)(νi))T et
en suivant la formule (2.9) pour la construction de l’IM, sa dérivée par rapport aux paramètres
de la transformation µ est donnée par :
d
dµ
IM(x) =
d
dµ
H(x(2))− d
dµ
H(x) (2.20)
≈ 1
Card(Vb)
∑
νj∈Vb
∑
νi∈Va
(x(2)(νj)− x(2)(νi))
[
Wx(2)(x
(2)(νj), x
(2)(νi))σ
−1
x(2)
−Wx(x(νj),x(νi))σ−1x(2)
] d
dµ
(x(2)(νj)− x(2)(νi))
2.4. Méthodes d’estimation de référence 65
avec
Wx(2)(x
(2)(νj), x
(2)(νi)) =
φNx (x
(2)(νj)− x(2)(νi))∑
νk∈Va φ
N
x (x
(2)(νj)− x(2)(νk))
(2.21)
et
Wx(x(νj),x(νi)) =
φNx(x(νj)− x(νi))∑
νk∈Va φ
N
x(x(νj)− x(νk))
(2.22)
Cette équation permet de conduire des recalages en utilisant un optimiseur de type descente
de gradient. Dans l’article [Viola and Wells, 1997], le nombre de pixels des ensembles Va et Vb
donnés pour mener à bien la procédure est de cinquante. Cependant comme nous le verrons
dans le chapitre 4, ce chiffre est sous-évalué. Et c’est un des problèmes de cette méthode : le
coût calculatoire augmente de façon quadratique avec le nombre d’échantillons utilisés dans le
calcul. Ainsi, en pratique, nous verrons qu’au delà de mille échantillons, un recalage d’images
devient inenvisageable dans des temps de calculs raisonnables.
2.4.4 Estimateur à noyau B-Spline
Une autre méthode d’estimation très intéressante est à mettre à l’actif de
[Thévenaz and Unser, 1997] (elle a été reprise notamment dans [Mattes et al., 2003]). Cette
fois, le noyau utilisé est un noyau B-Spline, ce qui permet à la fois une implémentation simple
et une unification conceptuelle et pratique entre la mesure de similarité, le modèle de trans-
formation et l’interpolation.
Représentation des images et interpolation
Bien que nous abordions ici l’estimation des densités de probabilité, l’unification précédemment
évoquée nous amène à préciser dès maintenant le modèle d’image utilisé dans
[Mattes et al., 2003], puisque de ce modèle découle tout le reste de la démonstration. Nous
donnerons les formules en 3 dimensions. En gardant les notations du chapitre 1, une image
est décrite par un ensemble d’échantillons x(ν) définis sur une grille entière. Le calcul de x(ν)
à des coordonnées non-entières requiert donc un schéma d’interpolation représentant l’image
continue sous-jacente. Pour ce faire, une interpolation B-Spline est utilisée. En utilisant des
coefficients que nous noterons ci et qui sont calculés à partir des échantillons x(ν) de l’image
en utilisant l’algorithme proposé par [Unser et al., 1991], les points de l’image se situant à des
positions non-entières de la grille peuvent être interpolés par :
xc(ν) =
∑
i∈V
ciβ
(3)(x(ν)− x(νi)) (2.23)
où β(3) est le noyau B-Spline de degré 3 présenté en annexe B. On dispose ainsi d’une repré-
sentation continue xc(ν) de l’image. De la même manière, les auteurs présentent le gradient
de l’image interpolée à n’importe quelle position :
∂xc(ν)
∂νx
=
∑
i∈V
ci
(
∂β(3)(x(νx)− x(νxi))
∂νx
β(3)(x(νy)− x(νyi))β(3)(x(νz)− x(νzi))
)
(2.24)
De la même façon, on peut écrire les dérivées par rapport à νy et νz (νx, νy, νz étant les
composantes spatiales 3D). Les dérivées explicites des B-Splines sont données en annexe B.
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Information mutuelle
Une fois ce modèle d’image posé, nous pouvons nous intéresser à l’estimation de l’IM. A
partir de la définition (2.11) l’opposé de l’IM en fonction du vecteur de paramètres µ de la
transformation considérée s’exprime par :
− IM(x) = KL(px(u), px(1)(u(1))px(2)(u(2))) (2.25)
avec
px(u) ≈ α
∑
i∈V
β(0)(u(1) − x(1)(νi))β(3)(u(2) − x(2)(νi)) (2.26)
l’histogramme conjoint approximant la densité de probabilité conjointe. Dans cette expression,
α est un facteur de normalisation qui assure que
∫
px(u)du = 1, x(1)(νi) et x(2)(νi) sont les
valeurs normalisées d’intensité.
La densité marginale px(2) est estimée à partir de l’histogramme conjoint. Mais avant de
présenter son expression, il faut savoir que le degré de la spline utilisé va déterminer la qualité
de l’estimation [Thevenaz and Unser, 2000]. Le degré le plus bas possible n = 0 donne une
estimation au plus proche voisin. Il en résulte des discontinuités dans l’histogramme estimé, et
donc une optimisation plus délicate. Le degré suivant (n = 1) correspond à une interpolation
linéaire. L’estimation est meilleure, et le calcul des coefficients B-Splines est trivial. Quand
le degré des splines utilisées continue à augmenter, le crénelage de l’histogramme est bien
réduit, mais au prix d’une mise en oeuvre plus coûteuse. Comme nous pouvons le voir dans
l’expression de l’histogramme conjoint (2.26), un noyau spline de degré n = 0 (rectangle
centré) est utilisé pour l’image de référence, alors que pour l’image flottante, un noyau de
degré n = 3 (spline cubique) est utilisé. Cette différence vient du fait que l’image de référence
ne contribue pas dans le calcul de la dérivée de la mesure de similarité puisqu’on dérive par
rapport aux paramètres de la transformation et que l’image de référence n’est, par définition,
par transformée. De ce fait, l’estimation de la densité de probabilité de l’image de référence
n’a pas besoin d’être plus précise. A l’inverse, on aura besoin d’une densité de probabilité très
lisse pour l’image flottante, d’où l’utilisation d’un noyau cubique. Ainsi, la densité marginale
pour l’image flottante, calculée à partir de l’histogramme conjoint, est donnée par :
px(2)(u
(2)) =
∫
R
px(u
(1), u(2))du(1) (2.27)
L’histogramme marginal de l’image de référence peut être calculé indépendamment des
paramètres de la transformation, en imposant à la fenêtre de Parzen B-Spline de satisfaire la
partition de l’unité [Thevenaz and Unser, 2000]. Il s’écrit alors :
px(1)(u
(1)) ≈
∑
νi∈V (1)
β(0)(u(1) − x(1)(νi)) (2.28)
Enfin, dans cet article [Thévenaz and Unser, 1997], le gradient de l’IM est également donné,
ce qui permet en théorie une meilleure stratégie d’optimisation. En effet, comme nous l’avons vu
au chapitre 1, la plupart des optimiseurs utilisés en recalage d’images se basent sur le sens de la
dérivée, et utiliser une dérivée calculée de manière analytique plutôt qu’estimée empiriquement
donne une solution plus précise. En dérivant la densité de probabilité conjointe (2.26) et en
appliquant les règles de dérivation des fonctions composées, la i-ème dérivée partielle (c’est à
dire la dérivée partielle par rapport au paramètre µi du vecteur µ qui contient les différents
paramètres de la transformation considérée) s’écrit :
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∂px(u)
∂µi
≈ α
∆bFCard(V)
∑
νi∈V
β(0)(u(1) − x(1)(νi)) (2.29)
× ∂β
(3)(u)
∂u
|u=(u(2)−x(2)(νi)) ×
−∂x(2)(ν i)
∂µi
Les formules pour les dérivées des splines sont données en annexe B. Le dernier terme de cette
équation (2.29) correspond aux dérivées partielles de la transformation, et dépendra donc
du type de tranformation choisi. Dans ce modèle unifié où les déformations non-rigides sont
également paramétrées par des B-Splines, une expression analytique de ce dernier terme peut
être facilement dérivée.
L’avantage du noyau spline par rapport au noyau gaussien est le fait que le premier a
un support fini, contrairement au second. Du point de vue du coût calculatoire, c’est inté-
ressant puisque chaque échantillon (ou pixel) n’affecte qu’un faible nombre de classes. De
plus, des méthodes récursives pour estimer les coefficients des B-Splines ont été proposées
dans [Unser et al., 1991, Unser et al., 1993a, Unser et al., 1993b]. Elles permettent d’utiliser
cet estimateur avec des coûts de calcul réduits afin d’envisager une utilisation du recalage
d’images en routine clinique.
2.5 Limitations de l’IM et solutions existantes
Depuis 1995 et la parution de ces méthodes originelles d’utilisation de l’IM en recalage
d’images, la popularité de cette mesure auprès de la communauté scientifique ne s’est jamais
démentie. Toutefois, des critiques justifiées ont été formulées à son égard. Pour parer à ces
limitations, de nombreux auteurs ont apporté des modifications ou des améliorations à l’IM.
Savoir quelle méthode est à l’heure actuelle la plus efficace est une tâche impossible, puisque
ces nouvelles méthodes sont souvent proposées pour une application spécifique et ne sont
bien évidemment pas comparées à toutes les méthodes existantes. C’est pourquoi plutôt que
d’essayer d’établir un classement des méthodes suivant leur efficacité, nous proposons de les
classer suivant les grands axes de recherche couramment explorés pour contrer les faiblesses
de l’IM. Nous ne pourrons pas être exhaustifs tant la littérature sur le sujet est abondante
depuis les articles de [Collignon et al., 1995a,Viola, 1995]. De plus, la classification que nous
proposons peut parfois paraître subjective, puisque certaines méthodes relèvent de plusieurs
directions de recherche différentes. Dans ce cas, nous tenterons de classer les méthodes suivant
les aspirations premières des auteurs. Ainsi, nous espérons que le lecteur trouvera dans ce
chapitre les clés pour comprendre les récentes évolutions dans la mise en oeuvre de l’IM comme
mesure de similarité en recalage d’images médicales. Nous donnerons enfin quelques pistes
pour choisir telle ou telle métrique puisque quelques auteurs [Škerl et al., 2007,Cahill, 2010]
ont réalisé des comparaisons entre les différentes implémentations actuelles de l’IM.
2.5.1 IM sensible au recouvrement partiel
L’IM est reconnue pour être sensible à la zone de recouvrement partiel des données. En effet,
lorsque l’on recale des images de modalités différentes, par exemple, il arrive qu’une structure,
ou plus généralement qu’une partie des données présente dans une des images ne le soit pas dans
l’autre. C’est la notion de recouvrement partiel. De plus, au cours du recalage, la transformation
géométrique appliquée à l’image flottante peut modifier le volume de recouvrement des deux
images.
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Plusieurs critères ont été développés pour répondre à cette problématique. Le plus connu est
sans doute l’Information Mutuelle Normalisée (IMN) [Studholme et al., 1997], apparue
peu après les premières méthodes de recalage utilisant l’IM comme mesure de similarité. Celle-
ci consiste simplement en un réordonnancement des différentes entropies composants l’IM :
IMN(x) =
H(x(1)) + H(x(2))
H(x)
(2.30)
Cette mesure est souvent préférée à l’IM en recalage d’images, car sa robustesse au recouvre-
ment partiel est effectivement supérieure à celle de l’IM. Elle a d’ailleurs été largement utilisée
en recalage d’images médicales, et le lecteur pourra trouver de nombreuses références de son
utlisation dans [Pluim et al., 2003]. Quel que soit l’estimateur de l’IM utilisé, il est possible
de se ramener à sa version normalisée. Cela peut poser quelques problèmes quand on étudie
la littérature. En effet, les auteurs parlent par exemple souvent d’IMN sans préciser quel est
l’estimateur sous-jacent. Implicitement, on pourrait considérer qu’il s’agit de l’estimateur uti-
lisé par [Studholme et al., 1997], c’est à dire basé sur l’estimateur à histogramme des densités
de probabilité, puisque c’est lui qui a proposé l’IMN. Cependant, l’IMN est parfois calculée à
partir de l’estimateur à noyau B-Spline de [Thévenaz and Unser, 1997], puisque cette méthode
d’estimation est plus efficace comme nous le verrons par la suite. Aussi, quand nous parlerons
d’IMN, nous préciserons quand c’est nécessaire l’estimateur utilisé.
Deux autres mesures de similarité ont été proposées par [Maes et al., 1997] pour répondre
à ce problème de recouvrement partiel. Il s’agit du Rapport de Corrélation Entropique
(RCE ou Entropy Correlation Coefficient), défini par :
RCE(x) =
√
2− 2H(x)
H(x(1)) + H(x(2))
(2.31)
=
2IM(x)
H(x(1)) + H(x(2))
et de l’information exclusive qui s’exprime par :
IE(x) = H(x)− IM(x) = 2H(x)− H(x(1))− H(x(2)) (2.32)
Plus récemment [Cahill et al., 2008], les mesures précédemment évoquées ont été mises
en défaut sur un problème de recouvrement partiel simple. Les auteurs ont ainsi montré que
même l’IMN et le RCE étaient sensibles au recouvrement partiel, et ils ont défini de nouvelles
mesures, nommées Information Mutuelle Modifiée (IMM ou MMI pour Modified Mutual
Information), Information Mutuelle Normalisée Modifiée (IMNM ou MNMI pour Mo-
dified Normalized Mutual Information) et Rapport de Corrélation Entropique Modifié
(RCEM ou MECC pour Modified Entropy Correlation Coefficient), qui se prévalent à leur sens
de ce problème, du moins sur les exemples présentés. Pour ce faire, les statistiques (moyennes
et écart-type) des images de référence et flottantes doivent être calculées avant le recalage
et sont incorporées dans les mesures originelles. Nous ne rentrerons pas dans les détails de
cette étude car bien qu’intéressante, elle ne remet sans doute pas en cause l’efficacité avérée
de l’IMN classique dans de nombreux problèmes de recalage. En effet, même plus de 10 ans
après sa publication, elle reste toujours une mesure de référence en recalage d’images médi-
cales multimodales. Dans la majorité des améliorations apportées à l’IM que nous présentons
dans ce qui suit, elle reste toujours la mesure de comparaison qui est donnée pour évaluer les
nouvelles méthodes.
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2.5.2 IM incorporant une information spatiale
Un désagrément reconnu de l’IM est qu’elle ne fait aucune supposition sur l’information
spatiale contenue dans les images à recaler [Rueckert et al., 2000]. Traitant les pixels/voxels
des images comme des réalisations d’une VA, la localisation spatiale de ces pixels n’entre pas
du tout en compte dans l’estimation de l’IM. Dans le cadre du recalage d’images médicales,
il peut sembler intéressant, par exemple, de se servir des informations communes telles que
les structures anatomiques présentes dans les deux images pour améliorer la robustesse de
l’estimation. Cette information supplémentaire ferait se rapprocher l’IM des techniques de
recalage géométrique présentées succintement au chapitre 1. Un exemple très simple tiré de
[Rueckert et al., 2000] permet d’illustrer ce problème. Les 2 images données sur la figure 2.4
ont la même entropie marginale alors qu’elles sont clairement différentes et que pour n’importe
quel observateur humain, seule l’image de gauche apporte une information. En fait, l’image de
droite a été obtenue en déplaçant aléatoirement les pixels de l’image de gauche, et le calcul de
l’entropie marginale donne le même résultat dans les deux cas.
Figure 2.4 – L’IM classique ignore l’information spatiale. Les 2 images ont la même entropie
marginale, l’image de droite étant créée en déplaçant aléatoirement les pixels de l’image de
gauche. D’après [Rueckert et al., 2000].
Une autre raison poussant à intégrer de l’information spatiale dans l’IM est son utilisation
pour le recalage non-rigide. En effet comme nous l’avons vu précédemment, le calcul de l’IM
est en général basé sur un histogramme conjoint global. Pendant l’optimisation, l’algorithme
peut avoir tendance à minimiser des minima locaux plutôt que le minimum global. Avec un
modèle de transformation affine, ce problème ne se pose généralement pas trop, du fait du
faible nombre de degrés de liberté (DDL). Mais lorsque l’on passe à un recalage non-rigide, le
nombre important de paramètres à optimiser peut entraîner une divergence de l’algorithme.
Pour remédier à ces difficultés, plusieurs auteurs ont tenté de prendre en compte cette
information issue des images, en utilisant l’emplacement des pixels ou les relations pouvant
exister entre pixels voisins. Nous allons maintenant détailler quelques unes de ces approches,
les plus intéressantes aux yeux de la communauté du recalage iconique.
IM incorporant une information de gradient
Dans [Pluim et al., 2000], les auteurs proposent d’utiliser non seulement les valeurs des niveaux
de gris dans l’image, mais également les gradients spatiaux de ces images dans le calcul de
l’IM. En effet, de forts gradients indiquent en général une transition entre des tissus de nature
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différente dans les images médicales, et sont donc porteurs d’une information importante. Pour
ce faire, un vecteur de gradients est construit pour chaque point ν(1) de l’image de référence
et son point correspondant ν(2) dans l’image flottante, qui est trouvé après transformation
géométrique de l’image de référence. Les trois (pour des images tri-dimensionnelles) dérivées
directionnelles sont calculées en utilisant les dérivées premières d’un noyau gaussien d’écart
type σ. L’angle entre les vecteurs de gradients est ensuite défini par :
αν(1),ν(2)(σ) = arccos
( ∇ν(1)(σ)T∇ν(2)(σ)
‖∇ν(1)(σ)‖‖∇ν (2)(σ)‖
)
(2.33)
avec ∇ν(σ) le vecteur gradient colonne d’écart type σ. Quelques manipulations mathématiques
sont ensuite nécessaires. Tout d’abord, il faut favoriser les angles très petits ou proches de pi,
pour contrer le fait que les strucures anatomiques dans des images multimodales peuvent avoir
des gradients de même orientation mais de directions opposées. C’est le rôle de la fonction de
pondération w(α) de l’équation (2.36). Ensuite, seuls les gradients forts apparaissant dans les
deux images sont pris en compte, puisqu’ils traduisent des structures communes. Finalement,
le terme (2.33), modifié pour prendre en compte les caractéristiques précédemment évoquées,
est construite pour tous les échantillons des deux images, donnant naissance à un terme de
gradient G(x) qui est incorporé dans la mesure d’IM :
IMnew(x) = G(x)IM(x) (2.34)
avec :
G(x) =
∑
(ν(1),ν(2))∈D(1)×D(2)
w(αν (1),ν(2)(σ))min(‖∇ν(1)(σ)‖, ‖∇ν (2)(σ)‖) (2.35)
et
w(α) =
cos(2α) + 1
2
(2.36)
Les expérimentations menées montrent une amélioration relative des résultats en recalage
en utilisant cette nouvelle mesure plutôt que l’IM classique. Le gain apporté par cette mesure
est une meilleure robustesse. L’ajout d’information spatiale tend en effet à réduire le nombre
de minima locaux de la fonction de coût. Cette nouvelle mesure ne peut-être vue comme une
extension de l’IM, puisqu’elle consiste simplement à multiplier la mesure par un terme prenant
en compte l’information de gradient. Elle fait presque figure d’exception dans les méthodes
proposant l’ajout d’information spatiale, car elle cherche à garder la définition initiale de l’IM.
La majorité des auteurs ont fait le choix au contraire de modifier la définition en ajoutant un
terme d’attache à l’information spatiale. Ce sont ces méthodes que nous présentons maintenant.
IM de dimension supérieure
Incorporer une information supplémentaire directement dans l’IM n’est pas simple, car dans
la plupart des cas, cela se traduit par la définition d’une IM d’un couple de deux vecteurs
aléatoires de dimension 2. Nous entendons par là que plutôt de se contenter d’estimer l’IM entre
une image flottante et une image de référence, l’estimation se fait entre ces deux images et entre
des images ou vecteurs de caractéristiques supplémentaires. Nous présentons quelques unes de
ces méthodes, et leurs limitations essentiellement dues à la construction d’un histogramme
conjoint de dimension supérieure à deux.
Dans [Rueckert et al., 2000], qui est sans doute le premier article proposant d’incorporer
un information spatiale à l’IM, et qui arrive quelques années seulement après les articles fon-
dateurs, il est suggéré d’utiliser à la fois l’intensité, mais aussi l’intensité du voisinage pour
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construire l’IM. Pour cela, les auteurs définissent des mesures d’information du second
ordre, à savoir les entropies marginales et conjointe du second ordre définies respec-
tivement par :
H2(x
(i)) = −
∮
R
2
px(i)(u
(i)
1 , u
(i)
2 ) log
(
px(i)(u
(i)
1 , u
(i)
2 )
)
du
(i)
1 du
(i)
2 (2.37)
et
H2(x) = −
∮
R
4
px(u1,u2) log(px(u1,u2)) du1du2 (2.38)
Dans l’équation (2.37), px(i) correspond à la probabilité qu’un voxel ν1 de l’image x
(i)(ν)
ait une intensité u(i)1 et son voxel voisin ν2 une intensité u
(i)
2 . Cette probabilité jointe peut être
estimée à partir d’un histogramme conjoint qui ne mesure plus cette fois-ci les co-occurences
des intensités entre paires de voxels dans des images différentes, mais entre des voxels voisins
dans la même image. De la même manière, l’entropie conjointe de second ordre (2.38) est
calculée entre non seulement les paires d’intensités provenant des deux images à recaler, mais
également de leur voisin, ce qui nécessite la construction d’un histogramme 4D. L’interprétation
qui peut être faite de ces nouveaux histogrammes conjoints est relativement simple : les voxels
situés dans une région homogène contribueront à la diagonale de l’histogramme conjoint, tandis
que les voxels aux frontières entre deux zones d’intensités différentes (typiquement entre des
structures anatomiques différentes) feront s’étaler l’histogramme conjoint. Ensuite, les mesures
classiques que sont la MI et la NMI sont réécrites avec ces nouvelles définitions de l’entropie.
Deux autres approches intéressantes et comparables sont à mettre à l’actif de
[Studholme et al., 2006] et [Loeckx et al., 2009]. Dans le premier article, l’IM intègre une in-
formation locale des images à recaler. La mesure IMR (pour IM Régionale) permet ainsi de
prendre en compte les variations locales d’intensités. Pour ce faire, l’IM d’un vecteur aléatoire
de dimension 3 est estimée. Notre vecteur x = (x(1), x(2))T est étendu avec une troisième com-
posante représentant la position spatiale. Nous noterons x(3) la VA associée à cette information
spatiale. Dans cette formulation, nous notons donc x = (x(1), x(2), x(3))T ce vecteur aléatoire
étendu. L’expression de l’IMR est alors :
IMR(x) = H(x(1)) + H(x(2)) +H(x(3))− H(x) (2.39)
De manière similaire, le second article [Loeckx et al., 2009] proposent l’IM Conditionnelle
(IMC) qui utilise également une troisième VA représentant la distribution spatiale des inten-
sités conjointes. Leur formulation peut s’écrire :
IMC (x) = H(x(1)|x(3)) + H(x(2)|x(3))−H(x(1), x(2)|x(3))
On voit bien à travers ces exemples la volonté d’incorporer davantage d’information spa-
tiale dans l’IM. Ils sont en outre représentatifs des avancées récentes : construire un vecteur de
caractéristiques de dimension supérieure et estimer les entropies maginales et conjointes asso-
ciées. Malheureusement se pose alors la question de la construction d’histogrammes conjoints
de dimension supérieure à 2. C’est une faiblesse de ces méthodes, puisque la construction
de ces histogrammes multidimensionnels s’avère délicate, comme nous l’expliquerons dans la
section 2.5.3. Si les articles précédents ont le mérite de montrer le problème lié au manque
d’information spatiale apportée par l’IM, la réponse apportée, néanmoins, est en pratique
très compliquée à mettre en oeuvre. D’autres articles, tels que [Holden et al., 2004] se sont
également heurtés à ce problème de construction d’un histogramme conjoint de dimension
supérieure.
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Récemment, des approximations mathématiques permettant de définir une IM multidi-
mensionnelle ont été proposées, et nous les approfondirons dans la section suivante 2.5.3.
A partir de ces nouvelles méthodes et notamment des graphes d’entropie, le calcul d’entro-
pies multidimensionnelles s’est vu simplifié, et certains auteurs en ont tiré partie. Ainsi, dans
[Sabuncu and Ramadge, 2003], l’utilisation de l’information spatiale contenue dans l’image est
proposée. Au lieu de calculer l’IM simplement entre les niveaux de gris, des vecteurs de ca-
ractéristiques spatiales sont utilisés. Dans ce même contexte des graphes d’entropie, l’article
de [Staring et al., 2009] a récemment défini l’IM multi-caractéristiques (MultiFeatures Mu-
tual Information). Dans cet article, encore une fois, les caractéristiques de l’image prises en
compte doivent apporter une connaissance supplémentaire sur la structure locale ou spatiale
des images. Les auteurs ont fait le choix des caractéristiques cartésiennes invariantes de l’image
jusqu’à l’ordre 2. Derrière cette dénomination se cachent la luminance L, les gradients spatiaux
g=∇νL et le hessien H de L. La liste de ces caractéristiques est donnée dans la table 2.1,
où tr(.) représente la trace de la matrice. Ces caractéristiques sont invariantes par rotation et
translation et irréductibles. Elles sont placées dans un vecteur de caractéristique et l’IM est
calculée grâce au graphe des k plus proches voisins (kNN graph). Cette méthode montre des
résultats intéressants, même si le coût calculatoire reste important.
Notation d’Einstein Notation matricielle
L L
LiLi g
Tg
LiLijLj g
THg
LiLijLjkLk g
THHg
Lii tr(H)
LijLji tr(HH)
LijLjkLki tr(HHH)
Table 2.1 – Caractéristiques prises en compte pour le calcul de l’IM multi-caractéristiques,
d’après [Staring et al., 2009].
2.5.3 IM se prémunissant du calcul de l’histogramme conjoint
Quelque soit la méthode d’estimation de la densité de probabilité choisie, les paramètres
de lissage, tout comme le nombre de classes de l’histogramme, ou la largeur des noyaux pour
les estimateurs de type Parzen, doivent être choisis par l’utilisateur. Les performances des
méthodes d’estimation dépendent grandement de ces paramètres, et ce faisant un mauvais
choix initial peut aboutir à des résultats désastreux. Pour s’en convaincre, il suffit de regarder
l’exemple syntéthique de la figure 2.5 qui donne 3 histogrammes monodimensionnels traduisant
le même jeu de données (une loi normale centrée-réduite). On voit bien que les paramètres
choisis influent énormément sur la forme finale de l’histogramme et donc sur l’estimation
de la densité de probabilité sous-jacente. Même quand un estimateur à noyau est utilisé, des
phénomènes de sur-lissage ou de sous-lissage peuvent apparaître en fonction du choix du noyau,
comme le montre la figure 2.6.
De plus, l’estimation de l’histogramme conjoint entraîne une charge calculatoire très im-
portante : 90% du temps, pendant un processus de recalage, est ainsi consacré à l’estimation de
cet histogramme [Sarrut, 2000]. Pour réduire cette charge, il est tentant de réduire le nombre
d’échantillons (de pixels de l’image) utilisés pour le calcul de cet histogramme. Cependant, la
fiabilité de l’estimation par l’histogramme conjoint repose entièrement sur ce nombre d’échan-
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Figure 2.5 – Ces trois histogrammes ont été générés avec les mêmes données mais avec un
nombre de classes, et une largeur de ces classes différente.
Figure 2.6 – Influence du paramètre de lissage dans les estimateurs à noyau. A gauche,
l’histogramme est surlissé, tandis qu’à droite, il est sous lissé (la vraie densité est donnée en
pointillés).
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tillons utilisés pour son estimation, et un nombre trop faible entraîne un biais d’estimation.
Enfin, outre le choix des paramètres de cet histogramme, l’extension de l’histogramme
conjoint aux dimensions supérieures à 2, qui est à l’heure actuelle une piste importante pour
apporter des informations supplémentaires à l’IM comme discuté dans la section 2.5.2, n’est
pas du tout trivial. En effet, cela entraîne :
– un problème de paramétrisation (choix du nombre de classes, du facteur de lissage, etc.) :
ce problème, déjà délicat pour des histogrammes bidimensionnels, le devient encore plus
pour des dimensions supérieures.
– une charge calculatoire très importante. Si l’on ne prend ne serait-ce que 64 classes par
dimension, un histogramme à 4 dimensions comme utilisé dans [Rueckert et al., 2000] a
déjà plus de 16 millions de classes. De plus, à nombre de classes constant dans l’histo-
gramme, le nombre moyen d’échantillons par classe décroît exponentiellement en fonction
de la dimension de l’histogramme conjoint. Ainsi, si l’on veut garder constant le nombre
moyen d’échantillons par classe donnée, le nombre de classes doit décroître exponen-
tiellement en fonction de la dimension de l’histogramme conjoint. Pour s’en convaincre,
nous pouvons nous intéresser à l’exemple donné par [Russakoff et al., 2004], repris figure
2.7 et qui illustre le problème lié aux dimensions supérieures dans la construction de
l’histogramme conjoint. Ce graphe donne, sur un exemple synthétique, la manière dont
l’entropie estimée va s’approcher de l’entropie réelle, pour des histogrammes 4-D, 5-D et
6-D, en fonction du nombre d’échantillons utilisés. Nous pouvons remarquer que même
en utilisant 2 millions d’échantillons (ce qui dans le cadre du recalage implique des temps
de calcul énormes), l’estimation en 6-D reste approximative (moins de 80% de la vraie
valeur).
Face à tous ces problèmes, l’idée de se prémunir de la construction de l’histogramme
conjoint pour calculer l’IM a rencontré un succès important ces dernières années. Nous ne
rentrerons pas dans le détail de toutes les méthodes qui sont actuellement développées, car
les approches sont variées et ne rencontrent pas toutes le même succès. Mais il nous semble
important de donner un panorama des recherches actuelles sur le sujet.
Les travaux [Cahill et al., 2006] proposent une méthode permettant d’incorporer de l’infor-
mation spatiale dans l’IM sans avoir recours aux histogrammes N -dimensionnels. Pour cela, ils
partitionnent l’espace N -dimensionnel en un ensemble de régions et approximent l’entropie en
formant un histogramme mono-dimensionnel avec cet ensemble de régions. Les résultats pré-
sentés ne permettent cependant pas de se faire une réelle idée de l’efficacité de cette méthode
en recalage d’images médicales.
Dans [Russakoff et al., 2004], le travail de [Rueckert et al., 2000] est étendu à des voisinages
plus importants. Pour se prémunir de la construction d’histogrammes conjoints de trop grandes
dimensions, les auteurs parviennent à diviser le calcul de l’entropie d’une distribution de pro-
babilité N -dimensionnelle en la somme de N distributions mono-dimensionnelles. Pour cela,
ils utilisent les propriétés mathématiques de l’entropie d’une distribution discrète (invariance
en rotation et translation) et se servent de l’Analyse en Composantes Principales (ACP) pour
décorréler les VAs mises en jeu. Ce travail est intéressant puisque leur nouvelle mesure, l’IM
Régionale (IMR), qui est seulement une homonyme de l’IMR de [Studholme et al., 2006], est
donnée comme plus robuste que l’IM traditionnelle. Cependant, le calcul de cette variante de
l’IM nécessite d’importantes hypothèses comme la décorrélation des VAs mises en jeu et leur
gaussianité.
Le travail [De Nigris et al., 2010] qui s’appuie sur les articles de [Karaçali, 2007],
[Biesdorf et al., 2009] est très intéressant, puisque une fois encore, il se propose de se pré-
munir de l’estimation des densités de probabilité par histogramme conjoint. Pour ce faire,
[Karaçali, 2007] décrit une mesure de l’IM calculable sur un voisinage très restreint. L’idée
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Figure 2.7 – Ilustration du problème d’estimation par histogramme conjoint pour les dimen-
sions supérieures extrait de [Russakoff et al., 2004]. Graphique donnant le pourcentage par
rapport à l’entropie vraie en fonction du nombre d’échantillons utilisés pour des histogrammes
4-D, 5-D et 6-D. Quand la dimension de l’histogramme croît linéairement, il faut un nombre
exponentiellement croissant d’échantillons pour estimer correctement l’entropie.
pour calculer cette IM Locale (IML) est de modéliser les images par un développement de
Taylor du premier ordre qui suit une décroissance monotone en fonction de l’angle θ entre les
orientations des gradients.
L’alternative qui rencontre le plus de succès à l’heure actuelle est sans doute l’estima-
tion par graphes d’entropie développée dans [Ma et al., 2000,Hero et al., 2002]. De nombreux
auteurs utilisent cet estimateur dans le cadre du recalage multimodal d’images médicales
[Ma et al., 2000,Sabuncu and Ramadge, 2003,Neemuchwala and Hero, 2005,Kybic, 2007],
[Sabuncu and Ramadge, 2008, Staring et al., 2009]. La formulation de cette méthode d’esti-
mation ne se base plus sur l’entropie de Shannon (2.2) mais sur l’entropie de Renyi (2.43)
qui sera développée dans la section suivante 2.5.4, équation (2.43). Nous faisons donc ici une
petite disgression dans la progression du chapitre. Ceci vient du fait que les graphes d’entro-
pies répondent à 2 problématiques à la fois : se prémunir du calcul de l’histogramme conjoint,
tout en utilisant une autre mesure de l’entropie, et nous pensons que cette méthode est plus
importante du point de vue de la première problématique que de la seconde, qui est juste une
conséquence de la première.
Plusieurs familles de graphes d’entropie se distinguent dans la manière de construire le
graphe. Nous présenterons ici la méthodologie générale pour contruire un graphe d’entropie,
mais le lecteur trouvera par exemple dans [Sabuncu, 2006] les différents types de graphes
utilisés en recalage. De manière générale, un graphe G(A,S) est composé d’un nombre fini
de sommets S ⊂ R2 et d’arêtes A (cf. figure 2.8 pour un exemple synthétique). Chaque arête
a = (s1, s2) ∈ A possède une longueur Euclidienne ‖a‖ = ‖s1 − s2‖. Pour γ ∈ R, le γ-poids
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Figure 2.8 – Exemple synthétique de graphe à chemin minimal. Un poids est attribué à
chaque arête reliant 2 sommets. Ici, les poids sont grossièrement proportionnels à la longueur
des arêtes.
de G est donné par :
Wγ(G) =
∑
a∈A
‖aγ‖ (2.40)
Dans la suite, nous ne considérons qu’une certaine classe de graphes GC(S) se conformant
à une contrainte topologique C et ayant le même jeu de sommets S. GC(S) inclut notamment
les arbres couvrant minimaux (Minimum Spanning Trees ou MST), et les graphes des k voisins
(k-Neighbor graphs ou k-N graphs) qui sont les plus utilisés dans le contexte du recalage. Dans
la suite, nous faisons l’hypothèse que C est fixé.
Pour une famille de graphes G(S), nous définissons le γ-poids minimum de G(S) comme :
W ∗γ (S) = min
G∈G(S)
Wγ(G) (2.41)
et le graphe de poids minimal G∗(S) = arg min
G∈G(S)
Wγ(G), qui n’est pas forcément unique.
Ces graphes sont intéressants car ils permettent de construire une estimée de l’α-entropie, ou
entropie de Renyi. Considérons le vecteur aléatoire s prenant ses valeurs dans [0, 1]2, de densité
de probabilité de Lebesgue ps et S = {s1, . . . , sN} est un ensemble d’échantillons indépendants
de s. Posons γ = 2(1 − α) et :
H˜α(s) =
1
1− α log
(
W ∗2(1−α)(S)
Nα
)
(2.42)
Il est montré dans [Hero and Michel, 1999] que, ∀α ∈ (0, 1), H˜α(S) + log β/(1 − α) est un
estimateur asymptotiquement non-biaisé et consistant de l’entropie de Renyi (2.43), où β est
une constante dépendant de la contrainte topologique C et du paramètre α, mais pas de
ps. Ainsi, à partir de (2.42), il est possible de construire une approximation de l’α-IM, l’IM
basée sur l’entropie de Renyi, comme l’ont fait par exemple [Neemuchwala and Hero, 2005,
Staring et al., 2009].
Cette méthode semble prometteuse dans la mesure où elle permet d’approximer l’entropie
de Renyi sans fixer de paramètres, et dans des espaces multidimensionnels, la complexité en
terme de temps de calcul croissant linéairement en fonction du nombre N de dimensions.
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Cependant, des efforts doivent être consentis pour augmenter la rapidité de recherche du
chemin minimal dans ces graphes.
2.5.4 IM basées sur une autre mesure de l’entropie
Depuis l’apparition de l’entropie de Shannon [Shannon, 1948], de nombreuses mesures d’en-
tropie ont émergé dans différents contextes applicatifs. La définition originelle de l’IM en reca-
lage se base sur l’entropie de Shannon, mais il est possible de construire de nouvelles définitions
basées sur des entropies différentes. Ici, les auteurs ne cherchent pas forcément à corriger les
défauts inhérents à l’IM mais plutôt à définir des mesures d’IM plus générales. En effet, nombre
de ces mesures d’entropie sont en fait des généralisations de l’entropie de Shannon ou entropie
différentielle (2.2). Parmi celles-ci, on compte notamment l’entropie de Renyi [Renyi, 1960]
Entropie de Renyi
Elle se définit de la façon suivante :
Hα(x) =
1
1− α log
(∫
R
pαx(u)
)
du, α > 0, α 6= 1 (2.43)
qui est l’une des plus usitées et qui converge vers l’entropie de Shannon lorsque α → 1. En
recalage d’images, plusieurs auteurs dont [Pluim et al., 2001,Wachowiak et al., 2003] se sont
intéressés à cette entropie pour calculer une mesure d’IM notée IMα. C’est une mesure au sens
où elle permet de mesurer l’écart entre la densité de probabilité conjointe px et le produit des
deux densités marginales px(1)px(2) .
IMα(x) =
1
α(α− 1)
(∮
R
2
px(u)
α
(px(1)(u
(1))px(2)(u
(2)))α−1
du− 1
)
, α 6= 0, α 6= 1 (2.44)
Quand α → 1, IMα est équivalent à la définition de l’IM donnée par (2.11). Cette mesure
est intéressante en elle même, mais c’est surtout l’entropie de Renyi qui a intéressé les cher-
cheurs puisqu’elle permet, outre ses qualités intrinsèques, de calculer la densité de probabilité
conjointe sans passer par l’histogramme conjoint, en utilisant les graphes d’entropie que nous
avons présentés dans le paragraphe 2.5.3. Dans ce cadre, il a été montré [Ma et al., 2000] que
l’entropie de Renyi quadratique ((2.43) avec α = 2) pouvait être utilisée en recalage d’images.
Il faut noter que l’IM basée sur l’entropie de Rényi IMα n’est qu’un cas particulier d’une
classe plus générale de mesures appelées f -mesures [Pluim et al., 2001], qui font partie des
f -divergences et sont données par :
f(x) =
∮
R
2
(px(1)(u
(1))px(2)(u
(2))f
(
px(u)
α
px(1)(u
(1))px(2)(u
(2)
)
du (2.45)
parmi lesquelles on compte notamment la V -information ou la Mα-information [Vajda, 1989],
mais qui n’entrent pas dans la problématique de ce chapitre, puisqu’elles ne permettent pas
de définir l’IM.
Nous citons brièvement ici une autre mesure d’entropie, l’entropie de Havrda-Charvat de
type q, donnée par :
Hq(x) =
1
1− q
∫
R
pqx(u)(1− p1−qx (u))du, q ∈ R\ {0, 1} (2.46)
qui a également été utilisée pour construire une IM en recalage d’images médicales
[Wachowiak et al., 2003], mais qui n’a pas la même reconnaissance que l’IMα dans la littéra-
ture.
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Entropie généralisée
L’estimation des densités de probabilité n’est pas un préalable indispensable à l’estimation de
l’entropie. Pour preuve, [Liao and Chung, 2006] propose l’utilisation de la fonction de réparti-
tion comme alernative crédible dans le cadre du recalage multimodal d’images médicales. Cette
approche, proposée initialement par [Wang et al., 2003,Rao et al., 2004], trouve son crédit ma-
thématiquement : la première justification à cette approche est que la fonction de répartition
existe même dans les cas où les densités de probabilité ne sont pas définies.
De plus, lorsque la densité de probabilité est définie, la fonction de répartition est plus
régulière que la densité de probabilité puisque cette dernière est sa dérivée. Enfin, la définition
originelle de l’entropie de Shannon était donnée pour des VAs discrètes, mais sa définition
continue (2.2) n’est pas une conséquence directe du cas discret. Pour des distributions conti-
nues, l’entropie de Shannon peut ainsi être négative ou infinie.
Pour décrire cette méthode d’estimation de l’entropie, nous nous appuyons sur l’article
[Zografos and Nadarajah, 2005] où sont présentées l’Entropie Survivante Exponentielle
(ESE) et l’Entropie Survivante Exponentielle Généralisée (ESEG) qui généralisent l’en-
tropie cumulative résiduelle (ECR) de [Wang et al., 2003,Rao et al., 2004]. Ainsi, les ESEs se
construisent à partir de la fonction de répartition de la VA considérée, ou plutôt de sa fonction
de répartition complémentaire définie par Fx(u) = P (x > u) = P (x(1) > u(1) et x(2) > u(2)).
Nous notons également F|x|(u) = P (|x| > u) = P (|x(1)| > u(1) et |x(2)| > u(2)). A partir de
F|x|, l’ESE d’ordre α s’écrit :
Mα(x) =
(∮
R
+2
Fα|x|(u)du
) 1
1−α
(2.47)
pour α ≥ 0, α 6= 1. Nous définissons également l’ESEG :
Sα,β(x) =

∮R+2 Fα|x|(u)du∮
R
+2 F
β
|x|(u)du


1
β−α
(2.48)
pour α, β ≥ 0 et α 6= β. Cette dernière expression est obtenue en utilisant la définition de
l’entropie exponentielle généralisée [Koski and Persson, 1992].
Il est possible de montrer que limα→1Mα(x) coïncide avec l’ECR E(x) [Wang et al., 2003,
Rao et al., 2004] pondérée par
∮
R
+2 F|x|(u)du. Cette ECR est ainsi donnée par :
E(x) = −
∮
R
+2
F|x|(u) log
(
F|x|(u)
)
du (2.49)
A partir de ces 3 mesures d’entropie, il est possible de dériver des expressions de l’IM
en suivant la définition (2.8) qui utilise l’entropie relative plutôt que l’entropie conjointe.
Pour cela, les auteurs ont présenté les entropies relatives obtenues à partir des expressions
précédentes. Pour les expressions (2.47) et (2.48), ces entropies relatives sont respectivement
données par [Liao and Chung, 2006] :
Mα(x|y) =
(∮
R
+2
Fαx|y(u)du
) 1
1−α
(2.50)
pour α ≥ 0, α 6= 1 et
Sα,β(x|y) =

∮R+2 Fαx|y(u)du∮
R
+2 F
β
x|y(u)du


1
β−α
(2.51)
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pour α, β ≥ 0 et α 6= β. Pour l’expression de l’ECR (2.49), elle s’écrit :
E(x|y) = −
∮
R
+2
Fx|y(u) log
(
Fx|y(u)
)
du (2.52)
Dans ces 3 expressions, Fx|y(u) = P (|x| > x|y). A partir de (2.49) et (2.52) a été définie
l’entropie cumulative résiduelle croisée (ECRC) [Wang et al., 2003], autrement appelée
IM cumulative [Drissi et al., 2008] :
ECRC (x|y) = E(x)− E [E(x|y)] (2.53)
où E[E(x|y)] représente l’espérance de (2.52). Pour l’instant, nous avons défini ces mesures
avec des vecteurs aléatoires x et y à valeurs dans R2. Dans notre contexte de recalage, nous
utilisons des VAs x(1) et x(2) monodimensionnelles associées aux images de référence et flottante
respectivement. L’expression (2.53) dans notre contexte se réécrit donc :
ECRC (x(1)|x(2)) = E(x(1))− E
[
E(x(1)|x(2))
]
(2.54)
Une différence majeure entre l’IM classique et l’ECRC est que la première est symétrique,
contrairement à la seconde. C’est pourquoi une version symétrisée, nommée entropie cumu-
lative résiduelle croisée symétrique (ECRCS) dans la littérature, et présentée comme une
IM basée sur l’entropie cumulative résiduelle, est préférée dans [Cahill, 2010]. Pour montrer
explicitement que cette mesure est une IM, nous la notons IMECRCS :
IMECRCS (x
(1), x(2)) =
1
2
(
ECRC (x(1)|x(2)) + ECRC (x(2)|x(1))
)
(2.55)
=
1
2
(
E(x(1)) + E(x(2))− E
[
E(x(1)|x(2))
]
− E
[
E(x(2)|x(1))
])
Pour l’ESE et l’ESEG, les formules de l’IM non-symétrique sont apparues dans
[Liao and Chung, 2006]. Leurs versions symétrisées sont quant à elles données dans
[Cahill, 2010]. Nous les notons respectivement :
IMESE (x
(1), x(2)) =
1
2
(
Mα(x(1)) +Mα(x(2))−E
[
Mα(x(1), x(2))
]
− E
[
Mα(x(2), x(1))
])
(2.56)
et :
IMESEG(x
(1), x(2)) =
1
2
(
Sα,β(x(1)) + Sα,β(x(2))− E
[
Sα,β(x(1), x(2))
]
− E
[
Sα,β(x(2), x(1))
])
(2.57)
2.6 Discussion au sujet des différentes mesures
Comparer les différentes mesures présentées est une tâche relativement ardue. Tout d’abord,
il n’existe pas d’étude comparative de toutes ces mesures. De plus, la mesure de similarité n’est
qu’une des composantes d’une méthode de recalage. L’interpolation, le modèle de transforma-
tion mais aussi et surtout la méthode d’optimisation choisie vont grandement influencer le
résultat final. Dans les différents articles présentant ces mesures, les auteurs ont fait des choix
différents au regard de ces composantes. Aussi, comparer des mesures de similarité sans un
schéma d’optimisation commun ne présente pas à notre sens un grand intérêt. De plus, les
tests menés ne sont pas forcément similaires d’un article à l’autre, ce qui rend encore plus
difficile une comparaison à partir des seuls articles originaux.
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Nous pouvons néanmoins tirer quelques conclusions de tous les articles présentés dans ce
chapitre.
Tout d’abord, presques toutes les nouvelles mesures proposées sont comparées à l’IMN,
qui reste encore la référence en matière de mesure de similarité pour le recalage multimo-
dal d’images médicales. Cependant, comme nous l’avons déjà évoqué, peu d’auteurs donnent
explicitement l’estimateur de l’IMN utilisé. Dans nos propres expérimentations qui seront pré-
sentées au chapitre 4, nous utiliserons également l’IMN comme méthode de référence, mais
également l’IM traditionnelle, et nous expliciterons à chaque fois l’estimateur de référence
choisi pour la construction de la mesure.
Nous avons trouvé peu d’études comparatives des mesures présentées dans ce chapitre
[Pluim et al., 2004, Škerl et al., 2007, Cahill, 2010]. La grande étude sur le recalage d’images
médicales multimodales reste celle de [West et al., 1997], qui montre les bonnes performances
de l’IMN par rapport à 16 mesures qui sont très différentes les unes des autres. Pour l’éva-
luation de ces méthodes, une base de données test d’images IRM, TEP, et Scanner a été
utilisée. Cette base de données, RIRE (présentée en détail dans l’annexe E), demeure une base
de référence pour l’évaluation d’une nouvelle mesure de similarité. Elle présente l’avantage
de donner un « gold standard » pour le recalage rigide multimodal en imagerie cérébrale, et
il est possible de soumettre les résultats de ses simulations en ligne. Aussi, beaucoup d’au-
teurs [Studholme et al., 1999, Pluim et al., 2001, Bardera et al., 2006, Liao and Chung, 2006,
Cahill et al., 2009] l’utilisent pour valider leur nouvelle mesure de similarité. C’est également
cette base de données qui est utilisée dans les articles de comparaison [Pluim et al., 2004,
Škerl et al., 2007,Cahill, 2010].
Le premier de ces articles [Pluim et al., 2004] se propose de comparer les f -mesures (2.45)
dont fait notamment partie l’IMα (2.44) en faisant varier le paramètre α. Les résultats
montrent que dans certains cas, les f -mesures sont plus efficaces que l’IM classique, mais
les auteurs n’ont pas réussi à trouver un paramètre α optimal. L’utilisateur de ces mesures
doit donc fixer ce paramètre en fonction des images à recaler.
L’étude de [Škerl et al., 2007] est sans doute la plus exhaustive, puisqu’elle compare les
mesures « classiques » ( [Viola and Wells, 1997](2.20), l’IMN [Studholme et al., 1999] (2.30),
le RCE [Maes et al., 1997] (2.31), l’entropie conjointe [Collignon et al., 1995b],
[Studholme and Hawkes, 1995] (2.7), le RC [Roche et al., 1998] (1.12), le critère de Woods
[Woods et al., 1993] (1.10)) aux mesures basées sur d’autres entropies (l’IMα
[Pluim et al., 2001], et l’IM basé sur l’entropie de Havrda-Charvat [Wachowiak et al., 2003])
ainsi qu’à leur propre mesure, l’IM Multi-Caractéristiques Symétrique (IMMCS), que nous
n’avons pas présentée dans ce chapitre mais que le lecteur intéressé pourra trouver dans
[Tomazevic et al., 2006]. L’intérêt de cet article réside dans la comparaison de toutes les me-
sures originelles et des mesures basées sur d’autres entropies sur une base commune. Les
résultats ne montrent pas de supériorité très significative d’une mesure par rapport à une
autre.
La dernière étude est à mettre à l’actif de [Cahill, 2010] qui compare les différentes me-
sures d’entropie présentées dans la section 2.5.4, encore une fois sur la base RIRE. Le lecteur
intéressé par ces différentes mesures pourra s’y référer, même si les résultats ne montrent pas
la supériorité majeure d’une méthode en particulier, l’IM classique donnant toujours de très
bons résultats en comparaison des autres mesures.
2.7 Conclusion
De par sa conception, l’IM est un critère de choix pour les applications de recalage multi-
modal : elle ne présuppose qu’une dépendance statistique entre les images à recaler. Mais nous
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avons aussi vu que la mise en oeuvre de l’estimation de l’information mutuelle peut s’avérer
délicate. Il faut en effet faire un choix quant à l’estimation de l’histogramme conjoint, choix
qui peut être compliqué puisque des paramètres doivent être fixés, de façon plus ou moins
arbitraire. De plus, les estimateurs actuels demandent un nombre important d’échantillons, ce
qui les rend coûteux en terme de temps de calcul. Un autre inconvénient majeur est que l’IM
n’intègre pas d’information spatiale.
Pour contrer ces inconvénients, des recherches actives sont menées depuis plus de 10 ans.
Il nous a semblé intéressant, à travers ce chapitre, de présenter les travaux conduits pour
améliorer l’estimation de l’IM. Cela permet tout d’abord de situer l’apport de notre travail,
mais surtout de comprendre les nouveaux enjeux du recalage basé sur l’IM. Ainsi, les nouvelles
mesures qui se sont développées s’orientent suivant 3 grands axes (même si cette classification
n’est pas figée) et cherchent à :
– ajouter de l’information sur les images à recaler, que ce soit une information spatiale ou
statistique ;
– mettre en oeuvre des méthodes d’estimation de l’entropie se substituant à l’histogramme
conjoint traditionnellement utilisé ;
– enfin, explorer de nouvelles mesures d’entropie pouvant satisfaire à l’IM.
Les méthodes que nous avons présentées dans ce chapitre s’attachent en général à répondre
à un, voire deux des axes de recherche précités.
A travers ce travail de thèse, nous avons également voulu contribuer à ces recherches, en
nous appuyant sur ces axes prometteurs. Nous voulions disposer d’une mesure de similarité
qui soit à la fois simple à mettre en oeuvre, mais également efficace pour le recalage d’images
multimodales.
Pour cela, nous avons suivi une voie nouvelle en traitement d’images. Au départ, nous
nous sommes intéressés aux statistiques d’ordre supérieur que sont les cumulants. Ce sont
des outils statistiques utilisés classiquement en traitement du signal, qui sont très informatifs.
Nous avons donc pensé que ces outils permettraient d’apporter une information statistique
supplémentaire sur les images, ce qui pourrait s’inscrire dans le premier axe de recherche que
nous avons évoqué.
Puis, à l’aide de ces cumulants, nous avons choisi de développer une approximation de
l’IM. Pour cela, nous avons utilisé le développement d’Edgeworth qui permet d’approximer
une densité de probabilité à partir de ses cumulants. De cette approximation, il est possible
de construire une approximation de l’IM qui s’affranchit de la construction d’histogrammes
conjoints. Qui plus est, cette approximation de l’IM ne nécessite aucun paramètre à fixer.
Dans le chapitre 3, nous commencerons par exposer les outils mathématiques nécessaires
à la compréhension de ce travail. Puis nous expliquerons le cheminement qui nous a mené de
l’utilisation des cumulants à la proposition d’une nouvelle approximation de l’IM. Nous verrons
notamment que les mesures utilisées en traitement du signal ne peuvent pas être transposées
directement à notre problème de recalage, et que nous y avons donc apporté des modifications
substantielles.
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Chapitre 3
Approximations de l’Information
Mutuelle basées sur les cumulants
Au cours des chapitres précédents, nous avons vu que l’IM est une mesure de choix en
recalage d’images médicales multimodales. Elle tient notamment son efficacité du fait qu’elle
permet de travailler directement avec les intensités des deux images à recaler, sans néces-
siter l’utilisation de caractéristiques particulières des images. Nous avons vu également que
cette mesure de similarité posait des problèmes d’un point de vue pratique, puisque son
estimation n’est pas toujours aisée, et peut notamment induire des biais d’estimation. La
principale faiblesse de cette mesure est sans doute la construction de l’histogramme conjoint
nécessaire à son estimation. Le chapitre précédent décrivait les avancées et les modifications
substantielles apportées à l’IM depuis les premiers travaux utilisant cette mesure en recalage
d’images [Collignon et al., 1995,Viola, 1995]. Dans ce chapitre, qui constitue la contribution
principale de cette thèse, nous présentons de nouvelles mesures de similarité basées sur les
cumulants, dont certaines d’entre-elles cherchent à approximer l’IM. Dans un premier temps,
nous donnerons les outils mathématiques nécessaires à la compréhension de ce chapitre. Puis,
nous justifierons le choix d’utiliser les cumulants pour construire une mesure de similarité
en recalage d’images médicales. Nous montrerons notamment que ces cumulants sont utilisés
en traitement du signal pour construire une approximation de l’IM basée sur un développe-
ment d’Edgeworth. Nous verrons que ces approximations ne peuvent être utilisées dans notre
contexte applicatif, celui-ci étant différent des problèmes rencontrés en traitement de signal.
C’est pourquoi nous présenterons une nouvelle approximation de l’IM basée sur ce même
développement d’Edgeworth, mais compatible cette fois avec notre problème de recalage.
3.1 Prérequis mathématiques
Avant de rentrer dans les développements mathématiques que nous avons conduits, il faut
se doter des outils nécessaires à leur compréhension. Nous nous intéresserons tout d’abord
aux polynômes et tenseurs d’Hermite, dont nous exploiterons les propriétés d’orthogo-
nalité. Les cumulants, qui sont au centre de ce chapitre, auront ensuite toute notre atten-
tion. Nous verrons également le lien qui les unissent aux moments. Dans toute cette partie,
nous respecterons le formalisme de [McCullagh, 1987, Barndorff-Nielsen and Cox, 1989], qui
présente l’avantage de proposer des relations simples lorsque l’on étend les formules au cas
N -dimensionnel, ce qui sera utile dans notre démonstration. Finalement, nous considérons
souvent dans nos développements que nos variables sont centrées-réduites, et nous le précise-
rons le cas échéant. En pratique, cela consiste à centrer et normaliser les valeurs en niveau de
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gris des pixels (ou voxels) des images. C’est un pré-traitement classiquement utilisé en recalage
d’images utilisant des mesures statistiques. Ceci offre l’avantage de simplifier l’expression de
ces dernières.
3.1.1 Polynômes et tenseurs d’Hermite
Les polynômes d’Hermite ont été nommés ainsi en l’honneur du mathématicien français
Charles Hermite. Ces polynômes font partie de la famille des polynômes orthogonaux, et
leurs propriétés d’orthogonalité vont nous être utiles par la suite. Ici, nous nous intéresserons
à quelques idées importantes concernant ces polynômes, dans le cas mono et multidimen-
sionnel, mais tous les résultats utilisés dans cette thèse sont présentés en détail dans l’an-
nexe D. Dans le cas multivarié, les polynômes seront appelés tenseurs d’Hermite. Dans ce
qui suit, nous nous intéressons aux polynômes d’Hermite associés à la distribution normale.
Les notations ainsi que la majorité des définitions utilisées sont issues de [McCullagh, 1987]
et [Barndorff-Nielsen and Cox, 1989].
3.1.1.1 Polynômes d’Hermite
Pour construire les polynômes d’Hermite, nous utilisons une distribution normale, ou gaus-
sienne, monovariée d’espérance E[x] et de variance Var(x). Cette distribution φx est définie
sur R par :
φx(u) =
1√
2piVar(x)
e−(u−E[x])
2/(2Var(x)) (3.1)
La loi normale centrée-réduite correspondante, qui nous servira par la suite, est quant à elle
définie par :
φx(u) =
1√
2pi
e−
u2
2 (3.2)
Les polynômes d’Hermite associés à cette distribution sont définis par l’identité
[Barndorff-Nielsen and Cox, 1989] :
φx(u)Hk(u) = (−1)k d
kφx(u)
duk
(3.3)
On voit immédiatement que cette identité définit un polynôme de degré k de terme dominant
1. L’orthogonalité peut être démontrée par intégration par parties. Les premiers polynômes
d’Hermite univariés sont donnés par :
H0(u) = 1 (3.4)
H1(u) = u
H2(u) = u
2 − 1
H3(u) = u
3 − 3u
H4(u) = u
4 − 6u2 + 3
H5(u) = u
5 − 10u3 + 15u
H6(u) = u
6 − 15u4 + 45u2 − 15
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Ces polynômes ont la propriété intéressante de former un système orthonormal dans le sens
où ( [Abramowitz and Stegun, 1964], p.775) :
∫
R
φx(u)Hi(u)Hj(u)du =
{
i! si i = j
0 autrement
(3.5)
3.1.1.2 Tenseurs d’Hermite
Précédemment, nous avons vu que les polynômes d’Hermite étaient définis à partir de la
distribution normale. Les tenseurs d’Hermite ou polynômes d’Hermite multivariés vont quand à
eux être associés à une loi normale multidimensionnelle, généralisation multidimensionnelle de
la loi normale. Pour notre problème de recalage entre 2 VAs x(1) et x(2), nous n’avons besoin
que des polynômes d’Hermite bidimensionnels associés à une distribution normale bivariée.
Cette dernière est définie par :
φx(u) =
1
(2pi)|κx|1/2
e−
1
2
(u−E[x])Tκ−1x (u−E[x]) (3.6)
où κx = E[xxT]−E[x]E[xT] est la matrice de covariance de x dont les éléments notés κi,jx sont
les cumulants d’ordre 2 de x que nous étudierons en détail dans la section suivante 3.1.2 et où
κ−1x est l’inverse de cette matrice de covariance dont les éléments sont notés κxi,j . Nous suivons
ici encore une fois les notations de [Barndorff-Nielsen and Cox, 1989] qui utilise les systèmes
covariants (indices en bas) et contravariants (indices en haut). De plus, nous donnons dès
maintenant la distribution normale bivariée centrée-réduite qui va nous être utile lorsque nous
présenterons le développement d’Edgeworth. Elle s’écrit :
φx(u) =
1
(2pi)|κx|1/2
e−
1
2
(uTκ−1x u) (3.7)
où les deux matrices κx et κ−1x , de taille (2 × 2), et sous l’hypothèse que les données sont
centrées-réduites, sont données respectivement par :
κx =
(
1 ρ
ρ 1
)
(3.8)
et :
κ−1x =
1
1− ρ2
(
1 −ρ
−ρ 1
)
(3.9)
avec ρ = κ1,2x la covariance entre x(1) and x(2) comprise entre −1 et 1.
Les polynômes d’Hermite covariants associés à la loi normale bidimensionnelle, notés
Hi1...ik , sont définis par :
φx(u)Hi1...ik(u) = (−1)k∂i1 ...∂ikφx(u) (3.10)
où ∂i = ∂/∂x(i). On notera le parallèle direct entre cette définition et celle donnant les poly-
nômes d’Hermite univariés (3.3). Le premier tenseur d’Hermite covariant est donné par :
Hi1(u) = κ
x
i1,1u
(1) + κxi1,2u
(2) (3.11)
et la relation de récurrence :
∂iHi1...ik(u) = κ
x
i,i1Hi2...ik(u)[k] (3.12)
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permet de retrouver les tenseurs suivants. Nous donnons ici, en posant u = (u1 . . . uk)T, les
tenseurs qui nous seront utiles dans la suite de la démonstration
( [Barndorff-Nielsen and Cox, 1989], p.150) :
Hi1(u) = ui1
Hi1i2(u) = ui1ui2 − κxi1,i2 (3.13)
Hi1i2i3(u) = ui1ui2ui3 − [3]κxi1,i2ui3
Hi1i2i3i4(u) = ui1ui2ui3ui4 − [6]κxi1,i2ui3ui4 + [3]κxi1,i2κxi3,i4
Hi1i2i3i4i5(u) = ui1ui2ui3ui4ui5 − [10]κxi1,i2ui3ui4ui5 + [15]κxi1,i2κxi3,i4ui5
Hi1i2i3i4i5i6(u) = ui1ui2ui3ui4ui5ui6 − [15]κxi1 ,i2ui3ui4ui5ui6 + [45]κxi1,i2κxi3,i4ui5ui6
− [15]κxi1 ,i2κxi3,i4κxi5,i6
où [d]{(i1, . . . , il) désigne la notation crochet de McCullagh [McCullagh, 1987]. Le nombre d
apparaissant entre crochets nous dit que la quantité [d]{(i1, . . . , il) correspond à une somme
de d termes se déduisant de {(i1, . . . , il) en permutant les indices i1, . . . , il. A titre d’exemple,
nous pouvons écrire :
[3]κxi1,i2ui3 = κ
x
i1,i2ui3 + κ
x
i1,i3ui2 + κ
x
i2,i3ui1 (3.14)
Enfin, comme dans le cas monovarié, la propriété d’intérêt est l’orthogonalité qui s’exprime
par [McCullagh, 1987] :
∮
R
k
Hi1,...,im(u)Hj1,...,j`(u)φx(u)du =
{
[k!]κxi1,j1 . . . κ
x
im,jm si ` = m
0 autrement
(3.15)
3.1.2 Outils statistiques : Moments et Cumulants
3.1.2.1 Moments et cumulants d’une variable aléatoire réelle
Nous allons rappeler dans cette partie la définition des moments et cumulants d’ordre q
(q ≥ 0). Mais commençons tout d’abord par la définition des fonctions caractéristiques de
première et seconde espèces [Lacoume et al., 1997]. Nous nous placerons dans le cas où la
fonction de répartition de la variable considérée est dérivable bien que cela ne soit pas une
condition nécessaire à l’existence des deux fonctions caractéristiques.
Soit x une VA réelle admettant une densité de probabilité px, sa fonction caractéristique
de première espèce est définie par :
Φx(v) = E[e
(ivx)] =
∫
R
e(ivu)px(u)du (3.16)
où E[x] désigne l’espérance mathématique de x, et i2 = −1.
De ce fait, la fonction Φx correspond à la conjuguée complexe de la transformée de Fourier
de px. Il est donc équivalent de spécifier px ou Φx pour une VA, puisque ces deux fonctions
sont liées de manière univoque par une transformée (inverse) de Fourier. Par ailleurs, il est à
noter que la fonction caractéristique de première espèce est continue en tout point et vaut un à
l’origine. Elle est donc non nulle dans un voisinage de l’origine, sur lequel on pourra définir son
logarithme népérien, nous donnant ainsi la fonction caractéristique de seconde espèce. Celle-ci
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est définie par Ψx = log(Φx). On appelle ces fonctions « caractéristiques » car en un sens elles
caractérisent la distribution de manière unique.
Dans la suite, nous préférerons aux fonctions caractéristiques les fonctions génératrices des
moments et des cumulants, qui permettent également de définir ses outils statistiques et qui
sont de plus utilisées pour construire le développement d’Edgeworth
( [Barndorff-Nielsen and Cox, 1989], p.90). La fonction génératrice des moments s’exprime
par :
Mx(v) = E[evx] =
∫
R
evupx(u)du (3.17)
lorsque son espérance existe. Elle est utilisée pour générer les moments associées à la distri-
bution de probabilité de la VA x. La valeur Mx(v), quand v est remplacé par −v, est appelée
transformée de Laplace pour la distribution de probabilité de x [Kolassa, 1994]. Notons le
parallèle direct avec la fonction caractéristique de première espèce (3.16) : Mx(iv) = Φx(v).
Cependant, contrairement à la fonction caractéristique de première espèce, la fonction géné-
ratrice des moments n’existe pas toujours. Elle nécessite que E[evx] existe, c’est-à-dire que
l’intégrale correspondante soit convergente.
La fonction génératrice des cumulants, quant à elle, est donnée par :
Kx(v) = log(Mx(v)) (3.18)
Les moments et cumulants se déduisent alors des deux fonctions génératrices définies ci-dessus.
Le moment d’ordre q d’une VA réelle admettant la fonction génératrice des moments Mx est
la quantité :
µq,x = E[x
q] =
dqMx(v)
dvq
∣∣∣∣
v=0
(3.19)
Par la suite, nous noterons le moment d’ordre q par µq afin d’alléger les notations, la dépen-
dance à la VA x étant implicite.
De la même manière, une variable aléatoire réelle x admettant la fonction génératrice des
cumulants Kx aura un cumulant d’ordre q défini par :
κq,x = Cum{ x, ..., x︸ ︷︷ ︸
q termes
} = d
qKx(v)
dvq
∣∣∣∣
v=0
(3.20)
Comme pour les moments, la dépendance à la VA x sera implicite par la suite et nous noterons
donc κq le cumulant d’ordre q.
Les relations unissant les cumulants d’ordre q aux moments d’ordre q, pour 1 ≤ q ≤ 6 et
pour une VA x centrée, sont données par :
κ1 = µ1 = 0
κ2 = µ2 = σ
2
κ3 = µ3
κ4 = µ4 − 3µ22 (3.21)
κ5 = µ5 − 10µ3µ2
κ6 = µ6 − 15µ4µ2 − 10µ23 + 30µ32
(3.22)
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Quand les variables sont centrées-réduites, les 6 premiers cumulants s’expriment en fonction
des moments par [Stuart and Ord, 2006] :
κ1 = µ1 = 0
κ2 = µ2 = 1
κ3 = µ3
κ4 = µ4 − 3 (3.23)
κ5 = µ5 − 10µ3
κ6 = µ6 − 15µ4 − 10µ23 + 30
(3.24)
Les 2 premiers cumulants sont appelés moyenne et variance. De la même manière, nous défi-
nissons l’asymétrie (ou skewnesss) et le kurtosis, qui s’expriment en fonction des cumulants.
L’asymétrie est définie par :
γ1 =
κ3
κ
3/2
2
(3.25)
Dans le cas de variables centrées-réduites, nous avons directement γ1 = κ3. L’asymétrie, comme
son nom l’indique, va permettre de mesurer le caractère asymétrique d’une distribution. Il
ajoute donc par rapport aux moments une information supplémentaire sur la distribution
considérée.
Le kurtosis, quant à lui, est défini par :
γ2 =
κ4
κ22
(3.26)
Encore une fois, quand les variables sont centrées-réduites, nous avons γ2 = κ4. Le kurtosis va
mesurer l’applatissement d’une distribution. L’introduction des cumulants va donc avoir un
rôle important. Cela va permettre de caractériser les distributions considérées notamment au
travers d’un développement connu sous le nom d’Edgeworth, comme nous le verrons par la
suite.
3.1.2.2 Extension au cas muldimentionnel
Nous pouvons étendre les définitions des fonctions génératrices des moments et des cumu-
lants au cas multivarié, donnant ainsiMx et Kx pour un vecteur aléatoire x = (x(1), . . . x(N))T
de dimension N . Les moments multivariés µi1,...,iNx de x s’écriront alors en fonction de la fonc-
tion génératrice des moments multivariée par :
µi1...iNx = E[x
i1 . . . xiN ] =
∂qMx(v)
∂vqi1 . . . dv
q
iN
∣∣∣∣∣
v=0
(3.27)
Les cumulants multidimensionnels s’écrivent quant à eux κi1,...,iNx et sont obtenus de la même
manière en utilisant cette fois la fonction génératrice des cumulants multivariée Kx. Encore
une fois, nous considérons la dépendance au vecteur aléatoire x implicite dans ce qui suit et
noterons donc µi1,...,iN les moments et κi1,...,iN les cumulants multivariés. Notons la différence
dans les notations employées pour les moments et les cumulants par rapport au cas monodi-
mensionnel. Ceci est fait pour respecter le formalisme en vigueur, ainsi que pour simplifier les
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notations. Pour faire le lien entre les 2 systèmes de notations, il est à noter que µ1 = µ1 par
exemple.
Nous pouvons donner les relations entre les cumulants multidimensionnels de second, troi-
sième et quatrième ordre en fonction des moments multidimensionnels par :
κi1,i2 = µi1,i2 − µi1µi2 (3.28)
κi1,i2,i3 = µi1,i2,i3 − [3]µi1µi2,i3 + 2µi1µi2µi3
κi1,i2,i3,i4 = µi1,i2,i3,i4 − [4]µi1µi2,i3,i4 − [3]µi1,i2µi3,i4 + 2[6]µi1µi2µi3,i4 − 6µi1µi2µi3µi4
Dans le cas particulier de variables centrées-réduites, nous aurons κ1 = κ2 = 0, κ1,1 = κ2,2 = 1
et κ1,2 = κ2,1 = ρ avec ρ compris entre −1 et 1. Les 2 dernières relations découlent directement
de la matrice de covariance (3.8) de la section précédente. On peut donc réécrire (3.28) comme :
κi1,i2 = µi1,i2 (3.29)
= E[x(i1)x(i2)]
κi1,i2,i3 = µi1,i2,i3
= E[x(i1)x(i2)x(i3)]
κi1,i2,i3,i4 = µi1,i2,i3,i4 − [3]µi1,i2µi3,i4
= E[x(i1)x(i2)x(i3)x(i4)]− [3]E[x(i1)x(i2)]E[x(i3)x(i4)]
Enfin, dans ce qui suit, nous n’aurons besoin que de certains cumulants que nous pouvons
d’ores et déjà écrire, en fonction de x = (x(1), x(2))T dont les composantes sont supposées
centrées-réduites :
κ1,1,1 = E[(x(1))3] (3.30)
κ1,1,2 = E[(x(1))2x(2)]
κ1,2,2 = E[x(1)(x(2))2]
κ2,2,2 = E[(x(2))3]
κ1,1,1,1 = E[(x(1))4]− 3
κ1,1,1,2 = E[(x(1))3x(2)]− 3ρ
κ1,1,2,2 = E[(x(1))2(x(2))2]− 1− 2ρ2
κ1,2,2,2 = E[x(1)(x(2))3]− 3ρ
κ2,2,2,2 = E[(x(2))4]− 3
3.1.2.3 Propriétés des moments et cumulants
Les moments et cumulants possèdent un grand nombre de propriétés (voir [McCullagh, 1987,
Lacoume et al., 1997] pour plus de détails). Nous ne présentons ici que les deux propriétés qui
nous serons utiles par la suite :
Propriété 1 (Indépendance) Si x(1) et x(2) sont deux variables aléatoires indépendantes, alors
les cumulants croisés d’un groupe de variables aléatoires comprenant x(1) et x(2) sont nuls.
Propriété 2 (Gaussiannité) Si x est une variable aléatoire gaussienne, alors tous ses cumu-
lants d’ordre strictement supérieur à deux sont nuls.
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3.1.2.4 Estimation des cumulants
En pratique, les cumulants ne peuvent être calculés exactement, et doivent donc être es-
timés à partir des réalisations des variables aléatoires mises en jeu, c’est à dire dans notre
contexte à partir des intensités de certains pixels des images à recaler. En particulier, si nous
considérons
{
x(i)(ν)
}
un ensemble d’intensités de l’image i représentant des réalisations indé-
pendantes de la VA centrée x(i), nous pouvons écrire :
κi1,i2 ≈ 1
L
L∑
`=1
x(i1)[`]x(i2)[`]
κi1,i2,i3 ≈ 1
L
L∑
`=1
x(i1)[`]x(i2)[`]x(i3)[`] (3.31)
κi1,i2,i3,i4 ≈ 1
L
L∑
`=1
x(i1)[`]x(i2)[`]x(i3)[`]x(i4)[`]
− [3]( 1
L
L∑
`=1
x(i1)[`]x(i2)[`]
)( 1
L
L∑
`=1
x(i3)[`]x(i4)[`]
)
Ceci conduit à faire l’hypothèse d’indépendance des réalisations des VAs qui rentrent en jeu
dans le calcul, c’est à dire à considérer que chaque intensité d’un pixel dans une image est
indépendante des intensités des pixels voisins. Nous avons conscience qu’une telle hypothèse
est assez forte et sans doute globalement fausse, puisque les images portent une information
locale, comme nous l’avons vu dans le chapitre précédent 2. Par conséquent, des pixels voisins
ne sont pas nécessairement indépendants. Cependant en pratique, nous ne considérons pour
le calcul des cumulants qu’un sous-ensemble très restreint des pixels des images, comme nous
l’étudierons en détail au chapitre 4, sous-ensemble tiré aléatoirement de manière uniforme dans
l’ensemble total des pixels disponibles. Ceci tend à garantir une probabilité petite de choisir
des pixels voisins.
3.2 Cumulants en traitement du signal
Les cumulants ont été beaucoup utilisés en traitement du signal car ils offrent la possi-
bilité de caractériser finement des distributions de probabilité. Leur utilisation en traitement
d’images et plus particulièrement en recalage d’images, est en revanche marginale. En effet,
comme nous l’avons vu au chapitre 1, les mesures de similarité classiques en recalage reposent
en général sur les statistiques d’ordre 2 (covariance), et n’utilisent donc qu’une partie de l’in-
formation statistique disponible dans les images à recaler. Au cours de ce travail de thèse,
nous avons pensé que les cumulants d’ordre 2 mais également d’ordres supérieurs pourraient
permettre de construire une nouvelle mesure de similarité pour le recalage d’images multimo-
dales. Cette dernière se voudrait plus informative que les mesures statistiques d’ordre 2 mais
aussi de variance et de coût numérique d’estimation plus petits que ceux de l’IM.
3.2.1 Première ébauche
L’idée d’utiliser les cumulants semblant prometteuse, nous avons décidé de la mettre en
pratique. Pour ce faire, nous avons commencé par construire une mesure de similarité basée sur
une somme pondérée des cumulants marginaux d’ordre 2, 3 et 4. Cette étude, présentée dans
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[Rubeaux et al., 2009], montre des résultats prometteurs pour le recalage non-rigide d’images
scanner synthétiques. Nous avons donc voulu poursuivre dans cette voie, mais nous voulions
trouver une manière d’agencer les cumulants entre eux qui permette d’établir un lien direct
avec l’IM. Nous nous sommmes alors intéressés aux développements de Gram-Charlier et
d’Edgeworth qui permettent d’exprimer la densité de probabilité d’une VA en fonction de ses
cumulants. Puis, nous nous sommes rapidement tournés vers les approximations de l’IM basées
sur de tels développements, utilisées essentiellement en Analyse en Composantes Indépendantes
(ACI) [Comon, 1994,Trappenberg et al., 2006].
3.2.2 Développements de Gram-Charlier et d’Edgeworth
Les développements de Gram-Charlier et d’Edgeworth cherchent à approximer une densité
de probabilité px à partir de ses cumulants et des polynômes d’Hermite. Lorsqu’une VA est non
gaussienne, il peut paraître intéressant de décrire les écarts au caractère gaussien. Cette idée
intuitive trouve une justification mathématique dans le développement de la densité au voisi-
nage de la loi gaussienne la plus proche. La partie non-gaussienne de la densité de probabilité
est alors donnée par les cumulants.
Dans la littérature, il existe une confusion courante entre le développement d’Edgeworth
et celui de Gram-Charlier. Il nous apparaît important ici de clarifier les choses. La seule diffé-
rence entre le développement de Gram-Charlier et celui d’Edgeworth réside dans l’agencement
des termes du développement. En effet, comme il est précisé dans [McCullagh, 1987], les pre-
miers termes correctifs dans le développement de Gram-Charlier sont de l’ordre O(n−1/2),
O(n−1), O(n−3/2), O(n−1) et n’observent donc pas une décroissance monotone. Le déve-
loppement d’Edgeworth remédie à ce problème, en faisant référence au théorème de la li-
mite centrale : il rassemble les termes qui correspondent à la même puissance (négative) de
n [Lacoume et al., 1997], où n correspond au nombre de VAs indépendantes dont la somme
décrit entièrement la VA considérée. Ceci permet à la fois de contrôler l’erreur commise quand
la série est tronquée, mais aussi de considérer le développement d’Edgeworth comme un vrai
développement asymptotique [McCullagh, 1987]. C’est pourquoi nous le préfererons dans les
calculs que nous menons, bien que le développement de Gram-Charlier soit aussi couramment
utilisé.
Nous ne donnerons pas ici les détails du développement conduisant aux développements
d’Edgeworth et de Gram-Charlier mais le lecteur peut se référer à [McCullagh, 1987],
[Barndorff-Nielsen and Cox, 1989] pour une construction « classique » se basant sur les fonc-
tions génératrices des moments et des cumulants, ou à [Kolassa, 1994] pour des constructions
alternatives. Les premiers termes du développement univarié d’Edgeworth autour de la distri-
bution normale de la densité de probabilité marginale px(i) est donné par
[Barndorff-Nielsen and Cox, 1989] :
px(i)(u
(i)) = φx(i)(u
(i))
(
1 +
1
3!
κ3H3(u
(i)) +
1
4!
κ4H4(u
(i)) (3.32)
+
10
6!
κ23H6(u
(i)) +
1
5!
κ5H5(u
(i)) +
35
7!
κ3κ4H7(u
(i)) + . . .
)
où φx(i) est la distribution normale univariée (3.1) et Hi est le polynôme d’Hermite d’ordre i
(3.4). Il est important de préciser ici que le développement de la densité de probabilité se fait
autour de la distribution normale ayant les mêmes caractéristiques de premier et second ordre
que les VAs considérées, c’est à dire les mêmes espérances et variances. C’est pour cela que
nous utilisons l’indice x(i) à la fois pour la densité de probabilité et la distribution de la loi
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normale. Sous l’hypothèse de VAs centrées-réduites, que nous faisons au cours de ce chapitre,
la loi normale sera donc également centrée-réduite, comme décrite par l’équation (3.2).
A titre de comparaison, les premiers termes du développement univarié de Gram-Charlier
autour de la distribution normale de la densité de probabilité marginale px(i) est donné par
[McCullagh, 1987] :
px(i)(u
(i)) = φx(i)(u
(i))
(
1 +
1
3!
κ3H3(u
(i)) +
1
4!
κ4H4(u
(i)) (3.33)
+
1
5!
κ5H5(u
(i)) +
1
6!
(κ6 + 10κ
2
3)H6(u
(i)) + . . .
)
Les deux séries sont identiques à l’infini, mais comme elles sont généralement tronquées
après un certain nombre de termes, elles ne donnent alors pas le même résultat.
De la même manière, nous donnons l’expression de la densité de probabilité conjointe px ap-
proximée par un développement d’Edgeworth à l’ordre 4 ( [Barndorff-Nielsen and Cox, 1989],
p.175) :
px(u) = φx(u)
(
1 +
1
3!
κi1,i2,i3Hi1,i2,i3(u) +
1
4!
κi1,i2,i3,i4Hi1,i2,i3,i4(u) (3.34)
+
10
6!
κi1,i2,i3κi4,i5,i6Hi1,i2,i3,i4,i5,i6(u)
)
+O(N−3/2)
où φx est la distribution normale bivariée (3.6), Hi1,...,in est le tenseur d’Hermite d’ordre n
qui se calcule à partir de (3.12) et κi1,i2,i3Hi1,i2,i3(u) est une somme de termes obtenus par
permutation des indices (i1, i2, i3), ij ∈ 1, 2 dans le cas bivarié. Nous développons explicitement
ces termes en annexe C (voir équations (C.34), (C.57) et (C.58)), et les démonstrations de ces
développements sont disponibles dans [Barndorff-Nielsen and Cox, 1989], p.175. Encore une
fois, le vecteur gaussien bivarié impliqué dans le développement (3.34) est supposé avoir la
même espérance et la même matrice de covariance que celles de x, et donc avoir la densité de
probabilité définie par (3.7). Si nous tronquons à l’ordre 4 le développement de Gram-Charlier
de la densité de probabilité conjointe px , nous obtenons :
px(u) = φx(u)
(
1 +
1
3!
κi1,i2,i3Hi1,i2,i3(u) +
1
4!
κi1,i2,i3,i4Hi1,i2,i3,i4(u)
)
+O(N−1) (3.35)
et nous observons immédiatement la différence entre les deux développements. Des démonstra-
tions de la validité du développement d’Edgeworth peuvent être trouvées dans [Cramer, 1937,
Feller, 1971] par exemple.
3.2.3 Analyse en Composantes Indépendantes et Information Mutuelle
Avec les développements précédents, nous avons donc accès aux approximations des den-
sités de probabilité marginales et conjointes de nos VAs. Il apparaît alors intéressant de
calculer les entropies marginales et conjointes de Shannon à partir de ces développements.
Cette idée est née en traitement du signal, et plus particulièrement en Analyse en Compo-
santes Indépendantes (ACI) [Comon, 1994], très populaire en séparation aveugle de sources.
L’illustration classique de l’ACI est le problème de la soirée cocktail : lors d’une telle soi-
rée, un nombre N de microphones enregistrent les voix des P invités. Chaque microphone
3.2. Cumulants en traitement du signal 97
enregistre une superposition pondérée des discours des P personnes. Le problème consiste à
séparer les voix les unes des autres uniquement à partir des N observations et ce sans infor-
mation a priori sur les locuteurs, excepté l’indépendance de leurs messages. Au Laboratoire
Traitement du Signal et de l’Image, l’ACI est utilisée en électrophysiologie humaine comme
prétraitement afin de débruiter l’activité électrique de surface d’éventuels artefacts d’origine
oculaire ou musculaire en exploitant l’indépendance physiologique des activités électriques
à séparer [Kachenoura et al., 2008,Albera et al., 2010a,Albera et al., 2010b]. C’est en échan-
geant avec les collègues qui travaillent sur l’ACI, et pour qui la notion d’IM était familière,
qu’est venue l’idée d’appliquer certaines mesures de dépendance utilisées en ACI au recalage.
Cependant, le principe de l’ACI peut être vu comme exactement inverse à celui du recalage.
En effet, le but de l’ACI est de minimiser les dépendances des VAs mises en jeu, tandis que le
but du recalage est au contraire de maximiser cette dépendance. De cette différence naissent
des problèmes méthodologiques sur lesquels nous revenons dans ce qui suit.
Dans [Comon, 1994], une approximation de la néguentropie marginale d’une VA est don-
née, basée sur un développement d’Edgeworth tronqué de la densité de probabilité associée.
Rappelons que la néguentropie d’un vecteur aléatoire x est définie par :
J(x) = H(xg)− H(x) (3.36)
où H(xg) est l’entropie d’un vecteur aléatoire gaussien de mêmes espérance et matrice de
covariance que celle de x. Notons que pour des statistiques d’ordre 1 et 2 données, la loi
normale est celle engendrant une entropie maximale [Lacoume et al., 1997]. La néguentropie
traduit quant à elle le déficit d’entropie d’une loi vis à vis de la loi normale la plus proche.
Dans [Comon, 1994], l’IM est réécrite en fonction de la néguentropie :
IM(x) = J(x)−
N∑
i=1
J(x(i)) +
1
2
log
(∏N
i=1 κ
i,i
x
|κx|
)
(3.37)
En blanchissant les observations, c’est-à-dire en appliquant une transformation linéaire au
vecteur x de manière à obtenir un vecteur aléatoire de matrice de covariance égale à la matrice
identité, une transformation orthogonale résolvant le problème d’ACI posé peut être calculée en
minimisant le second terme du membre de droite de (3.37) pendant que les deux autres termes
restent constants. Il n’est donc pas nécessaire d’approximer l’IM pour résoudre le problème
d’ACI, une approximation des néguentropies marginales suffit [Comon, 1994]. Cependant, cette
méthode n’est pas directement applicable à notre problème. Nous ne détaillerons pas les dé-
veloppements mathématiques nécessaires, car ceux-ci ne permettent pas de construire une IM
adéquate pour notre propos. En effet, dans le cadre du recalage d’images, aucune transforma-
tion préalable des images ne permettra de rendre constante l’entropie conjointe des deux images
vis à vis de la transformation recherchée, d’où la nécessité d’approximer également l’entropie
conjointe. Néanmoins, les travaux de [Comon, 1994] méritent l’attention du lecteur de par leur
originalité, qui peut également se référer à [Lacoume et al., 1997,Hyvarinen et al., 2001] pour
de plus amples détails.
Nous avons continué notre étude bibliographique des approximations de l’IM basées sur
les cumulants et le développement d’Edgeworth ou de Gram-Charlier qui pourraient s’adap-
ter à notre problème. En particulier, nous avons cherché des développements répondant à la
formulation classique de l’IM, que nous rappelons ici :
IM(x) = H(x(1)) + H(x(2))− H(x) (3.38)
avec H(x) l’entropie conjointe et H(x(1)), H(x(2)) les entropies marginales des VAs (les images
à recaler). Nous voulions donc nous doter à la fois d’une approximation de l’entropie marginale,
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mais aussi de l’entropie conjointe basée sur un développement tronqué de type Gram-Charlier
ou Edgeworth. Nous nous sommes alors intéressés à l’approximation de l’entropie marginale
donnée par [Amari et al., 1996], toujours dans le contexte de l’ACI, par un développement de
Gram-Charlier à l’ordre 4. Celle-ci est donnée par :
H(x) ≈ 0.5 log(2pie) − 1
2
κ23
3!
− 1
2
κ24
4!
+
5
8
κ23κ4 +
1
16
κ34 (3.39)
Après avoir redémontré ce résultat, en utilisant la méthode indiquée dans
[Amari et al., 1996], nous nous sommes rendus compte d’une erreur dans cette formule (3.39).
En effet, l’entropie marginale s’exprime plutôt par :
H(x) ≈ 0.5 log(2pie) − 1
2
κ23
3!
− 1
2
κ24
4!
+
3
8
κ23κ4 +
1
16
κ34 (3.40)
où 38 remplace
5
8 .
Nous avons ensuite cherché une estimation de l’entropie conjointe. Dans le contexte de
l’ACI, l’article [Akaho, 1999] définit une approximation de l’entropie conjointe par un dé-
veloppement de Gram-Charlier bivarié. Nous allons exposer ici le principe général de cette
approximation.
Tout d’abord, les données sont centrées-réduites pour que les VAs aient une espérance
nulle et une variance unité. Ceci n’est pas un problème dans notre contexte applicatif car c’est
un prétraitement classique en traitement d’images. Ensuite, pour simplifier encore le déve-
loppement, une étape de décorrélation des VAs mises en jeu est nécessaire. Ce prétraitement
correspond à l’étape de blanchiment mentionnée précédemment et utilisée dans [Comon, 1994]
pour se prémunir de l’utilisation de la néguentropie (et donc de l’entropie) conjointe. Nous
notons x(1) et x(2) les VAs centrées-réduites et x(1)b et x
(2)
b les VAs centrées-réduites blanchies,
l’étape de décorrélation consiste à déterminer une matriceM telle que la matrice de covariance
de xb = (x
(1)
b , x
(2)
b )
T = M(x(1), x(2))T soit l’identité. On cherche alors M comme étant l’in-
verse d’une racine carrée de la matrice de covariance de x = (x(1), x(2))T. Mathématiquement,
cela peut s’écrire :
xb =Mx =
(
c+ c−
c− c+
)
x (3.41)
avec :
c+ =
(1 + ρ)−
1
2 + (1− ρ)− 12
2
(3.42)
et :
c− =
(1 + ρ)−
1
2 − (1− ρ)− 12
2
(3.43)
où ρ = E[x(1)x(2)] est la covariance entre x(1) et x(2) présentée dans la section 3.1.1.2. Une
approximation de l’entropie conjointe est ensuite calculée à partir de ces VAs blanchies x(1)b et
x
(2)
b , et de l’approximation (3.35) de la densité de probabilité conjointe par un développement
de Gram-Charlier à l’ordre 4. Elle est donnée par :
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H(xb) ≈ 1 + log(2pi)− 1
12
(
κ1,1,1
2
+ κ2,2,2
2
+ 3κ1,1,2
2
+ 3κ1,2,2
2
)
(3.44)
− 1
48
(
κ1,1,1,1
2
+ 4κ1,1,1,2
2
+ 6κ1,1,2,2
2
+ 4κ1,2,2,2
2
+ κ2,2,2,2
2
)
où les cumulants sont calculés à partir des variables blanchies, en utilisant l’équation (3.30)
et en posant ρ = 0. Ensuite, l’approximation de l’entropie conjointe des VAs originales x(1) et
x(2) est déduite en exploitant la relation suivante :
H(x) = H(xb) +
1
2
log(1− ρ2) (3.45)
Notre recherche bibliographique nous a finalement mené vers [Van Hulle, 2005a], qui pro-
pose une approximation de l’entropie conjointe à partir d’un développement d’Edgeworth
tronqué à l’ordre 3 (c’est à dire que dans l’équation (3.34), seuls les deux premiers termes
entre parenthèses sont conservés). Dans cet article, il n’est pas fait explicitement allusion au
blanchiment des données avant le calcul. Cependant, si l’on prend la dernière ligne de l’équa-
tion (2) de l’article [Van Hulle, 2005a] et qu’on la réécrit dans le cas bivarié (c’est à dire pour
d = 2 d’après sa notation), l’entropie conjointe est approximée par :
H(x) ≈ H(φx(u))− 1
12
( 2∑
i=1
κi,i,i
2
+ 3
2∑
i,j=1,i 6=j
κi,i,j
2
+
1
6
2∑
i,j,k=1,i 6=j 6=k
κi,j,k
2
)
= H(φx(u))− 1
12
(
κ1,1,1
2
+ κ2,2,2
2
+ 3κ1,1,2
2
+ 3κ1,2,2
2
)
(3.46)
= 1 + log(2pi) + 0.5 log(|κx|)− 1
12
(
κ1,1,1
2
+ κ2,2,2
2
+ 3κ1,1,2
2
+ 3κ1,2,2
2
)
Cette approximation est égale à l’approximation (3.44) pour des données blanchies que l’on
aurait tronqué à l’ordre 3 (les développements de Gram-Charlier et d’Edgeworth sont en effet
équivalents à l’ordre 3), à l’exception de l’entropie de la loi normale bivariée. En effet, le terme
1+ log(2pi) de (3.44) correspond à l’entropie d’une loi normale bivariée blanchie, tandis que le
terme 1 + log(2pi) + 0.5 log(|κx|) de (3.46) laisse entendre que la loi normale bivariée pourrait
ne pas être blanchie. Deux explications sont possibles. Soit l’auteur suppose implicitement que
κx =
(
1 0
0 1
)
, et se ramène ainsi à l’approximation de l’entropie conjointe pour des données
préalablement blanchies. Dans le cas contraire, son approximation semble incorrecte car nous
montrerons dans les développements à venir l’approximation de l’entropie conjointe pour des
données non blanchies, qui diffère de (3.46). Quoi qu’il en soit, cet article [Van Hulle, 2005a] et
les autres par ce même auteur, dont notamment [Van Hulle, 2005b,Van Hulle, 2008], montrent
l’intérêt de l’IM approximée par un développement d’Edgeworth et apportent des pistes à ap-
profondir. Tout d’abord, l’approximation faite dans l’équation (2) de [Van Hulle, 2005a] nous
a été utile lorsque nous avons voulu contruire nos propres mesures de similarité, comme nous
le verrons par la suite. De plus l’approximation d’une densité de probabilité par mélange de
gaussiennes de [Van Hulle, 2005b] permet d’améliorer la robustesse de l’estimation de l’en-
tropie. Nous pensons que c’est un chemin à suivre dans des développements futurs. Enfin, la
possibilité d’étendre facilement cette mesure aux dimensions supérieures [Van Hulle, 2005a] est
100 Chapitre 3
également une piste à creuser, car comme nous l’avons vu au chapitre 2, c’est un des challenges
actuels de l’estimation de l’IM, notamment pour exploiter des a priori d’ordre spatial.
A partir de ces différents articles, nous avons construit une première approximation de
l’IM, comme présentée dans [Trappenberg et al., 2006], en injectant (3.45) et (3.40) dans la
définition de l’IM (3.38).
3.2.4 Remarques sur cette approximation de l’IM
La nécessité d’un blanchiment qu’impose l’approximation de l’IM détaillée précédemment
ne convient pas à notre méthode. En effet, en ACI, comme nous l’avons déjà dit, le but
de la mesure de similarité est de minimiser la dépendance des variables considérées, tandis
qu’en recalage d’images, cette même mesure de similarité permet au contraire de chercher la
dépendance maximale entre les images. En pratique, cette différence nous a posé des problèmes.
En effet, l’étape de blanchiment des VAs, en l’occurence les images à recaler, est possible au
début du recalage. Mais plus on s’approche de l’optimum, c’est à dire plus nos images sont
recalées et donc « semblables » au sens statistique du terme, plus elles deviennent difficiles à
décorréler. En poussant le raisonnement à l’extrême, deux VAs (nos images) centrées-réduites
identiques auront une covariance ρ = E[x(1)x(2)] avec x(1) = x(2), soit ρ = E[x(1)x(1)] =
V ar(x(1)) = 1. Par conséquent, les expressions (3.42) et (3.43) seront égales à 1
2
√
2
, ce qui
donne, d’après (3.41) :
(x
(1)
b , x
(2)
b )
T =
1
2
√
2
(
1 1
1 1
)
(x(1), x(2))T (3.47)
l’étape de blanchiment dans ce cas précis. On voit bien ici que lorsque les VAs supposées blan-
chies sont à nouveau identiques et donc corrélées, le blanchiment par cette méthode n’est donc
pas possible. Mais quelle que soit la technique employée, le blanchiment de deux VAs centrées-
réduites totalement corrélées (i.e. ρ = 1) est impossible. Il n’existe aucune transformation
linéaire capable d’une telle action. Nous avons tout de même réalisé quelques tests prélimi-
naires avec cette approximation de l’IM basée sur un développement de Gram-Charlier pour
des VAs centrées-blanchies, et les résultats se sont avérés en adéquation avec ce que laissait sup-
poser la théorie. En effet, sur le test synthétique donné sur la figure (3.1), nous avons comparé
l’IM classique estimée par un estimateur à histogramme et l’approximation de l’IM basée sur
un développement de Gram-Charlier à l’ordre 4 comme décrit dans [Trappenberg et al., 2006],
entre deux images scanner pour une translation entre ces deux images allant de 0 à 70 pixels.
On voit tout de suite que la version classique atteint bien son maximum à l’optimum (c’est à
dire pour une translation nulle entre les 2 images), alors que l’IM approximée par le dévelop-
pement de Gram-Charlier est au maximum pour une translation d’environ 5 pixels, avant de
redescendre vers 0 à l’optimum réel.
Cette approximation n’est donc clairement pas adaptée à notre contexte, puisqu’une telle
mesure manquerait systématiquement l’optimum. Néanmoins, on voit sur la figure (3.1) qu’elle
se comporte globalement bien, du point de vue de la régularité et de l’abscence de minima
locaux, par rapport à l’IM classique estimée par histogramme.
3.3 Calcul de nouvelles mesures basées sur un développement
d’Edgeworth
Partant de ce constat, nous avons décidé de calculer notre approximation de l’IM ne nécessi-
tant aucun blanchiment des VAs mises en jeu. Ceci nous a conduit à un nouveau développement
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Figure 3.1 – Comparaison entre l’IM estimée par histogramme et celle approximée en utilisant
un développement de Gram-Charlier à l’ordre 4 sur un test synthétique. On calcule ces 2
mesures entre 2 images scanner identiques pour une translation croissante de 0 à 70 pixels.
Avec l’IM estimée par histogramme, le maximum se trouve bien pour une translation nulle, ce
qui n’est pas le cas pour l’approximation de l’IM considérée.
de l’entropie conjointe. Par souci d’homogénéité par rapport aux approximations utilisées pour
ce calcul de l’entropie conjointe, nous avons également calculé une nouvelle approximation de
l’entropie marginale.
3.3.1 Nouvelles hypothèses de travail
Le développement utilisé dans les approximations précédentes (3.45) et (3.40) est un déve-
loppement de Gram-Charlier, et nous avons vu que celui-ci n’était pas un estimateur asymp-
totiquement vrai de la densité de probabilité [McCullagh, 1987]. C’est pourquoi nous lui avons
tout d’abord préféré un développement d’Edgeworth. Ensuite, la seule hypothèse initiale que
nous avons conservé sur nos VAs est qu’elles soient centrées-réduites, puisque ce n’est pas un
souci dans un contexte de recalage. Un simple pré-traitement sur les valeurs des niveaux de
gris des images à recaler permet de centrer et normaliser nos variables aléatoires.
Partant de ces hypothèses, et contrairement aux approximations de la littérature
[Akaho, 1999,Van Hulle, 2005a], il est nécessaire de prendre en compte la corrélation entre les
VAs x(1) et x(2). Cela se traduit en pratique par l’apparition de la matrice de covariance de
x, que nous avons donné dans l’équation (3.8). Nous avons donc mené les calculs menant à
ces nouvelles approximations, et ils sont donnés en annexe C. Les nouvelles mesures issues
de ce travail sont i) une approximation de l’entropie marginale basée sur un développement
d’Edgeworth à l’ordre 3 :
H(x) ≈ 0.5 log(2pie) − 1
2
κ23
3!
(3.48)
ii) une approximation de l’entropie marginale basée sur un développement d’Edgeworth à
l’ordre 4 :
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H(x) ≈ 0.5 log(2pie) − 1
2
κ23
3!
− 1
2
κ24
4!
− 5
72
κ43 (3.49)
iii) une approximation de l’entropie conjointe basée sur un développement d’Edgeworth à
l’ordre 3 :
H3E(x) = 1 + log(2pi) + 0.5 log(1− ρ2) (3.50)
− 1
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)
iv) une approximation de l’entropie conjointe basée sur un développement d’Edgeworth à
l’ordre 4 :
H4E(x) = H3E(x)− 1
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(3.51)
et v) deux approximations de l’IM basées sur un développement d’Edgeworth pour l’une à
l’ordre 3, et pour l’autre à l’ordre 4, notées respectivement 3EIM et 4EIM, qui sont obtenues en
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injectant (3.48)/(3.49) et (3.50) /(3.51) dans la définition de l’IM (2.9) donnée au chapitre 2.
Enfin, nous avons également construit 2 approximations de l’IMN, appelées 3EIMN et 4EIMN
en injectant les mêmes équations dans la définition de l’IMN (2.30) du chapitre 2.
Comme nous l’avons vu dans les chapitres précédents, l’entropie conjointe en tant que telle
a été utilisée en recalage d’images médicales. Nous pouvons donc considérer que nous disposons
de 6 nouvelles mesures de similarité : les entropies conjointes, les IMs et les IMNs construites
à partir de développements d’Edgeworth à l’ordre 3 et 4. Nous avons testé ces mesures et les
avons comparé aux mesures de similarité classiques utilisées en recalage d’images médicales
multimodales. Les résultats de tous ces tests font l’objet du chapitre 4.
3.4 Conclusion
Au cours de ce chapitre, nous avons présenté les cumulants, des statistiques d’ordre supé-
rieur qui permettent de caractériser finement une distribution de probabilité. Puis nous avons
montré que les développements d’Edgeworth et de Gram-Charlier permettent d’approximer
une densité de probabilité à partir de ces mêmes cumulants. En faisant un tour d’horizon
bibliographique, nous avons ensuite montré qu’il était possible de dériver une expression de
l’IM à partir de ces développements asymptotiques. Malheureusement, ces approximations de
l’IM issues du traitement du signal ne peuvent servir notre propos à cause des hypothèses
fortes qu’elles imposent sur les VAs considérées. Aussi, nous avons décidé de développer nos
propres approximations qui s’affranchissent de ces hypothèses. Il en résulte 6 nouvelles me-
sures de similarité qui peuvent théoriquement être utilisées pour le recalage d’images médicales
multimodales.
Dans le chapitre suivant, nous menons une évaluation aussi exhaustive que possible de ces
nouvelles mesures de similarité et les comparons aux mesures de similarité classiques.
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Chapitre 4
Résultats d’évaluation des mesures
Dans ce chapitre, nous présentons les résultats des tests d’évaluation de la qualité des
mesures de similarité que nous avons développées et qui ont été présentées au chapitre pré-
cédent. L’évaluation de ces mesures est un problème complexe. Tout d’abord, une mesure de
similarité n’est qu’une des composantes d’une méthode de recalage, et toutes ces composantes
interagissent entre-elles. C’est pourquoi dans un premier temps, nous avons choisi d’évaluer
nos mesures en dehors d’un contexte de recalage, sur des données synthétiques, afin de mon-
trer leurs qualités et défauts intrinsèques. Nous avons ensuite cherché les optimiseurs les plus
efficaces à utiliser en association avec la mesure sélectionnée dans l’étape précédente. Une fois
cette étape franchie, nous avions donc à notre disposition une méthode de recalage globale. Les
évaluations sur le recalage ont donc ensuite pu être réalisées. Au départ, nous nous sommes
concentrés sur des tâches de recalage multimodal rigide. Du fait du faible nombre de DDL
des transformations rigides (cf. chapitre 1), le recalage rigide est un premier pas essentiel dans
l’estimation des qualités d’une méthode de recalage. Puis, nous nous sommes intéressés au
recalage non-rigide, qui est la finalité de ce travail de thèse.
Lors de toutes ces évaluations, nous avons voulu comparer nos mesures de similarité avec
les mesures de référence utilisées en recalage. Nous avons choisi les méthodes originelles, c’est
à dire l’IMN estimée par histogramme [Collignon et al., 1995, Studholme et al., 1997] notée
IMNH, l’IM estimée par fenêtrage de Parzen avec noyau gaussien (IMG) [Viola, 1995] et noyau
B-Spline (IMBS) [Thévenaz and Unser, 1997,Mattes et al., 2003], ainsi que l’IMN à noyau B-
Spline (IMNBS) [Thévenaz and Unser, 1997, Mattes et al., 2003]. Ce choix suit la tendance
actuelle : la majorité des auteurs proposent de nouvelles méthodes d’estimation de l’IM, comme
nous l’avons vu au chapitre 3, ce qui se justifie par le fait que l’IMN [Thévenaz and Unser, 1997,
Mattes et al., 2003] reste encore aujourd’hui très comptétitive en recalage.
Enfin, pour toutes nos mesures comme pour les IM estimées par fenêtrage de Parzen
[Viola, 1995, Thévenaz and Unser, 1997], il est possible de choisir le nombre d’échantillons,
c’est à dire le nombre de pixels de l’image utilisés pour l’estimation. Nous avons donc conduit
dans la majorité des tests une comparaison de l’efficacité des mesures en fonction du nombre
d’échantillons utilisés pour leur estimation. C’est un point important car le nombre d’échan-
tillons influe directement sur le coût calculatoire, et une mesure qui n’a besoin que de peu
d’échantillons pour une estimation correcte de l’IM est donc très prisée.
4.1 Présentation des données
Plusieurs types de données ont été utilisés au cours de ce travail de thèse. Nos mesures
de similarité se voulant génériques, il nous a paru important d’utiliser des données inter- et
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intra-patients, mono- et multimodales, issues de plusieurs types d’imagerie et représentant
différents organes.
Dans la section 4.4, nous avons choisi d’utiliser une base de données du laboratoire uti-
lisée dans le projet nommé « utilité de l’Imagerie Médicale dans l’Optimisation de la Pose
de prothèses cardiaques implantables » (IMOP, projet 561 CITH no 04T187-188-189-190).
La base de tests a été acquise à partir d’un appareil scanner Siemens Sensation comprenant
64 barrettes. Cette base, qui inclut plusieurs patients, est composée pour chacun d’entre-eux
de vingt volumes représentant 20 instants du cycle cardiaque. La base de données représente
donc pour chaque patient un volume tous les 5% du cycle cardiaque (entre les ondes R-R
de l’électrocardiogramme). Chaque volume contient environ 300 coupes de 512 × 512 voxels,
la distance inter-coupes est de 0.5 mm, l’épaisseur de coupe de 1mm, la résolution spatiale
dans le plan de coupe de 0.35mm × 0.35 mm. Nous avons utilisé cette base car elle offrait
une quantité de données importantes, utiles pour évaluer la valeur intrinsèque des mesures
de similarité proposées sur des tests synthétiques. En effet, comme nous le verrons dans la
section 4.4, pour faire des tests statistiquement intéressants, il nous était nécessaire de répéter
l’expérience sur un nombre important d’images, afin de regarder le comportement moyen des
différentes mesures.
Dans les sections 4.5, 4.6 et 4.7, qui traitent respectivement de l’évaluation des optimiseurs,
du nombre d’échantillons à prendre en compte dans la procédure de recalage et du recalage
rigide, nous avons utilisé la base RIRE [West et al., 1997] présentée en détail en annexe E.
Cette base présente des volumes multimodaux intra-patients du cerveau. Plus particulièrement,
elle offre les images d’un patient pour la base d’entrainement, et de dix-huit patients pour la
base de test. Les modalités d’imagerie utilisées sont le scanner, l’IRM et le TEP. Nous avons
choisi cette base car elle présente l’avantage de permettre une évaluation quantitative de la
qualité d’un recalage, ce qui nous semblait primordial pour valider et justifier l’utilisation de
nos mesures de similarité dans un cadre multimodal.
Enfin, dans les sections 4.8 qui présente les résultats de recalage non-rigide, deux bases de
données ont été utilisées. La première est une base issue du laboratoire. Elle est composée de
24 volumes scanner acquis au centre Eugène Marquis de Rennes. Les 24 patients de l’étude,
atteints d’un cancer de la prostate, ont passé un scanner de planification et ont ensuite été
traités par radiothérapie externe. Les volumes ont une résolution de 512×512×140 voxels. La
taille des voxels est de 1.17×1.17 mm dans le plan de coupe et de 2 mm entre les coupes. Pour
chacun de ces volumes, les organes d’intérêt (paroi rectale, prostate, vessie, vésicules séminales)
ont été segmentés manuellement par un même observateur expert, selon le protocole clinique
de radiothérapie. Le recalage est ici inter-sujet, en cherchant à recaler les patients les uns par
rapport aux autres. La deuxième base de données est issue du challenge MICCAI 2010 nommé
EMPIRE (Evaluation of Methods for Pulmonary Image Registration). Nous la présenterons
plus en détail dans la section 4.8.2.
4.2 Critères d’évaluation
Afin de démontrer les qualités de nos mesures de similarité, nous nous sommes servis de
plusieurs critères, qui sont liés à la base de données choisie.
Pour la base RIRE, des médecins experts ont segmenté manuellement 10 volumes d’intérêt
sur chaque image. Les centres de ces volumes ont ensuite été calculés, et l’erreur de recalage
est évaluée comme la distance euclidienne entre le centre du volume d’intérêt de l’image de
référence et celui de l’image flottante recalée. Comme 10 volumes d’intérêt sont considérés, les
critères finaux sont les erreurs moyenne, médiane et maximale sur les 10 volumes d’intérêt.
Plus de détails concernant le calcul de ces erreurs sont donnés dans l’annexe E. Dans nos tests
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(sections 4.5, 4.6 et 4.7), nous ne présentons que les erreurs moyennes qui nous semblent les
plus représentatives. Mais les résultats complets de la section 4.7 sont disponibles à l’adresse
http://www.insight-journal.org/rire/view_results.php, à mon nom.
Pour la base de données des patients atteints d’un cancer de la prostate, nous disposons de
segmentations manuelles des organes d’intérêt. Cela permet de calculer un coefficient de Dice,
qui reflète le recouvrement entre la segmentation S1 de l’image de référence et celle de l’image
flottante recalée S2. Ce coefficient est donné par :
Dice =
2|S1 ∩ S2|
|S1|+ |S2| (4.1)
Ce coefficient est égal à 1 quand les 2 segmentations se recouvrent parfaitement, et à 0 quand
elles ne se recouvrent pas du tout. Nous expliquerons la démarche plus en détail dans la section
correspondante (4.8.1), mais ce critère d’évaluation ne nous a pas complètement convaincu,
comme nous le verrons par la suite, car il est spécifique à un problème donné. C’est pourquoi
nous nous sommes tournés vers une autre base de données disponible en ligne.
Dans cette dernière base EMPIRE, 4 critères d’évaluation permettent de quantifier la
qualité du recalage. Les méthodes employées pour cette évaluation sont référencées dans la
littérature. Ces évaluations sont faites en mesurant, sur les images CT du thorax :
– l’alignement des frontières des poumons. Pour cela, les poumons ont été segmentés au-
tomatiquement en utilisant la méthode [van Rikxoort et al., 2009], puis une correction
manuelle a été appliquée si nécessaire. Ensuite, les points situés à 20 mm à l’intérieur et
à l’extérieur des surfaces segmentées des poumons ont été annotés respectivement Vin
et Vout. Si il y a une différence entre les pixels annotés Vin et Vout recalés et ceux de
la base de données, une pénalité est donnée. Le score final est donné sous la forme du
pourcentage de pixels pour lesquels une pénalité a été donnée.
– l’alignement des scissures principales, qui sont des structures présentes dans les poumons
et qui séparent les différents lobes pulmonaires. Elles ont été elles aussi segmentées
automatiquement pour le besoin de l’étude, par la méthode [van Rikxoort et al., 2008].
Le score est calculé de la même manière que précédemment.
– la correspondance entre points annotés. 100 points ont été annotés sur chaque image
de référence, puis la correspondance de ces points dans l’image flottante a été trouvée
en employant une méthode semi-automatique [Murphy et al., 2008]. Une distance eucli-
dienne moyenne est ensuite calculée entre les points de l’image recalée et ceux de l’image
de référence.
– les singularités dans le champ de déformation dense. En calculant le déterminant du
jacobien du champ de déformation, il est possible de voir si les déformations trouvées
lors du recalage sont réalistes. Il est en effet possible ainsi de déterminer si il y a eu
expansion ou contraction.
Une représentation de ces critères d’évaluation est donnée sur la figure 4.1. Tous les détails
concernant cette base de données et les méthodes d’évaluation sont disponibles à l’adresse
http://empire10.isi.uu.nl/evaluation.php.
4.3 Développements logiciels
Pour tester nos différents développements mathématiques, nous avons d’abord retenu le
langage Matlab, qui offre l’avantage de pouvoir tester rapidement les algorithmes dévelop-
pés. Malheureusement, quand les volumes de données à traiter deviennent très importants,
comme c’est le cas des volumes d’images médicales, l’utilisation de Matlab devient délicate
dans des temps de calcul raisonnables. Tant que nous réalisions des recalages sur des images
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(a) Alignement des frontières des poumons (b) Alignement des scissures principales
(c) Correspondance entre points annotés (d) Singularités dans le champ de déforma-
tion
Figure 4.1 – Illustration des critères d’évaluation utilisés pour juger de la qualité du recalage
non-rigide sur la base de données EMPIRE.
bi-dimensionnelles, cela restait envisageable, mais le passage à la dimension 3 nous a obligé
à changer de stratégie. Ainsi, nous avons choisi d’utiliser la librairie C++ Insight ToolKit
(ITK), qui est une librairie open-source dédiée au recalage et à la segmentation d’images. Elle
offre de nombreux algorithmes et outils pour l’analyse d’images, et est disponible à l’adresse
http://www.itk.org/. Enfin, nous avons utilisé la librairie elastiX [Klein et al., 2010] dispo-
nible à l’adresse
http://elastix.isi.uu.nl/index.php, qui a été développée récemment et se concentre ex-
clusivement sur le recalage rigide et non-rigide iconique. Elle a été conçue pour le recalage
d’images médicales, bien qu’elle puisse être employée pour d’autres types d’images. Cette
librairie est basée sur ITK et présente des particularités intéressantes :
– les codes réalisés pour ITK sont facilement réutilisables, après quelques modifications
mineures, avec la librairie elastiX.
– elle commence à être utilisée intensivement par la communauté du recalage d’images
médicales, et on peut espérer qu’elle va s’enrichir, au fur et à mesure des développements
des différents utilisateurs.
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– enfin, et c’est sans doute le point le plus important, elle assure la reproductibilité
des résultats. En effet, pour lancer un recalage avec cette librairie, il suffit de créer
un fichier de paramètres qui va définir les différentes composantes de la méthode de
recalage, comme donné en annexe F. Ainsi, ce fichier est « la signature » du reca-
lage, et tout un chacun peut reproduire le même recalage, paramétré de la même
manière, pour peu qu’il possède ce fichier. D’ailleurs, une liste de fichiers de para-
mètres associés à leurs articles est disponible sur le site de la librairie, à l’adresse
http://elastix.bigr.nl/wiki/index.php/Parameter_file_database.
Nous voulons aborder ici un point important à nos yeux. Pour réaliser tous ces tests, nous
nous sommes posés la question de re-coder ou non les mesures usuelles de l’IM auxquelles nous
voulions comparer nos propres mesures. Lorsque l’on fait des recherches sur internet, on peut
trouver un grand nombre de codes approximant l’IM, mais ils ne citent pas toujours l’article de
référence correspondant à l’approximation utilisée. D’un autre côté, re-coder les méthodes de
référence peut également être sujet à caution car en fonction de la mise en oeuvre, les temps
de calcul peuvent grandement différer. Dans la librairie ITK, les 3 méthodes d’estimation
de l’IM (IMNH, IMG et IMBS) précédemment évoquées sont disponibles et les articles sur
lesquelles se basent les algorithmes sont donnés. Nous pensons que la reconnaissance de cette
librairie par la communauté scientifique, tout comme sa qualité de codage permettent d’utiliser
ces définitions de l’IM dans nos comparaisons. Pour s’en convaincre, nous avons examiné
attentivement les codes disponibles et ils retranscrivent fidèlement les articles originaux. Nous
avons donc finalement fait le choix d’utiliser les codes ITK pour les mesures de référence, ce qui
assure en plus une reproductibilité de ceux-ci puisque la librairie est librement disponible. Pour
ce qui est de nos propres mesures de similarité, nous nous sommes servis de la structure d’ITK
qui permet de mettre en oeuvre des codes rapides. Enfin, quand après quelques modifications,
ces codes ont pu être intégrés dans elastiX.
Nous avons également utilisé dans ces librairies les algorithmes codant les autres compo-
santes d’une méthode de recalage (optimisation, modèle de déformation, interpolation, etc.).
La structure même du code permet en effet de choisir chaque composante indépendamment
des autres, et de les assembler pour créer une méthode globale.
4.4 Evaluation des différentes mesures de similarité
La première étape qui nous parait essentielle pour évaluer les mesures de similarité est
de regarder leur comportement général dans l’espace des paramètres de la transformation.
Par cette évaluation, nous voulions voir si les mesures proposées étaient suffisamment régu-
lières pour être utilisées dans le contexte du recalage. En effet, une mesure présentant trop
d’optimums locaux sera très délicate à optimiser, et devra donc être proscrite dans ce contexte.
Pour ce faire, nous avons suivi la procédure représentée schématiquement sur la figure 4.2,
en utilisant les images de la base de données IMOP. Cela consiste, tout d’abord, à sélectionner
une image en 2 dimensions dans un des volumes de la base, qui sera l’image de référence. Puis,
cette même image est translatée en x et y pour des valeurs comprises entre -50 et +50 mm afin
d’obtenir une image flottante. Pour chaque valeur de translation, la mesure de similarité est
calculée entre l’image de référence et l’image flottante, ce qui permet d’obtenir une matrice de
résultats 3D. Celle-ci donne, pour chaque translation 2D, la valeur de la mesure de similarité.
Toutefois, cette expérience permet de parcourir seulement dans l’espace des paramètres de
translation, c’est-à-dire dans un espace de dimension 2. Mais, nous l’avons vu, les transforma-
tions considérées pour le recalage non rigide multimodal peuvent compter plusieurs milliers
de paramètres. Une étude telle que celle-ci sur un nombre important de paramètres n’est pas
envisageable. Outre le fait que cela serait compliqué à représenter, les temps de calcul néces-
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Figure 4.2 – Illustration des tests menés. Deux images identiques sont translatées l’une par
rapport à l’autre, et la mesure de similarité est calculée pour chaque translation.
saires seraient vraiment très importants. Toutefois, pour rendre plus réaliste la situation, nous
avons décidé de réaliser ces tests en ajoutant aux 2 paramètres de translation une rotation,
puis en ajoutant dans les images un bruit additif gaussien, et enfin un bruit multiplicatif de
type speckle.
Au total, 10 mesures de similarité ont été soumises à ce test. Elles sont données dans le
tableau 4.1. Elles correspondent aux 6 mesures que nous avons développées et présentées au
chapitre précédent (3), auxquelles s’ajoutent les quatres mesures de référence précédemment
citées. De plus, le nombre d’échantillons tirés de l’image utilisés pour l’estimation d’une mesure
est un paramètre important, car il va grandement influer sur la rapidité du recalage. Toutes ces
mesures, à l’exception de l’IM estimée par histogramme IMH, peuvent être estimées à partir
d’un nombre réduit d’échantillons tirés aléatoirement des images. Nous avons donc réalisé ces
tests en prenant en compte 50, 100, 500, 1000 et enfin 5000 échantillons issus des images.
Mesures proposées Mesures usuelles
H3E IMNH
H4E IMG
3EIM IMBS
4EIM IMNBS
3EIMN
4EIMN
Table 4.1 – Mesures utilisées dans les tests de régularité.
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Ces valeurs n’ont pas été choisies au hasard : dans l’article [Viola, 1995], l’auteur indique le
nombre de 50 échantillons pour obtenir un recalage de qualité. Certes, le contexte applicatif
est différent, mais nous allons voir à travers ces tests que ce nombre est sans doute sous
évalué. Enfin, au dela de 5000 échantillons, il devient difficile d’obtenir des temps de calcul
raisonnables, quelle que soit la mesure, pour une utilisation en recalage. Il faut également
préciser que pour l’estimation IMG, nous nous sommes arrêtés à 1000 échantillons, les temps
de calcul devenant beaucoup trop importants pour envisager son utilisation en recalage. Nous
donnerons dans la section 4.6 qui traite du recalage rigide plus de détails concernant les temps
de calcul. Mais pour donner une idée, réaliser le test sur une image (ce qui correspond à
100×100 = 10000 évaluations de la mesure de similarité, puisque nous l’évaluons pour chaque
translation entre -50 et +50 mm, en x et y), en prenant en compte 5000 échantillons, nécessite
moins d’1 minute avec nos mesures, tout comme avec celles basées sur le fenêtrage de Parzen
avec noyau B-Spline (IMBS et IMNBS). Pour IMG, le même test nécessite 20 minutes.
A chaque fois, nous avons répété cette expérience sur 100 images différentes tirées au hasard
dans la base de donnée IMOP et avons calculé la moyenne des mesures de similarité sur ces
100 images.
Il faut noter que nous donnons sur les différentes figures l’opposé des résultats des entropies
conjointes pour une comparaison directe par rapport aux différentes IMs. En effet, l’IM atteint
normalement un maximum à l’optimum, tandis que l’entropie conjointe atteint quant-à-elle
un minimum. De la même façon, nous avons pris l’opposé des résultats de IMBS et IMNBS car
par défaut dans la librairie ITK, les fonctions codant ses mesures renvoient l’opposé de l’IM.
(a) Rotation de 10
degrés
(b) Rotation de 20
degrés
(c) Rotation de 30
degrés
(d) Rotation de 40
degrés
Figure 4.3 – Exemples d’images utilisées dans les tests, avec une rotation de 10 à 40 degrés
par pas de 10 degrés.
4.4.1 Régularité pour une transformation rigide
Dans cette première série de tests, nous considérons donc une transformation rigide à 3
paramètres en 2D (2 translations et une rotation). Mis à part les paramètres dont nous avons
parlé ci-avant (translations et nombre d’échantillons pris en compte dans les approximations),
nous avons fait varier l’angle de rotation de 0 à 40 degrés par pas de 10 degrés. Une illustration
des images générées est donnée sur la figure 4.3. Par souci de place, nous ne présentons que
les résultats correspondants à une rotation de 10 degrés, mais ils sont représentatifs de tous
les tests menés.
Les graphes 4.4, 4.5 et 4.6 représentent, pour une rotation de 10 degrés, les valeurs des
mesures de similarité sur l’espace des translations, avec la prise en compte de respectivement
50, 100 et 500 échantillons pour l’estimation des différentes mesures de similarité.
Les simulations visant à tester les performances de l’estimation de l’IMN par histogramme
IMNH mérite un traitement à part, puisque l’on ne sélectionne pas le nombre d’échantillons
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pris en compte pour son estimation, si l’on s’en réfère à l’article original
[Studholme et al., 1997]. Ainsi, le résultat pour ce test initial du comportement de IMNH est
donné dans la figure 4.7, dans laquelle tous les voxels de l’image sont pris en compte dans le
calcul.
(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM (f) 3EIMN
(g) H4E (h) 4EIM (i) 4EIMN
Figure 4.4 – Test de régularité des différentes mesures pour une transformation rigide, avec
une rotation de 10 degrés, en utilisant 50 échantillons dans l’estimation des mesures. Ces figures
représentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en z) en
fonction des translations (en x et y) considérées. Le codage va du bleu pour des valeurs faibles
de la mesure, au rouge pour des valeurs importantes.
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(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM (f) 3EIMN
(g) H4E (h) 4EIM (i) 4EIMN
Figure 4.5 – Test de régularité des différentes mesures pour une transformation rigide, avec
une rotation de 10 degrés, en utilisant 100 échantillons dans l’estimation des mesures.Ces
figures représentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en
z) en fonction des translations (en x et y) considérées. Le codage va du bleu pour des valeurs
faibles de la mesure, au rouge pour des valeurs importantes.
114 Chapitre 4
(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM (f) 3EIMN
(g) H4E (h) 4EIM (i) 4EIMN
Figure 4.6 – Test de régularité des différentes mesures pour une transformation rigide, avec
une rotation de 10 degrés, en utilisant 500 échantillons dans l’estimation des mesures. Ces
figures représentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en
z) en fonction des translations (en x et y) considérées. Le codage va du bleu pour des valeurs
faibles de la mesure, au rouge pour des valeurs importantes.
Nous pouvons tirer plusieurs enseignements des ces premiers résultats, que nous dévelop-
pons maintenant.
Comportement des approximations à l’ordre 4
Toutes les mesures de similarité basées par le développement d’Edgeworth à l’ordre 4 (c’est-
à-dire H4E, 4EIM et 4EIMN) donnent le résultat opposé de ce que laissaient supposer ces
approximations. En effet, les IMs approximées par ce développement (4EIM et 4EIMN) at-
teignent un minimum en l’optimum, alors qu’elles devraient au contraire atteindre un maxi-
mum. Ceci est notamment visible sur les figures 4.4(h), 4.5(h), 4.6(h). De la même manière,
les entropies conjointes (dont nous représentons ici l’opposé pour faciliter la comparaison)
devraient atteindre un minimum (et donc un maximum sur les figures) à l’optimum, ce qui
est l’opposé de ce que l’on obtient sur les figures 4.4(g), 4.5(g) et 4.6(g). Ceci nous a rendu
quelque peu perplexe, surtout qu’en comparaison, les résultats donnés par les mesures basées
sur le développement à l’ordre 3 semblent satisfaisantes. Nous avons étudié dans le détail le
comportement de ces mesures à l’ordre 4 et tâchons d’apporter ici quelques éclaircissements.
Tout d’abord, ce problème provient vraisemblablement de l’estimation de la densité de
probabilité conjointe, les approximations des entropies marginales restant dans les mêmes
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Figure 4.7 – Test de régularité de IMNH pour une transformation rigide, avec une rotation de
10 degrés, en utilisant la totalité des échantillons (262000) issus de l’image. Moyenne sur 100
tests. Le codage va du bleu pour des valeurs faibles de la mesure, au rouge pour des valeurs
importantes.
ordres de grandeur lorsque nous utilisons le développement à l’ordre 3 ou 4. Si nous reprenons
l’équation de l’entropie conjointe basée sur un développement d’Edgeworth à l’ordre 4 (3.51)
du chapitre 3, nous pouvons, pour simplifier, la réécrire comme étant :
H4E(x) = 1 + log(2pi) + 0.5 log(1− ρ2) (4.2)
− 1
12(1 − ρ2)3 (. . . )−
1
48(1 − ρ2)4 (. . . )−
10
144(1 − ρ2)6 (. . . )
où (. . . ) contient les termes s’exprimant en fonction des cumulants, que nous ne réécrivons
pas pour plus de lisibilité. Dans cette équation, les 3 termes 1
12(1−ρ2)3 (. . . ),
1
48(1−ρ2)4 (. . . ) et
10
144(1−ρ2)6 (. . . ) sont les contributions respectives des 3 termes
1
3!κ
i1,i2,i3Hi1,i2,i3(u),
1
4!κ
i1,i2,i3,i4Hi1,i2,i3,i4(u) et
10
6! κ
i1,i2,i3κi4,i5,i6Hi1,i2,i3,i4,i5,i6(u) qui apparaissent dans l’équation
(3.34) exprimant la densité de probabilité conjointe px approximée par un développement
d’Edgeworth à l’ordre 4. Quand le développement est tronqué à l’ordre 3, seul le premier de
ces termes subsiste. Il nous a semblé intéressant de voir comment se comportait ces 3 termes
au cours des simulations, pour essayer de mieux comprendre le comportement singulier de
notre mesure tronquée à l’ordre 4. Nous avons donc isolé, dans ces tests, les valeurs prises par
ces termes. Plus précisément, pour une image, et avec une rotation de 10 degrés, nous avons
reporté les valeurs prises par les approximations d’ordre 4 des entropies marginales Hx(1) ,
Hx(2) , l’approximation 4EIM et les 3 termes que nous venons de citer dans le tableau 4.2.
Nous constatons que le troisième terme croît de manière très importante au fur et à mesure
que l’on s’approche de l’optimum, si bien que la valeur de l’IM à l’optimum est presque
exclusivement guidée par ce terme. Ceci entraîne d’ailleurs un problème lors du calcul de
l’IMN, car suivant l’équation la définissant (2.30), son estimation revient à faire la somme des
entropies marginales divisée par l’entropie conjointe. Lorsque l’entropie conjointe devient très
importante, il en résulte une approximation de l’IMN s’approchant de 0, comme en témoignent
les figures , 4.4(i), 4.5(i), 4.6(i).
Nous émettons actuellement 2 hypothèses pour expliquer ce problème :
– La première serait une erreur dans nos développements (errare humanum est). Nous les
avons vérifié à de maintes reprises mais cela reste possible à priori. Cependant, plusieurs
arguments plaident en notre faveur. Le premier est que la mesure calculée à partir d’un
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TX TY Hx(1) Hx(2)
1
12(1−ρ2)3
(
. . .
)
1
48(1−ρ2)4
(
. . .
)
10
144(1−ρ2)6
(
. . .
)
4EIM
40 40 1.28 0.41 2.52 0.26 4.44 -5.53
30 30 1.28 0.52 2.48 0.29 5.61 -6.85
20 20 1.28 0.62 2.48 0.14 6.29 -7.01
10 10 1.28 0.92 2.42 0.08 17.17 -17.47
5 5 1.28 0.99 2.29 0.22 72.85 -73.08
0 0 1.28 1.04 1.94 0.21 544.12 -543.954
Table 4.2 – Valeurs prises par nos différentes approximations à l’ordre 4, pour une rotation
de 10 degrés, en fonction des translations en X et Y.
développement d’Edgeworth tronqué à l’ordre 3 semble approximer correctement l’IM.
Or, nous avons suivi exactement la même démarche pour obtenir le développement à
l’ordre 4. De plus, les résultats à l’ordre 4 ne sont pas complètement aberrants, dans la
mesure où les résultats, en valeur absolue, donnent un maximum à l’optimum. Il nous
paraît donc peu probable qu’un calcul erroné donne des résultats si cohérents.
– La seconde serait de penser que le souci provient du développement d’Edgeworth, qui
est asymptotiquement une approximation correcte de la densité de probabilité conjointe.
Nous pensons que la troncature après un certain nombre de termes peut emmener une
telle singularité. Pour le montrer, nous souhaitons développer l’approximation de l’entro-
pie conjointe par un développement d’Edgeworth tronqué à l’ordre 5, afin de constater
si une compensation intervient avec les termes supplémentaires issus de ce nouveau
développement. Cela nécessite des développements mathématiques importants, et l’ex-
pression qui en découle ne pourra sans doute pas être appliquée au problème du recalage
du fait du coût calculatoire engendré par ces nouveaux termes, mais c’est une piste à
envisager.
A partir de ce constat, nous avons décidé de nous concentrer sur les mesures approximées
par le développement d’Edgeworth tronqué à l’ordre 3, et c’est pourquoi les résultats à venir
ne s’intéressent qu’à celles-ci. A posterori, nous pensons que cette mesure à l’ordre 4, bien que
ne pouvant pas être considérée comme une réelle approximaton de l’IM, mérite tout de même
notre attention. En effet, si nous nous intéressons aux résultats donnés dans les figures 4.4, 4.5
et 4.6, nous constatons que ces mesures proposent une étonnante régularité, même quand un
nombre d’échantillons faible est pris en compte pour l’estimation. Pour s’en convaincre, nous
donnons dans la figure 4.8 l’opposé des figures 4.4(h), 4.5(h) et 4.6(h). Nous constatons par
exemple qu’en ne considérant que 50 échantillons pour l’estimation (fig.4.8(a)), cette mesure
semble donner moins de maxima locaux que celles proposées sur la figure 4.4.
Comportement de l’estimation de l’IM par fenêtrage de Parzen à noyau gaussien
Nous avons constaté que dans notre contexte de recalage d’images médicales, l’IM estimée
par fenêtrage de Parzen à noyau gaussien (IMG) semble nécessiter plus de 50 échantillons
pour être estimée correctement. Ce nombre d’échantillons était donné comme suffisant dans
l’article présentant la méthode [Viola, 1995], mais la figure 4.4(a) montre qu’avec ce nombre
d’échantillons, de nombreux optimums locaux sont présents, ce qui rend la mesure inopérante.
Quand le nombre d’échantillons augmente, cette mesure devient plus régulière, mais au prix
d’un coût calculatoire devenant rapidement très important par rapport aux autres méthodes.
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(a) 50 échantillons (b) 100 échantillons (c) 500 échantillons
Figure 4.8 – Test de régularité pour une transformation rigide, avec une rotation de 10
degrés. Représentation de l’opposé de 4EIM avec la prise en compte d’un nombre croissant
d’échantillons dans le calcul de l’approximation.
Comportement de l’estimation de l’IM par histogramme
Nous constatons que cette estimation se comporte bien, mais là encore au prix d’un coût
calculatoire important, puisque tous les voxels (ici environ 260000) de l’image sont pris en
compte dans son estimation, si l’on s’en tient à la définition originale. Certes, nous aurions
pu coder la méthode d’estimation par histogramme prenant comme paramètre le nombre
d’échantillons. Plusieurs points nous en ont dissuadé. Tout d’abord, si l’on s’en tient à la
définition de l’article original [Collignon et al., 1995], il n’est pas fait référence à ce nombre
d’échantillons. De plus, re-coder une méthode reste toujours sujet à caution. Enfin, l’IM estimée
par histogramme est considérée en général comme moins efficace que ses consoeurs utilisant
le fenêtrage de Parzen. Cela rend également difficile la comparaison avec les autres méthodes,
un des buts principaux à travers les différentes expériences menées étant justement d’étudier
le comportement des mesures en fonction du nombre d’échantillons pris en compte dans leur
estimation. C’est pourquoi dans la suite de ces tests préliminaires, nous ne présenterons plus
les résultats pour cette mesure IMNH.
Remarques globales Comme nous pouvions nous y attendre, augmenter le nombre d’échan-
tillons utilisés dans les approximations de ces mesures de similarité améliore très sensiblement
ces mesures, en lissant les optimums locaux. Les mesures semblant les plus performantes sur
ces tests synthétiques sont l’IM et l’IMN estimée par fenêtrage de Parzen à noyau B-Splines
(IMBS et IMNBS) ainsi que nos approximations tronquées à l’ordre 3. Au sujet de ces der-
nières, nous constatons que les mesures d’IM (3EIM, 3EIMN) semblent présenter moins de
maxima locaux que la seule entropie conjointe H3E. C’est ce que laissait supposer la théo-
rie car comme nous l’avons vu au chapitre 1, l’IM a été utilisée en recalage d’images après
l’entropie conjointe, la première cherchant à améliorer la régularité de la seconde par la prise
en compte des entropies marginales des images à recaler. Nous pouvons également constater
que les 2 mesures 3EIM et 3EIMN issues de nos développements donnent des résultats très
similaires. Cela nous a conduit à nous concentrer, par la suite, sur la seule 3EIM. Le processus
d’évaluation étant relativement long, nous avons dû faire ce choix relativement tôt. Dans le
futur néanmoins, l’étude précise de 3EIMN nous semble nécessaire, au moins à titre de compa-
raison. Finalement, nous constatons notamment que ces mesures sont relativement régulières
même lorsqu’un faible nombre d’échantillons est pris en compte. Si nous augmentons l’angle
de rotation, les résultats se confirment. La figure 4.9 donne les résultats de l’expérience pour
un angle de 40 degrés, avec la prise en compte de 500 échantillons. Nous constatons que dans
cette situation, nos approximations à l’ordre 3 semblent même plus régulières que les IMs
approximées par fenêtrage de Parzen à noyau B-Spline.
118 Chapitre 4
(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM (f) 3EIMN
(g) H4E (h) 4EIM (i) 4EIMN
Figure 4.9 – Test de régularité des différentes mesures pour une transformation rigide, avec
une rotation de 40 degrés, en utilisant 500 échantillons dans l’estimation des mesures. Ces
figures représentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en
z) en fonction des translations (en x et y) considérées.
4.4.2 Régularité face au bruit
Dans ces simulations, plutôt que d’ajouter une rotation aux 2 translations, nous avons
choisi d’ajouter un bruit, afin de tester la robustesse des mesures dans un environnement
bruité. En effet, nous savons que les images médicales sont souvent perturbées par du bruit
qui peut compliquer le recalage. Ce bruit peut avoir plusieurs origines. Il peut être dû di-
rectement à la technique d’imagerie employée, ou encore aux algorithmes de reconstruc-
tion utilisés pour créer les images 3D. Il est difficile de modéliser le bruit présent dans ces
images, et cette étude ne prétend pas le reproduire fidèlement. Cependant, il nous a paru
intéressant d’observer le comportement des différentes mesures dans un environnement bruité.
Nous avons commencé par appliquer aux images un bruit additif gaussien d’écart type crois-
sant. Puis, nous nous sommes intéressés au bruit multiplicatif de type speckle (ou granu-
larité) qui est connu pour venir perturber les images ultrasonores, dont l’échographie fait
partie. Ces bruits ont été générés à l’aide d’un code source disponible en ligne à l’adresse :
http://www.insight-journal.org/browse/publication/721.
Dans la première série de tests, les images ont été dégradées par un bruit gaussien d’écart-
type croissant de 1, 5, 10, 50, 100 et 500, et considérant toujours une translation de +/- 50
mm en x et y. Quelques exemples d’images générées sont donnés figure 4.10. A l’oeil nu, il est
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très difficile de discerner la présence de ce bruit, pour un écart-type inférieur à 100. Comme
pour les tests précédents, nous avons également fait varier le nombre d’échantillons. Nous ne
donnons encore une fois que quelques résultats significatifs de tous les tests menés.
(a) Image de réfé-
rence
(b) Bruit gaussien
additif d’écart-type
10
(c) Bruit gaussien
additif d’écart-type
100
(d) Bruit gaussien
additif d’écart-type
500
Figure 4.10 – Exemples d’images bruitées par un bruit gaussien additif d’écart-type croissant.
(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM
Figure 4.11 – Test de régularité des différentes mesures en présence de bruit additif gaussien
d’écart-type 1, en utilisant 50 échantillons dans l’estimation des mesures. Ces figures repré-
sentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en z) en fonction
des translations (en x et y) considérées.
Dans ces tests, les résultats montrent une nette supériorité de nos mesures par rapport aux
mesures classiques. Ceci est particulièrement visible quand le bruit additif devient important
(figures 4.12 et 4.14). Même si la nature des images, qui présentent des zones noires dans les
coins, expliquent sans doute en partie les mauvais résultats des mesures traditionelles, on voit
que leur robustesse à un bruit gaussien n’est pas très convaincante. Nous nous attendions à ce
que nos mesures soient supérieures aux mesures classiques dans ce cas de figure. En effet, la
distribution de probabilité gaussienne a tous ses cumulants d’ordre strictement supérieur à 2
qui sont égaux à 0. Or, nos mesures se basent sur les cumulants d’ordre supérieur à 2, et sont
donc en théorie insensibles au bruit gaussien. Pour s’en convaincre, la figure 4.15 représente
le résultat des simulations sur 3EIM, pour un bruit gaussien d’écart-type croissant et avec
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(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM
Figure 4.12 – Test de régularité des différentes mesures en présence de bruit additif gaussien
d’écart-type 50, en utilisant 50 échantillons dans l’estimation des mesures. Ces figures repré-
sentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en z) en fonction
des translations (en x et y) considérées.
(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM
Figure 4.13 – Test de régularité des différentes mesures en présence de bruit additif gaussien
d’écart-type 1, en utilisant 500 échantillons dans l’estimation des mesures. Ces figures repré-
sentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en z) en fonction
des translations (en x et y) considérées.
la prise en compte de 500 échantillons dans l’approximation de la mesure. On constate des
résultats similaires quelle que soit la puissance du bruit. De plus, dans les 2 premières séries de
tests, nous avons constaté que l’IM estimée par un fenêtrage de Parzen à noyau gaussien (IMG)
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(a) IMG (b) IMBS (c) IMNBS
(d) H3E (e) 3EIM
Figure 4.14 – Test de régularité des différentes mesures en présence de bruit additif gaus-
sien d’écart-type 50, en utilisant 500 échantillons dans l’estimation des mesures. Ces figures
représentent la valeur moyennée sur 100 tests des différentes mesures de similarité (en z) en
fonction des translations (en x et y) considérées.
se comporte beaucoup moins bien que celle estimée par un noyau B-Spline (IMBS), ceci étant
particulièrement vrai quand le nombre d’échantillons est faible. Partant de cette constatation,
nous avons décidé de ne conserver dans la dernière série de tests que les IMs estimées par un
fenêtrage de Parzen à noyau B-Spline.
Cet exemple (figure 4.15) est intéressant car il montre la robustesse de notre mesure face
au bruit additif gaussien, ce qui peut être un atout indéniable dans certains contextes appli-
catifs. Cependant, il nous a semblé nécessaire de faire de nouveaux tests qui prendraient en
compte un autre type de bruit, qui n’avantagerait pas à priori nos mesures. Nous avons choisi
dans ces simulations le bruit multiplicatif de speckle qui est connu pour dégrader les images
échographiques. Une illustration de ce bruit est donné sur la figure 4.16.
A ce stade de l’évaluation, il nous reste donc 4 mesures : IMBS et IMNBS estimées par
fenêtrage de Parzen à noyau B-Spline et l’entropie conjointe ainsi que l’IM basée sur un
développement d’Edgeworth tronqué à l’ordre 3 (respectivement H3E et 3EIM). Celles-ci ont
été évaluées, en fonction du nombre d’échantillons pris en compte dans leur estimation, pour un
bruit de speckle d’écart-type croissant de 0.05, 0.1 et 0.2, et en considérant encore une fois une
translation de +/- 50 mm en x et y. Nous ne donnerons ici qu’un exemple illustratif, car les 4
mesures se comportent globalement bien, ne présentant pas de minima locaux, quand le nombre
d’échantillons est important (> 500). Cependant, quand ce nombre est faible (50), les résultats
s’avèrent meilleurs pour nos mesures, comme nous pouvons le voir sur la figure 4.17. Ceci est
un résultat intéressant car il montre qu’a priori, même en présence de bruit non-gaussien
multiplicatif, notre mesure est régulière même quand elle est estimée à partir d’un faible
nombre d’échantillons. Sur cette même figure 4.17, il est également intéressant de constater la
grande différence entre IMBS et IMNBS. Ceci vient du fait que l’entropie conjointe moyenne
(sur les 100 images) estimée est très proche de 1 quelle que soit la translation considérée, la
majeure partie de l’information est alors portée par l’entropie marginale de l’image flottante.
Dans cette première partie des évaluations, nous avons comparé les mesures que nous
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(a) écart-type 1 (b) écart-type 5 (c) écart-type 10
(d) écart-type 50 (e) écart-type 100 (f) écart-type 500
Figure 4.15 – Test de régularité de 3EIM en présence de bruit additif gaussien d’écart-type
croissant, en utilisant 500 échantillons dans l’estimation des mesures. Ces figures représentent
la valeur moyennée sur 100 tests des différentes mesures de similarité (en z) en fonction des
translations (en x et y) considérées.
(a) Image de réfé-
rence
(b) Bruit de speckle
d’écart-type 0.05
(c) Bruit de speckle
d’écart-type 0.1
(d) Bruit de speckle
d’écart-type 0.2
Figure 4.16 – Exemples d’images bruitées par un bruit multiplicatif de type speckle d’écart-
type croissant.
avons développées aux mesures usuelles d’IMs sur des tests synthétiques, afin de regarder
leur régularité dans l’espace des paramètres et lorsqu’elles sont soumises à différents types de
bruits. Pour les mesures usuelles, les résultats montrent que l’IM estimée par un fenêtrage de
Parzen à noyau B-Spline est plus régulière que celle estimée par noyau gaussien, surtout quand
le nombre d’échantillons utilisés dans l’estimation est faible. L’IM estimée par histogramme
est peu comparable, étant donné que d’après sa défintion originale, elle prend en compte tous
les pixels de l’image pour son estimation. L’évaluation de nos mesures a montré la singularité
de celles estimées à partir d’un développement d’Edgeworth tronqué à l’ordre 4, et la bonne
régularité de celles estimées à partir d’un développement d’Edgeworth tronqué à l’ordre 3 dans
les différents scénarios envisagés. Plus particulièrement, les tests ont mis en évidence 3EIM
et 3EIMN par rapport à l’entropie conjointe seule. Ces deux mesures donnant des résultats
très similaires, nous ne gardons que la première dans la suite de notre étude. Enfin, si l’on
compare 3EIM et IMBS, nous obtenons sur ces tests synthétiques des résultats légèrement
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(a) IMBS (b) IMNBS
(c) H3E (d) 3EIM
Figure 4.17 – Test de régularité des différentes mesures en présence de bruit multiplicatif
de type speckle d’écart-type 0.2, en utilisant 50 échantillons dans l’estimation des mesures.
Moyenne sur 100 tests.
supérieurs avec notre mesure, surtout lorsque le nombre d’échantillons est faible. L’étude de
régularité ayant démontré les qualités de 3EIM en tant qu’approximation de l’IM, nous pouvons
désormais l’intégrer dans un schéma de recalage global.
4.5 Evaluations des optimiseurs
Il nous a paru important de tester 3EIM avec différents optimiseurs et leurs jeux de para-
mètres associés. En effet, la mesure de similarité n’est qu’une des composantes d’une méthode
de recalage, et même si elle semble régulière, il est important de l’insérer dans un schéma
global. En nous basant sur les articles [Klein et al., 2007,Klein et al., 2009], nous avons tout
d’abord sélectionné les optimiseurs qui nous paraissaient les plus adéquats pour résoudre notre
problème. Le premier de ces articles présente une comparaison des différentes méthodes d’opti-
misation dans le cadre du recalage non-rigide d’images médicales utilisant l’IM comme mesure
de similarité et les B-Splines comme modèle de déformation. Le second article, plus récent,
présente une nouvelle méthode d’optimisation appelée descente de gradient stochastique à pas
adaptatif, qui se veut plus efficace que toutes les méthodes proposées dans [Klein et al., 2007].
4.5.1 Présentation des paramètres des différents optimiseurs
Comme nous l’avons vu dans nos tests préliminaires sur les mesures de similarité, et no-
tamment quand nous avons comparé le comportement de 3EIM par rapport aux IM classiques
(les versions à noyau gaussien [Viola and Wells, 1997] et à noyau B-Splines
[Thévenaz and Unser, 1997,Mattes et al., 2003]) sur des déformations simples, notre métrique
ne se comporte pas exactement comme celles qui font référence dans le domaine. Aussi, il nous
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apparaissait inopportun d’essayer d’utiliser directement les optimiseurs de la littérature avec
les paramètres « optimaux » qui sont donnés. Nous avons donc testé nos métriques avec diffé-
rents optimiseurs et en faisant varier leurs paramètres associés. Pour obtenir un résultat objectif
de la qualité du recalage par rapport aux différents paramètres des optimiseurs, nous avons
utilisé les données d’entrainement (1 patient) de la base de données RIRE [West et al., 1997]
que nous présentons en détail dans l’annexe E. Cette base présente plusieurs avantages qui
nous ont amené à l’utiliser. Tout d’abord, elle est reconnue par la communauté du recalage,
puisqu’elle est souvent utilisée dans l’évaluation de nouvelles méthodes, comme nous l’avons
dit au chapitre 2. De plus, elle présente des données multimodales scanner (CT), IRM (T1,
T2 et R) et TEP et permet donc d’évaluer le recalage rigide multimodal. Enfin, et c’est le
point le plus important, il est possible d’obtenir à partir de cette base de données une esti-
mation quantitative de la qualité du recalage, par le biais des erreurs moyenne, médiane et
maximale de recalage. La manière de calculer ces erreurs, qui sont des distances euclidiennes
entre volumes d’intérêt, est présentée en détail dans l’annexe E.
Nous avons choisi de tester plusieurs optimiseurs donnés comme les plus performants dans
la littérature, et qui ont été présentés au chapitre 1 :
– la descente de gradient (G), qui utilise une mise à jour du pas assez basique.
– le gradient conjugué non linéaire (GC), qui se sert d’une recherche linéaire inexacte pour
calculer le pas à chaque itération, et d’une mise à jour de la direction de recherche prenant
en compte le gradient mais aussi la direction de recherche à l’itération précédente.
– la descente de gradient stochastique à pas adaptatif, avec (GS_manu) ou sans (GS_auto)
sélection manuelle des paramètres, dont l’apport principal est la sélection « intelligente »
du pas à chaque itération.
– l’algorithme LBFGS (Limited memory Broyden-Fletcher-Goldfarb-Shanno), qui comme
GC utilise une recherche linéaire inexacte pour calculer le pas, et approxime la matrice
hessienne pour définir la direction de recherche.
Nous présentons dans ce qui suit les différents paramètres rentrant en jeu dans ces optimi-
seurs.
Paramètres liés au choix du pas
La détermination du pas est différente suivant l’optimiseur employé. Le pas de la descente de
gradient est simplement un facteur de relaxation compris entre 0 et 1 qui guide la décroissance
du pas initial. Quand l’optimiseur ne progresse plus, le pas initial est multiplié par ce facteur.
Les 2 paramètres qui rentrent en jeu sont donc le facteur de relaxation (FR) et le pas initial
(PI).
Le pas du gradient conjugué non linéaire et de l’algorithme LBFGS est déterminé itéra-
tivement par recherche linéaire inexacte décrite au chapitre 1. Cette procédure nécessite 4
paramètres :
– les constantes c1 et c2 issues des équations (1.23) et (1.24), qui dictent le comportement
des conditions fortes de Wolfe. c1 permet de régler le « taux » de décroissance que l’on
désire, à chaque itération, sur la fonction de coût, tandis que c2 dicte la manière dont
on veut s’approcher d’un point stationnaire de cette fonction de coût.
– le pas initial de la recherche linéaire inexacte,
– le nombre maximum d’itérations pour cette recherche (ItLS).
Enfin, la descente de gradient stochastique à pas adaptatif utilise sa propre méthode éga-
lement présentée au chapitre 1. Celle-ci prend en compte les paramètres a, A, α, fmin, fmax
et ω et t0 définis dans les équations (1.25) et (1.27). La force de cette méthode réside dans le
fait qu’une grande partie de ces paramètres (a, fmin, fmax et ω) peuvent être estimés auto-
matiquement, au début du recalage, à partir des images prises en compte, et plus précisément
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à partir de leurs gradients et de leurs jacobiens. Mais ils peuvent également être donnés par
l’utlisateur. Dans nos expérimentations, nous avons testé les 2 solutions.
Paramètres liés au choix de la direction de recherche
A l’heure actuelle, nous n’avons pas calculé de dérivée analytique de nos différentes mesures
de similarités. C’est un travail nécessaire et qui fait partie des perspectives à court terme de ce
travail. Or, les méthodes d’optimisation utilisées se basent toutes sur la direction du gradient
de la fonction de coût. Nous avons donc utilisé une approximation g˜k de la dérivée g(µk)
calculée par différence finie. Cela nécessite de définir le scalaire ck de l’équation (1.30). C’est
le seul paramètre à fixer pour les méthodes de descente de gradient et de descente de gradient
stochastique à pas adaptatif.
Pour la méthode de gradient conjugué non linéaire, il faut choisir la manière de calculer
ζk défini dans l’équation (1.34), qui contrôle l’influence relative du gradient et de la direction
de recherche de l’itération précédente pour le calcul de la direction de recherche à l’itération
courante. Outre les deux expressions de ce scalaire données dans le chapitre 1 (equations
(1.35) et (1.36)), d’autres expressions développées dans la littérature ( [Dai, 2003], p.1318
et [Klein et al., 2007]) peuvent être utilisées.
Enfin l’algorithme du LBFGS nécessite le choix d’un paramètre qui va déterminer la « mé-
moire » de l’optimiseur, c’est à dire le nombre d’itérations passées utilisées dans la construction
de l’approximation du hessien. Nous notons ce paramètre M .
Critères d’arrêt
Dans toutes ces méthodes, des critères d’arrêt doivent être également donnés, car dans le cas
contraire ces optimiseurs itérerons indéfiniment. Les critères retenus sont :
– le nombre maximal d’itérations de l’algorithme (ItMax).
– le pas minimal (PMin). Au fur et à mesure que l’on se rapproche de l’optimum, le
pas va décroître pour gagner en précision. Nous pouvons considérer qu’en dessous d’une
certaine valeur de ce pas, on a atteint un optimum (et si possible l’optimum global).
– le gradient minimal (GMin). De la même manière, il est possible de considérer qu’en
dessous d’une certaine valeur du gradient, l’optimum est atteint.
– pour les méthodes basées sur une recherche linéaire inexacte, on peut décider si l’on
stoppe ou non l’algorithme lorsque les conditions fortes de Wolfe (équations (1.23) et
(1.24)) ne sont pas satisfaites à une itération. Nous appelons ce critère Wolfe.
Schéma multirésolution
Finalement, nous avons voulu évaluer l’apport d’une procédure multirésolution dans la qualité
de l’optimisation. Comme présentée dans le chapitre 1 (1.7), l’approche multirésolution peut
intervenir à deux niveaux dans une procédure de recalage. On peut ainsi augmenter progres-
sivement la complexité du modèle de déformation ou la complexité des données. Etant donné
que cette première série de tests ne s’attache qu’à des déformations rigides, seule l’augmen-
tation de la complexité des données nous intéresse ici. Aussi, avons nous choisi de comparer
deux approches présentées en détail dans [Lester and Arridge, 1999] :
– une pyramide gaussienne avec sous-échantillonnage.
– une pyramide gaussienne sans sous-échantillonnage.
Un exemple de ces deux stratégies est donné figure 4.18.
Dans nos tests, nous avons donc considéré ces 2 types de pyramide, en utilisant 1 (approche
monorésolution), 2, ou 3 résolutions. Quand l’approche multirésolution a été envisagée, nous
avons utilisé un facteur 2 entre chaque niveau de la pyramide.
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Figure 4.18 – Les 2 approches multirésolutions utilisées au cours des tests : en haut, une
approche avec sous-échantillonnage. En bas, une approche sans sous-échantillonnage. D’après
[Klein et al., 2010].
Comme nous l’avons constaté, ces différents optimiseurs possèdent de nombreux para-
mètres. Notre idée première était de déterminer les paramètres « optimaux » pour chaque
optimiseur et pour recaler « n’importe quel » type d’images. En effet, pour chaque patient
de la base RIRE, 8 volumes 3D d’images (CT, TEP, IRM_T1, IRM_T2, IRM_PD, IRM_-
T1_rectifié, IRM_T2_rectifié, IRM_PD_rectifié) sont disponibles, et 12 recalages doivent
donc être menés (6 recalages CT-IRM et 6 recalages TEP-IRM). En trouvant un jeu de para-
mètres permettant de recaler correctement ces différentes modalités, on trouverait donc une
méthode très générique pouvant s’adapter à beaucoup de problèmes de recalage. Une recherche
exhaustive dans l’espace de ces paramètres est inenvisageable car elle engendrerait un nombre
de recalages très important (et cela nécessiterait un optimiseur pour optimiser les paramètres
de l’optimiseur, excepté si une solution analytique existe pour ces paramètres, ce qui consis-
terait à chercher les zéros de la dérivée de la fonction de coût par rapport à ces paramètres).
Nous avons donc choisi empiriquement, avec l’aide des valeurs de référence données dans la
littérature, différent jeux de paramètres pour les différents optimiseurs. Ceux-ci sont résumés
dans le tableau 4.3*. Pour une question de présentation, ce tableau comme d’autres ont été
placés à la suite de la bibliographie de ce chapitre. Nous les notons d’une * lorsque c’est le cas.
4.5.2 Evaluation
Dans toute cette partie, nous avons fixé le nombre d’échantillons utilisés par l’estimée la
mesure de similarité à 5000. D’aprés les résultats de la section 4.4, ce chiffre donne une mesure
de similarité régulière dans l’espace des transformations rigides. Cela permet de tester les
optimiseurs sans que l’influence de la qualité de l’estimée de la mesure ne soit trop importante.
Comme nous l’avons déjà dit, la base de données RIRE permet d’obtenir une évaluation
quantitative de la qualité du recalage. Pour obtenir les résultats de recalage en ligne, nous
avons écrit un script en language Perl permettant de faire la requête automatiquement sur
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le site, ce qui permet de recevoir le résultat automatiquement, et ainsi de réaliser un grand
nombre de tests sans être obligé de se connecter à chaque fois au site internet. Pour le patient de
la base de données d’entrainement, nous avons réalisé douze recalages 3D (6 recalages CT-IRM
et 6 recalages TEP-IRM) pour chaque combinaison possible des paramètres décrits ci-dessus.
Malheureusement, contrairement à ce que nous pouvions penser, nous n’avons pas trouvé, pour
un optimiseur donné, un jeu de paramètres optimal pour tous les recalages différents. Aussi,
pour évaluer la qualité des optimiseurs utilisés avec la mesure 3EIM, nous avons retenu trois
critères :
– le pourcentage de recalage aboutis. Nous entendons ici les recalages qui ne divergent pas
vers des valeurs aberrantes des paramètres de la transformation qui feraient « sortir »
l’image flottante de son cadre.
– le pourcentage de recalages dont l’erreur moyenne était inférieure à 5mm. Cette valeur
a été choisie pour donner une idée de la qualité des différents recalages. Nous ne l’avons
pas choisie au hasard. Elle correspond approximativement aux performances données
par plusieurs auteurs [Studholme et al., 1999,Pluim et al., 2001,Bardera et al., 2006]
[Cahill et al., 2009] dans des articles évaluant différentes estimées de l’IM que nous avons
citées au chapitre 3. De plus la taille de voxels des différents volumes de la base de
données, entre les coupes, est de 4, 4 et 8mm pour respectivement le CT, l’IRM et la
TEP. On peut donc grossièrement considérer qu’un recalage dont l’erreur moyenne est
inférieure à 5mm a une précision voxelique en z. Enfin, comme expliqué dans l’annexe
E, la précision du gold standard est de +/- 0.6 mm pour les recalages CT/IRM et +/-
2.4 mm pour le recalage TEP/IRM, donc choisir un seuil plus bas nous aurait amené
aux limites proposées par l’approche, notamment pour le recalage TEP/IRM.
– les résultats moyens obtenus, pour chaque optimiseur, et pour tous les recalages consi-
dérés. Cela permet de se faire une idée précise de la sensibilité d’un optimiseur donné
par rapport aux paramètres qui le décrivent.
Les résultats correspondant à ces trois critères, sont donnés respectivement dans les tables
4.4*, 4.5*, et les figures 4.19, 4.20, 4.21, 4.22 et 4.23.
4.5.3 Interprétation des résultats
Le première table 4.4* confirme la régularité de notre mesure (3EIM). En effet, quel que
soit l’optimiseur utilisé (et le jeu de paramètres associés) et le couple d’images pris en compte,
la méthode de recalage globale utilisant l’approximation de l’IM basée sur un développement
d’Edgeworth tronqué à l’ordre 3 ne diverge que très rarement. Avec la descente de gradient
standard, environ 10% des recalages divergent, mais cela est sans doute dû à la manière
relativement « archaïque » de mettre à jour le pas de l’optimiseur. Les meilleures performances
sont obtenues avec l’algorithme LBFGS et la descente de gradient stochastique à pas adaptatif,
où la totalité des recalages convergent. Pour cette dernière méthode, la sélection manuelle des
paramètres entraîne quelques recalages divergents.
Du second tableau 4.5*, où sont donnés le pourcentage des recalages pour lesquels l’erreur
moyenne est inférieure à 5mm, nous pouvons tirer des conclusions très intéressantes pour
la suite de notre travail. Tout d’abord, la méthode de descente de gradient stochastique à
pas adaptatif dans laquelle les paramètres sont estimés automatiquement est de loin la plus
efficace, puisque quels que soient les couples d’images considérés, environ 90% des recalages
donnent cette erreur faible. Cela veut dire que cet algorithme, qui a déjà fait ses preuves
en recalage d’images médicales [Klein et al., 2009], est adapté à notre mesure de similarité.
L’autre leçon à tirer, c’est que notre mesure semble plus adaptée au recalage multimodal TEP-
IRM que CT-IRM. En effet, lorsque l’on regarde les résultats correspondant aux algorithmes
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Figure 4.19 – Vue d’ensemble des recalages effectués, pour tous les paramètres, avec la des-
cente de gradient (G). Ces boites à moustaches représentent les erreurs moyennes obtenues,
pour chaque type de recalage, sur tous les tests effectués.
LBFGS et de gradient conjugué (GC), on observe une très grande différence entre les résultats
pour les 2 couples d’imagerie pris en compte. Cela est sans doute dû à la différence dans
la résolution spatiale entre les modalités d’imagerie. Une exception notoire est le recalage
TEP-IRM_T2_rectifié qui donne de très mauvais scores avec ces 2 optimiseurs. Cela reste
difficilement interprétable.
Les figures 4.19, 4.20, 4.21, 4.22 et 4.23 donnent une vue d’ensemble des recalages effectués
pour tester les différents jeux de paramètres. Les résultats correspondant aux différents opti-
miseurs ne sont pas comparables entre eux, puisque suivant le nombre de paramètres testés,
le nombre de recalages pour chaque optimiseur est différent. Avant d’analyser ces résultats, il
est nécessaire d’expliquer clairement ce qu’ils représentent. Pour un optimiseur donné, nous
avons fait varier ses paramètres comme indiqué dans le tableau 4.3, et nous avons fait, pour
chaque combinaison de paramètres, les douze recalages (6 recalages CT-IRM et 6 recalages
TEP-IRM) sur le patient d’entrainement de la base RIRE. Pour chaque recalage, nous avons
obtenu une erreur moyenne de recalage. Ce sont ces erreurs moyennes, pour tous les recalages,
qui sont données sur les figures 4.19, 4.20, 4.21, 4.22 et 4.23. Comme les paramètres que nous
avons sélectionné se trouvent dans des intervalles de valeurs raisonnables, ces figures donnent
donc une idée de la sensibilité de chaque méthode par rapport aux paramètres fournis. Notons
enfin que ces figures ne contiennent pas les recalages non aboutis.
En ce qui concerne l’interprétation, les résultats pour la descente de gradient (figure 4.19)
montrent une variance assez importante des résultats en fonction des paramètres choisis. De
plus la valeur médiane est assez haute (entre 5 et 10 mm). Cela veut dire que cette méthode est
sensible à l’initialisation des paramètres et peu efficace pour une utilisation avec notre mesure
de similarité.
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Figure 4.20 – Vue d’ensemble des recalages effectués, pour tous les paramètres, avec le gra-
dient conjugué non linéaire (GC). Ces boites à moustaches représentent les erreurs moyennes
obtenues, pour chaque type de recalage, sur tous les tests effectués.
La figure 4.20 est assez surprenante. Quels que soient les paramètres testés, le recalage avec
le gradient conjugué non linéaire donne la même erreur moyenne, à quelques exceptions près (les
valeurs aberrantes en rouge sur la figure). Cela veut dire qu’en association avec notre mesure
de similarité, cet optimiseur est quasiment insensible aux paramètres initiaux. Par contre, les
résultats moyens sont assez décevants pour le recalage CT-IRM (erreur moyenne d’environ
18mm), alors qu’ils sont assez satisfaisants pour le recalage TEP-IRM (erreur moyenne de
5mm). Les images TEP, qui sont très différentes des images CT et IRM, à la fois au niveau du
contenu informatif, mais aussi de la résolution spatiale, expliquent sans doute ces résultats.
Les figures 4.21 et 4.22 donnent les résultats pour la descente de gradient stochastique à pas
adaptatif, respectivement sans et avec sélection manuelle des paramètres. Quand on laisse l’al-
gorithme déterminer lui-même les paramètres (à l’exception de A et t0 qui doivent être fixés),
les résultats sont toujours satisfaisants et les erreurs médianes (de l’ordre de 5mm) ont une
variance faible (moins d’1 mm) en fonction des paramètres restés libres. Quand nous fixons
nous même les paramètres, la variance augmente et le nombre de valeurs aberrantes égale-
ment. Pour résumer, mieux vaut laisser l’optimiseur choisir lui-même les paramètres optimaux
associés aux images à recaler.
Enfin, l’algorithme LBFGS (4.23), tout comme GC, donne des résultats très différents
suivant les modalités d’images considérées. Pour le recalage CT-IRM, il semble très sensible
à l’initialisation et donne des résultats moyens, tandis qu’il n’est plus du tout sensible aux
paramètres fixés et qu’il donne de bons résultats pour le recalage TEP-IRM (variance < 1 mm
et valeur médiane d’environ 5 mm).
Si nous considérons les paramètres communs à tous les optimiseurs, nos expérimentations
nous ont permis également de tirer quelques conclusions. Le critère d’arrêt qui dicte presque
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Figure 4.21 – Vue d’ensemble des recalages effectués, pour tous les paramètres, avec la
descente de gradient stochastique à pas adaptatif, sans sélection manuelle des paramètres
(GS_auto). Ces boites à moustaches représentent les erreurs moyennes obtenues, pour chaque
type de recalage, sur tous les tests effectués.
toujours la fin du recalage est le nombre maximum d’itérations. Les quelques tests (non présen-
tés ici) que nous avons réalisés en augmentant d’un facteur 10 ou 100 Pmin et Gmin, afin que
ces critères d’arrêt soient mieux pris en compte dans le recalage, ont été décevants. Le recalage
s’arrête alors trop tôt et trop loin de l’optimum. Pour les 2 méthodes utilisant la recherche
linéaire inexacte, les conditions de Wolfe (quand le paramètre « Wolfe » est vrai) stoppent
également souvent le recalage avant son terme. Nous avons également constaté qu’une valeur
de 1 pour ck donne les meilleurs résultats, et nous conservons donc cette valeur dans tout ce
qui suit. Finalement, nous n’avons pas observé de différences très notables entre les 2 types
de pyramides gaussiennes utilisées. Et plus surprenant, la qualité du résultat, dans ces tests,
n’est pas dépendante du nombre de niveaux de pyramide utilisés.
A partir de tous ces résultats, nous avons donc décidé d’utiliser en association avec notre
mesure de similarité l’algorithme de descente de gradient stochastique à pas adaptatif avec
estimation automatique des paramètres initiaux, qui semble le plus efficace, mais également
le plus robuste. Il faut garder en tête que notre but est de proposer une méthode de recalage
globale pouvant s’adapter à plusieurs modalités d’imagerie. Cependant, pour des applications
de recalage multimodal TEP-IRM, ou plus généralement lorsqu’une des modalités est la TEP,
il faudra également considérer les algorithmes LBFGS et de gradient conjugué non linéaire,
qui donnent de bons résultats et sont insensibles à leur initialisation dans ce cas.
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Figure 4.22 – Vue d’ensemble des recalages effectués, pour tous les paramètres, avec la
descente de gradient stochastique à pas adaptatif, avec sélection manuelle des paramètres
(GS_manu). Ces boites à moustaches représentent les erreurs moyennes obtenues, pour chaque
type de recalage, sur tous les tests effectués.
4.6 Comportement de l’optimiseur en fonction du nombre d’é-
chantillons
A ce point, nous disposons donc d’une mesure de similarité qui semble robuste, comme
nous l’avons vu dans la section 4.4. Nous avons également réussi à l’insérer dans un schéma
global de recalage rigide, ce qui nous a permis de choisir un optimiseur adéquat (GS_auto).
Comme nous l’avons souvent dit dans la section 4.4, le nombre d’échantillons nécessaires pour
obtenir une bonne estimation de la mesure de similarité est un paramètre important d’une
méthode de recalage, puisqu’elle va grandement dicter le temps de calcul nécessaire pour une
mesure donnée. Nous avons donc décidé d’étudier le comportement de l’optimiseur que nous
avons sélectionné dans la section précédente (GS_auto) en fonction du nombre d’échantillons.
Nous avons réalisé cette étude pour notre mesure 3EIM, mais également pour les mesures de
référence IMBS, IMNBS et IMG. Pour ce faire, nous avons suivi la même procédure que dans
la section précédente (4.5), en faisant varier les paramètres de GS_auto comme décrit dans le
tableau 4.3. Un nouveau paramètre vient s’ajouter à ceux-ci. Il s’agit du nombre d’échantillons,
que nous avons pris égal à 50, 100, 500 et 1000. Nous présentons dans les figures 4.24, 4.25,
4.26 et 4.27 les résultats pour le cas du recalage CT-IRM_T1 par souci de concision, mais les
résultats sont similaires pour les autres modalités d’imagerie considérées, et l’interprétation
reste la même.
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Figure 4.23 – Vue d’ensemble des recalages effectués, pour tous les paramètres, avec l’al-
gorithme LBFGS. Ces boites à moustaches représentent les erreurs moyennes obtenues, pour
chaque type de recalage, sur tous les tests effectués.
4.6.1 Interprétation
Commençons par aborder les temps de calcul. Le tableau 4.6* donne les temps de calcul
moyen, pour 1000 itérations de la méthode de recalage rigide en 3 dimensions, en fonction de
la mesure de similarité employée. Nous voyons tout d’abord que IMG est très gourmande en
temps de calcul. Plus grave, ce temps de calcul croît très fortement lorsque le nombre d’échan-
tillons augmente. Cela s’explique par la contruction de l’histogramme conjoint et du noyau
gaussien utilisé, qui considère un voisinage important pour lisser l’histogramme. Ensuite, nous
constatons que notre mesure est moins rapide que les IMs estimées par fenêtrage de Parzen à
noyau B-Spline, le temps de calcul de ces 3 mesures augmentant tout de même linéairement en
fonction du nombre d’échantillons. L’implémentation joue assurément un rôle dans ces diffé-
rences. En effet, les méthodes IMBS et IMNBS étant quasiment similaires (à l’exception d’une
soustraction qui est remplacée par une division dans le calcul), on ne devrait pas avoir une telle
différence dans les temps d’exécution liés à ces 2 mesures. Les fonctions utilisées dans ces tests
sont celles de la librairie elastiX, et les différences entre ces 2 mesures viennent donc sans doute
des différences d’implémentation de ces 2 méthodes. Pour ce qui est de notre mesure, nous
l’avons initialement implémentée dans la structure de la librairie ITK, et l’avons seulement
adaptée pour l’utiliser avec elastiX. Cependant, elle ne tire pas partie de toutes les capacités
de cette seconde librairie, et notamment de la classe AdvancedImageToImageMetric qui per-
met d’améliorer le rendement des mesures de similarité. Cela demande un travail important
de réimplémentation qui sera nécessaire à court terme, et nous pensons que cela permettra
d’augmenter significativement les performances de notre mesure.
Ceci étant dit, étudions la figure 4.27. Quand le nombre d’échantillons est faible (50, 100),
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Figure 4.24 – Qualité du recalage CT-IRM_T1 en fonction des paramètres de l’optimiseur
et du nombre d’échantillons utilisés pour l’estimation de 3EIM.
IMG est complètement insensible aux paramètres de l’optimiseur et donne presque toujours la
même erreur moyenne de recalage. Si nous nous référons à la section 4.4, nous avons vu que
cette mesure n’était pas régulière pour un nombre si faible d’échantillons. Cela laisse supposer
que dans ces expérimentations, l’optimiseur est rapidement bloqué dans un maximum local
et ne converge donc pas vers la solution globale. L’erreur médiane trouvée dans ces situations
(environ 17,5 mm) montre que le recalage est défaillant. Quand le nombre d’échantillons aug-
mente, les résultats s’améliorent mais les recalages sont globalement meilleurs avec 500 plutôt
que 1000 échantillons, ce qui est contraire à ce que laisserait supposer la théorie. Nous aurions
sans doute dû augmenter encore le nombre d’échantillons pour voir l’influence sur les résultats,
mais le coût calculatoire de cette mesure au delà de 1000 échantillons est irraisonnable pour
une utilisation en recalage.
Comparons maintenant notre mesure 3EIM aux mesures de référence qui semblaient les
plus régulières lors de l’évaluation des mesures (4.4), c’est à dire IMBS et IMNBS. Nous notons
ici une différence remarquable. Pour les 2 mesures de référence (figures 4.25 et 4.26), l’aug-
mentation du nombre d’échantillons semble améliorer fortement la qualité du recalage, puisque
l’erreur moyenne médiane passe d’environ 12 mm à 7 mm. Pour notre mesure 4.24, l’augmen-
tation du nombre d’échantillons n’améliore pas cette erreur moyenne d’environ 6 mm atteinte
dès 50 échantillons. Par contre, la variance des erreurs médianes est réduite drastiquement,
ce qui n’est pas le cas pour les mesures de référence. Cela nous amène à deux conclusions
concernant notre mesure de similarité. Tout d’abord, elle est globalement suffisamment bien
estimée avec un nombre d’échantillons réduit pour mener à bien un recalage rigide. C’est un
point essentiel puisque cela veut dire que les temps de calcul s’en verront d’autant diminués.
Schématiquement, la qualité du recalage avec notre mesure et 50 échantillons est comparable
à celle de IMBS et IMNBS avec 1000 échantillons. Si l’on reprend le tableau 4.6*, cela veut
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Figure 4.25 – Qualité du recalage CT-IRM_T1 en fonction des paramètres de l’optimiseur
et du nombre d’échantillons utilisés pour l’estimation de IMBS.
dire que l’on obtient finalement des temps de calcul meilleurs que ceux des méthodes de réfé-
rence. Le deuxième enseignement est qu’en augmentant le nombre d’échantillons, notre mesure
devient moins sensible aux paramètres de l’optimiseur. Parmi ceux-ci, on compte le nombre
maximum d’itérations et le fait d’utiliser ou non un schéma multirésolution. On peut donc
penser que notre mesure nécessite moins d’itérations que ses consoeurs pour converger vers
une solution acceptable, ou qu’elle est moins sensible à l’utilisation d’un schéma multiréso-
lution. Ces hypothèses, si elles sont vérifiées, permettent encore une fois de gagner en temps
de calcul. Elles seront développées dans la section suivante. Pour le recalage rigide et ses 6
paramètres en 3 dimensions, ce temps de calcul n’est évidemment pas une priorité avec nos
mesures, car un nombre très restreint d’échantillons ou d’itérations permet de gagner au mieux
quelques secondes. Par contre, quand nous considérons des déformations non-rigides pouvant
prendre en compte plusieurs milliers de paramètres, cela devient primordial.
Dans cette partie, nous avons comparé le comportement de notre mesure et de celles de
référence en fonction du nombre d’échantillons utilisés pour leur estimation. Pour ce faire, nous
avons utilisé la base de données d’entrainement de RIRE, qui est composée d’un patient et
de 8 volumes d’images multimodales. Pour valider définitivement l’utilisation de cette mesure
en recalage d’images médicales, il nous reste cependant 2 tâches importantes. Il nous faut
évaluer cette mesure face à des déformations non-rigides, qui sont bien plus complexes que les
déformations considérées jusqu’à présent. Nous y viendrons dans la section 4.8.1. Mais tout
d’abord, nous devons évaluer notre mesure pour le recalage rigide sur un jeu de données plus
important. Pour ce faire, nous avons encore une fois utlisé la base RIRE, mais nous nous
sommes servis cette fois-ci des données de tests, qui comptent dix-huit patients. C’est ce que
nous présentons dans ce qui suit.
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Figure 4.26 – Qualité du recalage CT-IRM_T1 en fonction des paramètres de l’optimiseur
et du nombre d’échantillons utilisés pour l’estimation de IMNBS.
4.7 Evaluation du recalage rigide
Dans cette partie, nous avons fixé les derniers paramètres libres de l’optimiseur, en posant
A = 20 et t0 = 0, qui sont les valeurs recommandées pour cet optimiseur [Klein et al., 2009].
Les derniers paramètres de la méthode de recalage sont alors :
– le nombre d’itérations. Nous le faisons varier dans les tests préliminaires et le fixons
ensuite.
– le schéma multirésolution. Nous verrons qu’il a une grande importance pour les méthodes
de recalage utilisant les mesures de similarité de référence.
– le nombre d’échantillons. Nous l’avons fixé à 1000 pour avoir une estimation assez précise
des mesures de similarité, mais surtout pour pouvoir comparer les différentes méthodes
entre elles, puisque nous avons vu que IMG est difficilement utilisable en pratique avec
un nombre supérieur d’échantillons
Nous avons considéré les 9 premiers patients de la base donnée par le tableau 4.7*. Un
exemple des images de cette base est représenté sur la figure 4.28. La base de données ne
contient pas les 8 modalités d’imagerie pour chaque patient, et nous avons en plus écarté
les volumes CT du patient 004 et TEP du patient 005, qui donnaient des résultats aber-
rants dans les tests préliminaires, quelle que soit la mesure de similarité choisie. Ceci est
dû à la mauvaise qualité de ces 2 volumes. Encore une fois, notre mesure 3EIM est com-
parée aux mesures de référence IMG, IMBS et IMNBS. Nous ne donnons ici que les résul-
tats les plus parlants, mais la totalité des tests réalisés est disponible en ligne, à l’adresse
http://www.insight-journal.org/rire/, sous l’onglet Results (et à mon nom). Nous don-
nons dans la dernière colonne de chaque tableau de résultat la référence (sous la forme Es-
saiX_X) vers les résultats disponibles en ligne.
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Figure 4.27 – Qualité du recalage CT-IRM_T1 en fonction des paramètres de l’optimiseur
et du nombre d’échantillons utilisés pour l’estimation de IMG.
(a) CT (b) TEP (c) IRM T1 rectifié
Figure 4.28 – Exemple de coupes d’images de la base de données RIRE.
4.7.1 Schéma monorésolution
Nous avons commencé par tester l’influence du nombre d’itérations, en utilisant les images
en pleine résolution (1 seul niveau de pyramide). Nous avons choisi 200 et 1000 itérations,
la première valeur étant recommandée lorsque l’on désire un recalage rapide, la deuxième
quand une meilleure précision est nécessaire. Les différentes mesures de similarité sont estimées
avec 1000 échantillons, pour une comparaison objective. Les résultats sont donnés dans le
tableau 4.8*, et les meilleurs résultats pour chaque couple de modalités sont donnés en gras.
Ce tableau donne, pour chaque couple de modalité d’imagerie, l’erreur moyenne de recalage
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sur les 9 premiers patients de la base, en fonction de la mesure de similarité choisie et du
nombre d’itérations. Le premier constat, c’est que le nombre d’itérations, à condition d’être
choisi de manière « raisonnable », n’influence pas le résultat final. Les résultats sont même
souvent meilleurs, pour une mesure de similarité donnée, pour 200 que pour 1000 itérations.
Mais ce qui est surtout très intéressant, c’est que notre mesure est plus efficace que celles
de référence, puisqu’elle obtient le meilleur score quelles que soient les modalités considérées.
Il semble en effet que les mesures de référence ne permettent pas un recalage correct en
ne considérant qu’un schéma monorésolution. Les deux hypothèses que nous émettions dans
la section précédente (4.6) se vérifient : notre mesure (comme celles de référence) permet à
l’algorithme de converger en un nombre d’itérations relativement faible, et elle ne nécessite
pas à priori, contrairement à celles de référence, de schéma multirésolution pour le recalage
rigide. Des exemples de résultats obtenus avec notre mesure sont donnés sur la figure 4.29.
Pour se faire une idée visuelle des résultats, l’un de moyens les plus efficaces est d’utiliser un
damier composé de parties des images de référence et flottante. Ainsi, les figures 4.29(a) et
4.29(b) montrent deux coupes comprenant des parties d’images CT et IRM, respectivement
avant et après le recalage. La figure 4.29(c), quant à elle, donne tout son sens à ce travail de
recalage : il permet de superposer les informations complémentaires provenant de plusieurs
modalités d’imagerie différentes. Enfin, la figure 4.29(d) donne l’apport du CT (en bleu) et
de l’IRM (en rouge) dans l’image composite. Des résultats similaires sont proposés pour le
recalage TEP/IRM sur la figure 4.30.
Après ces premiers tests, nous avons voulu quantifier l’apport d’une approche hiérarchique
sur la qualité du recalage, car les résultats des mesures de référence nous ont semblés étonnam-
ment médiocres, par rapport aux références données dans la littérature [Studholme et al., 1999,
Pluim et al., 2001,Bardera et al., 2006], qui font elles usage de la multirésolutiion.
4.7.2 Schéma multirésolution
Pour commencer, nous avons tenté de déterminer le nombre de niveaux optimal de la
pyramide multirésolution. Nous avons pour cela effectué les recalages CT/IRM du patient
001, en faisant varier le nombre de niveaux de la pyramide d’images de 1 à 5, en utilisant notre
mesure de similarité estimée à partir de 5000 échantillons (pour que les résultats ne soient pas
trop dépendants de la qualité d’estimation de la mesure), et un nombre maximal d’itérations
fixé à 200. Les résultats sont donnés dans le tableau 4.9*, avec en gras les meilleurs résultats
pour un couple d’images donné. Nous constatons que la pyramide à 5 niveaux donne le meilleur
résultat dans 3 cas sur 6, et nous avons donc décidé de retenir 5 niveaux de pyramide pour
lancer les tests sur toutes les mesures de similarité et les 9 patients de la base. Mais ce que
nous pouvons aussi constater, c’est que les résultats, en utilisant notre mesure de similarité,
ne s’améliorent pas énormément en fonction des différentes approches.
Nous donnons dans le tableau 4.10* les résultats obtenus, pour les différentes mesures, sur
les 9 patients de la base, avec une pyramide d’images à 5 niveaux et 200 itérations par niveau.
Les résultats des mesures IMBS, IMNBS sont en nette amélioration, tandis que ceux de IMG sont
vraiment très mauvais, et qui plus est dans un temps de calcul beaucoup plus important. Nous
pensons que l’utilisation d’un trop grand nombre de résolutions, avec cette mesure, tend à faire
diverger l’algorithme pour les plus basses résolutions. Notre mesure donne encore le meilleur
résultat dans la majorité des cas. Le recalage TEP/IRM, notamment, qui fait intervenir des
modalités très différentes, semble beaucoup plus efficace avec l’utilisation de 3EIM plutôt
qu’avec les mesures de référence. Les résultats pour IMBS et IMNBS sont globalement en
adéquation avec les résultats de la littérature. De plus, IMNBS donne de meilleurs résultats
que IMBS, comme prévu dans la théorie.
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(a) (b)
(c) (d)
Figure 4.29 – Exemple de recalage CT/IRM effectué avec 3EIM. La figure 4.29(a) est une
coupe, sous forme de damier, des 2 images avant le recalage. La figure 4.29(b) donne la même
figure après le recalage. Enfin, les figures 4.29(c) et 4.29(d) sont des images composites des 2
modalités d’imagerie avec en bleu le CT et en rouge l’IRM sur la figure 4.29(d).
Dans cette partie, nous avons vu que notre approximation de l’IM permet un recalage rigide
très efficace, et même globalement supérieur à celui obtenu avec les mesures de référence. Nous
avons notamment constaté qu’elle autorise un recalage TEP/IRM de qualité. En pratique, le
recalage rigide est souvent une étape préliminaire au recalage non-rigide (comme nous l’avons
vu dans le chapitre 1, 1.5), car cela permet de mettre grossièrement en correspondance les
images. Tous ces tests nous ont donc permis d’affiner ce prétraitement indispensable et de tirer
quelques conclusions. Tout d’abord, les temps de calcul restent relativement faibles en recalage
rigide (par rapport au non-rigide), car le nombre de paramètres à optimiser est beaucoup plus
faible. Quand le recalage rigide est utilisé comme prétraitement, nous pouvons donc utiliser
un nombre important d’échantillons, ainsi qu’un schéma multirésolution car ces 2 paramètres
améliorent sensiblement les résultats. Dans la suite, nous présentons nos évaluations pour le
recalage non-rigide, en utilisant ce prétraitement.
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(a) Damier avant recalage (b) Damier après recalage (c) Image composite
Figure 4.30 – Exemple de recalage TEP/IRM effectué avec 3EIM. Le principe est le même
que sur la figure 4.29.
4.8 Evaluation du recalage non-rigide
L’évaluation qualitative du recalage non-rigide est une tâche relativement compliquée, et
c’est un sujet de recherche très actif à l’heure actuelle [S˝kerl et al., 2006,Murphy et al., 2008,
Kabus et al., 2009]. Nous n’avons pas trouvé de manière simple d’évaluer notre mesure pour
des tâches de recalage multimodal non-rigide, car l’évaluation est toujours sujette à caution.
Nous nous sommes donc concentrés sur le recalage monomodal CT/CT, et nous avons choisi
2 méthodes d’évaluation. La première se base sur le coefficient de Dice, qui mesure le recou-
vrement entre 2 segmentations recalées, et sur lequel nous reviendrons dans ce qui suit. Nous
avons pour ce faire utilisé une base de données CT inter-patients du laboratoire. Mais n’étant
pas totalement satisfaits de l’évaluation quantitative proposée par ce coefficient, comme nous
l’expliquerons, nous nous sommes alors tournés vers la base de données CT intra-patients EM-
PIRE, qui a été utilisée lors du challenge MICCAI2010, et qui évalue la qualité du recalage à
partir de 4 scores différents. Nous en parlerons dans un second temps. Dans cette partie, nous
avons seulement utilisé notre mesure de similarité 3EIM. Pour la base de données du labora-
toire, des études menées par d’autres doctorants [Dréan et al., 2011] permettent de comparer
nos résultats. Pour la base EMPIRE, les résultats du challenge MICCAI2010 sont en ligne
(http://empire10.isi.uu.nl/mainResults.php) et permettent de comparer notre méthode
aux méthodes de pointe à l’heure actuelle.
4.8.1 Base de données du laboratoire
Nous commençons par présenter le contexte clinique, puis nous situons notre travail de
recalage non-rigide. Enfin, nous donnerons les résultats obtenus.
Contexte clinique
Dans le traitement du cancer de la prostate par radiothérapie, une segmentation précise de la
prostate et des organes à risque qui l’entourent sur les images scanner (CT) de planification est
une tâche essentielle pour le planning thérapeutique. En effet, à partir des images prises avant
le traitement, le médecin va décider de la quantité et de la localisation du dit traitement, le but
étant d’irradier la tumeur située dans la prostate et dans les vésicules séminales, en essayant
de préserver au maximum les tissus et organes environnants (vessie, rectum, têtes fémorales).
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(a) (b)
Figure 4.31 – Illustration de la difficulté d’une segmentation automatique. 4.31(a) : image
originale. 4.31(b) : image sur laquelle ont été superposées les segmentations expertes de la
vessie (en haut) et de la prostate (en bas). Si l’on regarde sur l’image originale, on se rend
compte du faible contraste entre ces 2 organes.
Il est donc nécessaire de segmenter ces différents organes sur les CT de planification. Pour
l’instant, c’est en général les médecins experts qui réalisent manuellement ces segmentations, ce
qui prend beaucoup de temps et peut amener des erreurs dues à la variabilité inter-experts. La
segmentation automatique est très délicate car le contraste entre les organes d’intérêt, comme
illustré sur la figure 4.31, est très faible.
Figure 4.32 – Approche multi-atlas proposée au laboratoire. Les atlas sont classés en fonction
de leur similarité par rapport à l’image étudiée. Puis les labels des n atlas les mieux classés
sont propagés sur l’image étudiée, et une règle de décision permet d’obtenir les segmentations
des organes. D’après [Acosta et al., 2011].
Une approche multi-atlas, développée au laboratoire, essaie de se prémunir à terme de
ces segmentations délicates. Le principe de cette approche est illustré sur la figure 4.32. Nous
disposons de 24 Atlas (1 atlas correspond au volume CT d’un patient, et des segmentations
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manuelles expertes des organes d’intérêt, appelées labels) notés A1, . . . AN , et du volume CT
du patient (individual’s CT sur la figure) noté I dans ce qui suit. L’approche se décompose en
3 étapes :
– i) Tout d’abord, les atlas recalés affinement sur I sont classés en fonction de leur similarité
par rapport à I.
– ii) Puis les labels des n meilleurs atlas, n ∈ N , c’est à dire des atlas les plus similaires
à I, sont propagés sur I en utilisant un recalage non-rigide. Expliquons cette procédure
pour un atlas Ai donné : on procède au recalage non-rigide entre l’atlas Ai et I. Cela
permet d’obtenir un champ dense de déformation non-rigide. A l’aide de ce champ, on
déforme les labels de l’atlas Ai, ce qui permet de propager les segmentations manuelles
de Ai sur I. Ayant réalisé cette procédure pour les n atlas, on obtient pour I n labels
(c’est à dire n segmentations des organes d’intérêt propagées des n atlas vers I).
– iii) Finalement, une règle de décision est appliquée sur ces n labels afin d’obtenir une
seule segmentation pour chaque organe de I. On obtient ainsi une segmentation des
organes de I par recalage non-rigide.
Tous les détails concernant cette approche sont disponibles dans [Acosta et al., 2011].
Figure 4.33 – Validation croisée « leave-one-out » . Exemple pour 2 atlas A1 et A2. On
procède au recalage non-rigide de A2 (image flottante) sur A1 (image de référence), ce qui
permet d’obtenir un champ dense de déformation non-rigide. Ce champ est ensuite utilisé
pour déformer les labels de A2 (ici la prostate) et les propager dans l’espace de A1.
Pour valider cette procédure globale, une procédure de validation croisée de type « leave-
one-out » est actuellement menée au laboratoire. Cela doit permettre de mesurer l’impact des
méthodes de sélection des atlas utilisées dans iii) ci-dessus. C’est dans ce cadre que se situent
les résultats que nous proposons. Dans cette étude, à tour de rôle, chaque atlas Ai tient le
rôle du patient I. Après recalage non-rigide entre ce I et les 23 autres atlas, les segmentations
manuelles de I sont comparées aux segmentations obtenues par propagation des labels des
atlas sur I. Une illustration de cette procédure est donnée sur la figure 4.33, pour 2 atlas A1
et A2. La comparaison est effectuée grâce au coefficient de Dice, dont l’équation (4.1) a été
présentée précédemment (4.2). Une illustration des coefficients de Dice obtenus à partir du
recalage de la figure 4.33 est donnée figure 4.34. Pour que cette étude soit menée de manière
exhaustive, il est nécessaire de recaler chaque atlas sur les 23 autres, ce qui entraine pas moins
de 24×23 = 552 recalages non-rigides. Nous donnons dans ce qui suit les résultats préliminaires
obtenus.
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Figure 4.34 – illustration du coefficient de Dice. A gauche, le label (prostate) de A2 (en bleu)
ne recouvre pas du tout celui de A1 (Dice = 0). Après propagation du résultat du recalage
non rigide sur le label de A2, on obtient un bon recouvrement entre les labels (Dice ≈ 0.8).
Résultats de recalage
Pour étalonner notre procédure de recalage, nous nous sommes concentrés sur seulement
quelques-uns des 552 recalages à mener, en ne considérant que les 9 premiers atlas, ce qui
représente 72 recalages et nous semblait assez représentatif. Tout comme dans l’étude déjà
menée au laboratoire [Dréan et al., 2011], nous nous sommes intéressés seulement aux coeffi-
cients de Dice donnés par la prostate, le rectum et la vessie. Pour mener à bien ce travail, le
recalage est mené en deux temps :
– un recalage rigide permet d’aligner grossièrement les atlas entre-eux,
– un recalage non-rigide permet de tenir compte des déformations locales.
Pour le recalage rigide, nous avons suivi la même procédure que dans la section 4.7. Nous
avons utilisé l’algorithme de descente de gradient stochastique à pas adaptatif avec estima-
tion automatique des paramètres. Nous avons également testé une approche monorésolution
et une approche multirésolution avec 5 niveaux de pyramide. De plus, nous avons utilisé 5000
échantillons pour l’estimation de notre mesure de similarité. Les résultats moyens des coef-
ficients de Dice sont donnés dans le tableau 4.11*. Les résultats donnés par l’approche à 5
niveaux de pyramides sont légèrement meilleurs, et nous validons donc cette procédure comme
pré-traitement au recalage non-rigide.
Pour le recalage non-rigide, nous avons choisi un modèle de déformation de formes libres
(FFD) basé sur les B-Splines présenté au chapitre 1. Nous nous sommes appuyés sur une ap-
proche bi-pyramidale pour augmenter progressivement la complexité de données et du modèle
de déformation. De plus, nous nous sommes servis de masques binaires pour concentrer nos
efforts de recalage sur les zones importantes des images. En effet, si l’on revient par exemple
à la figure 4.31 qui présente les données, on constate qu’une grande partie de l’image n’est
pas informative, puisque composée de zones noires (l’arrière plan). L’utilisation d’un masque
permet de ne pas considérer ces zones pour s’intéresser seulement à l’anatomie du patient. En
effet, le masque permet de définir la région dans laquelle seront tirés aléatoirement les pixels
rentrant en compte dans le calcul de la mesure de similarité. De plus, nos résultats prélimi-
naires nous ont montré que l’utilisation de masques améliore sensiblement les résultats. Dans
cette procédure, les paramètres libres à prendre en compte sont donc :
– le type de masque binaire utilisé,
– le nombre d’échantillons pour l’évaluation de 3EIM. Ce paramètre devient crucial pour
le recalage non-rigide, car il influence énormément les temps de calcul.
– le nombre de niveaux à considérer dans la pyramide d’images et dans la pyramide de
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transformation, ainsi que les paramètres de ces pyramides,
La première de nos études consiste donc à évaluer le type de masque à utiliser. En effet,
pour chaque atlas de la base, nous disposons du masque binaire correspondant. Nous nous
sommes donc demandés si il était plus intéressant d’utiliser le masque de l’image de référence,
celui de l’image flottante ou une combinaison de deux. Rapidement, l’idée d’utiliser le masque
de l’image flottante a été écartée car nous cherchons à transformer cette image flottante pour la
mettre dans l’espace de l’image de référence, et les résultats avec un tel masque sont médiocres
car on ne peut justement pas se projeter vers l’image de référence. Les masques que nous avons
retenus pour l’étude, qui sont donnés sur la figure 4.35, sont le masque de l’image de réference
(Mref), ce même masque dilaté par une dilatation morphologique de rayon 5 (MDref), le masque
composé de l’union entre les masques de l’image de référence et de l’image flottante (Munion),
et ce dernier masque également dilaté (MDunion). De plus, nous utilisons ici 1000 échantillons
et une approche bi-pyramidale classique, dont nous ne parlerons que plus tard.
(a) (b) (c) (d)
Figure 4.35 – Masques utilisés pour le recalage non-rigide. 4.35(a) : masque de l’image de
référence. 4.35(b) : masque de l’image de référence dilaté. 4.35(c) : masque d’union de l’image
de référence et de l’image flottante. 4.35(d) : masque d’union de l’image de référence et de
l’image flottante dilaté.
Les coefficients de Dice moyens obtenus sont donnés dans le tableau 4.12*, et nous ont
amenés à utiliser dans la suite le masque de l’image de référence. Ce tableau nous montre
également l’amélioration globale des résultats (cf. 4.11*) lorsque l’on considère un recalage
non-rigide en plus du recalage rigide initial.
Nous nous sommes ensuite intéressés à l’évolution des coefficients de Dice en fonction du
nombre d’échantillons utilisés dans l’estimation de la mesure de similarité. Et nous avons eu
la surprise de constater qu’il n’y avait pas forcément de corrélation entre le coefficient et le
nombre d’échantillons. Nous donnons par exemple, dans le tableau 4.13, le résultat du recalage
des 2 premiers atlas, pour la prostate.
Pourtant visuellement, le recalage semble s’améliorer lorsque l’on augmente le nombre
d’échantillons pour l’estimation de 3EIM, comme le montre la figure 4.36*. L’explication est
que les zones qui interviennent dans le calcul des coefficients de Dice sont très peu contrastées,
et donc peu informatives. Le recalage est donc plutôt conduit par les structures environnantes,
commes les os ou le corps du patient. Le recalage des organes d’intérêt se fait en quelque sorte
par « défaut » . La déformation de la prostate, par exemple, est plus guidée par les déformations
des os l’entourant que par l’information qu’elle porte. Cela nous amène à deux conclusions sur
cette étude.
Tout d’abord, notre méthode n’est pas totalement appropriée au problème. Il serait inté-
ressant d’incorporer une information supplémentaire sur les organes d’intérêt afin que ceux-ci
soient plus « actifs » dans la procédure de recalage. Cela ouvre de nouvelles perspectives,
car l’incorporation de dimensions supplémentaires dans la mesure de similarité est un sujet
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de recherche actif (comme nous l’avons vu au chapitre 2). Nous pensons pouvoir, à partir de
notre démarche mathématique, développer une nouvelle approximation de l’IM qui prendrait
en compte ces nouvelles informations. Une autre approche consisterait à contraindre le recalage
sur la zone d’intérêt en utilisant un masque binaire beaucoup plus restrictif, qui cacherait par
exemple les vertèbres, fémurs et le contour du corps du patient, qui à l’heure actuelle guident
en grande partie le recalage. Cela nécessite un pré-traitement important sur les images pour
localiser cette zone d’intérêt et nous ramène en quelque sorte au problème de la segmentation.
Mais la piste est néanmoins à envisager.
Le deuxième point, c’est que nous ne pouvons pas réellement nous fier au coefficient de Dice
pour évaluer la qualité de notre mesure. En effet, dans toutes les sections précédentes, nous
avions vu qu’augmenter le nombre d’échantillons permettait d’obtenir de meilleurs résultats,
ce qui n’est plus le cas ici. Pourtant visuellement, tout laisse à penser que le recalage est
« meilleur » lorsque plus d’échantillons sont utilisés, mais cela dépend justement de quel sens
nous donnons au mot meilleur.
Régler les paramètres de l’approche bi-pyramidale, qui sont les derniers paramètres ajus-
tables, est en conséquence également très difficile. Sans le coefficient de Dice pour juger de la
qualité du recalage, nous avons dû nous appuyer sur une inspection visuelle. Ces paramètres
sont néanmoins très importants, puisque comme le nombre d’échantillons pris en compte dans
le calcul de la mesure de similarité, ils vont jouer énormément sur les temps de calcul néces-
saires au recalage. Nous avons donc choisi de régler ces paramètres, à résultat visuel équivalent,
en fonction du coût calculatoire.
Pour la pyramide d’images, nous avons choisi pour ces tests d’utiliser une pyramide à
3 niveaux sans sous-échantillonnage, car une pyramide à 4 ou 5 niveaux, pour le recalage
non-rigide, devient très difficile à mettre en oeuvre dans des temps de calcul raisonnables.
La pyramide de transformation, quant-à-elle, consiste à affiner progressivement la grille de
déformation des B-Splines. Pour régler l’écartement entre les Points De Contrôle (PDC) des
B-Splines, il est intéressant de se baser sur les dimensions des images à recaler. Les volumes
ont une résolution de 512× 512× 140 voxels et la taille des voxels est de 1.17× 1.17 mm dans
le plan de coupe et de 2 mm entre les coupes. Dans nos tests sur les masques, nous avions
choisi une pyramide de transformation à 3 niveaux, avec un écartement final entre les PDC de
40 mm, et une multiplication par deux de cet écartement entre les 3 niveaux de la pyramide.
C’est à dire qu’à la résolution la plus basse de la pyramide de transformation, les PDC sont
écartés de 160 mm. Dans cette configuration, le nombre de paramètres à estimer (nous avons
3 paramètres par PDC, qui correspondent au composantes du vecteur de translation du PDC)
est respectivement de 735, 2541 et 11286 pour chaque niveau de la pyramide. Dans nos tests,
nous avons fait varier cet écartement entre les PDC, en regardant l’apport sur la qualité
du recalage, et le coût calculatoire. Les résultats que nous donnons ici correspondent à ceux
obtenus sur un ordinateur avec un processeur quadri-cœurs cadencé à 2.6 GHz, avec 4Go de
RAM. Le tableau 4.14* donne le temps de calcul nécessaire pour toute la procédure de recalage
en fonction de l’écartement des PDC et du nombre de paramètres à estimer à la plus haute
résolution, ces 2 paramètres étant complétement liés. Ces résultats représentent une moyenne
sur 20 recalages et ont été obtenus en considérant 1000 échantillons dans l’estimation de la
mesure de similarité. De plus, nous ne donnons ici que les 3 jeux de paramètres qui nous ont
donné des recalages visuellement satisfaisants. Lorsque l’on réduit encore l’écartement entre
les PDC, des déformations aberrantes ont tendance à se produire, comme illustré sur la figure
4.37*. Quand au contraire l’écartement augmente, l’image flottante n’est pu assez déformée
pour correspondre à l’image de référence.
Parmi ces 3 jeux de paramètres, nous avons finalement conservé un écartement final de 40
mm entre les PDC, puisque c’est cette configuration qui entraîne la charge calculatoire la plus
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faible. Cependant, nous avions initialement choisi cette base de données car elle donnait accès
au coefficient de Dice permettant en théorie de quantifier la qualité du recalage. En pratique,
nous avons fini par nous attacher aux résultats visuels qui donnent seulement une idée qua-
litative approximative. Partant de ce constat, nous avons décidé de tester notre algorithme
sur une autre base de données, disponible sur internet, et qui donne 4 scores différents pour
chaque recalage. Cette base est présentée dans ce qui suit. Concernant cette partie, nous avons
continué les tests, car les résultats semblaient quand même relativement bons, sur les premiers
atlas de la base, par rapport à ceux obtenus au laboratoire [Dréan et al., 2011]. Nous avons
donc mené à terme l’étude, en effectuant les 552 recalages nécessaires à la validation croisée.
A partir de tous les tests préliminaires que nous venons d’évoquer, nous avons choisi comme
prétraitement un recalage rigide prenant en compte 5000 échantillons dans l’estimation de la
mesure de similarité, couplé à une pyramide d’images à 5 niveaux avec au maximum 1000 ité-
rations de l’algorithme à chaque niveau de la pyramide. Ensuite, nous avons choisi le recalage
non-rigide basé sur les B-Splines en utilisant 500 échantillons dans l’évaluation de la mesure
de similarité. De plus, nous nous sommes aidés du masque binaire de l’image de référence qui
semblait donner les meilleurs résultats. Enfin, nous avons utilisé une approche bi-pyramidale
avec 3 niveaux dans la pyramide d’images et dans la pyramide de transformation, et un écar-
tement final entre les PDC de 40 mm. Les résultats obtenus sont représentés synthétiquement
sur la figure 4.38*. Comme nous l’avons déjà évoqué précédemment, notre approche n’est pas
totalement appropriée au problème, c’est pourquoi nous avons considéré une seconde base de
données que nous présentons à présent.
4.8.2 Base de données EMPIRE
La deuxième base de données permettant de valider notre mesure de similarité pour une
utilisation en recalage non-rigide est issue du challenge MICCAI 2010 nommé EMPIRE (Eva-
luation of Methods for Pulmonary Image Registration). Elle est constituée de 30 paires de
volumes scanner du thorax. Chaque paire est prise d’un même sujet, donc il s’agit ici de
recalage intra-sujet. Les images proviennent de plusieurs imageurs et instituts de recherche
différents, et n’ont donc pas toutes la même résolution spatiale ni la même taille de voxels.
Les scanners ont pu être enregistrés à différents moments du cycle respiratoire. Les patients
peuvent avoir une pathologie pulmonaire ou être sains. En plus de ces données, des masques
binaires des poumons sont disponibles. Ils ont été générés automatiquement en utilisant un
algorithme proposé par [van Dongen and van Ginneken, 2010]. Ils ont été vérifiés visuellement
et corrigés si nécessaire. Deux exemples d’images et de leurs masques correspondants sont
donnés sur la figure 4.39*. On voit bien la grande variabilité des images suivant les imageurs
et les patients.
Cette base nous a intéressé car elle permet l’évaluation de la qualité du recalage non-rigide
par la soumission des résultats de recalage en ligne. De plus, les résultats étant disponibles
sur le site, cela permet une comparaison de notre méthode avec celles proposées par les autres
participants. La qualité du recalage est évaluée de 4 manières différentes, comme nous l’avons
précisé au début de ce chapitre 4.2.
La soumission des résultats consiste à envoyer les champs de déformation denses issus des
recalages, et ce pour les 30 patients. Cela donne une difficulté supplémentaire pour le test
de cette base de données. En effet, pour fixer les paramètres de notre méthode de recalage,
nous ne pouvons pas cette fois nous appuyer sur un score, comme c’était le cas dans la partie
précédente, puisque cela nécessiterait la soumission de la méthode en ligne avant d’avoir réglé
ses paramètres. Nous avons donc simplement utilisé des résultats visuels pour ce faire. De
plus, la question qui peut se poser est de savoir quel niveau de précision est attendu dans cette
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étude, car encore une fois il faut toujours considérer le compromis entre temps de calcul et
précision du résultat. Nous avons donc réalisé des tests préliminaires qui nous ont permis de
sélectionner les paramètres optimaux pour effectuer les recalages sur cette base de données.
Le prétraitement retenu ici est un recalage affine, car les tests préliminaires ont montré de
meilleurs résultats que ceux obtenus après un recalage rigide. Les paramètres auxquels nous
nous sommes attachés ici sont :
– les paramètres des pyramides d’images et de transformation. Nous avons sélectionné 4
niveaux dans les 2 pyramides, avec un écartement final entre les PDC de 20 mm.
– le nombre d’échantillons pour l’évaluation de 3EIM. Nous en avons utilisé 2000 lors de
la procédure de recalage affine, et 1000 pour le recalage non-rigide.
– le nombre d’itérations à chaque niveau de la pyramide. Il a été fixé à 1000 pour le recalage
affine, et à 200 pour la procédure non-rigide.
Quelques exemples visuels des résultats que nous avons obtenus lors de la phase de pa-
ramétrisation sont donnés sur les figures 4.40* et 4.41*. Celles-ci montrent la difficulté à se
baser sur ces seuls résultats visuels, les différences concernant l’évaluation de la qualité du
recalage étant parfois difficilement discernables à l’oeil nu. Néanmoins, nous avons mené les
recalages sur les 30 volumes de la base, en utilisant les paramètres précédemment cités, et
avons soumis les résultats sous formes de champs de déformation denses. La totalité des résul-
tats obtenus est disponible à l’adresse http://empire10.isi.uu.nl/mainResults.php (sous
le nom d’équipe « 3-EMI LTSI »). Avec des tels résultats, nous sommes classés 24ème, sur 27
équipes ayant participé au challenge. Les résultats sont encourageants comparés aux autres
équipes, car beaucoup d’entre-elles proposent une méthode de recalage spécifiquement dédiée
au problème posé, alors que notre méthode se veut avant tout générique. Parmi ces équipes,
beaucoup utilisent le même type de procédure de recalage (c’est à dire un modèle de défor-
mation de type B-Spline, avec l’utilisation de l’IM comme mesure de similarité), en venant y
adjoindre une énergie ou un prétraitement qui permet de contraindre le champ de déformation
et ainsi d’obtenir de meilleurs résultats. Nous pensons qu’en ajoutant à notre méthode une
telle énergie, il serait également possible d’obtenir de meilleurs résultats.
Nous présentons dans les tableaux 4.42*, 4.43*, 4.44* et 4.45* les résultats détaillés par
rapport aux quatre critères d’évaluation dont nous avons parlé dans la section 4.2. Ceux-ci
méritent d’être commentés plus en détail :
– le tableau 4.42* présente les résultats de l’alignement des frontières des poumons. Nous
pouvons voir que pour 2 patients (05 et 25), le résultat est parfait au sens du critère.
Pour 22 autres patients, les résultats sont très bons (ils se situent dans les mêmes ordres
de grandeur que les résultats des meilleures équipes ayant participé au challenge), tandis
que pour les 6 derniers patients (06, 07, 14, 20, 28, 30), les résultats sont moins bons.
Finalement, ces 6 derniers patients influent grandement sur le résultat global. En utilisant
une méthode moins rapide mais plus précise, il aurait sans aucun doute été possible
d’obtenir de très bons résultats pour ces derniers patients. Nous voyons que le compromis
précision/ temps de calcul est encore une fois primordial pour les applications de recalage
non-rigide.
– de la même manière, dans le tableau 4.43* qui présente les résultats d’alignement des
scissures principales, nous constatons 7 résultats parfaits, 11 très bons résultats et 12
résultats moyens ou médiocres. Les conclusions à tirer sont les mêmes que précédemment.
– pour le critère de correspondance entre points annotés (tableau 4.44*), nous obtenons
19 bons résultats et 11 résultats moyens.
– enfin, en ce qui concerne les singularités dans le champ de déformation, nous n’obtenons
que des résultats parfaits au sens du critère (tableau 4.45*). Le choix des B-Splines
comme modèle de déformation non-rigide est en partie responsable de ce bon résultat,
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puisque c’est un modèle de déformation intrinsèquement régulier. Cependant, si il est
mal paramétré, il peut conduire à des résultats erronés et à des champs de déformation
aberrants.
A travers cette évaluation, nous avons donc montré le potentiel de notre nouvelle mesure
de similarité 3EIM pour le recalage non-rigide monomodal. A présent, d’autres pistes sont
envisageables pour améliorer les résultats de cette mesure, comme l’utilisation d’a priori sur
les images à recaler, qui permettrait de contraindre le champ de déformation et d’obtenir ainsi
des déformations encore plus réalistes.
4.9 Conclusion
Au cours de ce chapitre, nous avons intensivement évalué nos différentes mesures de si-
milarité, et les avons comparé à différentes estimées de l’IM de référence dans le domaine du
recalage d’images médicales multimodales.
Pour commencer, nous avons considéré ces mesures en dehors de tout contexte de recalage,
pour mettre en avant leurs qualités et leurs défauts propres. Cela nous a permis d’écarter l’IM
estimée par histogramme. A ce stade, nous avons également fait le choix de ne conserver qu’une
des 6 mesures de similarité que nous proposions, en l’occurence 3EIM. Ce choix a été fait pour
gagner du temps dans le paramétrage de notre mesure. En effet, nous pensons par exemple
que 3EIMN doit avoir un comportement très similaire, et que les tests que nous avons menés
au cours de cette thèse seront facilement transposables à cette seconde mesure. Pour ce qui
est de nos mesures basées sur un développement d’Edgeworth à l’ordre 4, un travail important
est encore nécessaire pour comprendre leur comportement atypique, mais nous pensons que sa
régularité démontrée peut permettre d’en faire une mesure très efficace pour le recalage. Des
tests complémentaires sont néanmoins nécessaires.
Ceci étant fait, nous avons inséré notre mesure de similarité dans un schéma global de
recalage, en testant notamment les optimiseurs de référence donnés dans la littérature. Pour
ce faire, nous avons utilisé les données d’entrainement de la base RIRE, qui permet d’obtenir
une évaluation quantitative précise de la qualité du recalage. Une fois l’optimiseur choisi et pa-
ramétré, nous avons utilisé les données de test de cette même base pour évaluer l’utilisation de
notre mesure de similarité pour des tâches de recalage rigide multimodal. Nous avons constaté
que notre mesure permettait un recalage rigide efficace, notamment quand on considère des
images multimodales TEP/IRM.
Enfin, nous avons voulu évaluer notre mesure sur des tâches de recalage non-rigide, puisque
c’est la finalité de ce travail de thèse. Les résultats préliminaires ont été très encourageants,
mais le premier jeu de données testé (la base de données CT du pelvis du laboratoire) ne
permet pas une analyse fine de la qualité du recalage. Aussi, nous nous sommes intéressés
à une seconde base de données (EMPIRE) qui a donné des résultats quantitativement plus
parlants. Bien que notre méthode n’était pas spécifiquement adaptée à ce nouveau jeu de
données, nous avons obtenu des résultats très satisfaisant pour plus de la moitié des patients
de la base. Ici de nouvelles pistes sont envisageables pour améliorer la qualité du recalage
sur les patients dont les résultats sont moins bons. Il serait ainsi possible d’apporter une
information supplémentaire à celle d’intensité afin de rendre le recalage plus spécifique aux
données. L’ajout d’une information spatiale est par exemple envisageable. Enfin, nous avons
constaté tout au long de cette étude que le paramétrage de notre méthode pour le recalage
non-rigide requiert des compromis entre la précision et les temps de calcul, qui peuvent devenir
rapidement très importants.
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Algorithme G GC GS_auto GS_manu LBFGS
Choix du pas
PI 4, 8, 16 0.5, 1, 2 0.5, 1, 2
FR 0.1, 0.5, 0.9
c1 0.001, 0.0001 0.001, 0.0001
c2 0.7, 0.9 0.7, 0.9
ItLS 5, 10, 20 5, 10, 20
a 200, 400, 1000, 2000
A 10, 20, 50 10, 20, 50
α 0.5, 1, 1.5
fmin -0.8, 0.5
fmax 0.5, 1
ω 0.00001, 0.0000001
t0 0.0, 0.5 0.0, 0.5
Direction de recherche
ck 0.01, 0.1, 1
ζk FR, PR, HS, DY, DYHS*
M 5, 10, 20
Critères d’arrêt
ItMax 200, 500, 1000
Pmin 0.001, 0.0001, 0.00001
Gmin 0.001, 0.0001, 0.00001
Wolfe Vrai, Faux Vrai, Faux
Schéma multirésolution avec ou sans sous-échantilonnage, 1, 2, ou 3 niveaux de pyramide
*Fletcher-Reeves, Polak-Ribiere, Hestenes-Stiefel, Dai-Yuan, Dai-Yuan-Hestenes-Stiefel, d’après [Dai, 2003,Klein et al., 2007]
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Table 4.4 – Pourcentage des recalages aboutis pour les différents optimiseurs, avec la mesure
E3IM.
Modalité 1 Modalité 2 G GC GS_manu GS_auto LBFGS
CT IRM PD 88.00% 90.00% 92.00% 100.00% 100.00%
CT IRM PD rectifié 85.00% 95.00% 97.50% 100.00% 100.00%
CT IRM T1 93.00% 98.00% 100.00% 100.00% 100.00%
CT IRM T1 rectifié 96.00% 98.50% 100.00% 100.00% 100.00%
CT IRM T2 93.00% 99.50% 100.00% 100.00% 100.00%
CT IRM T2 rectifié 99.00% 99.50% 100.00% 100.00% 100.00%
TEP IRM PD 93.00% 99.50% 99.50% 100.00% 100.00%
TEP IRM PD rectifié 87.00% 100.00% 99.50% 100.00% 100.00%
TEP IRM T1 93.00% 100.00% 100.00% 100.00% 100.00%
TEP IRM T1 rectifié 99.00% 100.00% 100.00% 100.00% 100.00%
TEP IRM T2 100.00% 99.00% 99.50% 100.00% 100.00%
TEP IRM T2 rectifié 97.00% 100.00% 100.00% 100.00% 100.00%
Table 4.5 – Pourcentage des recalages dont l’erreur moyenne est inférieure à 5mm, avec la
mesure E3IM.
Modalité 1 Modalité 2 G GC GS_manu GS_auto LBFGS
CT IRM PD 1.00% 19.00% 31.50% 89.00% 0.00%
CT IRM PD rectifié 21.00% 5.50% 29.50% 83.00% 24.00%
CT IRM T1 11.00% 22.00% 37.00% 80.00% 0.00%
CT IRM T1 rectifié 32.00% 4.50% 36.00% 89.00% 25.00%
CT IRM T2 3.50% 2.50% 42.00% 87.00% 0.00%
CT IRM T2 rectifié 24.00% 3.00% 39.50% 89.00% 76.00%
TEP IRM PD 32.00% 96.50% 71.50% 100.00% 50.00%
TEP IRM PD rectifié 34.00% 95.00% 74.00% 100.00% 100.00%
TEP IRM T1 27.00% 96.00% 67.00% 96.00% 100.00%
TEP IRM T1 rectifié 37.50% 77.00% 46.00% 96.00% 100.00%
TEP IRM T2 54.00% 93.00% 52.00% 100.00% 100.00%
TEP IRM T2 rectifié 38.30% 4.00% 18.00% 96.00% 0.00%
Table 4.6 – Temps de calcul moyen, en secondes, pour 1000 itérations du recalage rigide 3D,
en fonction de la mesure de similarité employée.
Nombre d’échantillons
Mesures de similarité 50 100 500 1000
3EIM 2.2 2.8 6.1 12.1
IMBS 0.45 0.61 1.9 3.8
IMNBS 0.45 0.53 1.6 2.9
IMG 3 5 107 419
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Table 4.7 – Données disponibles selon le patient. Base RIRE.
Numéro du patient
Modalité 001 002 003 004 005 006 007 008 009
CT x x x x x x x
TEP x x x x x x x
IRM_PD x x x x x x x x x
IRM_PD_rectifié x x x x x x x
IRM_T1 x x x x x x x x x
IRM_T1_rectifié x x x x x x
IRM_T2 x x x x x x x x x
IRM_T2_rectifié x x x x x x x
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3EIM IMBS IMNBS IMG
M1 M2 200 1000 200 1000 200 1000 200 1000
CT IRM_PD 5.232 5.382 11.169 11.167 5.72 5.721 17.403 19.634
CT IRM_PD_rectifié 6.196 6.33 10.093 10.065 10.963 10.962 19.765 18.782
CT IRM_T1 5.959 6.305 13.677 13.677 13.719 13.727 18.961 20.395
CT IRM_T1_rectifié 5.003 5.206 7.621 7.618 6.011 5.458 23.614 19.8
CT IRM_T2 6.485 5.29 15.935 15.937 15.036 15.252 21.473 22.711
CT IRM_T2_rectifié 5.563 5.561 11.958 11.959 9.11 9.11 20.225 22.127
TEP IRM_PD 4.534 4.208 6.514 6.505 6.248 6.255 13.371 10.43
TEP IRM_PD_rectifié 4.056 4.18 5.58 5.589 4.984 4.967 11.098 9.11
TEP IRM_T1 5.012 4.986 6.939 6.94 6.747 6.746 11.177 13.157
TEP IRM_T1_rectifié 4.513 4.324 5.165 5.172 5.034 5.041 5.047 8.625
TEP IRM_T2 4.225 4.313 9.001 9.002 9.221 9.22 10.621 12.238
TEP IRM_T2_rectifié 3.953 3.979 5.624 5.624 5.079 5.072 11.84 10.632
Essai8_1 Essai8_4 Essai_4_2 Essai5_2 Essai_4_1 Essai5_1 Essai_4_4 Essai_4_3
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Table 4.9 – Apport du nombre de niveaux de la pyramide d’images sur l’erreur moyenne de
recalage.
Patient 001 Niveaux de la pyramide
Modalité 1 Modalité 2 1 2 3 4 5
CT IRM_PD 3.869 4.782 4.198 3.853 3.617
CT IRM_PD_rectifié 3.6 3.101 3.23 3.566 3.393
CT IRM_T1 3.52 4.674 3.248 3.437 3.17
CT IRM_T1_rectifié 3.445 3.411 3.814 3.792 3.684
CT IRM_T2 5.759 5.132 4.829 4.972 4.674
CT IRM_T2_rectifié 6.135 2.228 2.028 3.89 3.78
test Essai6_1 Essai6_2 Essai6_3 Essai6_4
Table 4.10 – Erreur moyenne de recalage (en mm), pour les différents couples de moda-
lité d’imagerie, et pour les différentes mesures de similarité, avec l’utilisation d’une pyramide
d’images à 5 niveaux.
Modalité 1 Modalité 2 3EIM IMBS IMNBS IMG
CT IRM_PD 6.236 5.543 5.114 25.68
CT IRM_PD_rectifié 5.03 4.808 4.867 26.747
CT IRM_T1 5.459 6.686 5.932 36.282
CT IRM_T1_rectifié 5.661 7.742 6.243 29.504
CT IRM_T2 5.664 6.244 5.74 30.2
CT IRM_T2_rectifié 5.777 5.349 5.002 33.976
TEP IRM_PD 5.206 9.299 8.158 19.61
TEP IRM_PD_rectifié 5.122 5.55 7.399 20.473
TEP IRM_T1 5.378 9.692 7.963 28.218
TEP IRM_T1_rectifié 4.813 12.372 7.89 24.63
TEP IRM_T2 6.931 10.64 7.441 25.343
TEP IRM_T2_rectifié 7.156 8.092 7.824 28.018
Essai7_1 Essai7_2 Essai7_3 Essai7_4
Table 4.11 – Coefficients de Dice moyens obtenus sur les 9 premiers patients de la base, en
fonction de la procédure de recalage rigide utilisée.
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
Procédure de recalage
organe
prostate vessie rectum
1 niveau 0.24 0.39 0.22
5 niveaux 0.25 0.43 0.23
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Table 4.12 – Coefficients de Dice moyens obtenus sur les 9 premiers patients de la base, en
fonction du type de masque utilisé.
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
Masque utilisé
organe
prostate vessie rectum
Mref 0.59 0.56 0.49
MDref 0.56 0.55 0.47
Munion 0.53 0.51 0.45
MDunion 0.53 0.51 0.47
Table 4.13 – Coefficient de Dice de la prostate, pour le recalage des atlas 1 et 2, en fonction
du nombre d’échantillons
Nombre d’échantillons 200 500 1000 2000 5000
Dice de la prostate 0.82229 0.691757 0.689241 0.773345 0.596537
Table 4.14 – Temps nécessaire pour une procédure de recalage non-rigide en fonction de
l’écartement (en mm) entre les points de contrôle et du nombre de paramètres à estimer au
niveau le plus haut de la pyramide. Nous considérons ici un écartement égal suivant les 3
dimensions de l’image.
Ecartement (en mm) entre les PDC Nombre de paramètres Temps d’éxecution (min)
20 60588 384
30 21528 134
40 11286 69
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(a) (b)
(c) (d)
(e) (f)
Figure 4.36 – Evaluation visuelle par superposition de la qualité du recalage en fonction
du nombre d’échantillons utilisés dans l’estimation de 3EIM. 4.36(a) Images avant recalage.
4.36(b) Recalage rigide. 4.36(c) Recalage non-rigide avec 200 échantillons. 4.36(d) Recalage
non-rigide avec 500 échantillons. 4.36(e) Recalage non-rigide avec 1000 échantillons. 4.36(f)
Recalage non-rigide avec 2000 échantillons.
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Figure 4.37 – Exemple de résultats de recalage non-rigide aberrant. Le contour du patient
présente des sortes d’ « ondulations » dues à l’écart trop faible entre les points de contrôle.
Figure 4.38 – Vue d’ensemble des coefficients de Dice obtenus lors de la validation croi-
sée, pour les différents organes considérés. Ces résultats représentent la moyenne sur les 552
recalages effectués.
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Figure 4.39 – Exemples d’images de la base EMPIRE, et des masques binaires des poumons
correspondants.
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(a) (b)
(c) (d)
(e)
Figure 4.40 – Evaluation visuelle de la qualité des recalages en fonction du nombre d’échan-
tillons, pour respectivement 50, 100, 300, 600 et 1000 échantillons.
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(a) (b)
(c) (d)
(e)
Figure 4.41 – Evaluation visuelle de la qualité des recalages en fonction du nombre d’itérations
à chaque niveau de la pyramide, pour respectivement 50, 70, 150, et 200 itérations. La première
image donne les images flottante et de référence, après le pré-recalage rigide.
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Figure 4.42 – Résultats quantitatifs de la base de données EMPIRE. Ce tableau donne les
résultats du critère de l’alignement des frontières des poumons, pour les 30 patients de la base.
En vert, les résultats parfaits au sens du critère. En jaune, les résultats très bons. En rouge,
les résultats moyens.
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Figure 4.43 – Résultats quantitatifs de la base de données EMPIRE. Ce tableau donne les
résultats du critère de l’alignement des scissures principales, pour les 30 patients de la base.
En vert, les résultats parfaits au sens du critère. En jaune, les résultats très bons. En rouge,
les résultats moyens.
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Figure 4.44 – Résultats quantitatifs de la base de données EMPIRE. Ce tableau donne les
résultats du critère de la correspondance entre points annotés, pour les 30 patients de la base.
En jaune, les résultats très bons. En rouge, les résultats moyens.
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Figure 4.45 – Résultats quantitatifs de la base de données EMPIRE. Ce tableau donne les
résultats du critère des singularités dans le champ de déformation dense, pour les 30 patients
de la base. Tous les recalages sont parfaits au sens de ce critère.
Conclusion & Perspectives
Le recalage d’images médicales est un outil devenu presque indispensable au praticien, du
fait du volume et de la diversité des images médicales produites aujourd’hui. Il permet une
analyse automatique des images permettant de fusionner ou de comparer les informations pro-
venant de modalités d’imagerie différentes. Dans ce contexte, les travaux réalisés durant cette
thèse ont tenté d’apporter de nouveaux éléments de réponse au problème du recalage, qui reste
délicat. Plus spécifiquement, nous nous sommes attachés à la problématique suivante : « Ap-
proximation de l’Information Mutuelle basée sur le développement d’Edgeworth : application
au recalage d’images médicales ».
Les travaux réalisés dans cette thèse ont porté essentiellement sur la définition et la mise
en oeuvre de nouvelles mesures de similarité pour le recalage rigide et non-rigide d’images
médicales mono- et multimodales.
Une étude bibliographique nous a tout d’abord convaincu d’utiliser l’information mutuelle,
qui malgré quelques limitations relatives à son estimation, se révèle particulièrement efficace
dans le cadre du recalage d’images multimodales. Nous avons alors cherché à proposer une
nouvelle méthode d’estimation qui tend à minimiser les défauts inhérents aux méthodes d’es-
timation classiques. Pour ce faire, nous nous sommes inspirés des travaux menés en traitement
du signal, et plus particulièrement en analyse en composantes indépendantes. Dans ce contexte,
des approximations de l’information mutuelle existent. Elles se basent sur l’utilisation des cu-
mulants, statistiques qui permettent de caractériser une distribution de probabilité. Malheu-
reusement, les approximations de l’information mutuelle utilisées en analyse en composantes
indépendantes s’appuient sur l’hypothèse d’indépendance et notamment de décorrélation des
variables aléatoires mises en jeu qui ne peuvent être utilisées dans notre contexte. Aussi avons
nous décidé de développer nos propres mesures, qui ne font plus cette hypothèse.
Nous nous sommes alors orientés vers le développement d’Edgeworth, qui permet d’ap-
proximer une densité de probabilité à partir des cumulants et des polynômes d’Hermite des
variables aléatoires considérées. La contribution principale de ce travail a été de proposer une
approximation de l’entropie conjointe, pour des variables aléatoires potentiellement corrélées,
se basant sur un tel développement. Nous avons également présenté une approximation de l’en-
tropie marginale en utilisant les mêmes développements mathématiques. Cela nous a conduit à
la définition de nouvelles approximations de l’information mutuelle et de l’information mutuelle
normalisée, pour le recalage d’images médicales.
La phase de validation de ces nouvelles mesures a été importante. Nous avons comparé
notre approche avec celles classiquement utilisées. Les premiers tests nous ont convaincu de
l’efficacité de notre méthodologie. Mais ils ont également montré le comportement singulier
de notre approximation basée sur un développement d’Edgeworth tronqué à l’ordre 4. Nous
avons donc sélectionné, parmi les mesures que nous proposions, celle approximant le mieux
l’information mutuelle. Après avoir incorporé cette mesure dans un schéma de recalage global
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comportant une méthode d’optimisation efficace, et un modèle de déformation reconnu, nous
avons montré que l’approche proposée permettait de recaler efficacement des images médicales
mono- et multimodales, dans un cadre rigide et non-rigide. La généricité de l’approche la rend
candidate pour de nombreux problèmes nécessitant l’utilisation d’une méthode de recalage, et
plus généralement d’une mesure de similarité.
Les perspectives offertes par ce travail sont nombreuses. A court terme tout d’abord, il va
être intéressant de mettre à l’épreuve notre mesure de similarité basée sur un développement
d’Edgeworth tronqué à l’ordre 4. Celle-ci, bien que singulière, montre des qualités de régularité
qui en font une mesure probablement efficace dans notre contexte. Nous pourrions également
envisager de construire une mesure à mi-chemin entre les approximations tronquées à l’ordre
3 et 4, en utilisant le développement de Gram-Charlier à la place de celui d’Edgeworth. Cela
permettrait de se prémunir du terme du développement à l’ordre 4 qui rend les approximations
singulières. Il nous faut également mener une évaluation de l’estimée de l’information mutuelle
normalisée basée sur un développement tronqué à l’ordre 3 (3EIMN). Dans nos tests préli-
minaires de régularité, cette mesure montrait des résultats similaires à 3EIM que nous avons
étudiée en détail. Il faudra donc montrer si l’apport de la normalisation dans nos mesures est
aussi conséquent qu’avec les mesures traditionnelles.
Il apparait également nécessaire de développer une dérivée analytique de nos mesures, qui
autoriserait une optimisation encore plus efficace. En effet, la plupart des optimiseurs utilisés
en recalage se basent sur le gradient de la fonction de coût pour converger vers l’optimum.
Aussi, un gradient calculé analytiquement est assurément plus précis que l’estimation que nous
utilisons pour le moment, et permet donc une meilleure convergence de l’optimiseur.
Enfin, toujours dans un avenir proche, il serait intéressant de réimplémenter nos mesures
de similarité avec la structure de la librairie elastiX, en utilsant notamment les méthodes de
la classe AdvancedImageToImageMetric qui permet d’améliorer le rendement de ces mesures.
Cela peut paraître anecdotique, mais tout au long de ce travail, nous avons été confronté au
problème des coûts calculatoires, surtout pour le recalage non-rigide. Ainsi, même un gain
de temps infime sur une évaluation de la fonction de coût peut représenter un gain vraiment
conséquent dans une procédure complète de recalage.
La confrontation de notre méthode à des cas cliniques réels est également à poursuivre,
car nous avons vu que cela nous mène à de nouvelles hypothèses de travail. Parmi celles-ci,
l’utilisation de mesures multidimensionnelles est certainement une des plus prometteuses, et
sa mise en oeuvre avec notre mesure est possible sans que la charge calculatoire ne devienne
trop importante. Cela va dans le sens des avancées récemment proposées par la communauté
scientifique, et permettrait d’inclure d’autres informations que celles d’intensités dans nos
mesures. Nous pensons notamment que prendre en compte l’information spatiale donnée par
les images permettrait d’améliorer les performances de nos estimateurs.
Une autre idée à développer est de considérer notre approximation non plus au voisi-
nage d’une gaussienne, mais plutôt d’une combinaison de gaussiennes. Pour ce faire, un pré-
traitement est nécessaire pour déterminer les paramètres des différentes gaussiennes approxi-
mant les distributions de probabilité des nos images. Cette méthode permettrait d’estimer plus
fidèlement nos densités de probabilités, et donnerait en conséquence de meilleures estimées de
l’information mutuelle.
D’un point de vue plus global, d’autres composantes des méthodes de recalage nécessitent,
à nos yeux, d’être étudiées. Des travaux méritent notamment d’être menés sur les méthodes
d’optimisation utilisées en recalage. L’introduction d’algorithmes à pas optimal par itération,
par exemple, permettrait sans doute de réduire les coûts de calcul et de s’approcher plus
efficacement de l’optimum. Considérer un pas différent pour chaque paramètre à optimiser,
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contrairement au pas scalaire qui est toujours utilisé dans notre contexte, nous semble égale-
ment envisageable. Cela permettrait de considérer plus efficacement les déformations locales
intervenant dans les problèmes de recalage non-rigide.
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Annexe A
Transformations rigides et affines
d’une image
Matrices de transformation 3D
Matrice de rotation suivant la direction x :
Rx =


1 0 0 0
0 cos(θ) − sin(θ) 0
0 sin(θ) cos(θ) 0
0 0 0 1


Matrice de rotation suivant la direction y :
Ry =


cos(θ) 0 − sin(θ) 0
0 1 0 0
sin(θ) 0 cos(θ) 0
0 0 0 1


Matrice de rotation suivant la direction z :
Rz =


cos(θ) − sin(θ) 0 0
sin(θ) cos(θ) 0 0
0 0 1 0
0 0 0 1


Matrice de translation :
V =


1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1


Matrice de facteur d’échelle (scaling) :
Sc =


scx 0 0 0
0 scy 0 0
0 0 scz 0
0 0 0 1


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Matrice de cisaillement (shearing) :
Sh =


1 shxy shxz 0
shyx 1 shyz 0
shzx shzy 1 0
0 0 0 1


Le produit de ces matrices permet de décrire à la fois des matrices de déformation rigides
et affines :
– Matrice de déformation rigide :
MR = RxRyRzT
– Matrice de déformation affine :
MA = RxRyRzTScSh
Pour transformer les voxels d’une image flottante de coordonnées (xF , yF , zF ) à partir des
voxels d’une image de référence de coordonnées (xR, yR, zR), on écrit :
xFyF
zF

 = M

xRyR
zR


où M est une matrice égale à MR(1 : 3, :) ou MA(1 : 3, :) selon le type de transformation
recherchée (rigide ou affine), en prenant comme convention d’écriture que B(1 : 3, :) représente
le bloc matriciel extrait de B en prenant les 3 premières lignes de la matrice B.
Annexe B
B-Splines
Les B-Splines sont des polynômes continus par morceaux qui ont à l’origine été utilisés
pour le dessin assisté par ordinateur, où ils servent à décrire des courbes et surfaces 3D.
Ces B-Splines sont désormais très populaires en recalage d’images médicales où elles servent
de modèle de transformation pour décrire un champ dense de déformation. Elles y ont été
introduites par [Rueckert et al., 1999] et leur popularité ne s’est jamais démentie, puisque
récemment encore [Klein et al., 2009], elles restent une référence dans le domaine. Ceci est dû
à leurs intéressantes propriétés. Nous rappelons dans cette annexe les plus importantes d’entre-
elles, ou du moins celles qui nous ont été utiles au cours de cette thèse. Le lecteur pourra se
référer à [Piegl and Tiller, 1997] pour de plus amples détails concernant les B-Splines et leur
généralisation.
Les B-Splines peuvent intervenir à trois niveaux dans la procédure de recalage :
– pour le modèle de déformation tout d’abord, puisque elles permettent de modéliser des
déformations non-rigides complexes.
– pour l’interpolation.
– pour l’estimation des densités de probabilités, où elles servent de noyau pour les estima-
teurs par fenêtrage de Parzen.
Certains auteurs [Thévenaz and Unser, 1997,Mattes et al., 2003] mettent en avant le fait
qu’un modèle unifié, où les B-Splines sont utilisées pour les trois tâches présentées ci-dessus,
est très efficace car il apporte des simplifications importantes.
Définition
Les B-Splines sont des fonctions symétriques en forme de cloche. Mathématiquement, la
B-Spline de degré n est obtenue par n convolutions de la fonction rectangle β0(z) = Π(z, 1) :
Π(z, ) =


1
 si | z |< 2
0.5
 si | z |= 2
0 si | z |> 2
(B.1)
avec  la largeur du support.
On a donc :
β(n)(z) =
(
β(0) ∗ β(0) ∗ ... ∗ β(0)
)
(z)︸ ︷︷ ︸
(n+1) termes
(B.2)
Les formules explicites des B-Splines de degré 0 à 3 sont données par :
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β(0)(z) =


1 si | z |< 12
1
2 si | z |= 12
0 si | z |> 12
(B.3)
β(1)(z) =
{
1− | z | si | z |< 1
0 si | z |≥ 1
β(2)(z) =


3
4− | z |2 si | z |< 12
1
8(2 | z | −3)2 si 12 ≤| z |< 32
0 si |z| ≥ 32
β(3)(z) =


2
3− | z |2 +12 | z |3 si | z |< 1
−16(| z | −2)3 si 1 ≤| z |< 2
0 si |z| ≥ 2
Leur représentation est donnée figure B.1 jusqu’à l’ordre 3. Ces polynômes sont continus
par morceaux, et chaque morceau de degré n est Cn continu. Au niveau de la transition entre
2 B-Splines, une continuité Cn−1 est préservée.
Figure B.1 – Représentation des B-Splines d’ordre 0 à 3.
Propriétés
Les propriétés importantes des B-Splines sont :
le calcul explicite de la dérivée
Cette propriété est utilisée pour calculer les dérivées du champ de transformation pendant
l’optimisation :
dβ(n)(z)
dz
= β(n−1)(z +
1
2
)− β(n−1)(z − 1
2
) (B.4)
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la partition de l’unité
Cette propriété permet d’utiliser le noyau B-Spline pour la construction des histogrammes
conjoints, par fenêtrage de Parzen :
∀z ∈ R,
+∞∑
k=−∞
β(n)(z + k) = 1 (B.5)
Cette propriété assure la contribution unitaire d’une paire de pixel dans la construction de
l’histogramme conjoint.
un support limité
Cela permet un calcul efficace des champs de déplacement, étant donné que seuls les vecteurs
de déplacement dans le voisinage du PDC sont pris en compte. Cette propriété s’écrit :
β(n)(z) 6= 0⇔ z ∈
]
−n− 1
2
,
n+ 1
2
[
(B.6)
Cette dernière propriété peut sembler assez restrictive. Cependant, il est possible d’obtenir
un support plus large, en étendant les B-Splines par un facteur  :
β(n) (z) =
β(n)(z )

,
∂β
(n)
 (z)
∂z
= β(n)
′
 (z) =
β(n)
′
(z )
2
(B.7)
Pour la construction des histogrammes conjoints, cette propriété est assez intéressante : elle
permet d’étendre la contribution d’un pixel à un voisinage plus important, et donc de lisser
davantage l’histogramme. Il y a clairement un compromis à faire entre le degré de la spline à
prendre en compte, et la largeur de son support.
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Annexe C
Développements mathématiques
Dans cette partie, nous présentons nos approximations des entropies marginales et conjointes
par un développement d’Edgeworth à l’ordre 4, sous l’hypothèse que les variables ont préa-
lablement été centrées-réduites. Ces développements sont l’apport principal de ce travail de
thèse.
Nous faisons dans toute cette annexe l’hypothèse que les données sont centrées-réduites,
c’est à dire de moyenne nulles et de variance unité. Et c’est également le cas des distributions
gaussiennes utilisées, puisque les développements d’Edgeworth et de Gram-Charlier cherchent
à approximer une densité de probabilité au voisinage d’une gaussienne ayant les mêmes sta-
tistiques de premier et second ordre, c’est à dire les mêmes moyennes et variances.
C.1 Approximation de l’entropie marginale par un développe-
ment d’Edgeworth
Nous partons de l’équation du développement univarié d’Edgeworth autour de la distribu-
tion normale jusqu’à l’ordre 4 de la densité de probabilité marginale :
px(i)(u
(i)) = φx(i)(u
(i))
(
1 +
1
3!
κ3H3(u
(i)) (C.1)
+
1
4!
κ4H4(u
(i)) +
10
6!
κ23H6(u
(i))
)
+O(N−3/2)
et nous considérons implicite la dépendance envers la VA (i) afin d’alléger les notations. (C.1)
se réécrie donc :
px(u) = φx(u)
(
1 +
1
3!
κ3H3(u) (C.2)
+
1
4!
κ4H4(u) +
10
6!
κ23H6(u)
)
+O(N−3/2)
L’idée est d’exprimer l’entropie de Shannon ou entropie différentielle en fonction de cette
estimation de la densité de probabilité. Nous rappelons la formule de cette entropie :
H(x) = −
∫
R
px(u) log(px(u)) du (C.3)
Pour le moment, pour simplifier encore notre raisonnement, nous posons :
Ax(u) =
1
3!
κ3H3(u) +
1
4!
κ4H4(u) +
10
6!
κ23H6(u)
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L’entropie de Shannon (C.3) peut alors s’exprimer en fonction de (C.2) par :
H(x) ≈ −
∫
R
φx(u) (1 +Ax(u)) log [φx(u) (1 +Ax(u))] du (C.4)
≈ −
∫
R
φx(u) (1 +Ax(u)) log (φx(u)) du (C.5)
−
∫
R
φx(u) (1 +Ax(u)) log (1 +Ax(u)) du (C.6)
Nous allons simplifier (C.6) en utilisant le développement de Taylor (1+x) log(1+x) ≈ x+ x22
autour de zéro [Comon, 1994, Van Hulle, 2005]. C’est la seule simplification nécessaire pour
mener à bien le développement. Il s’en suit que (C.4) peut se réécrire :
H(x) ≈ −
∫
R
φx(u) log (φx(u)) du (C.7)
−
∫
R
φx(u) log (φx(u))Ax(u)du (C.8)
−
∫
R
φx(u)
(
Ax(u) +
(Ax(u))
2
2
)
du (C.9)
Nous allons maintenant résoudre explicitement les 3 termes (C.7), (C.8) et (C.9) de cette
équation. Tout d’abord on reconnait dans (C.7) l’entropie d’un loi normale et on a donc :
−
∫
R
φx(u) log (φx(u)) du = log(
√
2pie) = 0.5 log(2pie) (C.10)
Nous devons ensuite résoudre (C.8). Pour cela, nous commençons par réécrire la définition
d’une distribution normale monovariée d’espérance E[x] et de variance Var(x) :
φx(u) =
1√
2piVar(x)
e−(u−E[x])
2/(2Var(x)) (C.11)
Sous l’hypothèse de données centrées-réduites, cette équation (C.11) se réécrit :
φx(u) =
1√
2pi
e
−u2
2 (C.12)
Nous pouvons donc écrire :
log φx(u) = log
(
1√
2pi
)
− u
2
2
(C.13)
et (C.8) s’exprime alors par :
−
∫
R
φx(u) log (φx(u))Ax(u)du = −
∫
R
φx(u)Ax(u)
(
log
(
1√
2pi
)
− u
2
2
)
du
= − log
(
1√
2pi
)∫
R
φx(u)Ax(u)du (C.14)
+
1
2
∫
R
φx(u)Ax(u)u
2du (C.15)
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Nous allons maintenant réintroduire la propriété d’orthogonalité des polynômes d’Hermite
présentée au chapitre 3, qui s’écrit :
∫
R
φx(u)Hi(u)Hj(u)du =
{
i! si i = j
0 autrement
(C.16)
qui va nous être utile tout au long de cette démonstration. Nous allons maintenant développer
(C.14). En utilisant le fait que le premier polynôme d’Hermite H0(u) est égal à 1, nous pouvons
écrire :
− log
(
1√
2pi
)∫
R
φx(u)Ax(u)du
= − log
(
1√
2pi
)∫
R
φx(u)
(
1
3!
κ3H3(u) +
1
4!
κ4H4(u) +
10
6!
κ23H6(u)
)
du
= − log
(
1√
2pi
)∫
R
φx(u)
1
3!
κ3H3(u)H0(u)du (C.17)
− log
(
1√
2pi
)∫
R
φx(u)
1
4!
κ4H4(u)H0(u)du (C.18)
− log
(
1√
2pi
)∫
R
φx(u)
10
6!
κ23H6(u)H0(u)du (C.19)
Les termes (C.17), (C.18) et (C.19) vont être nuls par la propriété d’orthogonalité des poly-
nômes d’Hermite (C.16). En effet, pour (C.17) par exemple, nous pouvons écrire :
− log
(
1√
2pi
)∫
R
φx(u)
1
3!
κ3H3(u)H0(u)du = C
∫
R
φx(u)H3(u)H0(u)du = 0 (C.20)
où C représente une constante par rapport à la variable d’intégration. Il en va de même pour
(C.18) et (C.19). Ainsi la première partie (C.14) de (C.8) est nulle. Il reste à résoudre la
deuxième partie (C.15) de cette même expression. Pour cela, nous allons utiliser le polynôme
d’Hermite de degré 2 défini par H2(u) = u2 − 1 ⇔ H2(u) + 1 = u2. Nous pouvons réécrire
(C.15) comme :
1
2
∫
R
φx(u)Ax(u)u
2du =
1
2
∫
R
φx(u)Ax(u)H2(u)du +
1
2
∫
R
φx(u)Ax(u)du (C.21)
Encore une fois, ces deux intégrales vont être nulles par propriété d’orthogonalité des poly-
nômes d’Hermite. La première fait intervenir des termes de type C
∫
R
φx(u)Hj(u)H2(u)du
avec j 6= 2. Quand à la seconde, nous pouvons encore une fois la multiplier par H0(u) = 1.
Ainsi, (C.14) et (C.15), et par conséquent (C.8) est nulle. Dans notre définition de départ de
l’entropie de Shannon approximée par un développement d’Edgeworth (C.4), il ne nous reste
que le terme (C.9) à résoudre. Celui-ci s’exprime par :
−
∫
R
φx(u)
(
Ax(u) +
(Ax(u))
2
2
)
du = −
∫
R
φx(u)Ax(u)du−
∫
R
φx(u)
(Ax(u))
2
2
du (C.22)
La première intégrale est nulle en faisant appel à H0(u). Il reste à développer la seconde
intégrale :
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−
∫
R
φx(u)
(Ax(u))
2
2
du
= −1
2
∫
R
φx(u)
(
1
3!
κ3H3(u) +
1
4!
κ4H4(u) +
10
6!
κ23H6(u)
)2
du
= −1
2
∫
R
φx(u)
(
1
(3!)2
κ23(H3(u))
2 +
1
(4!)2
κ24(H4(u))
2
+
100
(6!)2
κ43(H6(u))
2 +
20
3!6!
κ33H3(u)H6(u) (C.23)
+
2
3!4!
κ3κ4H3(u)H4(u) +
20
4!6!
κ23κ4H4(u)H6(u)
)
du
Pour simplifier (C.23), nous utilisons les identités suivantes :∫
R
u2k+1φ(u)du = 0 (C.24)
et : ∫
R
u2kφ(u)du = 1.3...(2k − 1) (C.25)
qui découlent de la définition des moments d’une loi normale centrée-réduite. Nous allons
développer les différents termes de (C.23) en fonction des formules explicites des polynômes
d’Hermite (H3(u) = u3 − 3u, H4(u) = u4 − 6u2 + 3, H6(u) = u6 − 15u4 + 45u2 − 15) pour se
ramener à des expressions de type (C.24) et (C.25). Si l’on considère la première intégrale du
développement de (C.23), celle-ci s’écrit :
− 1
2
∫
R
φx(u)
1
(3!)2
κ23(H3(u))
2du = − 1
2.(3!)2
κ23
∫
R
φx(u)(H3(u))
2du (C.26)
avec (H3(u))2 = (u3 − 3u)2 = u6 − 6u4 + 9u2. D’après (C.25), on peut écrire :
∫
R
φx(u)(H3(u))
2du =
∫
R
φx(u)(u
6 − 6u4 + 9u2)du
=
∫
R
φx(u)u
6du−
∫
R
φx(u)6u
4du+
∫
R
φx(u)9u
2du
= 5× 3− 6× 3 + 9 = 6 (C.27)
Donc (C.26) s’écrit finalement :
− 1
2
∫
R
φx(u)
1
(3!)2
κ23(H3(u))
2du = − 6
2.(3!)2
κ23 = −
1
2
κ23
3!
(C.28)
Suivant ce principe, nous pouvons résoudre toutes les intégrales de (C.23). Tous les résultats
de nos calculs découlant de la propriété d’orthogonalité des polynômes d’Hermite sont donnés
en annexe D. A l’aide de ces résultats, les différentes intégrales de (C.23) s’écrivent :
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− 1
2
∫
R
φx(u)
1
(4!)2
κ24(H4(u))
2du = −1
2
κ24
4!
− 1
2
∫
R
φx(u)
100
(6!)2
κ43(H6(u))
2du = − 5
72
(κ3)
4
− 1
2
∫
R
φx(u)
20
3!6!
κ33H3(u)H6(u)du = 0 (C.29)
− 1
2
∫
R
φx(u)
2
3!4!
κ3κ4H3(u)H4(u)du = 0
− 1
2
∫
R
φx(u)
20
4!6!
κ23κ4H4(u)H6(u)du = 0
Nous pouvons donc finalement écrire (C.23) comme :
−
∫
R
φx(u)
(Ax(u))
2
2
du = −1
2
κ23
3!
− 1
2
κ24
4!
− 5
72
κ43 (C.30)
Dans l’équation (C.4), le dernier terme (C.9) a été résolu explicitement. En reprenant les
résultats des termes (C.7), (C.8) et (C.9) que nous avons résolus, nous pouvons finalement
écrire :
H(x) ≈ 0.5 log(2pie) − 1
2
κ23
3!
− 1
2
κ24
4!
− 5
72
κ43 (C.31)
l’approximation de l’entropie marginale de la VA x par un développement d’Edgeworth à
l’ordre 4. Si l’on se contente du développement à l’ordre 3, cette approximation est donnée
par :
H(x) ≈ 0.5 log(2pie) − 1
2
κ23
3!
(C.32)
C.2 Approximation de l’entropie conjointe par un développe-
ment d’Edgeworth
C.2.1 Démonstration à l’ordre 3
La démarche est similaire à celle employée pour l’approximation de l’entropie marginale.
Mais cette fois-ci, nous considérons l’approximation de la densité de probabilité conjointe px
par un développement d’Edgeworth. Nous présentons pour l’instant le calcul à l’ordre 3, et
nous verrons par la suite que l’extension à l’ordre 4 est instantanée. L’approximation de la
densité de probabilité conjointe par un développement d’Edgeworth à l’ordre 3 est donnée
par :
px(u) = φx(u)
(
1 +
1
3!
κi1,i2,i3Hi1,i2,i3(u)
)
O(N−1) (C.33)
où il faut considérer toutes les permutations possibles des indices i1, i2, i3. Dans le cas biva-
rié, ces indices peuvent prendre la valeur 1 ou 2. Par conséquent, les 8 termes de la somme
1
3!κ
i1,i2,i3Hi1,i2,i3(u), que nous notons Bx(u) pour faciliter la lecture, sont donc :
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Bx(u) =
1
3!
(
κ1,1,1H111(u) + 3κ
1,1,2H112(u) + 3κ
1,2,2H122(u) + κ
2,2,2H222(u)
)
(C.34)
Nous voulons approximer l’entropie conjointe de Shannon [Collignon et al., 1995],
[Studholme and Hawkes, 1995] donnée par :
H(x) = −
∮
R
2
px(u) log(px(u)) du (C.35)
qui peut s’exprimer en fonction de (C.33) par :
H(x) ≈ −
∮
R
2
φx(u) (1 +Bx(u)) log [φx(u) (1 +Bx(u))] du (C.36)
≈ −
∮
R
2
φx(u) (1 +Bx(u)) log (φx(u)) du
−
∮
R
2
φx(u) (1 +Bx(u)) log (1 +Bx(u)) du
≈ −
∮
R
2
φx(u) log (φx(u)) du (C.37)
−
∮
R
2
φx(u) log (φx(u))Bx(u)du (C.38)
−
∮
R
2
φx(u)
(
Bx(u) +
(Bx(u))
2
2
)
du (C.39)
en utilisant encore une fois le développement de Taylor (1 + x) log(1 + x) ≈ x+ x22 autour de
zéro. Dans cette expression (C.36), la première (C.37) intégrale est l’entropie d’une loi normale
multidimensionnelle qui est donnée par :
−
∮
R
2
φx(u) log (φx(u)) du = log(
√
(2pie)2|κx|) = 1 + log(2pi) + 0.5 log(1− ρ2) (C.40)
avec |κx| le déterminant de la matrice de covariance présentée au chapitre 3. Les 2 autres
intégrales (C.38) et (C.39) vont se simplifier grâce notamment aux propriétés d’orthogonalité
des polynômes d’Hermite multivariés que nous rappelons :
∫
Hi1,...,ik(u)Hj1,...,j`(u)φx(u)du =
{
[k!]κxi1,j1 . . . κ
x
ik,jk
si ` = k
0 autrement
(C.41)
Développons ces intégrales en commençant par (C.38). Pour cela, nous commençons par nous
servir de la définition de la loi normale bivariée centrée-réduite. En posant u = (u1, u2)T, on
peut écrire :
φx(u) =
1
(2pi)|κx|1/2
e−
1
2
(uTκ−1x u) (C.42)
avec κx =
(
1 ρ
ρ 1
)
, |κx| = 1−ρ2 et κ−1x = 11−ρ2
(
1 −ρ
−ρ 1
)
. Par conséquent, (C.42) se réécrit :
φx(u) =
1
(2pi)
√
1− ρ2
exp
(
− 1
2(1 − ρ2)(u
2
1 + u
2
2 − 2ρu1u2)
)
(C.43)
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Le logarithme de cette expression est ainsi :
log (φx(u)) = log
(
1
(2pi)
√
1− ρ2
)
− 1
2(1 − ρ2)(u
2
1 + u
2
2 − 2ρu1u2) (C.44)
A partir de cette expression, on peut réécrire la seconde intégrale (C.38) de (C.36) comme
étant :
−
∮
R
2
φx(u) log (φx(u))Bx(u)du
= −
∮
R
2
φx(u)Bx(u)
(
log
(
1
(2pi)
√
1− ρ2
)
− 1
2(1− ρ2) (u
2
1 + u
2
2 − 2ρu1u2)
)
du
= − log
(
1
(2pi)
√
1− ρ2
)∮
R
2
φx(u)Bx(u)du (C.45)
+
1
2(1− ρ2)
∮
R
2
φx(u)Bx(u)(u
2
1 + u
2
2 − 2ρu1u2)du (C.46)
Ici encore, nous avons 2 intégrales. La première (C.45) est nulle par propriété d’orthogonalité
des tenseurs d’Hermite. En effet, nous pouvons :
− log
(
1
(2pi)
√
1− ρ2
)∮
R
2
φx(u)Bx(u)du
= − log
(
1
(2pi)
√
1− ρ2
)∮
R
2
φx(u)Bx(u)H00(u)du
puisque l’on aH0(u) = H00(u) = H000(u) = ... = 1 d’après la défintion des tenseurs d’Hermite
(3.10) donnée au chapitre 3. Ainsi
log
(
1
(2pi)
√
1− ρ2
)∮
R
2
φx(u)Bx(u)H00(u)du
=
1
3!
log
(
1
(2pi)
√
1− ρ2
)∮
R
2
φx(u)H00(u) (C.47)(
κ1,1,1H111(u) + 3κ
1,1,2H112(u) + 3κ
1,2,2H122(u) + κ
2,2,2H222(u)
)
du
Les 4 intégrales découlant de cette dernière (C.47) vont être de la forme :
C
∮
R
2
φx(u)H00(u)Hijk(u)du = 0 (C.48)
par propriété d’orthogonalité des tenseurs d’Hermite (on a l 6= k dans (C.41)). La première
intégrale (C.45) de (C.38) est donc nulle. Intéressons nous maintenant à la seconde intégrale
(C.46) donnée par :
1
2(1 − ρ2)
∮
R
2
φx(u)Bx(u)(u
2
1 + u
2
2 − 2ρu1u2)du (C.49)
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En nous servant de la définition des tenseurs d’Hermite covariants (3.13), nous pouvons écrire :
H11(u) +H22(u)− 2ρH12(u) = u21 − κ1,1 + u22 − κ2,2 − 2ρ(u1u2 − κ1,2)
soit :
u21 + u
2
2 − 2ρu1u2 = H11(u) +H22(u)− 2ρH12(u) + κ1,1 + κ2,2 − 2ρκ1,2
avec κi1,i2 les éléments de la matrice κ
−1
x qui sont des constantes par rapport à la variable
d’intégration u. Nous pouvons ainsi réécrire (C.49) comme étant :
1
2(1 − ρ2)
∮
R
2
φx(u)Bx(u)(H11(u) +H22(u)− 2ρH12(u) + C)du
Encore une fois ces intégrales vont être nulles grâce à la propriété d’orthogonalité des poly-
nômes d’Hermite puisque Bx(u) contient des polynômes d’ordre 3 qui vont être multipliés à
des polynômes d’ordre 2.
Dans notre expression de départ (C.36), les premières et secondes intégrales (C.37) (C.38)
ont été résolues. La première est égale à l’entropie d’une loi normale bivariée, la seconde est
nulle. Il nous reste donc à résoudre la troisième intégrale (C.39) définie par :
−
∮
R
2
φx(u)
(
Bx(u) +
(Bx(u))
2
2
)
du
= −
∮
R
2
φx(u)Bx(u)du (C.50)
− 1
2
∮
R
2
φx(u) (Bx(u))
2 du (C.51)
Toujours par propriété d’orthogonalité des polynômes d’Hermite, la première intégrale
(C.50) est nulle (on rajoute H00(u) = 1 comme précédemment en facteur dans l’intégrale).
Il nous reste donc à développer la seconde intégrale (C.51) :
− 1
2
∮
R
2
φx(u) (Bx(u))
2 du
= −1
2
∮
R
2
φx(u)
(
1
3!
(
κ1,1,1H111(u) + 3κ
1,1,2H112(u) + 3κ
1,2,2H122(u) + κ
2,2,2H222(u)
))2
du
= − 1
72
∮
R
2
φx(u)
(
κ1,1,1
2
H111(u)
2 + 9κ1,1,2
2
H112(u)
2 + 9κ1,2,2
2
H122(u)
2
+ κ2,2,2
2
H222(u)
2 + 6κ1,1,1κ1,1,2H111(u)H112(u) + 6κ
1,1,1κ1,2,2H111(u)H122(u)
+ 2κ1,1,1κ2,2,2H111(u)H222(u) + 18κ
1,1,2κ1,2,2H112(u)H122(u) (C.52)
+ 6κ1,1,2κ2,2,2H112(u)H222(u) + 6κ
1,2,2κ2,2,2H122(u)H222(u)
)
du
Nous devons résoudre les 10 intégrales de (C.52). Nous allons expliquer la résolution sur
une de celles-ci, mais elles se traitent toutes de la même manière. A chaque fois, nous utiliserons
la propriété d’orthogonalité des tenseurs d’Hermite (C.41) avec l = k. Prenons par exemple :
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− 1
72
∮
R
2
φx(u)18κ
1,1,2κ1,2,2H112(u)H122(u)du (C.53)
= −18
72
κ1,1,2κ1,2,2
∮
R
2
φx(u)H112(u)H122(u)du
D’après (C.41),
∮
R
2 φx(u)H112(u)H122(u)du = κ1,1κ1,2κ2,2[3!], avec κi1,i2 un élément de
la matrice inverse de covariance κ−1x =
1
1−ρ2
(
1 −ρ
−ρ 1
)
, et [3!] indiquant les 6 permutations
possibles des indices données par :
(11, 12, 22); (11, 12, 22); (12, 11, 22); (12, 12, 21); (12, 11, 22); (12, 12, 21)
On a donc 4 permutations de type (11,12,22) et 2 de type (12,12,21). D’après la matrice
κ−1x , on peut donc écrire :
− 18
72
κ1,1,2κ1,2,2
∮
R
2
φx(u)H112(u)H122(u)du
= −18
72
κ1,1,2κ1,2,2κ1,1κ1,2κ2,2[3!]
= −1
4
κ1,1,2κ1,2,2(4κ1,1κ1,2κ2,2 + 2κ1,2κ1,2κ2,1)
=
1
4
κ1,1,2κ1,2,2
[
4ρ
(1− ρ2)3 +
2ρ3
(1− ρ2)3
]
=
4ρ+ 2ρ3
4(1− ρ2)3κ
1,1,2κ1,2,2
(C.54)
En annexe D, nous donnons les résultats de tous les calculs issus de la propriété (C.41) qui
ont été nécessaires au cours de ce travail. Il découle de ces calculs le résultat des 10 intégrales
de (C.52) qui s’écrivent :
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− 1
72
∮
R
2
φx(u)κ
1,1,12H111(u)
2du = − 1
12(1 − ρ2)3κ
1,1,12 (C.55)
− 1
72
∮
R
2
φx(u)9κ
1,1,22H112(u)
2du = − 1 + 2ρ
2
4(1 − ρ2)3κ
1,1,22
− 1
72
∮
R
2
φx(u)9κ
1,2,22H122(u)
2du = − 1 + 2ρ
2
4(1 − ρ2)3κ
1,2,22
− 1
72
∮
R
2
φx(u)κ
2,2,22H222(u)
2du = − 1
12(1 − ρ2)3κ
2,2,22
− 1
72
∮
R
2
φx(u)6κ
1,1,1κ1,1,2H111(u)H112(u)du =
ρ
2(1 − ρ2)3κ
1,1,1κ1,1,2
− 1
72
∮
R
2
φx(u)6κ
1,1,1κ1,2,2H111(u)H122(u)du = − ρ
2
2(1− ρ2)3κ
1,1,1κ1,2,2
− 1
72
∮
R
2
φx(u)2κ
1,1,1κ2,2,2H111(u)H222(u)du =
1ρ3
6(1 − ρ2)3κ
1,1,1κ2,2,2
− 1
72
∮
R
2
φx(u)6κ
1,1,2κ2,2,2H112(u)H222(u)du = − ρ
2
2(1− ρ2)3κ
1,1,2κ2,2,2
− 1
72
∮
R
2
φx(u)6κ
1,2,2κ2,2,2H122(u)H222(u)du =
ρ
2(1 − ρ2)3κ
1,2,2κ2,2,2
Concernant (C.51) et après quelques réordonnancements des résultats de (C.54) et (C.55),
on obtient :
− 1
2
∮
R
2
φx(u) (Bx(u))
2 du
= − 1
12(1 − ρ2)3
[
κ1,1,1
2
+ κ2,2,2
2
+ 3κ1,1,2
2
+ 3κ1,2,2
2
− 6ρ(κ1,1,1κ1,1,2 + κ1,2,2κ2,2,2 + 2κ1,1,2κ1,2,2)
+ 6ρ2(κ1,1,2
2
+ κ1,2,2
2
+ κ1,1,1κ1,2,2 + κ1,1,2κ2,2,2)
− 2ρ3(κ1,1,1κ2,2,2 + 3κ1,1,2κ1,2,2)
]
Nous avons désormais résolu toutes les intégrales. Le résultat ci-dessus est le résultat de la
deuxième intégrale de (C.39), la première étant nulle. Cette intégrale (C.39) est la troisième
intégrale de (C.36). Dans (C.36), la première intégrale est égale à l’entropie d’une distribution
normale bivariée, la deuxiéme est nulle, et la troisième est celle que nous venons de résoudre.
Nous pouvons donc finalement écrire :
H3E(x) = 1 + log(2pi) + 0.5 log(1− ρ2) (C.56)
− 1
12(1 − ρ2)3
(
κ1,1,1
2
+ κ2,2,2
2
+ 3κ1,1,2
2
+ 3κ1,2,2
2
−6ρ(κ1,1,1κ1,1,2 + κ1,2,2κ2,2,2 + 2κ1,1,2κ1,2,2)
+6ρ2(κ1,1,2
2
+ κ1,2,2
2
+ κ1,1,1κ1,2,2 + κ1,1,2κ2,2,2)
−2ρ3(κ1,1,1κ2,2,2 + 3κ1,1,2κ1,2,2)
)
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l’approximation de l’entropie conjointe par un développement d’Edgeworth à l’ordre 3 pour
des variables centrées-réduites.
C.2.2 Extension de l’approximation à l’ordre 4
Nous avons poussé le développement à l’ordre supérieur. La résolution est très similaire.
Cette fois, nous utilisons la définition de l’approximation de la densité de probabilité conjointe
par un développement d’Edgeworth à l’ordre 4 donnée par :
px(u) = φx(u)
(
1 +
1
3!
κi1,i2,i3Hi1,i2,i3(u) +
1
4!
κi1,i2,i3,i4Hi1,i2,i3,i4(u) (C.57)
+
10
6!
κi1,i2,i3κi4,i5,i6Hi1,i2,i3,i4,i5,i6(u)
)
+O(N−3/2)
où il faut considérer toutes les permutations possibles des indices i1, i2, i3, i4, i5, i6 quand ces in-
dices prennent les valeurs 1 ou 2. Par rapport au développement à l’ordre 3, on voit tout de suite
que la charge de calcul va être plus importante. Les 8 termes de la somme κi1,i2,i3Hi1,i2,i3(u)
restent les mêmes qu’à l’ordre 3, mais il faut cette fois considérer les 16 termes de la somme
κi1,i2,i3,i4Hi1,i2,i3,i4(u) et les 64 termes de la somme κ
i1,i2,i3κi4,i5,i6Hi1,i2,i3,i4,i5,i6(u). Le Bx(u)
de la partie précédente est alors remplacé dans le calcul par :
Cx(u) =
1
3!
(
κ1,1,1H111(u) + 3κ
1,1,2H112(u) + 3κ
1,2,2H122(u) + κ
2,2,2H222(u)
)
(C.58)
+
1
4!
(
κ1,1,1,1H1111(u) + 4κ
1,1,1,2H1112(u) + 6κ
1,1,2,2H1122(u)
+ 4κ1,2,2,2H1222(u) + κ
2,2,2,2H2222(u)
)
+
10
6!
(
κ1,1,1κ1,1,1H111111(u) + 6κ
1,1,1κ1,1,2H111112(u) + 15κ
1,1,1κ1,2,2H111122(u)
+ 20κ1,1,1κ2,2,2H111222(u) + 15κ
1,1,2κ2,2,2H112222(u) + 6κ
1,2,2κ2,2,2H122222(u)
+ κ2,2,2κ2,2,2H222222(u)
)
La démarche reste la même que précédemment : nous commençons par construire l’ap-
proximation de l’entropie conjointe à partir de (C.57). Celle-ci est donnnée par :
H(x) ≈ −
∮
R
2
φx(u) (1 + Cx(u)) log [φx(u) (1 +Cx(u))] du (C.59)
Dans cette équation, comme précédemment, le seul terme non nul va être :
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− 1
2
∮
R
2
φx(u) (Cx(u))
2 du (C.60)
= −1
2
∮
R
2
φx(u)
[
1
3!
(
κ1,1,1H111(u) (C.61)
+ 3κ1,1,2H112(u) + 3κ
1,2,2H122(u) + κ
2,2,2H222(u)
)
+
1
4!
(
κ1,1,1,1H1111(u) + 4κ
1,1,1,2H1112(u) + 6κ
1,1,2,2H1122(u)
+ 4κ1,2,2,2H1222(u) + κ
2,2,2,2H2222(u)
)
+
10
6!
(
κ1,1,1κ1,1,1H111111(u) + 6κ
1,1,1κ1,1,2H111112(u) + 15κ
1,1,1κ1,2,2H111122(u)
+ 20κ1,1,1κ2,2,2H111222(u) + 15κ
1,1,2κ2,2,2H112222(u) + 6κ
1,2,2κ2,2,2H122222(u)
+ κ2,2,2κ2,2,2H222222(u)
)]2
du
dont nous devons calculer explicitement les termes. La méthode est la même que précédem-
ment. Parmi tous ces termes ; nous pouvons distinguer.
– Les carrés et doubles produits à l’ordre 3, que nous déjà avons calculés.
– Les produits croisés entre les termes d’ordre 3 et d’ordre 4, qui vont être nuls par propriété
des polynômes d’Hermite. En effet, nous aurons des intégrales de type∫
R
2 φx(u)κ
i1,i2,i3Hi1i2i3(u)κ
i1,i2,i3,i4Hi1i2i3i4(u)du qui sont égales à 0 d’après (C.41).
– Les carrés et doubles produits à l’ordre 4, qu’il nous reste à calculer.
Nous ne présenterons pas ici tous les détails calculatoires, la démarche étant la même que
pour le calcul à l’ordre 3. Cependant, les calculs issus de la propriété des tenseurs d’Hermite qui
sont nécessaires pour la résolution de ces intégrales sont donnés en annexe D. Finalement, nous
obtenons une approximation de l’entropie conjointe à partir d’un développement d’Edgeworth
à l’ordre 4 pour des variables centrées-réduites corrélées donnée par :
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H4E(x) = H3E(x)− 1
48(1 − ρ2)4
(
κ1,1,1,1
2
+ 4κ1,1,1,2
2
+ 6κ1,1,2,2
2
+ 4κ1,2,2,2
2
+ κ2,2,2,2
2
− 8ρ
(
κ1,1,1,1κ1,1,1,2 + 3κ1,1,1,2κ1,1,2,2 + 3κ1,1,2,2κ1,2,2,2 + κ1,2,2,2κ2,2,2,2
)
+ 12ρ2
(
κ1,1,1,2
2
+ 2κ1,1,2,2
2
+ κ1,2,2,2
2
+ κ1,1,1,1κ1,1,2,2 + 2κ1,1,1,2κ1,2,2,2 + κ1,1,2,2κ2,2,2,2
)
− 8ρ3
(
κ1,1,1,1κ1,2,2,2
+ 3κ1,1,1,2κ1,1,2,2 + κ1,1,1,2κ2,2,2,2 + 3κ1,1,2,2κ1,2,2,2
)
+ 2ρ4
(
3κ1,1,2,2
2
+ κ1,1,1,1κ2,2,2,2
+ 4κ1,1,1,2κ1,2,2,2
))
− 10
144(1 − ρ2)6
(
κ1,1,1
4
+ 6κ1,1,1
2
κ1,1,2
2
+ 15κ1,1,1
2
κ1,2,2
2
+ 20κ1,1,1
2
κ2,2,2
2
+ 15κ1,1,2
2
κ2,2,2
2
+ 6κ1,2,2
2
κ2,2,2
2
+ κ2,2,2
4 − 12ρ
(
κ1,1,1
3
κ1,1,2 + 10κ1,1,1
2
κ1,2,2κ2,2,2 + 5κ1,1,1
2
κ1,1,2κ1,2,2
+ 10κ1,1,1κ1,1,2κ2,2,2
2
+ 5κ1,1,2κ1,2,2κ2,2,2
2
+ κ1,2,2κ2,2,2
3
)
+ 30ρ2
(
κ1,1,1
2
κ1,1,2
2
+ 4κ1,1,1
2
κ1,2,2
2
+ 6κ1,1,1
2
κ2,2,2
2
+ 4κ1,1,2
2
κ2,2,2
2
+ κ1,2,2
2
κ2,2,2
2
+ κ1,1,1
3
κ1,2,2 + 4κ1,1,1
2
κ1,1,2κ2,2,2
+ 6κ1,1,1κ1,1,2κ1,2,2κ2,2,2 + 4κ1,1,1κ1,2,2κ2,2,2
2
+ κ1,1,2κ2,2,2
3
)
− 40ρ3
(
κ1,1,1
3
κ2,2,2
+ 9κ1,1,1
2
κ1,2,2κ2,2,2 + 3κ1,1,1
2
κ1,1,2κ1,2,2 + 3κ1,1,1κ1,1,2
2
κ2,2,2 + 9κ1,1,1κ1,1,2κ2,2,2
2
+ 3κ1,1,1κ1,2,2
2
κ2,2,2 + 3κ1,1,2κ1,2,2κ2,2,2
2
+ κ1,1,1κ2,2,2
3
)
+ 30ρ4
(
3κ1,1,1
2
κ1,2,2
2
+ 6κ1,1,1
2
κ2,2,2
2
+ 3κ1,1,2
2
κ2,2,2
2
+ 5κ1,1,1
2
κ1,1,2κ2,2,2 + 10κ1,1,1κ1,1,2κ1,2,2κ2,2,2 + 5κ1,1,1κ1,2,2κ2,2,2
2
)
− 12ρ5
(
5κ1,1,1κ1,1,2
2
κ2,2,2 + 11κ1,1,1κ1,1,2κ2,2,2
2
+ 11κ1,1,1
2
κ1,2,2κ2,2,2 + 5κ1,1,1κ1,2,2
2
κ2,2,2
)
+ 2ρ6
(
11κ1,1,1
2
κ2,2,2
2
+ 21κ1,1,1κ1,1,2κ1,2,2κ2,2,2
))
(C.62)
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Annexe D
Formulaire : propriétés d’orthogonalité
des polynômes et tenseurs d’Hermite
Nous donnons ici les résultats issus des propriétés d’orthgonalité des polynômes et ten-
seurs d’Hermite, qui peuvent être montrées par intégration par parties. Certaines d’entre-elles
peuvent être trouvées dans la littérature ( [Comon, 1994], p.307, équations (A.13), (A.14),
(A.15) et [Amari et al., 1996], p.759, équations (4) et (5)), mais la plupart ont été développées
pour la nécessité des développements menés au cours de cette thèse.
Propriétés des polynômes d’Hermite
Ces formules sont issues des identités :∫
R
u2k+1φ(u)du = 0
et ∫
R
u2kφ(u)du = 1.3...(2k − 1)
qui découlent de la définition des moments d’une loi normale centrée-réduite. D’une manière
générale, nous aurons : ∫
R
φx(u)(Hi1(u)) . . . (Hin(u))du = 0
si
∑n
j=1 ij est impair. Dans le cas contraire, cette équation peut être calculée explicitement.
Ainsi, nous avons calculé les formules utilisées au cours de la thèse, qui sont données par :
∫
R
φx(u)(H3(u))
2du = 3!∫
R
φx(u)(H4(u))
2du = 4!∫
R
φx(u)(H6(u))
2du = 6!
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∫
R
φx(u)H4(u)H6(u)du = 0∫
R
φx(u)H3(u)H4(u)H5(u)du = 12.5!∫
R
φx(u)(H4(u))
3du = 123∫
R
φx(u)(H6(u))
3du = 100.4!.6!∫
R
φx(u)(H3(u))
2H4(u)du = (3!)
3
∫
R
φx(u)(H3(u))
2H6(u)du = 6!∫
R
φx(u)(H4(u))
2H6(u)du = 16.6!∫
R
φx(u)(H5(u))
2H6(u)du = 200.6!∫
R
φx(u)H4(u)(H5(u))
2du = 20.6!∫
R
φx(u)H4(u)(H6(u))
2du = 5.(3!)2.6!∫
R
φx(u)H3(u)H4(u)H5(u)H6(u)du = 211.2
2.(3!)2.5!∫
R
φx(u)(H3(u))
4du = 93.(3!)2
193
Propriétés des tenseurs d’Hermite
De la même manière, nous nous sommes dotés des formules explicites issues de la propriété
d’orthogonalité des tenseurs d’Hermite que nous rappelons :
∫
Hi1,...,ik(u)Hj1,...,j`(u)φx(u)du =
{
[k!]κxi1,j1 . . . κ
x
ik ,jk
si ` = k
0 autrement
(D.1)
où κxi1,j1 sont les éléments de la matrice inverse de covariance κ
−1
x =
1
1−ρ2
(
1 −ρ
−ρ 1
)
. En
notant, comme au chapitre 3 κx =
(
1 ρ
ρ 1
)
la matrice de covariance de x et ρ = κ1,2 la
covariance entre x(1) and x(2), on peut écrire pour des VAs centrées réduites :
∫
R
2
φx(u)(H111(u))
2du =
6
(1− ρ2)3∫
R
2
φx(u)(H222(u))
2du =
6
(1− ρ2)3∫
R
2
φx(u)(H112(u))
2du =
2 + 4ρ2
(1− ρ2)3∫
R
2
φx(u)(H122(u))
2du =
2 + 4ρ2
(1− ρ2)3∫
R
2
φx(u)H111(u)H112(u)du = − 6ρ
(1− ρ2)3∫
R
2
φx(u)H111(u)H122(u)du =
6ρ2
(1− ρ2)3∫
R
2
φx(u)H111(u)H222(u)du = − 6ρ
3
(1− ρ2)3∫
R
2
φx(u)H112(u)H122(u)du = − 4ρ+ 2ρ
3
(1− ρ2)3∫
R
2
φx(u)H112(u)H222(u)du =
6ρ2
(1− ρ2)3∫
R
2
φx(u)H122(u)H222(u)du = − 6ρ
(1− ρ2)3∫
R
2
φx(u)(H1111(u))
2du =
24
(1− ρ2)4∫
R
2
φx(u)(H1112(u))
2du =
(6 + 18ρ2)
(1− ρ2)4∫
R
2
φx(u)(H1122(u))
2du =
(4 + 16ρ2 + 4ρ4)
(1− ρ2)4∫
R
2
φx(u)(H1222(u))
2du =
(6 + 18ρ2)
(1− ρ2)4∫
R
2
φx(u)(H2222(u))
2du =
24
(1− ρ2)4
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∫
R
2
φx(u)H1111(u)H1112(u)du = − 24ρ
(1− ρ2)4∫
R
2
φx(u)H1111(u)H1122(u)du =
24ρ2
(1− ρ2)4∫
R
2
φx(u)H1111(u)H1222(u)du = − 24ρ
3
(1− ρ2)4∫
R
2
φx(u)H1111(u)H2222(u)du =
24ρ4
(1− ρ2)4∫
R
2
φx(u)H1112(u)H1122(u)du = −12ρ+ 12ρ
3
(1− ρ2)4∫
R
2
φx(u)H1112(u)H1222(u)du =
18ρ2 + 6ρ4
(1− ρ2)4∫
R
2
φx(u)H1112(u)H2222(u)du = − 24ρ
3
(1− ρ2)4∫
R
2
φx(u)H1122(u)H1222(u)du = −12ρ+ 12ρ
3
(1− ρ2)4∫
R
2
φx(u)H1122(u)H2222(u)du =
24ρ2
(1− ρ2)4∫
R
2
φx(u)H1222(u)H2222(u)du = − 24ρ
(1− ρ2)4∫
R
2
φx(u)(H111111(u))
2du =
720
(1− ρ2)6∫
R
2
φx(u)(H111112(u))
2du =
120 + 600ρ2
(1− ρ2)6∫
R
2
φx(u)(H111122(u))
2du =
48 + 384ρ2 + 288ρ4
(1− ρ2)6∫
R
2
φx(u)(H111222(u))
2du =
36 + 324ρ2 + 324ρ4 + 36ρ6
(1− ρ2)6∫
R
2
φx(u)(H112222(u))
2du =
48 + 384ρ2 + 288ρ4
(1− ρ2)6∫
R
2
φx(u)(H122222(u))
2du =
120 + 600ρ2
(1− ρ2)6∫
R
2
φx(u)(H222222(u))
2du =
720
(1− ρ2)6∫
R
2
φx(u)H111111(u)H111112(u)du = − 720ρ
(1− ρ2)6∫
R
2
φx(u)H111111(u)H111122(u)du =
720ρ2
(1− ρ2)6∫
R
2
φx(u)H111111(u)H111222(u)du = − 720ρ
3
(1− ρ2)6∫
R
2
φx(u)H111111(u)H112222(u)du =
720ρ4
(1− ρ2)6∫
R
2
φx(u)H111111(u)H122222(u)du = − 720ρ
5
(1− ρ2)6
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∫
R
2
φx(u)H111111(u)H222222(u)du =
720ρ6
(1− ρ2)6∫
R
2
φx(u)H111112(u)H111122(u)du = −240ρ+ 480ρ
3
(1− ρ2)6∫
R
2
φx(u)H111112(u)H111122(u)du =
360ρ2 + 360ρ4
(1− ρ2)6∫
R
2
φx(u)H111112(u)H112222(u)du = −480ρ
3 + 240ρ5
(1− ρ2)6∫
R
2
φx(u)H111112(u)H122222(u)du =
600ρ4 + 120ρ6
(1− ρ2)6∫
R
2
φx(u)H111112(u)H222222(u)du = − 720ρ
5
(1− ρ2)6∫
R
2
φx(u)H111122(u)H111222(u)du = −144ρ+ 432ρ
3 + 144ρ5
(1 − ρ2)6∫
R
2
φx(u)H111122(u)H112222(u)du =
288ρ2 + 384ρ4 + 48ρ6
(1− ρ2)6∫
R
2
φx(u)H111122(u)H122222(u)du = −480ρ
3 + 240ρ5
(1− ρ2)6∫
R
2
φx(u)H111122(u)H222222(u)du =
720ρ4
(1− ρ2)6∫
R
2
φx(u)H111222(u)H112222(u)du = −144ρ+ 432ρ
3 + 144ρ5
(1 − ρ2)6∫
R
2
φx(u)H111222(u)H122222(u)du =
360ρ2 + 360ρ4
(1− ρ2)6∫
R
2
φx(u)H111222(u)H222222(u)du = − 720ρ
3
(1− ρ2)6∫
R
2
φx(u)H112222(u)H122222(u)du = −240ρ+ 480ρ
3
(1− ρ2)6∫
R
2
φx(u)H112222(u)H222222(u)du =
720ρ2
(1− ρ2)6∫
R
2
φx(u)H122222(u)H222222(u)du = − 720ρ
(1− ρ2)6
Bibliographie
[Amari et al., 1996] Amari, S., Cichocki, A., and Yang, H. H. (1996). A new learning algorithm
for blind signal separation. In Advances in Neural Information Processing Systems, pages
757–763. MIT Press.
[Comon, 1994] Comon, P. (1994). Independent component analysis, a new concept ? Signal
Processing, 36(3) :287–314.
196 Annexe D. Formulaire : polynômes et tenseurs d’Hermite
Annexe E
Base de données RIRE
Le projet RIRE (Retrospective Image Registration Evaluation) [West et al., 1997], ancien-
nement nommé Retrospective Registration Evaluation Project (RREP) a vu le jour en 1997.
Il est à l’initiative de nombreux chercheurs dans le domaine du recalage d’images médicales
et avait pour but initial de comparer les méthodes de recalage multimodales en utilisant une
référence, ou gold standard. A l’heure actuelle, cette base de données est toujours utilisée
intensivement pour évaluer les nouvelles méthodes de recalage multimodal et pour comparer
les méthodes existantes. Son avantage majeur est de pouvoir soumettre ses résultats en ligne
pour obtenir ses erreurs de recalage.
La base de données utilisée, appelée « Vanderbilt Database », est consituée de volumes
d’images provenant de trois modalités différentes : Scanner (CT), TEP et IRM (MR). Ces
données ont été acquises au centre hospitalier universitaire Vanderbilt. Avant chaque examen,
quatre marqueurs ont été implantés sur chaque patient, ce qui a permis de construire la gold
standard, comme nous les verrons dans la suite.
Acquisition des images
Voici les caractéristiques des trois types d’images utilisés dans l’étude :
– les volumes CT ont une résolution de 512 × 512 × (28 − 34) pixels. La taille des voxels
est de 0.65 mm dans les directions x et y, et de 4.0 mm en z. Ils ont été acquis avec un
scanner Siemens DR-H.
– les volumes IRM ont une résolution de 256× 256× (20− 26) pixels. La taille des voxels
est comprise entre 1.25 et 1.28 mm dans les directions x et y, et de 4.0 mm en z. Ils
ont été acquis avec un scanner Siemens SP 1.5 Tesla. Trois types d’acquisition ont été
menés : pondération T1 avec un temps d’echo de 15 ms et un temps de répétition de 650
ou 800 ms, pondération T2 avec un temps d’echo de 90 ms et un temps de répétition de
2550 ou 3000 ms, densité protonique (PD) avec un temps d’echo de 20 ms et un temps
de répétition de 2550 ou 3000 ms.
– les volumes TEP ont une résolution de 128× 128× 15 pixels. La taille des voxels est de
2.59 mm dans les directions x et y, et de 8.0 mm en z. Ils ont été acquis avec un scanner
Siemens/CTI ECAT 933/08-16.
Les images IRM ont de plus été corrigées des artefacts dus au champ magnétique par une
technique conçue par [Chang and Fitzpatrick, 1992]. De nouveaux volumes rectifiés sont ainsi
disponibles (MR_T1_rectified, MR_T2_rectified, MR_PD_rectified).
Pour chaque patient, 8 volumes d’images (CT, TEP, MR_T1, MR_T2, MR_PD, MR_-
T1_rectified, MR_T2_rectified, MR_PD_rectified) sont donc disponibles, et 12 recalages
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doivent donc être menés (6 recalages CT-IRM et 6 recalages TEP-IRM).
Construction du gold standard
Des marqueurs ont été utilisés pendant les examens, ce qui permet aux auteurs de l’étude
de recaler les images scanner sur les images IRM, et les images TEP sur les images IRM.
Pour cela, ils calculent les paramètres de rotation et de translation qui minimisent la distance
euclidienne entre les marqueurs sur les différentes images. Les paramètres trouvés servent alors
de paramètres de référence (gold-standard). Ensuite, les marqueurs ont été retirés des images.
Pour ce faire, les régions des images contenant les marqueurs ont été délimités manuellement.
Puis une reconstruction approximant l’arrière plan a été réalisée dans les régions délimitées.
Une illustration ce la démarche est donnée figure E.1.
Figure E.1 – Suppression des marqueurs utilisés pour le recalage de référence. A gauche, les
images scanner. Au milieu les images IRM. A droite, les images TEP. La ligne du haut corres-
pond aux images originales. La ligne du milieu montre les images et les délimitations manuelles
des zones contenant ces marqueurs. Enfin, la dernière ligne donne les images reconstruites.
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Evaluation des méthodes de recalage
Pour évaluer la qualité d’un recalage (dit recalage test) par rapport au recalage de référence,
10 VOlumes d’Interêt (VOI) ont été choisi en collaboration avec des neurologistes et des
neurochirurgiens. Ces VOI représentent des zones cliniquement intéressantes. Chaque VOI a
été segmenté dans les volumes IRM. Puis une estimation de la qualité du recalage à la position
de chaque VOI est calculée de la manière suivante :
– Le pixel central du VOI est trouvé, et sa position est convertie en un point C dans
l’image de référence (IRM), en utilisant la taille des voxels, qui est connue, du volume
image.
– L’inverse de la transformation de référence (Gold standard) G−1 est appliquée à C,
donnant la position correspondante C ′ = G−1(C) dans l’image flottante.
– La transformation du recalage test, R, est appliquée à C ′, résultant en C ′′ = R(C ′).
– L’erreur du recalage test est ensuite calculée, à la localisation anatomique du VOI, comme
la distance Euclidienne entre C et C ′′.
Une illustration de cette démarche est donnée figure E.2. Finalement, les erreurs moyenne,
médiane et maximale des 10 VOIs est calculée. Ce sont ces 3 valeurs qui permettent l’évalua-
tion quantitative de la méthode de recalage. Dans le chapitre 4, nous nous servons presque
exclusivement de l’erreur moyenne, qui nous semble la plus représentative. Mais tous les ré-
sultats de la section 4.7 de ce même chapitre sont disponibles en ligne à l’adresse
http://www.insight-journal.org/rire/view_results.php, à mon nom.
Figure E.2 – Calcul de la précision d’un recalage test au niveau d’un VOI (représenté par un
cercle pointillé).
Précision du recalage de référence
La validité des évaluations des recalages tests dépend complètement de la précision du
recalage de référence. En effet les erreurs de recalage calculées ne sont exactes que si le gold
standard fournit un recalage de référence parfait. Et ce n’est évidemment pas le cas. Les auteurs
de l’étude ont donc mené des simulations numériques visant à estimer l’erreur commise sur le
recalage de référence. Les détails de ces simulations sont données dans [West et al., 1997] et
donnent une précision d’approximativement 0.4 mm pour les recalages de référence CT-IRM
et de 1.7 mm pour les recalages de référence TEP-IRM. Cette différence s’explique par la
taille des voxels des images TEP qui est supérieure à celle des images CT. De plus, si une
méthode de recalage testée est aussi efficace que la méthode de référence, elle aura une erreur
approximativement égale à
√
2 l’erreur du recalage de référence, soit 0.6 mm pour les recalages
de référence CT-IRM et de 2.4 mm pour les recalages de référence TEP-IRM. Ainsi, si une
méthode obtient des scores inférieurs à 0.6mm et 2.4mm pour les modalités pré-citées, on peut
la considérer comme très efficace.
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Annexe F
Exemple de fichier de paramètres
utilisé avec elastiX
Ce fichier a été utilisé pour le recalage non-rigide des volumes scanner des patients atteints
d’un cancer de la prostate :
// ********** Image Types
(FixedInternalImagePixelType "float")
(FixedImageDimension 3)
(MovingInternalImagePixelType "float")
(MovingImageDimension 3)
// ********** Components
(Registration "MultiResolutionRegistration")
(FixedImagePyramid "FixedRecursiveImagePyramid")
(MovingImagePyramid "MovingRecursiveImagePyramid")
(Interpolator "BSplineInterpolator")
(Metric "Edgeworth3MutualInformationMetric" )
(Optimizer "AdaptiveStochasticGradientDescent")
(ResampleInterpolator "FinalBSplineInterpolator")
(Resampler "DefaultResampler")
(Transform "BSplineTransform")
// ********** Pyramid
// Total number of resolutions
(NumberOfResolutions 3)
(ImagePyramidSchedule 8 8 8 4 4 4 2 2 2 )
// ********** Transform
(FinalGridSpacingInPhysicalUnits 20.0 20.0 20.0)
(GridSpacingSchedule 8.0 4.0 2.0)
(HowToCombineTransforms "Compose")
// ********** Optimizer
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// Maximum number of iterations in each resolution level :
(MaximumNumberOfIterations 200)
(AutomaticParameterEstimation "true")
(UseAdaptiveStepSizes "true")
// ********** Metric
(DerivativeDelta 1)
(FixedImageDimensions 3)
// ********** Several
(WriteTransformParametersEachIteration "false")
(WriteTransformParametersEachResolution "false")
(WriteResultImageAfterEachResolution "false")
(WritePyramidImagesAfterEachResolution "false")
(WriteResultImage "false")
(ShowExactMetricValue "false")
(ErodeMask "false")
(UseDirectionCosines "true")
// ********** ImageSampler
//Number of spatial samples used to compute the mutual information in each resolution level :
(ImageSampler "Random")
(NumberOfSpatialSamples 500)
(NewSamplesEveryIteration "false")
(UseRandomSampleRegion "false")
(SampleRegionSize 50.0 50.0 50.0)
(MaximumNumberOfSamplingAttempts 50)
// ********** Interpolator and Resampler
//Order of B-Spline interpolation used in each resolution level :
(BSplineInterpolationOrder 1)
//Order of B-Spline interpolation used for applying the final deformation :
(FinalBSplineInterpolationOrder 3)
//Default pixel value for pixels that come from outside the picture :
(DefaultPixelValue 0)
Table des figures
1.1 Principe du recalage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Représentations des différents modèles de déformation . . . . . . . . . . . . . . 28
1.3 Grille de déformation B-Spline . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.4 Pondération des champs de déplacement des PDC . . . . . . . . . . . . . . . . . 35
1.5 Zones d’influence des PDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.6 Support local des B-Splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.7 Recherche du pas optimal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.8 Pyramide de transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
1.9 Pyramide gaussienne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
1.10 Approche bi-pyramidale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.1 Histogramme conjoint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.2 Histogrammes conjoints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.3 Comparaison des estimateurs de densités de probabilité . . . . . . . . . . . . . 63
2.4 Manque d’information spatiale apporté par l’IM . . . . . . . . . . . . . . . . . . 69
2.5 Trois histogrammes différents représentant les mêmes données. . . . . . . . . . . 73
2.6 Influence du paramètre de lissage des histogrammes à noyau. . . . . . . . . . . 73
2.7 Ilustration du problème d’estimation pour les dimensions supérieures. . . . . . . 75
2.8 Graphe minimal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1 Estimation de l’IM par un développement de Gram-Charlier avec blanchiment. 101
4.1 Critères d’évaluation de la base EMPIRE . . . . . . . . . . . . . . . . . . . . . 108
4.2 Tests en translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3 Exemple d’images scanner utilisées . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4 Test de régularité. Rotation de 10 degrés. 50 échantillons . . . . . . . . . . . . . 112
4.5 Test de régularité. Rotation de 10 degrés. 100 échantillons . . . . . . . . . . . . 113
4.6 Test de régularité. Rotation de 10 degrés. 500 échantillons . . . . . . . . . . . . 114
4.7 Test de régularité. IMNH. Rotation de 10 degrés. . . . . . . . . . . . . . . . . . 115
4.8 Test de régularité. Opposé de 4EIM. Rotation de 10 degrés . . . . . . . . . . . 117
4.9 Test de régularité. Rotation de 40 degrés. 500 échantillons . . . . . . . . . . . . 118
4.10 Exemples d’images bruitées par un bruit gaussien additif d’écart-type croissant. 119
4.11 Test de régularité. Bruit additif gaussien d’écart-type 1. 50 échantillons . . . . . 119
4.12 Test de régularité. Bruit additif gaussien d’écart-type 100. 50 échantillons . . . 120
4.13 Test de régularité. Bruit additif gaussien d’écart-type 1. 500 échantillons . . . . 120
4.14 Test de régularité. Bruit additif gaussien d’écart-type 100. 500 échantillons . . . 121
4.15 Test de régularité de 3EIM. Bruit additif gaussien. 500 échantillons . . . . . . . 122
4.16 Exemples d’images bruitées par un bruit de speckle d’écart-type croissant. . . . 122
4.17 Test de régularité. Bruit de speckle d’écart-type 0,2. 50 échantillons. . . . . . . 123
203
204 Table des figures
4.18 Pyramides gaussiennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.19 Vue d’ensemble des recalages avec l’optimiseur G . . . . . . . . . . . . . . . . . 128
4.20 Vue d’ensemble des recalages avec l’optimiseur GC . . . . . . . . . . . . . . . . 129
4.21 Vue d’ensemble des recalages avec l’optimiseur GS_auto . . . . . . . . . . . . . 130
4.22 Vue d’ensemble des recalages avec l’optimiseur GS_manu . . . . . . . . . . . . 131
4.23 Vue d’ensemble des recalages avec l’optimiseur LBFGS . . . . . . . . . . . . . . 132
4.24 Evaluation du recalage en fonction du nombre d’échantillons pour 3EIM. . . . . 133
4.25 Evaluation du recalage en fonction du nombre d’échantillons pour IMBS. . . . . 134
4.26 Evaluation du recalage en fonction du nombre d’échantillons pour IMNBS. . . . 135
4.27 Evaluation du recalage en fonction du nombre d’échantillons pour IMG. . . . . 136
4.28 Exemples d’images de la base de données RIRE . . . . . . . . . . . . . . . . . . 136
4.29 Exemple de recalage CT/IRM effectué avec 3EIM. . . . . . . . . . . . . . . . . 138
4.30 Exemple de recalage TEP/IRM effectué avec 3EIM. . . . . . . . . . . . . . . . 139
4.31 Difficulté de la segmentation automatique . . . . . . . . . . . . . . . . . . . . . 140
4.32 Approche multi-atlas proposée. . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.33 Validation croisée « leave-one-out ». . . . . . . . . . . . . . . . . . . . . . . . . 141
4.34 Coefficient de Dice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.35 Exemple de masque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.36 Recalage en fonction du nombre d’échantillons . . . . . . . . . . . . . . . . . . . 156
4.37 Exemple de résultats de recalage non-rigide aberrant. . . . . . . . . . . . . . . . 157
4.38 Vue d’ensemble des coefficients de Dice obtenus lors de la validation croisée. . . 157
4.39 Exemples d’images de la base EMPIRE . . . . . . . . . . . . . . . . . . . . . . 158
4.40 Evaluation de la qualité des recalages en fonction du nombre d’échantillons. . . 159
4.41 Evaluation de la qualité des recalages en fonction du nombre d’itérations. . . . 160
4.42 Résultats de la base EMPIRE. Alignement des frontières des Poumons. . . . . . 161
4.43 Résultats de la base EMPIRE. Alignement des scissures principales. . . . . . . 162
4.44 Résultats de la base EMPIRE. Correspondance entre points annotés. . . . . . . 163
4.45 Résultats de la base EMPIRE. Singularités dans le champ de déformation. . . . 164
B.1 Représentation des B-Splines d’ordre 0 à 3. . . . . . . . . . . . . . . . . . . . . 174
E.1 Suppression des marqueurs utilisés pour le recalage de référence . . . . . . . . . 198
E.2 Calcul de la précision d’un recalage test au niveau d’un VOI . . . . . . . . . . . 199

Résumé
Dans le cadre du recalage d’images basé sur l’information d’intensité, l’Information Mu-
tuelle (IM) est couramment utilisée comme mesure de similarité. Cette mesure est en outre
particulièrement adaptée au recalage d’images médicales multimodales tri-dimensionnelles. Ce-
pendant, les estimateurs de l’IM ont en général une variance élevée et induisent des temps de
calcul importants. Au cours de cette thèse, nous nous sommes intéressés aux outils statistiques
que sont les cumulants pour construire de nouvelles approximations de l’IM basée sur un dé-
veloppement d’Edgeworth tronqué, le développement d’Edgeworth permettant d’approximer
une densité de probabilité à partir de ces cumulants. L’estimée de ces approximations comme
mesure de similarité a été évaluée sur données synthétiques et réelles, dans le cadre du recalage
rigide et non-rigide d’images médicales multimodales et a été comparée aux estimateurs de
référence de l’IM.
Abstract
Mutual Information (MI) is considered as the most common similarity measure in the
context of intensity-based image registration. This measure is well-known for its ability to per-
form tri-dimensional multimodal medical image registration. However, MI’s estimators suffer
from variance, bias and lead to high computational complexity. During this PhD thesis, we
dealt with some statistical tools called cumulants in order to build novel approximations of
MI based on Edgeworth expansion. This expansion allows one to approximate a probability
density in terms of cumulants. The estimate of these approximations as similarity measure
was analyzed in terms of performance on both synthetic and real data, on rigid and non-
rigid medical images registration tasks. A comparison with classical estimators of MI was also
performed.
