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Abstract
Numerical fluid simulations of interchange turbulence for geometry and parameters relevant to the bound-
ary region of magnetically confined plasmas are shown to result in intermittent transport qualitatively simi-
lar to recent experimental measurements. The two-dimensional simulation domain features a forcing region
with spatially localized sources of particles and heat outside which losses due to motion along open mag-
netic field lines dominate, corresponding to the edge region and the scrape-off layer, respectively. Turbulent
states reveal intermittent eruptions of hot plasma from the edge region, propagating radially far into the
scrape-off layer in the form of field-aligned filaments, or blobs. This results in positively skewed and
flattened single-point probability distribution functions of particle density and temperature, reflecting the
frequent appearance of large fluctuations. The conditional fluctuation wave-forms and transport statistics
are also in good agreement with those derived from experiments. Associated with the turbulence bursts are
relaxation oscillations in the particle and heat confinement as well as in the kinetic energy of the sheared
poloidal flows. The formation of blob structures is thus related to profile variations, which are here triggered
in a quasi-periodic manner by a global dynamical regulation due to self-sustained sheared flows.
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I. INTRODUCTION
The success of particle and heat connement in magnetized plasma experiments crucially de-
pends on the control of transport in the outermost plasma region in contact with material surfaces.
This regulates the particle and heat loads on the plasma-facing components, which must be con-
trolled for a stable operation of the next generation high-power connement devices. An under-
standing of the physics governing transport at the boundary of magnetized plasmas is thus crucial
but at present far from complete.1
Recently, there have been a large number of experimental investigations demonstrating the ap-
pearance and motion of strongly non-linear plasma objects resulting in intermittent convective
transport in the edge and scrape-off layer (SOL) regions of magnetic connement devices.2–28
These structures, commonly referred to as blobs, are observed as magnetic eld-aligned la-
ments of excess particles and heat as compared to the ambient plasma, propagating radially out-
wards from the plasma column. The radial propagation makes these structures different from the
large-scale vortices and conditional structures observed in several basic plasma experiments.29–34
The blob structures have amplitudes signicantly exceeding that of the ambient plasma and large
radial velocity components. This causes bursty transport events and anomalous single-point prob-
ability distribution functions. It is of interest to note that such laments have been explicitly
observed by advanced imaging techniques,25–28 and appear in a wide range of experimentally ac-
cessible connement states. In fact, also the ne structure of edge localized modes seem to share
the dening characteristics of blobs.35–39 Another intriguing result is that similar uctuation char-
acteristics are found for a variety of magnetic geometries, including linear devices,12–14 reversed
eld pinches,9–11 stellarators,4–8 and tokamaks.13–24 Intermittent SOL transport due to coherent
plasma structures thus seems to be a universal phenomenon independent of the details of the mag-
netic geometry as well as the underlying instability mechanisms by which these structures are
generated. This important observation has been a strong motivation for the basic approach taken
in the study presented here.
A pronounced feature of all the above mentioned experiments is the presence of positively
skewed and attened probability distribution functions (PDFs) of single-point particle density and
temperature recordings in the SOL, indicating the high probability for large uctuations above
the background level.11–23 Moreover, as revealed by conditional averaging, there is a clear tem-
poral asymmetry of these signals with a predominance of sharply rising and slowly decaying
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waveforms.14–22 For tokamak boundary plasmas the structures radial size and propagation veloc-
ity are estimated to be up to a few centimeters and one tenth of the acoustic velocity close to the
last closed ux surface (LCFS). These values, as well as the uctuation amplitudes, decay as the
structures propagate through the SOL, consistent with particle losses along open magnetic eld
lines.16–20
Theoretical work related to blob transport in SOL plasmas has mostly been based on simple
analytical models describing the transient radial propagation of isolated plasma blobs.40–46 For
toroidally magnetized plasmas this was suggested to be due to particle drifts caused by the non-
uniform magnetic eld, resulting in a vertical charge polarization and hence radial advection by
the electric drift.40 The non-linear evolution and radial propagation of isolated blob structures was
recently demonstrated by numerical simulations in Ref. 42, also conrming the asymmetric condi-
tional wave-forms experimentally derived from single probe recordings. On the other hand, self-
consistent modeling and numerical simulations also describing the formation of such structures
has remained elusive. Previous two-dimensional simulations have relied on the thin layer approxi-
mation and assumed a local turbulence drive within the SOL region,47–53 while three-dimensional
simulations have usually assumed frozen proles and are not amenable for long integration times
in order to make advanced statistical analysis.54,55
In the present paper we report on two-dimensional numerical simulations demonstrating the
formation and non-linear evolution of blob structures and their inuence on plasma transport in
the SOL of toroidal plasmas. Our model is based on the uid description and governs the self-
consistent evolution of the particle density, temperature and vorticity at the outboard mid-plane
of a toroidally magnetized plasma. The driving instability is the interchange mode due to an
inhomogeneous magnetic eld. In order to facilitate long run simulations and statistical data
analysis, we ignore parallel drift wave dynamics as well as magnetic shear and consider only
electrostatic perturbations, pertinent to the low pressure plasma at the boundary. On the other
hand, we retain the fully non-linear structure of the ow compression terms which is mandatory in
order for the model to conserve particles and energy. This further allows us to account for prole
evolution and to describe the order unity perturbations to the background plasma parameters that
is observed in the experiments.
The model equations are discussed in Sec. II, with particular attention to topics such as the drift
approximation, diamagnetic cancellation, quasi-neutrality, particle and energy conservation, and
the thin layer approximation. Different from most of the previous work, we model the spatially
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separated source and sink regions of particles and heat through what corresponds to the LCFS.
The plasma fueling and heating is localized inside this radial position, while on the outside a lin-
ear damping of all dependent variables is invoked to model particle losses along open magnetic
eld lines. The time-averaged particle density and temperature proles are thus peaked in the
edge region inside the LCFS and are relatively at throughout the SOL. The resulting pressure
gradient drives interchange motions in the edge region, leading to radial propagation of localized
structures identied as blobs. Moreover, the associated convective cells generate sheared poloidal
ows, resulting in a state of bursting in the global uctuation level and relaxation oscillations in
the particle and heat connement as well as the mean poloidal ow energy integral.56–60 Asso-
ciated with the large uctuation levels are eruptions of hot plasma from the edge region inside
the LCFS, propagating far into the SOL. As discussed in Sec. III, careful statistical analysis of
the turbulence simulation data yields results in excellent agreement with that obtained from ex-
perimental measurements. In particular, we observe single-point probability distribution functions
with large skewness and atness factors in the SOL, asymmetric conditional wave-forms for the
particle density and the radial velocity with a steep front and a trailing wake, and a maximum con-
ditional radial blob velocity of one fth of the acoustic speed. The two-dimensional contour plots
reveal the ne spatial details of the blobs, showing a tail left behind the front of the mushroom-like
structures typical for interchange turbulence and in agreement with animations from fast camera
gas puff imaging.28 Also the transport statistics are in close correspondence with experimental
measurements. A discussion of our results and conclusions are given in Sec. IV. A rst report of
this study was presented in Ref. 60.
II. MODEL EQUATIONS
In this section we present a derivation and discussion of the model equations applied in the
present work. We base our description on the interchange instability of a non-uniformly mag-
netized plasma. In the case of an unstable equilibrium, the drive of the uctuating motions is a
convective transport of particles and heat outwards along the major radius of the toroidally mag-
netized plasma.61,62 A self-consistent description of this collective dynamics is here considered
as a mechanism for intermittent turbulence in the plasma boundary region. In order to perform
long-run simulations producing sufcient data to allow detailed statistical analysis, we reduce our
description to two spatial dimensions and include parallel transport along open magnetic eld lines
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as simple linear damping terms. We begin our discussion by considering the collective cross-eld
dynamics and neglect dissipation and parallel motions until further notice. Readers not interested
in these analytical elaborations may readily jump to Sec. II F for an overview of the model equa-
tions used in this work.
A. Drift approximation
Reduced uid model equations for low-frequency dynamics in magnetized plasmas are all
based on the drift approximation whereby the momentum equation for each charged particle
species is reduced to an algebraic expression for the uid drifts in terms of scalar elds. The
rst step is to derive an implicit expression for the cross-eld uid drift for any species of particle
charge q and mass m,
v⊥ =
1
B
b×∇φ+ 1
qnB
b×∇p+ m
qB
b×
( ∂
∂t +v ·∇
)
v, (1)
where b = B/B denotes the unit vector along the magnetic eld and we have assumed a scalar
pressure eld p and consider only electrostatic perturbations through the electric potential φ. Aug-
mented with the particle continuity equation for each species,
∂n
∂t +∇ · (nv) = 0, (2)
and the temperature equation by introducing a closed form of the cross-eld heat ux q⊥,
3
2
n
( ∂
∂t +v ·∇
)
T +nT ∇ ·v+∇ ·q⊥ = 0, (3)
a closed model in terms of scalar elds is then obtained by an iteration procedure, neglecting some
of the terms on the right hand side of equation (1) to lowest order. The rst term on the right
hand side is the familiar electric drift vE while the second term is the diamagnetic drift vd , dened
respectively by
vE =
1
B
b×∇φ, vd = 1qnB b×∇p. (4)
The latter comprises diamagnetic effects due to particle gyration as well as uid motions corre-
sponding to guiding center drifts due to a non-uniform magnetic eld.62 Indeed, inhomogeneous
and curved magnetic elds make the lowest order drifts compressible. In particular, for the electric
drift we have
∇ ·vE = ∇
(
1
B
)
·b×∇φ+ 1
B
∇×b ·∇φ = C (φ), (5)
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where we in the last equality have introduced the curvature operator C . For low pressure plasmas
the two terms in the rst equality are equal. Introducing an ordering and the corresponding lowest
order drift, a closed form of the cross-eld uid motion is obtained by iteration of Eq. (1). The
last term on the right hand side is then generally referred to as the polarization drift.
B. Diamagnetic cancellation
As mentioned above, only the compressible part of the diamagnetic drift describes collective
motions. In a uniform magnetic eld the diamagnetic uxes are incompressible, reecting diamag-
netism due to particle gyration. Hence the diamagnetic drifts do not contribute to any advection
process, a general property applying to all moment equations and loosely referred to as diamag-
netic cancellation. Consider rst the compression of the lowest order particle uxes,
∇ · (nvE +nvd) = vE ·∇n+nC (φ)+ 1q C (p), (6)
revealing that only the electric drift contributes to the uid advection. A similar diamagnetic
cancellation occurs in the heat equation. Using the collective cross-eld heat ux q⊥ = 5nT b×
∇T/2qB and the exact relations
3
2
nvd ·∇T = 3T2qB b ·∇n×∇T, (7a)
nT ∇ ·vd = TqB b ·∇n×∇T +
T
q
C (p), (7b)
∇ ·q⊥ =− 5T2qB b ·∇n×∇T +
5nT
2q
C (T ), (7c)
we readily nd that the diamagnetic drift does not contribute to heat advection, leaving only com-
pressional terms due to a non-uniform magnetic eld in Eq. (3),
3
2
nvd ·∇T +nT ∇ ·vd +∇ ·q⊥ = 7nT2q C (T )+
T 2
q
C (n). (8)
A similar but more lengthy calculation, involving the gyro-viscous stress tensor, shows that the
diamagnetic drift does not contribute to the advective non-linearity in the polarization drift as well.
As will be discussed in the following, a closed model is then obtained by assuming quasi-neutrality
and forming a generalized vorticity equation by subtracting the particle continuity equations for
ions and electrons.
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C. Quasi-neutrality
Based on the electric drift to lowest order, the polarization current density obtained by summing
over all particle species becomes
Jp =−ρmB b×
( ∂
∂t +vE ·∇
)
vE , (9)
where ρm is the plasma mass density. If we for the sake of demonstration assume a homogeneous
plasma and a uniform magnetic eld, the electric charge compression due to this current is given
by
∇ ·Jp =−ρmB2
( ∂
∂t +vE ·∇
)
∇2⊥φ. (10)
This should be compared to the expression describing advection of space charges by the electric
drift,
∂ρ
∂t +∇ · (ρvE) = ε0
( ∂
∂t +vE ·∇
)
∇2φ, (11)
where ρ is the space charge density. The advection of space charges thus contributes with terms
similar to but a factor ε0B2/ρm less than the compression due to the polarization drift. This fac-
tor is usually a large number for magnetized plasmas. Thus the assumption of quasi-neutrality
allows to neglect the direct role of space charges, while the electric elds are governed by the
quasi-neutrality condition ∇ ·J = 0. What remains is to perform a consistent iteration in the drift
approximation to provide a well-dened reduced uid model. Here we will assume cold ions and
neglect electron inertia to achieve a model that is analytically and computationally tractable.
D. Particle and energy conservation
The collective dynamics described by the reduced model should conserve the number of par-
ticles as well as the uid energy. From the particle continuity equation (2) and the temperature
equation (3) we derive a conservation equation for the thermal energy density,
∂
∂t
(
3
2
p
)
+∇ ·
(
3
2
pvE +
1
B
b×∇ 5pT
2q
)
+ pC (φ) = 0. (12)
Integrating this pressure equation over space, assuming the boundary integrals to vanish, gives the
evolution of the heat connement,
d
dt
Z
dx 3
2
p =−
Z
dx pC (φ). (13)
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The term on the right hand side describes a collective energy transfer due to a non-uniform mag-
netic eld, which notably alters the connement of thermal energy. Let us consider the sign of
this transfer term for a magnetic eld B(R) = B0R0/R directed opposite to the toroidal axis whose
coordinate is denoted by Θ and B0 is the eld strength on the magnetic axis at major radius R0.
In terms of the elementary cylindrical coordinates (R,Θ,Z), the energy transfer term in Eq. (13) is
simply given by Z
dR pC (φ) =−
Z
dR 2p
BR
∂φ
∂Z (14)
which is nothing but a geometric weight of the collective thermal energy ux along the major
radius, with Z the coordinate along the major torus axis and dR = RdRdΘdZ is the differential
volume element. The sign of the transfer term is thus such as to reduce the particle and heat
connement provided the non-linear heat ux is on average radially outwards with respect to the
torus axis.
The interchange motion that decreases the plasma pressure results in an increase of the kinetic
energy due to the electric drift of the plasma. Indeed, there is a conservative transfer from heat to
uctuation kinetic energy due to the non-uniform magnetic eld. To demonstrate this we multiply
the quasi-neutrality condition ∇ ·J = 0 with the electrostatic potential. Introducing the cross-eld
electric current density J = Jp +Jd where Jd = b×∇p/B is the diamagnetic current, this may be
written as
−Jp ·∇φ+∇ · (φJ)−Jd ·∇φ = 0. (15)
For a well-dened uid closure the rst term will integrate to yield the time rate of change of the
kinetic energy corresponding to the electric drift in addition to a transport term.63,64 The second
term also has the form of a transport term, while the last term on the left hand side provides nothing
but the transfer rate present in the heat equation (12) in addition to yet another transport term,
Jd ·∇φ =−vE ·∇p =−∇ · (pvE)+ pC (φ). (16)
In summary, collective transport along the major radius of a toroidally magnetized plasma di-
rectly affects the conned thermal energy by an conservative energy transfer to kinetic energy of
the electric drifts. This important feature of interchange motions is usually violated in reduced
descriptions of collective plasma motions in non-uniform magnetic elds.
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E. Thin layer approximation
An approximation commonly invoked in the derivation of reduced uid models is that of a
thin plasma layer such that the relative change in particle density and temperature is small in the
domain under consideration. The main motivation for this simplication is that it allows to neglect
variations in the particle density in the compression of the lowest order drifts, and thus signicantly
reduces the necessary computational resources for numerical solutions of the vorticity or charge
continuity equation. To reveal the implications of this assumption, let us consider a thin plasma
layer of depth d at the minor radial position r0, such that the radial domain is restricted with r− r0
in the range between 0 and d where d/r0 ¿ 1, known as the thin layer or local approximation.
Introducing local slab coordinates by x = r− r0 and y = r0θ with θ the poloidal angle, the full
particle density may locally be written as
n = N +4n d− xd +η, (17)
where N is a uniform background density, 4n is the density variation over the plasma layer in
the basic state and η describes the uctuations as well as the turbulence modications of the equi-
librium density prole. Clearly, for weak variations around the background, η/N ∼4n/N ¿ 1,
the two last terms on the right hand side of Eq. (17) may be neglected to lowest order. More-
over, dening the density prole scale length by 1/Ln =−(∂n0/∂x)/N with n0(x) the equilibrium
density, the particle density in Eq. (17) may be rewritten as
n
N
= 1+
d− x
Ln
+
η
N
, (18)
showing that the assumption of weak density variations implies considering a plasma layer whose
thickness d is much less than the equilibrium plasma density scale length. An important con-
sequence of this approximation is that the compression terms n∇ · v appearing in the continuity
equations may be linearized in the uctuating velocities. Moreover, we may neglect the density
variations in the polarization current, an approximation that is invoked in nearly all reduced uid
models and will be made here as well. However, contrary to previous work, we will retain the full
non-linear structure of the compression terms due to the lowest order drifts in order to allow order
unity perturbations to the background plasma parameters.
9
F. Reduced model equations
In the following we will consider a local slab equilibrium for an inhomogeneous magnetic
eld B = B(x) ẑ. We will neglect the density and magnetic eld variation in the polarization drift,
leading to the conventional form of the vorticity equation. At this point we introduce the so-called
Bohm normalization dened by
ωcit → t, xρs → x,
eφ
T
→ φ, n
N
→ n, T
T
→ T, (19)
where cs = (T /mi)1/2 is the acoustic velocity, ωci = eB/mi the ion gyration frequency at a char-
acteristic magnetic eld strength B , ρs = csωci the hybrid thermal gyration radius, and N and T
are characteristic values of the particle density and electron temperature, respectively. Taking B
as the normalization of the magnetic eld, the exact inverse toroidal eld B/B = 1 + r cosθ/R0
is approximated by 1 + ε + ζx in our non-dimensional units. Here ε = r0/R0 is the inverse aspect
ratio, ζ = ρs/R0, and R0 is the major radius of the toroidal plasma. Dening the vorticity Ω = ∇2⊥φ
and assuming cold ions we nally get the reduced model equations used in this study,
dn
dt +nC (φ)−C (nT ) = Λn, (20a)
dT
dt +
2T
3 C (φ)−
7T
3 C (T )−
2T 2
3n C (n) = ΛT , (20b)
dΩ
dt −C (nT ) = ΛΩ, (20c)
Here we have introduced the advective derivative with the electric drift and the curvature operator,
dened respectively by
d
dt =
∂
∂t +
1
B
ẑ×∇φ ·∇, C =−ζ ∂∂y .
On the right hand side of all equations we have added terms representing sources, sinks and col-
lisional diffusion. Note that in the vorticity equation (20c) the rst and second terms on the left
hand side correspond to the divergence of the polarization and diamagnetic currents, respectively.
The inuence of sinks, sources and dissipation is described by the terms on the right hand side
of the above equations. For the particle density this is given by
Λn = Sn(x)+Dn∇2⊥n−σn(x)(n−1), (21)
where Sn is a radially localized particle source, Dn is the collisional diffusion coefcient, and σn
represents linear damping due to particle transport along open magnetic eld lines in the SOL.
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A similar form of the source and sink terms also applies to the temperature eld. In order to
avoid numerical problems due to very steep proles, the thermodynamic elds are in the SOL
damped to a constant background level which is by denition unity in the non-dimensional model.
On the other hand, the vorticity is damped to zero while there is no vorticity source, that is,
ΛΩ = DΩ∇2⊥Ω−σΩΩ.
We envisage that the blob structures are elongated along the ambient magnetic eld but with
a nite parallel correlation length due to the ballooning effect imposed by the toroidal geometry.
With an average distance 2piqR0/3 to the end plates and a parallel velocity given by half the
acoustic speed, the amplitude of the sheath damping coefcients within the present normalization
is simply 3ζ/4piq where q is the safety factor. The sheath damping coefcients are taken to be the
same for all variables, except for the temperature eld which is damped ve times stronger due to
the predominant loss of hot electrons through the end sheaths in the region of open magnetic eld
lines. We take the proles of the source Sn and sheath damping σn to be
Sn(x) =
(
2
pi
)1/2 In
δs
exp
(
− x
2
2δ2s
)
, (22)
σn(x) =
λn
2
[
1+ tanh
(
x− xl
δl
)]
, (23)
and similarly for the temperature. In the simulations presented here we further take the radial
line integral I of the particle and heat sources to be the same, with the sources located at the
left hand side of the simulation domain, δs =
√
2. The size of the simulation domain is given by
Lx = 2Ly = 200, and the sheath damping operates from the LCFS at xl = 50 with a sharp transition,
δl = 1. A sketch of the simulation domain is presented in Fig. 1. In order to control the collective
and collisional uxes of particles and heat through the radial boundaries we apply the boundary
conditions
φ = 0, Ω = 0, ∂n∂x = 0,
∂T
∂x = 0, (24)
at x = 0, while for the outer boundary at x = Lx we use n = T = 1, thus dening the characteristic
particle density and temperature for this system. Periodic boundary conditions are invoked for the
poloidal direction. The model thus governs the non-linear evolution of the interchange instability
in the presence of strong radial asymmetry due to the spatially localized sources S and sheath
damping coefcients σ.
Our modeling of parallel losses is different from the conventional sheath dissipation terms
used in many previous two-dimensional models, including the recent blob theories.40,41 There are
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at least three limitations to that standard model. First, the classical two-dimensional sheath dissi-
pation model assumes perfectly connected eld-aligned structures terminated by the end sheaths
at material walls. This is in contradiction to the strong ballooning character of the uctuations as
observed in experiments.27 Second, the eld-line averaging leading to a two-dimensional model
cannot be rigorously justied for the non-linear advection and compression terms. Finally, it is
not possible within this model to self-consistently describe the transition between open and closed
eld lines. We also note that the standard sheath dissipation model preferentially damps large
spatial length scales, a property that has severe consequences for any predictions. A more careful
treatment of the parallel transport along open eld lines requires a three-dimensional model.
G. Confinement and mean profiles
The prole of any eld, in the following denoted by a zero sub-script, is dened as its spatial
average over the poloidal direction. Thus, the particle density and poloidal ow proles are dened
by
n0 =
1
Ly
Z Ly
0
dyn, v0 =
1
Ly
Z Ly
0
dy ∂φ∂x , (25)
where Ly the poloidal periodicity length. Similarly, we dene the spatial uctuation of any eld as
the deviation from its prole, and denote this by a tilde. Taking the poloidal average of the particle
continuity equation gives
∂n0
∂t +
∂Γ0
∂x = Sn +Dn
∂2n0
∂x2 −σn(n0−1), (26)
where we have dened the prole of the convective particle ux
Γ0 =− 1Ly
Z Ly
0
dy n
B
∂φ
∂y . (27)
It is thus clear that the average particle density evolves due to turbulent convective transport (rep-
resented by Γ0), fueling (represented by the source Sn), collisional diffusion (represented by the
diffusivity Dn), and losses along open eld lines in the SOL (represented by the linear damping
σn). We further dene the particle connement in the edge and SOL regions relative to the basic
state,
Pedge =
Z Ly
0
dy
Z xl
0
dx(n−1), PSOL =
Z Ly
0
dy
Z Lx
xl
dx(n−1).
Since the convective motion vanishes on the radial boundaries, the sum of these two integrals can
only change due to the linear source and sink terms in the particle continuity equation. However,
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the radial convective transport allows a fast transport of particles between the edge and SOL re-
gions. In Sec. III these integrals will be used to characterize the global behavior of the turbulent
state.
H. Sheared flows and kinetic energy integrals
As is well known from basic studies of thermal convection, uids conned in geometries with
periodic directions may generate differential rotation through tilted convection cells.56–58 This
poloidally mean ow is linearly damped by collisional dissipation but may be non-linearly driven
by the uctuating motions. Indeed, averaging Eq. (20c) over the periodic direction and neglecting
the spatial dependence of the sheath damping coefcient we get an equation for the poloidal ow,
∂v0
∂t +
∂
∂x (v˜xv˜y)0 = DΩ
∂2v0
∂x2 −σΩv0.
where DΩ is the kinematic viscosity. The last term on the left hand side shows that a radial
inhomogeneity in the off-diagonal components of the Reynolds stress tensor may provide a source
of mean ows. Further integrating over the radial domain, it is clear that the net circulation of
any nite system is unaffected by this mechanism, reecting the absence of an external torque.
Hence the ensuing mean ows are intrinsically sheared, corresponding to differential rotation. It is
convenient to separate the kinetic energy into two components comprised by convective motions
and sheared poloidal ows dened respectively by
K =
Z
dx 1
2
(
∇⊥φ˜
)2
, U =
Z
dx 1
2
v20, (28)
From the vorticity equation (20c) we readily nd the evolution of these integrals,
dK
dt = ζ
Z
dxnT v˜x−
Z
dxv0
∂
∂x (v˜xv˜y)0−
Z
dx φ˜ΛΩ, (29a)
dU
dt =
Z
dxv0
∂
∂x (v˜xv˜y)0−
Z
dxφ0ΛΩ. (29b)
The rst term on the right hand side of Eq. (29a) shows the uctuation drive due to radially out-
wards transport of thermal energy, while the second term reveals the conservative transfer of ki-
netic energy from uctuating motions to the sheared ows in Eq. (29b). The last term in either
equation describes linear damping due to collisional dissipation and sheath damping. More de-
tailed discussions on convective turbulence with self-sustained sheared ows is given in Refs. 56
58.
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III. SIMULATION RESULTS
In this section we present results and analysis of two-dimensional simulations of the inter-
change model discussed in the preceding section. To this end we employ a nite difference method
with a symmetry, energy and enstrophy conserving discretization of the non-linear advection terms
and an explicit third order stify stable time integrator with diffusive terms treated implicitly us-
ing operator splitting.65 The goal is a detailed comparison with experimental measurements by
statistical analysis of probe data obtained from turbulence simulations.
A. Global dynamics and profiles
Here we present results from a long run simulation with parameters I = 10−3, ζ = 5×10−4, ε =
0.25, q = 3, and all collisional diffusivities are set to 10−2. The numerical grid consists of 512×
256 nodes in the radial versus poloidal direction, respectively. Let us begin by describing the global
behavior of a typical turbulent state. Presented in Fig. 2 is the evolution of the kinetic energy in
the uctuating motions and in the sheared poloidal ows. The intensity of the uctuating motions
show irregular oscillations with pronounced bursts. Whenever this uctuation level is sufciently
large, there is a rapid growth of the energy in the sheared poloidal ows. This is followed by a
suppressed level of uctuation kinetic energy while the ow energy is slowly damped, resulting
in quasi-periodic relaxation oscillations of the latter. Such a dynamical regulation results from the
kinetic energy transfer directed from the uctuating motions to the sheared ows and the viscous
damping of the latter on a slow time scale. A detailed discussion of this predatorprey like behavior
from the point of view of energetics was given in Refs. 57 and 58. Typical for these convection
shear ow systems, the kinetic energy in the mean ows is much larger than that of the uctuating
motions except during turbulence bursts. To further support the above interpretation we present
in Fig. 3 the evolution of the kinetic energy transfer rate and the turbulence energy drive, dened
respectively by
Fv =
Z
dx ∂v0∂x (v˜xv˜y)0 , Fp = ζ
Z
dxnT v˜x. (30)
Note that the latter is just a measure of the radial thermal energy ux. Both of these integral
quantities show large peaks corresponding to the bursts in the energy of the uctuating motions.
Moreover, they clearly demonstrate a uni-directional energy transfer from the conned thermal
energy to the kinetic energy of the uctuation motions, and from the uctuating motions to the
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sheared poloidal ows.
Associated to the bursting in the kinetic energy of the uctuating motions is a drastic change
in the particle and heat connement. In Fig. 4 we present the particle connement in the edge and
the SOL regions. It is clearly seen that correlated to the large peaks in the kinetic energy of the
uctuating motions is a rapid decay of the connement in the edge region and a corresponding
increase of particles in the SOL. Figure 4 thus reveals a bursty ejection of particles from the edge
to the SOL. It is of interest to note that the resulting relaxation oscillations of the edge plasma
connement were also described by the zero-dimensional modeling in Ref. 58. We also remark
that the heat connement shows a behavior similar to that presented in Fig. 4 but with lower
amplitudes due to the stronger sheath damping in the region of open eld lines.60
The evolution of the particle connement in Fig. 4 indicates that the largest value of the particle
density is in the edge region. Indeed, the time-averaged proles of the particle density n0 and the
temperature T 0 shown in Fig. 5 reveal strong gradients in the edge region while the proles are
nearly at in the SOL. The connement variations seen in Fig. 4 are due to signicant variations in
these proles from their time-averaged values.60 The vertical bars also shown in Fig. 5 indicate the
standard deviation and the extremal values of the local particle density as measured by the probes
Pi indicated in Fig. 1. Order unit perturbations to the time-averaged proles may occur locally.
However, in the far SOL strong sheath damping and the somewhat articial boundary conditions
prevent signicant uctuations.
In Fig. 6 we further present the time-averaged prole of the total radial particle ux F 0 as well
as its convective contribution Γ0. Clearly, the diffusive radial particle ux, being the difference
between these curves, is negligible in the SOL. In the edge region the total radial ux is given by
the input rate of the particle source, here 10−3, while the particle loss along open eld lines gives
rise to a decaying particle ux prole in the SOL region. Such a separation of the particle and
heat uxes into their radial and parallel components is of great interest for transport modeling of
the SOL but a qualitative prediction unfortunately requires an exact description of the full parallel
particle motions, including that of the sheath dynamics, and is beyond the scope of this work.
Finally, in Fig. 7 we also show the time-averaged radial proles of the poloidal ow v0 and
the vorticity Ω0. The mean ow has a peak at the left boundary with a value of one quarter of
the acoustic speed and reverses direction just inside the LCFS. The transit time associated with
the fast poloidal rotation in the edge region introduces a temporal periodicity on the local probe
signals when the correlation time is of order of or larger than this transit time. Note that for the
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simple uid model used here there is no preferred sign of the net vorticity, which thus follows
from an initial seed or round-off errors in the simulations.
B. Two-dimensional structures
We next report on some details regarding the spatial structure of the dependent variables from
the two-dimensional turbulence simulations. As shown in Fig. 2, the global uctuation level ap-
pears in bursts separated by relatively quiet periods. In Fig. 8 we present the spatial structure of the
particle density, temperature, electrostatic potential and vorticity eld in a typical quiet period, at
time t = 1.064×106, and during a burst in the global uctuation level, at time t = 1.072×106. For
the electrostatic potential we have subtracted the poloidal average which would otherwise com-
pletely dominate the contour lines. The vertical lines indicate the transition from the edge to the
SOL, and the stars show the location of the probes Pi from which data time series are recorded.
In the quiet period there are almost no spatial uctuations and the plasma is nearly homoge-
neous and isothermal in the SOL. Strong radial gradients are evident in the particle density and
the temperature elds in the edge region. At the time of bursting in the uctuation energy we
observe strong perturbations in all dependent variables, with prominent structures in the SOL.
Typical for turbulent convection, there are plume structures in the particle density and temperature
elds which have a mushroom-like shape. Not surprisingly, this was also observed in the ideal-
ized blob simulations of a simple convection model in Ref. 42. As the temperature eld is more
heavily damped in the SOL, its contour plot shows smaller amplitudes than the particle density.
Associated to these plume structures are dipoles in the electrostatic potential and vorticity elds.
The corresponding electric charge polarization is consistent with that due to the compressible dia-
magnetic current in the inhomogeneous magnetic eld, reecting vertical magnetic guiding center
drifts within the blob structures.40–42
Snapshots from the time evolution of the particle density during the burst discussed above are
shown in Fig. 9. Here we clearly see the radial propagation of a blob structure formed close to the
LCFS. Initially there is a coherent blob propagating predominantly with the local poloidal electric
drift. The magnetic guiding center drifts cause an electric charge polarization and thereby a radial
velocity component. This standard picture of blob propagation is then followed by a strongly non-
linear evolution whereby the structure develops a mushroom-like shape followed by a pronounced
tail. The blob fragments into two weakly connected entities corresponding to a separation of the
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dipolar structure of the electrostatic potential and the vorticity elds seen in the last panel of Fig. 8.
Further on the leading front of the initial blob structure completely vanishes. We also see in the
fourth panel that the primary blob structure is followed by a secondary one which has a weaker
amplitude and thus a smaller radial velocity component. From the non-linear evolution of these
structures it is apparent that the time-series recorded at xed probe positions will have a highly
irregular shape and may also be inuenced by the nite poloidal periodicity length.
C. Distributions and conditional structures
The raw signal of the particle density uctuations measured by the probes P1 to P6 are pre-
sented in Fig. 10. We rst note that the particle density at the probe P1 in the edge region shows
chaotic oscillations which appears as symmetric about the mean value. On the other hand, all the
other probe signals reveal predominantly positive uctuations generally occurring with a fast rise
followed by damped irregular oscillations. It is also clear that some events are correlated through
all the probe signals, indicating a radial propagation. In the following we will present results from
statistical analyzes of these probe data which indeed conrm such long-range transient transport
events.
The rescaled PDFs of locally measured particle density uctuations shown in Fig. 11 reveal
positively skewed and attened distributions in the SOL, reecting the high probability for large
uctuations as is evidently seen from the raw time series presented in Fig. 10. The particle den-
sity PDF is close to a normal distribution in the edge region but possesses a gradually fatter tail
radially outwards. Moreover, the PDFs have a self-similar functional form in the SOL with the
distributions rescaled with the standard deviation nrms and shifted with the average value n fall on
top of each other. We note that the nearly normal distribution in the edge region and the positively
skewed and at distributions in the SOL are qualitatively similar to that observed in numerous
laboratory experiments.11–22
In Fig. 12 we present the conditionally averaged particle density signals for the seven different
probes shown in Fig. 1. For each probe position the local condition n−n > 4nrms is used to select
the conditional sub-records, with n and nrms the time-average and standard deviation of the density
signal at each individual probe position. There are several prominent features in Fig. 12 which are
similar to that measured in laboratory experiments.14–22 First, there is evidently a coherent wave
form at all probe positions with the maximum amplitude decaying throughout the SOL. Second,
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the conditional structures show a signicant elevation above the background level. Finally, the
conditional signal has a sharp rise followed by a relatively slow decay. These results are consistent
with radially propagating structures whose amplitudes gradually diminish due to particle losses
along open eld lines.
Using the same condition on the particle density uctuations, we show in Fig. 13 the condition-
ally averaged wave form of the radial electric drift. Again, on the innermost probes we observe a
sharp rise followed by a slow decay, and a weak delay for the peak on the outer probe positions.
Note that the peak value of the radial conditional velocity is 5% of the acoustic speed. The periodic
oscillation at probe P1 is an artifact of the relatively short poloidal periodicity length together with
the strong poloidal ow in the edge region, and is not observed in experimental measurements.
Similarly, the rather wide conditional wave form recorded on probe P2 is related to the vanishing
of the poloidal ow at the LCFS. Otherwise, these results are in good agreement with numerous
laboratory investigations.11–22
D. Transport statistics
A plot of the rescaled PDFs of the radial turbulent particle ux (n−n)vx recorded by the probes
Pi are shown in Fig. 14. Typical for turbulent transport problems, the radial ux PDF exhibits an
exponential tail for large values.66–68 While negative ux events do occur, the large positive bursts
are dominant, leading to an extended tail towards radially outwards particle uxes. The rescaled
PDFs nearly fall on top of each other for all radial positions, comprising the edge region as well as
the SOL, thus indicating the possibility of a self-similar functional form for the turbulent particle
ux at the plasma boundary.
We further present a conditional average analysis of the poloidally averaged radial turbulent
particle ux Γ0 at the radial position corresponding to probe P3 in Fig. 1. As in the previous
analysis we use a signal of 6× 105 points with a sampling time of 2.5. A standard conditional
average is performed according to the amplitude condition Γ0 − Γ0 > αΓ0rms. In Fig. 15 we
present the summed conditional particle ux Γα relative to the total accumulated ux ΓΣ as a
function of the condition α. The conditional sub-records consist of 600 points, or 1500 time
units, which should be compared to the duration of the conditional wave forms shown in Fig. 12.
Clearly, for negative conditions the sub-records comprise the full time series and the contribution
of the conditional ux equals the time-average of the full time series. Increasing the condition
18
parameter α, more and more of the original time series is excluded and so the relative contribution
of the conditional ux events decreases. However, three measures of the intermittency of the
turbulent transport is readily apparent. First, 80% of the total ux is due to conditional ux events
larger than the ux standard deviation. Second, 50% of the total ux is due to conditional ux
events with an amplitude larger than 2.5 times the rms value, and third, 20% of the ux is due to
conditional events larger than 5 times the standard deviation of the convective particle ux. This
is in quantitative agreement with similar analysis performed on experimental data.17,18
Also shown in Fig. 15 is the count number N(α) of conditional transport events as a function of
the condition α relative to the maximum number of conditional sub-records, NΣ = 103. This curve
shows that while half of the total ux is due to conditional ux events with peak amplitudes larger
than 2.5 times the standard deviation, these events ll only 20% of the full time record. Similarly,
the ux events with the condition α ≥ 5 comprise 20% of the total ux but their duration is less
than one tenth of the full time series. These numbers serve to manifest the intrinsic intermittent
nature of the turbulent convection in the plasma boundary, and is again in excellent agreement
with experimental measurements.17,18 We also note that similar results were found in the seminal
work done on the Risł Q-machine.29
As mentioned previously in the discussion of Fig. 2, the turbulence appears in bursts at quasi-
periodic intervals given by the viscous dissipation rate of the sheared poloidal ows. A measure
of this repetition frequency is readily given by the waiting time statistics for conditional transport
events. In Fig. 16 we present the histogram for the waiting time4t between successive conditional
events in the poloidally averaged radial convective particle ux. As in the above analysis a sub-
record length of 600 points or 1500 time units is used, and the averaging condition Γ0−Γ0 >
4Γ0rms yields merely 66 events. Nevertheless, the waiting time statistics in Fig. 16 clearly reveals
a peak value of the probability at a time lag of 104. There is, however, a pronounced tail towards
larger waiting times, resulting in a mean value of 2× 104. Similar distributions of the waiting
time statistics for ion saturation current measurements in the SOL plasma of several experimental
congurations have been reported recently.12,14,15 While the physical mechanism underlying the
quasi-periodicity in the present simulations may differ from that of the actual experiments, we
note that prole relaxations in general may lead to a dynamical regulation involving bursting in
the global uctuation level.58
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IV. DISCUSSION AND CONCLUSIONS
In the rst part of this paper we have derived a set of reduced uid equations suitable for the
description of electrostatic interchange motions in non-uniformly magnetized plasmas. Particu-
lar attention has been given to the particle and energy conservation properties, and to retain the
self-consistent evolution of the full proles of the dependent variables. The need for the latter
is clearly indicated by the experimental observations of coherent plasma blobs with amplitudes
signicantly exceeding that of the background plasma. In order to allow statistical averages we
have considered a two-dimensional slab model accounting for the three-dimensional structure of
the blob structures by including loss terms in an effective SOL region to model the transport along
open magnetic eld lines. In the second part of this work we have presented results from numerical
solutions of this model for geometry and parameters relevant for the edge and SOL of magneti-
cally conned plasmas. As shown in the preceding section, detailed analysis of the simulation data
yields favorable comparisons with the many recent experimental measurements.2–28
During the last couple of years there has emerged a theory of radial blob propagation based
on the vertical vorticity polarization due to magnetic guiding center drifts in non-uniformly mag-
netized plasmas.40,41 Numerical simulations of isolated blob structures,42–44 as well as the more
comprehensive results presented here, conrm that the vorticity polarization mechanism leads to
radial self-advection of coherent structures, one example presented in Fig. 9. In this work it is
further shown that plasma blobs non-linearly develop a mushroom-like shape, usually with a pro-
nounced tail. It is of interest to note that such wakes are also visible in the fast camera imaging of
blobs in the SOL.28 During the non-linear evolution there is a fragmentation of the blob structure
with residual plasma trapped in separate vortices of opposite polarity. The internal differential
rotation prevents a secondary polarization of vorticity, and thus brings the radial propagation to a
halt.
Careful statistical analysis of simulation data recorded at xed probe locations as shown in
Fig. 1 yields numerous results in excellent agreement with experimental measurements. In partic-
ular, we observe that the PDF of the particle density uctuations is normal in the edge region but
possess increasingly larger skewness and atness factors outwards in the SOL. This reects the
frequent appearance of large bursts in the time records corresponding to blobs of excess particles
and heat as compared to the ambient plasma. Moreover, the rescaled PDFs indicate a self-similar
functional form in the SOL. The conditionally averaged structure of the particle density and tem-
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perature show the typical asymmetric wave form with a sharply rising front and a trailing wake.
Associated with this front in the thermodynamic elds is a radially outward electric drift as demon-
strated by the cross-conditional radial velocity shown in Fig. 13, revealing a maximum value of 5%
of the acoustic speed. The amplitude of these coherent structures decay as they propagate though
the SOL partly due to the effective sheath damping and partly due to non-linear fragmentation and
mixing. The formation of blob structures is demonstrated to be related to prole relaxations in the
strongly turbulent edge region, a process that is triggered in a quasi-periodic manner by a global
regulation due to self-sustained sheared poloidal ows.56–60
Despite the favorable agreement between the results presented here and the many recent ex-
perimental measurements of intermittent SOL transport, it is worth emphasizing that the model
used here is far from a complete description of the plasma boundary region. In particular, we have
neglected magnetic shear and parallel electric currents in the edge plasma as well as impurity and
neutral particles. Moreover, the parallel transport along open magnetic eld lines has been mod-
eled as a simple linear damping of all dependent variables. The competition between parallel and
cross-eld transport leads to the time-averaged prole shown in Fig. 6 and determines the SOL
width. However, an accurate prediction of such an important measure of plasma and heat transport
in the SOL requires a more careful treatment of the sheath physics and is beyond the scope of this
work. What is clear from the present results is that a successful description of SOL turbulence
must account for the full prole evolution and thus relax the thin layer approximation inherent in
reduced uid models used presently.
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FIG. 1: (Color online). Setup of the simulation domain showing the forcing region to the left, corresponding
to the edge plasma, and the parallel loss region to the right, corresponding to the SOL. Data time series are
recorded by the probes Pi.
FIG. 2: (Color online). Temporal evolution of the kinetic energy in the fluctuating motions, K, and in the
sheared poloidal flows, U .
FIG. 3: (Color online). Temporal evolution of the kinetic energy transfer rate from the fluctuating motions
to the sheared flows, Fv, and the transfer rate from confined thermal energy to fluctuating motions, Fp.
FIG. 4: (Color online). Temporal evolution of the particle confinement in the edge region, Pedge, and in the
SOL region, PSOL.
FIG. 5: (Color online). Time averaged profile of the particle density, n0, and the electron temperature, T 0.
The vertical bars indicate the total range of the local particle density fluctuations, n˜, as well as the root mean
square values, nrms, about the average values as recorded by the probes Pi.
FIG. 6: (Color online). Time averaged profile of the total, F 0, and the convective, Γ0, particle fluxes which
decay in the SOL due to particle losses along open magnetic field lines.
FIG. 7: (Color online). Time averaged profiles of the poloidal flow, v0, and the vorticity of the electric drift,
Ω0.
FIG. 8: (Color online). From top to bottom, the spatial structure of the particle density, temperature,
electrostatic potential and vorticity during a quiet period to the left and during a burst to the right. The
poloidal average has been subtracted for the electrostatic potential. The vertical lines indicate the separation
between the edge and the SOL regions while the stars show the position of the probes Pi.
FIG. 9: (Color online). Spatial structure of the particle density showing radial blob propagation during a
burst in the global fluctuation level.
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FIG. 10: (Color online). Temporal evolution of the particle density measured by the different probes,
starting with P1 in the lowest curve and ending with P6 in the uppermost curve. Each signals is amplified by
a factor two and shifted by unity for illustration.
FIG. 11: (Color online). Rescaled probability distribution functions of the particle density signals measured
by the probes Pi, revealing a normal distribution in the edge and positively skewed and flattened distributions
in the SOL.
FIG. 12: (Color online). Conditional average of the particle density signals recorded by the probes Pi,
showing a coherent asymmetric wave form with a gradual decay of the amplitude outwards in the SOL.
FIG. 13: (Color online). Conditional average of the radial velocity signals recorded by the probes Pi with
the same condition on the particle density and the same linestyle as used for Fig. 12.
FIG. 14: (Color online). Rescaled probability distribution functions of the radial turbulent particle flux
(n−n)vx measured by the probes Pi.
FIG. 15: (Color online). The upper curve shows the accumulated conditional particle flux Γα relative to
the total flux ΓΣ at the radial position corresponding to probe P3. The flux is averaged over the poloidal
direction, and the conditional averaging is defined by
〈
Γ0|Γ0−Γ0 > αΓ0rms
〉
. The lower curve shows the
count number Nα of conditional flux sub-records relative to the maximum number NΣ of sub-records in the
full time series.
FIG. 16: (Color online). Histogram of waiting times for conditional events in the poloidally averaged radial
particle flux at the radial position corresponding to probe P3, revealing the quasi-periodic occurence of
transport bursts.
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