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Introduction
Motivations
The motivation of any scientific work is improving the human knowledge of this Universe
as far as possible. It is a more than enough motivation to set up a scientific work, this
one in particular! More precisely, this Ph.D dissertation summarizes the results of my
research activity on the mathematical structure of Quantum Mechanics as a Hamiltonian
theory within a geometric framework. The research on these topics during my Ph.D pro-
gram originates from a result first presented in my Master thesis and edited in [33] in a
developed version. Such result involves mathematical objects, so-called frame functions,
introduced by A.M. Gleason in [21], as technical tools, to prove his celebrated theorem,
a milestone in the mathematics of Quantum Mechanics. This theorem is crucial for the
following reasons: within an axiomatic-constructive approach to QM, physical states of
a quantum system can be represented by generalized probability measures on the lattice
of orthogonal projectors in a Hilbert space, the statement of Gleason’s theorem gives
a complete characterization of states in terms of density matrices establishing a formal
connection between Von Neumann formulation and Dirac formulation of QM. Moreover
Gleason’s theorem has an outstanding physical implication: The non-existence of quan-
tum states described by probability measures assuming values 0 or 1, i.e. deterministic
states in the classical sense. This fact has deep aftermaths in hypothetic extensions of
QM with hidden variables.
In [33] we proved that linear operators in a finite-dimensional Hilbert space are in bijec-
tive correspondence with a class of functions given by L2-frame functions defined on the
Hilbert projective space. This result can be used to prove Gleason’s theorem (even in
infinite dimension), in this sense it supplies a mathematical machinery. However the bi-
jective correspondence between operators and frame functions can be used to characterize
quantum states and quantum observables of a finite-dimensional quantum theory as real
scalar functions on the projective space of the Hilbert space of considered quantum the-
ory. Within the quantum geometric framework introduced and discussed in [27, 6, 9, 10],
QM can be formulated as a classical-like Hamiltonian theory where quantum dynamics is
vii
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described by a Hamiltonian vector field on the phase space given by a projective Hilbert
space.
If H is a finite-dimensional Hilbert space then its projective space P(H) can be equipped
with a structure of Kähler manifold, in particular a symplectic form can be defined on P(H)
(then a notion of Poisson bracket can be introduced). The machinery of frame functions
has been applied in [34] to give a complete characterization of states and observables
in terms of classical-like objects on the quantum phase space: All the prescriptions to
associate a real function to each quantum observable and a probability density to each
quantum state, in order to obtain a self-consistent Hamiltonian theory, are classified. This
kind of symplectic-geometrization of finite-dimensional QM (and its eventual extension
to infinite dimension) offers a remarkable description of a quantum system in a classical
fashion, so it has the epistemological dignity of a point of view approaching Quantum
Mechanics and Classical Mechanics.
Geometric Hamiltonian formulation of finite-dimensional QM, in particular description
of quantum states as classical-like Liouville densities, can be applied to study alternative
approaches to quantum entanglement, for instance how quantum entanglement can be
defined (and measured) describing a quantum system within the classical-like formalism
with possible applications to quantum information theory.
The description of finite-dimensional quantum systems is relevant in the quantum control
theory. In this context the geometric Hamiltonian formulation can be crucial to exploit
the huge machinery of classical control theory to investigate controllability of quantum
systems.
Synopsis
This section represents an abstract of the main part of this work about the formulation
of finite-dimensional QM as an Hamiltonian theory on projective space.
Finite dimensional QM can be formulated as a classical-like Hamilonian theory where
the phase space is given by the projective space P(H) = U(n)/U(n − 1)U(1) on the n-
dimensional Hilbert space H of considered quantum theory (e.g. [6]). P(H) has a structure
of (2n− 2)-dimensional real manifold which can be equipped with a Kähler structure. In
particular the symplectic form is given by the Konstant-Kirillov form considering P(H)
as a rank-1 orbit of the unitary group U(n). To define explicitely the symplectic form let
us introduce the following characterization of the tangent space TpP(H). In the following
iu(n) denotes the real vector space of self-adjoinr operators.
The tangent vectors v at p ∈ P(H) are all the linear operators on H of the form: v =
−i[Av, p], for some Av ∈ iu(n). Consequently, A1, A2 ∈ iu(n) define the same vector in
TpP(Hn) iff [A1 −A2, p] = 0. A symplectic form on P(H) can be defined for any κ > 0 as:
ωp(u, v) := −iκtr(p[Av, Au]) u, v ∈ TpP(H), (1)
viii
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the symplectic structure is comapatible with a riemannian metric on P(H), the Fubini-
Study metric, w.r.t. to an almost complex form ([6]). The idea of geometric Hamiltonian
formulation of QM is associating a quantum observable A ∈ iu(n) to a real scalar function
fA on P(H) (a classical-like function) in order to obtain a classical description of a quantum
system on the projective space, in particular the description of the quantum dynamics
via a Hamiltonian vector field w.r.t. the symplectic form (1).
Imposing several physical requirements (see [34] and chapter 4 of this work) the unique (up
to a factor κ) prescriprion to set up a meaningful classical-like formulation of a quantum
theory is given by the so-called inverse quantization maps O and S:
O : iu(n) 3 A 7→ fA, (2)
with
fA(p) = κtr(Ap) +
1− κ
n
tr(A) κ > 0, (3)
for observables. And about states:
S : D(H) 3 σ 7→ ρσ (4)
with
ρσ(p) = κ
′tr(σp) +
κ− (n+ 1)
κ
κ > 0 (5)
where κ′ = n(n+1)
κ
and D(H) denotes the set of density matrices on H. In other words,
varying κ we have the all prescriptions to translate a quantum theory form the standard
language of operators to the classical-like language of functions. For κ = 1, the observable
A is represented by the expectation value function fA(p) = tr(Ap) as in the Ashtekar-
Schilling picture ([6]). Using the maps O and S to obtain classical-like observables and
states we can compute quantum expectation values as classical expectation values:
〈A〉σ = tr(Aσ) =
∫
P(Hn)
fAρσdµ (6)
where µ is the suitably normalized Liouville measure w.r.t. the symplectic form ω ([34]).
Furthermore the Hamiltonian vector field associated to fA = O(A) is:
XfA(p) = −i[A, p] ∀p ∈ P(H), (7)
if A = H is the Hamiltonian operator, the Hamilton dynamics given by the field XfH is
equivalent to the Schrödinger dynamics given by H, i.e. a curve t 7→ p(t) ∈ P(H) satisfies
the Schrödinger equation (~ = 1):
p˙(t) = −i[H, p(t)], (8)
ix
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if and only if it satisfies the Hamilton equation:
p˙(t) = XfH (p(t)). (9)
Classification of all inverse quantization prescriptions is based on the notion of frame
function [21, 33, 34] acting on projective space P(H) (see definition 50). Defining F2(H)
as the space of frame functions in L2(P(H), µ), we prove that there is an isomorphism
of vector spaces between F2(H) and B(H); since F2(H) can be equipped with an invo-
lution (given by complex conjugation), a norm and a star-product, we can construct the
observable C∗-algebra in terms of classical-like observables of a quantum theory. In par-
ticular the quantum product on F2(H) is made by the contribution of three parts: Poisson
bracket (Lie product), scalar product induced by the Fubini-Study metric (Jordan prod-
uct), pointwise product (commutative product).
Even quantum states can be completely defined in terms of functions on phase space with
a classical-like interpretation of probability densities (Liouville densities). A composite
system, with phase space given by a projective space P(H1⊗H2) can be described in this
framework exploiting the action of Segre embedding to characterize quantum entangle-
ment.
Structure of dissertation
The core of this dissertation is given by the results presented in the papers [33, 34, 36]. In
my opinion an article is a deeply different format from a chapter of a PhD thesis, thus the
results have been re-arranged and inserted in a quite cohesive context. Obviously some
parts, passagges, proofs are almost identical to those appearing in the papers; however I
tried to construct a solid presentation to explain in what spirit these results have been
reached. The spirit of an investigation about mathematical foundations of Quantum Me-
chanics.
Chapter 1 is devoted to the introduction of some foundational aspects and mathematical
concepts of Quantum Mechanics (QM). After a short introduction to the standard quan-
tum formalism of operators on Hilbert spaces, there are two sections about foundations
of QM: In the first one, the axiomatic approach is adopted, quantum states are defined
as generalized probability measures on the lattice of orthogonal projectors in a separable
Hilbert space and quantum observables are defined as projective valued measures on the
Borel σ-algebra of R . Gleason’s theorem and its several implications are discussed to
characterize quantum states as density matrices. In the last section of the chapter there
are some fundamentals of the algebraic formulation of a quantum theory. In the first
chapter there are many well-known results, thus several proofs are omitted.
The second chapter is based on the paper [33] and it is quite technical. Frame functions
are introduced as a tool to prove Gleason’s theorem. These functions are defined on the
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unit sphere in a separable Hilbert space but in chapter 3 they are re-defined on the pro-
jective Hilbert space. In finite dimesion (but larger than 2) the set of frame functions
which are square-integrable w.r.t. a certain Borel measure on the sphere turns out to be
in bijective correspondence with linear operators on the finite-dimensional Hilbert space.
This result (theorem 21) is crucial to relate quantum observables to functions in the stud-
ied geometric formulation.
In chapter 3 the interplay of standard formalism of QM with the Hamiltonian formalism
is discussed, stressing the choice of the projective Hilbert space as a quantum phase space.
Definition and properties of frame functions are revisited on the projective space present-
ing the so-called trace-integral formulas which generalize a result of [20]. Geometry of
the projective space and the machinery of frame functions allow to set up a complete
Hamiltonian formulation of finite-dimensional QM.
Such formulation is described in chapetr 4. A prescription to associate a classical-like
observable to every quantum observable and a Liouville denisty to every density ma-
trix is constructed exploting the fact that the classical-like objects must be frame func-
tions. By means of a complete characterization of quantum observables in the geometric-
Hamiltonian formalism, the algebra of observables is concretely realized as a C∗-algebra
of functions with a non-commutative quantum product.
In the last chapter there is a general description of composite systems in terms of the
geometric Hamiltonian formalism. In particular a notion of separability for a Liouville
density is defined, in order to introduce the concept of entanglement in this classical-like
fashion. An entanglement measure is proposed exploiting the description of quantum
states as classical-like Liouville densities.
xi

Chapter 1
Mathematical foundations of Quantum
Mechanics
1.1 Preliminaries
1.1.1 In Nature there are quantum systems
Quantum Mechanics (QM) is a theory (nowdays a cluster of theories) describing a huge
class of phenomena observed in Atomic Physics, Optics, Chemistry, Nuclear and Subnu-
clear Physics. From the beginning of XX century several experimental evidences showed
that Classical Mechanics (CM) does not work as a good theory at the atomic and sub-
atomic length scales.
Let us introduce the general (and informal) concept of quantum system through a
simple example. Once fixed a frame of reference consider a free electron moving in xˆ-
direction. The position x and the momentum px are not simultaneously measurable by
an experiment. Another phenomenological evidence about this system is that two orthog-
onal components of spin cannot be simultaneosly measured. In the first pair of physical
quantities (x and px), standard deviations satisfy the so-called Heisemberg uncertainty
relation (1.8). Experimental Physics gives a rich phenomenology about incompatible quan-
tities, i.e. non-simultaneously measurable quantities. Thus a very general observation is
the following: In nature, there exist systems for which some physical quantities are not
simultaneously measurable by an experiment. We call those systems quantum systems.
From the 20’s, the formalism of Quantum Mechanics was developed and now it is
familiar to every physicist and mathematician. The physical quantities, observables, re-
lated to a quantum system are described by selfadjoint operators in a complex Hilbert
space and the real spectrum of an observable represents the experimentally measurable
values of the correspondent physical quantity. The compatibility between two observables
is mathematically represented by the commutation of operators. The state at time t of a
quantum system is given by a positive trace-class operator, called density matrix. QM
associates a complex Hilbert space to every quantum system, for example a free quantum
particle moving in Rd is decribed in the Hilbert space L2(Rd, dx), where dx is the Lebesgue
1
Mathematical foundations of Quantum Mechanics
measure on Rd.
The expectation value of the observable O evalued on the state σ is given by:
〈O〉σ = tr(σO), (1.1)
where tr denotes the trace. The set of the states of a quantum system, that is the set
of positive trace-class operators with unit trace in the Hilbert space H associated to the
system, is convex and its extremal elements have this form:
σψ(·) = ψ(ψ|·) with ‖ ψ ‖= 1, (1.2)
where ( | ) denotes the hermitean scalar product on H and ‖ ‖ the induced norm. The
extremal elements (1.2), individuated by unit vectors are in bijective correspondence with
rays in H, they are called pure states. According to Krein-Millman theorem, any state
can be obtained by a convex combination of pure states, the non-pure states are called
mixed states. Consider two pure states σψ and σφ, the positive real number:
tr(σφσψ) = |(ψ|φ)|2, (1.3)
is interpreted as the probability that a transition of the system occurs from the state σφ
to the state σψ. Using Dirac formalism the hermitian product is denoted by 〈 | 〉, and a
pure state is written as σψ = |ψ〉〈ψ|. Of course, we can denote the pure state ρψ as ψ
without ambiguity. In this notation the pure state ψ is tipically named wave function or
state vector ; within Dirac formalism the redundant symbol |ψ〉 is often adopted.
Time evolution of a quantum system is given by a one parameter group of unitary
operators {Ut}t∈R, its infinitesimal generator is the Hamiltonian operator H that is essen-
tially self-adjoint and its associated physical quantity is the total energy of the system.
Time evolution of the state vector ψ(t) is given by the following differential equation:
i~
d
dt
ψ(t) = Hψ(t), (1.4)
called Schrödinger equation. The constant ~ is the reduced Planck constant, its ex-
perimental value is:
~ = 1, 054 571 726(47)× 10−34 Joule · second.
One can derive the equation for the time evolution of a general density matrix:
i~
d
dt
σ(t) = [H, σ],
where [H, σ] is the standard commutator of operators H and σ.
In QM a crucial rôle is played by canonical commutation relations (CCR) between
canonical conjugate quantities. Let us recall a fundamental example: The Hilbert space
2
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of a non-relativistic particle with mass m > 0 and spin 0 is H = L2(R3, dx) where R3 is
identified as the rest space in a fixed frame of reference with coordinates x1, x2, x3 and dx
is the Lebesgue measure on R3. The position operators are defined as follows:
Xiψ(x1, x2, x3) = xiψ(x1, x2, x3) i = 1, 2, 3 ∀ψ ∈ D(Xi), (1.5)
where the domains are given by:
D(Xi) :=
{
ψ ∈ H :
∫
R3
|xiψ(x1, x2, x3)|2dx < +∞
}
.
Momentum operators are defined as:
Pk = −i~ ∂
∂xk
. (1.6)
Operators Xi and Pk satisfies the canonical commutation relations:
[Xi, Pk] = i~δikI, (1.7)
where I is the identity operator and the domain of [Xi, Pk] is given by D(XiPk)∩D(PkXi).
A consequence of CCR is the Heisemberg principle as a formal resut:
(∆Xi)ρ(∆Pi)ρ ≥ ~
2
i = 1, 2, 3, (1.8)
where (∆Xi)ρ =
√
〈X2i 〉ρ − 〈Xi〉2ρ and (∆Pi)ρ =
√
〈P 2i 〉ρ − 〈Pi〉2ρ. A direct consequence
of (1.8) is the positivity of the differential opeartor −4 − 1
4|x|2 on L
2(R3, dx), where
4 = ∑3i=1 ∂∂xi is the standard Laplacian operator. So we can apply this fact to prove
that hydrogen atom is stable, one of the first hisorical successes of QM. The Hamiltonian
describing the system is given by the operator:
H = − ~
2
2me
4− e
2
|x|
where me and e are respectively mass and electric charge of electron. The Coulomb
attractive potential V (x) = −e2/|x| is a multiplicative operator and it is selfadjoint as a
consequence of Kato’s theorem. Since −4 ≥ 1
4|x|2 , H satisfies the operator inequality:
H ≥ ~
2
8me|x|2 −
e2
|x| .
The function f : R3 → R : x 7→ ~2
8me|x|2 − e
2
|x| has a minimum at |x|−1 = 4mee
2
~2 , thus:
H ≥ −2mee
4
~2
,
3
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so the spectrum of H is bounded from below, i.e. the energy cannot decrease under this
bound and the electron does not collapse. Classical Physics provides electron radiates
away energy falling onto the nucleus. While QM gives a good model to explain the
stability of hydrogen.
1.1.2 In Mathematics there are operators in Hilbert spaces
Adopting a slightly more formal approach we can characterize the standard formulation
of Quantum Mechanics with the following statement: Bounded observables, i.e. physical
quantities which only take bounded sets of values, are described by self-adjoint elements
of the C∗-algebra B(H) of bounded operators in a Hilbert space H. Unbounded observ-
ables can be constructed out of the bounded ones through limit procedures in the strong
operator topology.
In B(H), there are two remarkable two-sided ∗-ideals of compact operators: The space
of Hilbert-Schmidt operators B2(H) and the space of trace-class operators B1(H), with
the inclusions B1(H) ⊂ B2(H) ⊂ B(H). The standard norm on the C∗-algebra B(H) is
defined as:
‖ A ‖:= sup
ψ 6=0
|〈ψ|Aψ〉|
‖ ψ ‖H for A ∈ B(H) (1.9)
and it induces the distance d(A,B) :=‖ A−B ‖ for A,B ∈ B(H).
B1(H) is a Banach space w.r.t. the norm:
‖ A ‖1:= tr(|A|) for A ∈ B1(H) (1.10)
inducing the distance d1(·, ·). The Hilbert-Schmidt product on B2(H) is defined as
(A|B)2 := tr(A∗B) for A,B ∈ B2(H)
inducing a structure of Hilbert space on B2(H) with norm ‖ ‖2 and distance d2(·, ·). The
three norms are related with each other as: ‖ A ‖≤‖ A ‖2≤‖ A ‖1 when A ∈ B2(H).
From the general algebraic point of view, a quantum system is described in an abstract
C∗-algebra whose self-adjoint elements represent the observables, so B(H) turns out to be
a concrete representation of such abstract object, we discuss algebraic QM in section 1.3.
The space B1(H) of trace-class operators plays a crucial rôle in the definition of quantum
states, in fact the well-definition of trace is necessary for the computation of expectation
values.
Definition 1 Let H be a complex Hilbert space. The quantum states on H are the
operators σ ∈ B1(H) with tr(σ) = 1 which are positive. The set of states (convex in
B1(H)) is denoted by S(H), its extremal elements are called pure states, the set of pure
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states are denoted by Sp(H). The operators belonging to S(H) \ Sp(H) are called mixed
states.
Pure states can represented by points of complex projective space P(H) on H. Once defined
the equivalence relation ∼ on H in this way: for ψ, ϕ ∈ H, ψ ∼ ϕ iff ψ = αϕ with α ∈ U(1),
the complex projective space P(H) is defined as the quotient H/ ∼ deprived of [0]. On P(H)
there is the quotient topology. Considering the unit sphere S(H) := {ψ ∈ H :‖ ψ ‖= 1},
as a topological subspace of H it is connected, Hausdorff and also compact only if the
Hilbert space is finite dimensional. The projection pi : S(H) 3 ψ 7→ [ψ] ∈ P(H) is
surjective, continuous and open thus P(H) is a connected Hausdorff space. The statements
of following proposition characterize the set of quantum states, representred by density
operators. In the third statement the projective space is introduce to describe the set
of pure quantum states, by a rough analogy with Classical Mechanics one can compare
the representation of pure states as points of P(H) with the representation of classical
deterministic states as single points of the phase space: This comparison can be considered
an informal hint to the construction of a classical-like Hamiltonian theory in P(H).
Proposition 2 If H is a separable complex Hilbert space, the following facts hold:
1. S(H) and Sp(H) are closed in B1(H) and are complete d1-metric spaces.
2. If σ ∈ S(H), then: σ2 ≤ σ and tr(σ2) ≤ 1, and the following facts are equivalent:
(i) σ ∈ Sp(H);
(ii) σ2 = σ;
(iii) tr(σ2) = 1;
(iv) ||σ|| = 1;
(v) ||σ||2 = 1;
(vi) σ = ψ〈ψ|·〉 for some ψ ∈ S(H).
3. The homeomorphism exists P(H) 3 p 7→ ψ〈ψ|·〉 ∈ Sp(H) for ψ ∈ S(H) with [ψ] = p,
the topology assumed on Sp(H) being equivalently induced by || || or || ||1 or || ||2,
since d1(p, p′) = 2d(p, p′) =
√
2d2(p, p
′) if p, p′ ∈ Sp(H).
4. If σ ∈ S(H), then sp(σ)\{0} ⊂ spp(σ) is finite or countable with 0 as uniquely possi-
ble limit point. If q ∈ spp(σ) then 0 ≤ q ≤ 1; the associated eigenspace Hq has finite
dimension if q 6= 0 and the sum of all eigenvalues, taking the geometric multiplicities
into account, equals 1. If K is a Hilbert basis of Ker(σ) and {ψ(q)i }i=1,...,dim(Hq) a
Hilbert basis of Hq, then K ∪{ψ(q)i | i = 1, . . . , dim(Hq), q ∈ spp(σ)} is a Hilbert basis
of H.
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5. Every σ ∈ S(H) is a finite or countable convex combination of pure states, referring
to the operator strong topology for infinite combinations. The spectral decomposition
of σ is an example of such convex decomposition.
Let us omit the proof of the above proposition whose statements are well-known. The
spectrum sp(A) ⊂ R of the bounded observable A ∈ B(H) is the set of the possible
results of a measurement of A. If σ ∈ S(H), E ⊂ sp(A) is a Borel set and PE is the
orthogonal projector of the spectral measure of A corresponding to E, then tr(σPE) is
the probability of finding the outcome of the measurement of A in E when the system is
in the state σ. Thus tr(σA) is the expectation value of A on σ. The notion of spectral
measure to representing quantum observable is briefly discussed in the next section.
In this dissertation a remarkable part concerns the finite-dimensional QM, which is
important for the quantum information theory in particular. A n-dimensional Hilbert
space is denoted by Hn when it is necessary. The following proposition shows some
interesting topological properties of B(Hn) and S(Hn).
Proposition 3 Let Hn be a n-dimensional Hilbert space with 1 < n < +∞. The follow-
ing facts hold:
1. The topologies induced by || · ||, || · ||1 and || · ||2 on B(Hn) = B2(Hn) = B1(Hn)
coincide.
2. S(Hn) and Sp(Hn) are compact and, if σ ∈ S(Hn), the following inequalities hold:
n−1/2 ≤ ||σ||2 ≤ 1 and n−1 ≤ ||σ|| ≤ 1. In both cases, the least values of the norms
are attained at σ = n−1I.
3. Equip the set T of operators A = A∗ ∈ B(Hn) such that tr(A) = 1 with the topology
induced by B(Hn). As a subset of the topological space T , S(Hn) fulfils:
∂S(Hn) = {σ ∈ S(Hn)|dim(Ran(σ)) < n}, Int(S(Hn)) = {σ ∈ S(Hn)|dim(Ran(σ)) = n}.
In particular: Sp(Hn) = {σ ∈ S(Hn) | dim(Ran(σ)) = 1} ⊂ ∂S(Hn), and Sp(Hn) =
∂S(Hn) if and only if n = 2.
Proof. 1. The norms ||·||, ||·||1, ||·||2 are topologically equivalent sinceB(Hn) = B1(Hn) =
B2(Hn) are finite dimensional normed spaces with respect to the corresponding norms.
2. S(Hn) is compact since it is closed and bounded, with respect to the norm || · ||1, in a
finite dimensional normed space. Since S(Hn) is compact and the zero operator 0 6∈ S(Hn),
the continuous functions S(Hn) 3 σ 7→ d(0, σ) = ||σ||, S(Hn) 3 σ 7→ d1(0, σ) = ||σ||1,
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S(Hn) 3 σ 7→ d2(0, σ) = ||σ||2 must have strictly positive minima (and maxima). For d1
everything is trivial. Let us pass to consider d and d2. Using the fact that the n eigenvalues
qk of σ ∈ S(Hn) verify both qk ∈ [0, 1] and
∑n
k=1 qk = 1 one sees that
∑n
k=1 q
2
k ≥ nn2 , and
1/n is indeed the least possible value. All that is equivalent to say that || 1
n
I||2 ≤ ||σ||2
where 1
n
I is an admitted state. Again with the constraints qk ∈ [0, 1] and
∑n
k=1 qk = 1,
the maximum of the eigenvalues qk = |qk| must be greater than 1/n, that is equivalent
to say ||σ|| ≥ || 1
n
I||. Concerning maxima, qk ∈ [0, 1] and
∑n
k=1 qk = 1 imply, varying
σ ∈ S(Hn): 1 ≥
∑n
k=1 q(σ)
2
k and max{q(σ)k | k = 1, . . . , n , σ ∈ S(Hn)} = 1 determining
the maximum of both σ 7→ ||σ||2 and σ 7→ ||σ|| since the value 1 of the norms is attained
on pure states.
3. We view S(Hn) a subset of the topological space T of self-adjoint operators A on Hn
with tr(A) = 1 endowed with the topology induced by B(Hn).
First of all, notice that S(Hn) ⊃ ∂S(Hn) because the former is closed with respect to the
said topology, so S(Hn) is the disjoint union of ∂S(Hn) and Int(S(Hn)). Let σ be an element
of S(Hn). First suppose that dim(Ran(σ)) = n we want to show that σ ∈ Int(S(Hn)),
that is, there is an open set O ⊂ T containing σ and such that σ′ ∈ O entails σ′ ∈ S(Hn).
To this end, let us define m := min{〈ψ|σψ〉 | ||ψ|| = 1} . m is real since σ = σ∗ and m > 0,
because: (1) all eigenvalues of σ are strictly positive (since σ ≥ 0 and dim(Ran(σ)) = n),
(2) ψ 7→ 〈ψ|σψ〉 is continuous and (3) the set of vectors ψ with ||ψ|| = 1 is compact
because dim(Hn) = n < +∞. Next, if σ′ = σ′∗ ∈ B(Hn) verifies ||σ−σ′|| < m/2, one has:
m
2
≤ ||σ − σ′|| = sup{ |〈ψ|(σ − σ′)ψ〉| | ||ψ|| = 1}
so that: 〈ψ|σ′ψ〉 = 〈ψ|σ′ψ〉 − 〈ψ|σψ〉 + 〈ψ|σψ〉 ≥ −m
2
+ m = m
2
> 0 for ||ψ|| = 1.
Consequently: σ′ ≥ 0. Summarizing, if Bm/2(σ) denotes the open ball in B(Hn) centred
on σ with radius m/2, O := T ∩ Bm/2(σ) is open in T by definition and σ′ ∈ O verifies
σ′ = σ′∗, trσ = 1 and, as we have proved, σ′ ≥ 0. In other words, for σ ∈ S(Hn),
dim(Ran(σ)) = n implies σ ∈ Int(S(Hn)).
We pass to the other case for σ ∈ S(Hn). We suppose that dim(Ran(σ)) < n and we want
to show that σ ∈ ∂S(Hn). dim(Ran(σ)) < n implies det(σ) = 0. Thus all eigenvalues are
non-negative and one at least vanishes. Let ψ ∈ Ker(σ). The operators, for n = 1, 2, . . .:
σn :=
(
1 +
1
n
)
σ − 1
n
ψ〈ψ|·〉 ,
are self-adjoint with tr(σn) = 1 so that they stay in T . Furthermore they verify σn → σ
for n→ +∞, but σn 6∈ S(Hn) because σn has the negative eigenvalue − 1n . So σ ∈ ∂S(Hn).
In particular, since a pure state is a one-dimensional orthogonal projector, it verifies
dim(Ran(σ)) = 1 < n and thus σ ∈ ∂S(Hn). If n = 2 this is the only possible case for an
element σ ∈ ∂S(Hn). However, if n > 2, also elements of S(Hn) with dim(Ran(σ)) ≤ n−1
belong to ∂S(Hn).
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1.2 A set of axioms for QM
1.2.1 Quantum states from quantum logic
From the point of view of the mathematical structure, for any scientific theory there is a
set of fundamental statements or axioms from which the whole theory can be derived in a
very general manner. Nonrelativistic QM has an accepted axiomatic formulation that we
briefly discuss in this section in order to introduce the Gleason theorem and its physical
implications.
One of the first experimental evidences of quantum phenomenology is the production
of probabilistic outcomes, so it is not possible to deterministically predict a measurement
outcome but only the probability of each possible outcome. After this operative achieve-
ment the first question can be: Is Quantum Mechanics complete? In this regards there
are the celebrated extensions via so-called hidden variables, one of the consequences of
Gleason’s theorem is establishing a relevant constraint on a possible extension of QM to
a deterministic theory.
A general theory of probability is based on two main definitions: The set of possible
events and the probability measure defined on such set. If we found QM as a probability
theory the set of events is made by the possible outcomes of an experimental measurement
performed on a quantum system or, equivalently, by the propositions that describe the
outcomes like the following proposition referred to a measurement of a physical quantity
performed at time t: «The measured value of the physical quantity A, at time t, belongs to
[a, b] ⊂ R». Thus the existence of incompatible quantities1 implies the existence of incom-
patible propositions, so we need a mathematical structure on the event space taking into
account this fact. If two quantum propositions are incompatible then the simultaneous
assignement of their truth value has not a physical meaning, then a Boolean σ-algebra
where conjunction and disjunction are always possible is not a suitable model to describe
quantum propositions.
In their 1936 outstanding paper about quantum logic [7], Birkhoff and von Neumann
identified a good model to describe the set of quantum events in the algebra of closed
subspaces of a Hilbert space. Within a modern approach we can describe quantum propo-
sitions by means of orthogonal projectors in a Hilbert space H. Orthogonal projectors are
bounded operators that are self-adjoint and idempotent, so their set is defined as:
P(H) := {P ∈ B(H)|PP = P, P ∗ = P}. (1.11)
In order to discuss the interesting structure of P(H), let us recall the definition of a lattice
as a partially ordered set.
Definition 4 Let (X,≥) be a poset. It is called lattice if for any pair x, y ∈ X the
1We choose the existence of incompatible quantities as the heuristic definition of a quantum system
or, in other words, the phenomenological definition of the quantumness of a physical system.
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subset {x, y} admits infimum and supremum.
We denote sup{x, y} as x∨ y and inf{x, y} as x∧ y. The following theorem shows that
P(H), equipped with the standard order relation ≥ between linear operators2 has the
structure of a lattice with some crucial properties.
Theorem 5 Let H be a Hilbert space. The set P(H) of orthogonal projectors in H
equipped with the standard operator order relation ≥ is a lattice with the following prop-
erties:
i) Maximum and minimum in P(H) are respectively the identity operator I and the null
operator 0, i.e. P(H) is a bounded lattice;
ii) If dimH ≥ 2 then P(H) is not distributive;
iii) If P,Q ∈ P(H) satisfy [P,Q] = PQ−QP = 0 then:
P
∧
Q = PQ,
P
∨
Q = P +Q− PQ;
iv) A set P0(H) of pairwise commuting elements of P(H) which is maximal w.r.t. the
commutation condition is a Boolean σ-algebra, i.e. P0(H) is a bounded distributive lattice
that is orthocomplemented 3 and σ-complete4.
Even the lattice P(H) is orthocomplemented (the orthocomplement of P ∈ P(H) is
given by ¬P = I−P ) and σ-complete but not distributive (ii), thus it does not carry the
structure of a Boolean algebra which can be restored in any set of commuting projectors.
In P0(H),
∨
and
∧
can be interpreted as logical connectives or and and respectively,
¬ as a negation not and ≤ as the logical implication ⇒. Thus we can summarize these
assumptions in the statement of an axiom-zero which requires that quantum propositions,
i.e. elementary propositions about a quantum system (whose truth value is assigned after
an experimental measurement), are represented by orthogonal projectors in a Hilbert
space and the compatibility corresponds to commutativity.
2≥ is defined as A ≥ B iff 〈ψ|A−Bψ〉 ≥ 0 for all ψ ∈ H, where 〈 |, 〉 denotes the inner product in H.
3A lattice (X,≥) is orthocomplemented if there exists a map ¬ : X 3 a 7→ ¬a such that: a∨¬a = 1,
a
∧¬a = 0, ¬(¬a) = 0, if a ≥ b then ¬b ≥ ¬a for any a, b ∈ X.
4A lattice (X,≥) is σ-complete if each countable set {an}n∈N ⊂ X admits supremum.
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Axiom 0 Quantum propositions are in bijective correspondence with the lattice of or-
thogonal projectors in a Hilbert space with de following identifications:
i) Compatible propositions correspond to commuting projectors;
ii) Logical implication (⇒) correspond with order relation ≤;
iii) Always true proposition corresponds to identity I and always false proposition corre-
sponds to null operator 0;
iv) The negation of the proposition given by the projector P corresponds to I− P ;
v) If two propositions are compatible then their logical conjunction (disjunction) makes
sense and correponds to
∧
(
∨
).
If two orthogonal projectors do not commute then operations
∧
and
∨
do not produce
orthogonal projectors, i.e. quantum propositions, this is consistent with the notion of
incompatibility as a non-commutativity. At the beginning of this chapter, we gave the
operative definition of quantumness of a physical system as the existence of incompatible
physical quantities, now we can characterize the quantum nature of a system by means
of the notion of non-commutativity in a mathematical structure: This notion is recurrent
in every quantization prescription and obiquitous in Quantum Physics.
Let us introduce the following general definition:
Definition 6 Let S be a quantum system and H be a Hilbert space. We say S is
described in H if the quantum propositions about S are in bijective correspondence with
the elements of P(H) in the sense of Axiom 0.
If one consider a quantum system described in H, then a very abstract notion of physical
state of the system, a quantum state, at time t is given by a map acting on P(H) and
valued in [0, 1] whose action on any proposition is the assignement of the probability
that it turns out to be true after an experimental measurement performed at time t. In
other words we can require that quantum states are represented by generalized probability
measures on P(H) as an axiom:
Axiom 1 A state at time t of a quantum system is a map µ : P(H) → [0, 1] satisfying
the following properties:
i) Normalization: µ(I) = 1;
ii) If {Pi}i∈N ⊂ P(H) satisfies PiPj = 0, for i 6= j, then:
µ
(
s−
∞∑
i=0
Pi
)
=
∞∑
i=0
µ(Pi).
Requirement ii) is a generalization of σ-additivity. One can prove the existence of a class
of functions provided by the axiom 1 [32]. For a fixed state µ of a quantum system,
propositions about the system are divided into classes: There is a class of propositions
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{P} such that µ(P ) = 1 and a class of propositions {Q} such that µ(Q) < 1. We can
assume that propositions of the first kind correspond to the properties of the system in
that state, the so-called good quantum numbers. A concrete characterization of quantum
states is given by the statement of Gleason’s theorem.
Theorem 7 (Gleason’s theorem) Let H be a complex separable Hilbert space with dimH >
2. For each function µ : P(H)→ [0, 1] satisfying the properties required by Axiom 1, there
exists a unique positive trace-class operator T with trace equal to 1 such that:
µ(P ) = tr(TP ) ∀P ∈ P(H).
The converse is true: Every T ∈ B1(H) which is positive with tr(T ) = 1 defines a
generalized probability measure (Axiom 1) as P 7→ tr(TP ).
By means of Gleason’s theorem, we can introduce the notion of quantum state as a positive
normalized trace-class operator, i.e. a density matrix. The first version of the complicated
proof of this theorem is presented in [21], but an alternative proof based on the machinery
of frame functions is sketched in the next chapter.
A remarkable corollary of Gleason’s theorem is given by the Kochen-Specker theorem,
whose physical interpretation is crucial to establish a constraint on a hidden variables
extension of QM, more precisely the statement of the theorem is a negativce result: a
map as in Axiom 1 cannot describe a deterministic state. As a probability measure, a
deterministic state should be represented by a Dirac measure which has values 0 or 1, for
example in Classical Mechanics a deterministic state can be defined as a Dirac measure
whose support is a single point of phase space.
Theorem 8 (Kochen-Specker) Let H be a complex separable Hilbert space with dimH >
2. There is no (bi-valued) function µ : P(H) → {0, 1} satisfying the properties required
by Axiom 1.
Proof. By the application of Gleason’s theorem one has that a µ : P(H)→ {0, 1} defines a
function on the unit sphere S(H), given by f : ψ 7→ µ (|ψ〉〈ψ|) = 〈ψ|Tψ〉 with T ∈ B1(H)
positive and normalized, which is continuous w.r.t. the induced topology. Thus its range
is connected as well as S(H). So f(ψ) = 0 for every ψ ∈ S(H) or f(ψ) = 1 for every
ψ ∈ S(H). In the first case T = 0, then tr(T ) 6= 1; in the second case T = I, so tr(T ) 6= 1
in finite dimension and it is not trace-class in infinite dimension.
Consider a quantum system described in the Hilbert space H, the set of states is given by:
S(H) = {ρ ∈ B1(H)|ρ ≥ 0, tr(ρ) = 1}, (1.12)
an element ρ ∈ S(H) is historically called density matrix. In proposition 2 there is the
well-known characterization of the convex set S(H) in B1(H). The extremal elements,
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pure states, are given by the all rank-1 orthogonal projectors ρψ = |ψ〉〈ψ| with ‖ ψ ‖= 1.
According to Krein-Millman theorem, every element of S(H) can be obtained as a convex
combination of pure states and the coefficients of the combination can be interpreted as
statistical weights in a mixed state. Moreover, using the statement of Gleason’s theorem,
we can observe that the notion of transition probability between pure sates is encoded in
the Axiom 1. Consider a quantum system S and the elementary proposition Pψ: «The
state of S at time t is the pure state identified by the normalized vector ψ ∈ H», if
ρ ∈ S(H) then tr(ρPψ) = 1 if and only if ρ = |ψ〉〈ψ|. So the quantity tr(ρφPψ) = |〈φ|ψ〉|2
can be interpreted as the probability that there is a transition from the pure state |ψ〉〈ψ|
to the pure state |φ〉〈φ| after a measurement performed at time t.
1.2.2 Measurement processes and quantum observables
In order to state an axiom about quantum measurement, we start from an evidence
of quantum phenomenology: If a measurement of a physical quantity performed on a
quantum system gives a certain result, then an immediately following measurement of the
same quantity produces the same result. This fact is historically called collapse of the
wavefuntion, it is fundamental to prepare a quantum system in a given state. Now we
need an axiom whose requirements imply the observed collapse of wavefunction.
Axiom 2 Let S be a quantum system. If the state S at time t is ρ ∈ S(H) and the
proposition represented by P ∈ P(H) is verified by a measuremet process at time t, after
this measurement the state of S is:
ρP =
PρP
tr(ρP )
.
The content of Axiom 2 seems to be an almost instantaneous non-unitary evolution from
a state to another one (unitary evolution of a quantum system is an axiom of QM, see
next section). This apparent contradiction originates by the following fact: measurement
apparatus is external to the observed system thus we have not the evolution of a closed
system; in this regard the theory of open quantum systems can be used to study quantum
measurements beyond the basic description provided in Axiom 2.
In this section we briefly describe how all physical quantities (quantum observables)
can be represented in the set of axioms. Consider an observable A (i.e. a physical quantity
whose value can be known by means an experimental measurement, thus its value should
be a real number) and a Borel set E ∈ B(R), we can formulate the proposition P (A)E : «the
value of A measured at time t belong to E». Thus a general notion of observable can
be given in the following terms: An observable is a map from the Borel σ-algebra of R
to the lattice of orthogonal projectors in a Hilbert space. According to Axiom 0 which
establishes the model for propositions and logical connectives, a quantum observable can
represented by a projective valued measure (PVM or spectral measure).
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Axiom 3 Each observable which can be measured by an experiment on the system S
described in the Hilbert space H is represented by a map A : B(R) → P(H) : E 7→ P (A)E
such that:
i)
[
P
(A)
E , P
(A)
E′
]
= 0 for any pair E,E ′ ∈ B(R);
ii) P (A)E
∧
P
(A)
E′ = P
(A)
E∩E′ for any pair E,E
′ ∈ B(R);
iii) P (A)R = I;
iv) If {En}n∈N is a countable family of Borel sets then:
∨
n∈N P
(A)
En
= P
(A)
∪n∈NEn
The first requirement implies that every quantum observable is compatible with itself,
ii) and iv) are imposed by consistency with Axiom 0 and iii) is the requirement that a
measurement outcome be a real number. In the standard formulation of QM, observables
are represented by self-adjoint operators in a Hilbert space, this picture can be recovered
via the spectral theory, in particular with the notion of integration w.r.t. a PVM5, where
the bijective correspondence between spectral measures on R and self-adjoint operators
can be proved. The general spectral decomposition of a (bounded or unbounded) self-
adjoint operator A has the celebrated form:
A =
∫
sp(A)
λdP (A)(λ), (1.13)
where sp(A) is the spectrum of A which corresponds with the support of P (A).
1.2.3 Quantum dynamics
In chapter 4 and chapter 5, we will discuss how time evolution of a quantum system
can be described by a Hamiltonian vector field as well as a classical system. Here, we
simply recall how quantum dynamics is described in the standard formulation of quantum
mechanics, the following axiom states the unitarity of time evolution in QM.
Axiom 4 Let S be a quantum system described in the Hilbert space H and J be an
inertial frame of reference. There exists a self-adjoint operator H on H corresponding to
the observable total mechanical energy of S and a one-parameter family {σt}t∈R+ ⊂ S(H)
such that:
i) σ(H) is lower bounded;
ii) For a fixed τ ∈ R: σt+τ = e−i τ~H σt ei τ~H , for all t ∈ R+.
Let us define some basic concepts in view of the above axiom:
5The integral w.r.t. a spectral measure P is defined on a simple function s =
∑
i aiχEi as
∫
s dP :=∑
i aiP (Ei). There is a unique extension of the defined integral operator to the Banach space of bounded
Borel-measurable functions.
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Definition 9 The self-adjoint operator H, introduced in Axiom 4, is called Hamilto-
nian of the system. The family {σt}t∈R+ of quantum states is called time evolution
of the system S (or quantum dynamics). The strongly continuous one-parameter group
{Uτ}τ∈R = {e−i τ~H}τ∈R is called time evolutor of the system S with respect to the frame
of reference J .
The first requirement of Axiom 4 avoids the existence of a quantum system which
can radiate an infinite amount of energy, while the second one implements the following
principle, known since the pioneering times of QM: The motion of a quantum system with
energy E is periodic and its frequency ω is given by the law E = ~ω.
If σt is a pure state, then σt+τ is pure as well by definition of quantum dynamics.
Writing these states as projectors σt = |ψt〉〈ψt| and σt+τ = |ψt+τ 〉〈ψt+τ |, Axiom 4 gives
the equation of motion for pure states:
ψt+τ = e
− iτ~ Hψt. (1.14)
Denoting the domain of H as D(H), ψt ∈ D(H) implies ψt+τ ∈ D(H) as one can prove
applying the spectral theorem for unbounded self-adhoint operators. Moreover Stone
theorem on one-parameter unitary groups ensures the existence of the limit:(
dUt
dt
)
t=0
ψ := lim
t→0
Utψ − ψ
t
∀ψ ∈ D(H), (1.15)
and the relation: (
dUt
dt
)
t=0
ψ = iHψ ∀ψ ∈ D(H). (1.16)
Using (1.14) and (1.16), one has the Schrödinger equation:
i~
d
dt
ψt = Hψt. (1.17)
Suppose the quantum dynamics (in a frame of reference J) of the system S is given by
the time evolutor {Uτ}τ∈R, one can define the map γ(H)τ (σ) := UτσU−1τ . The continuous
projective representation of the abelian group R induced by Uτ in this way R 3 τ 7→ γ(H)τ
is called dynamical flow of S w.r.t. J . If A is a quantum observable, its Heisembserg
representation at time t is defined as:
AH(t) := γ
(H)∗
t (A) = e
itHAe−itH ~ = 1, (1.18)
where R 3 t 7→ γ(H)∗t is the contragradient representation of R 3 t 7→ γ(H)t . In this dual
picture quantum states do not evolve in time and dynamics is represented in terms of
observables.
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A constant of motion is a physical quantity for which the probabilities of measuring
its values are independent of time in all states of the system. Thus a good mathematical
definition is the following: The observable A is a constant of motion if its Heisenberg
representation satisfies:
AH(t) = AH(0) ∀t ∈ R. (1.19)
Neglecting the issues about the domain of the operators we have that (1.19) is true if
and only if A commutes with H, in particular this equivalence is true in finite dimension
where the notion of domain of linear operators is superfluous.
1.2.4 Composite quantum systems
The last item of the present axiomatic setting is focused on composite quantum systems.
Chapter 5 of the dissertation is devoted to the application of geometric Hamiltonian
formulation to describe composite quantum systems made by two subsystems.
Axiom 5 If a quantum system S is composed of subsystems S1 and S2 that are described
in Hilbert spaces H1 and H2, then S is described in the Hilbert space given by the tensor
product H1 ⊗ H2.
Obviously the requirement of Axiom 5 can extends to quantum systems made by n sub-
systems. If the state at time t of subsystem S1 is described by the density matrix σ1 and
the state at time t of S2 is described by σ2 then the state at time t of S si described
by σ1 ⊗ σ2. However not all the density matrices in S(H1 ⊗ H2) are of product form
σ1 ⊗ σ2 by definition of quantum state; there are the so-called entangled states for which
the quantum state of each subsystem cannot be described independently.
If A1 is an observable for the subsystem S1 then A1 ⊗ I2, where I2 is the identity
operator in H2, is the corresponding observable for the composite system S. Since the
operators A1⊗ I2 and I1⊗A2 always commute (i.e. describe compatible observables) then
measurements on different subsystems can always be performed simultaneously. Some
basic features of composite systems are defined and characterized in chapter 5 of the
present dissertation.
1.3 Algebraic formulation
Algebraic approach to QM is a very general way to formulate quantum theories which is
also adopted in QFT, it provides a generalization of the standard framework discussed
above. In the section 4.3 of the present work the interplay of algebraic and geometric
formulations of QM is discussed.
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Definition 10 A linear associative algebra A over C is a C∗-algebra if it has the
following properties:
i) A is a Banach algebra, i.e. a normed space such that its norm ‖ ‖ satisfies:
‖AB ‖≤‖A‖‖B ‖ for all A,B ∈ A and A is complete w.r.t. the topology induced by ‖ ‖;
ii) There is an involution ∗ : A→ A,
(A+B)∗ = A∗ +B∗ (λA)∗ = λA∗ (AB)∗ = B∗A∗ (A∗)∗ = A;
for all A,B ∈ A and λ ∈ C;
iii) ‖A∗A‖=‖A‖2 for all A ∈ A.
The algebraic approach to the general mathematical description of a physical system is
based on the following assumptions:
Assumption 1 A physical system is completely characterized by an associated C∗-algebra
A (with identity). The observables of the system are the self-adjoint elements A∗ = A of
A.
Assumption 2 A state of the system is a normalized positive linear functional on A.
Some arguments to recognize the structure of a C∗-algebra in a set of physical quantities,
justifying the above assumptions, are given in [41] for example. The action of a state ω
on a A ∈ A is interpreted as the expectation value of A on ω. The set of states turns out
to be a convex set of the dual A′ of A, so we can define the notion of pure states even in
the algebraic formalism.
The observables of a quantum system generate a non-abelian C∗-algebra which is
an absolutely abstract object. Thus finding concrete realizations of the C∗-algebra of
observables is crucial to describe a physical system. From Gelfand-Naimark theory, we
know that every abelian C∗-algebra (classical systems) is represented by an algebra of
continuous functions on a compact space (given by the Gelfand spectrum). In order to
study quantum systems, one must know the concrete realization of a general abstract
C∗-algebra. An outstanding result in this way is given by Gelfand-Naimark-Segal theorem
which establishes that every state ω on a C∗-algebra A defines a unique (up to unitaries)
representation of A in a Hilbert space Hω.
Theorem 11 (GNS) Let A be a C∗-algebra with identity and ω be a state on A. There
is a Hilbert space Hω, a representation piω : A→ B(Hω) and a cyclic vector Ψω ∈ Hω such
that:
ω(A) = 〈Ψω|piω(A)Ψω〉 ∀A ∈ A. (1.20)
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Every representation pi of A in Hω with cyclic vector Ψ s.t. ω(A) = 〈Ψ|pi(A)Ψ〉 ∀A ∈ A,
is unitarily equivalent to piω.
GNS theorem shows that the abstract structure of the algebraic formulation can be con-
cretely realized in terms of standard formulation in Hilbert spaces: Representation of
observables as operators and expectation values as matrix elements. Thus the funda-
mental Hilbert space structure of QM postulated in the discussed axiomatic setting is a
structural consequence of the first assumption of the algebriac approach. Another fea-
ture of the standard formulation arising from GNS theorem is the following: The cyclic
vector Ψω can be interpreted as the state vector associated to ω in fact the action of ω
on the observable A, i.e. the expectation value, is the matrix element w.r.t. this vector.
However also a mixed state can be represented by a state vector using the cyclic vector
of its GNS representation. But one can prove that GNS representation of ω is irreducible
if and only if ω is pure, thus a mixed state cannot be represented by a cyclic vector of an
irreducible representation. In a irreducible representation, mixed states are obtained as
convex combinations of pure states.
GNS representation defined by a state may not be faithful. A very important and
celebrated result is the following.
Theorem 12 (Gelfand-Naimark) A C∗-algebra A is isomorphic to an algebra of bounded
operators in a Hilbert space.
The C∗-isomorphism provided by Gelfand-Naimark theorem can be constructed as the di-
rect sum ⊕ωpiω where ω ranges over pure states and piω is the associated irreducible GNS
representation [41]. In section 4.3 we construct explicitely the C∗-algebra of observables
F2(H) of a finite-dimensional quantum system in terms of classical-like observables ex-
ploiting the machinery of frame functions. The studied prescription to obtain classical-like
observables in the geometric formulation from self-adjoint operators in a n-dimensional
Hilbert space Hn is extended by linearity to B(Hn) giving rise to the Gelfand-Naimark
C∗-isomorphism. Definitions of a suitable product and a norm on F2(Hn) allow a geo-
metric description of the C∗-algebraic structure of quantum observables in terms of the
Kähler structure of the projective space P(Hn).
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Chapter 2
Machinery of frame functions
Content of this chapter is based on the paper [33].
2.1 Frame functions and quantum states
In the previous chapter Gleason’s theorem (theorem 7) is introduced as a remarkable
result to characterize quantum states of a system described in H that are generalized
probability measures (GPMs), according to Axiom 1, defined on the lattice of orthogonal
projectorsP(H). Gleason’s theorem establishes that GPMs are in bijective correspondence
with density matrices. The key-tool exploited in Gleason’s proof is the notion of frame
function [21].
Definition 13 Let H be a complex separable Hilbert space and S(H) := {ψ ∈ H| ‖ ψ ‖=
1}. A map f : S(H)→ C is called frame function on H if there is Wf ∈ C, called weight
of f , such that: ∑
x∈N
f(x) = Wf for every Hilbertian basis N of H. (2.1)
As an hint about the importance of frame function in the characterization of quantum
states: A GPM µ : P(H) → [0, 1] defines a frame function with unit weight taking the
restriction of µ to the set of rank-1 orthogonal projectors:
fµ(x) = µ(Px) with Px = |x〉〈x| , x ∈ S(H), (2.2)
in fact, once fixed some Hilbertian basis N ⊂ H:
∑
x∈N
fµ(x) = µ
(
s−
∑
x∈N
Px
)
= µ(I) = 1.
It is known that a real bounded frame function defined on a real Hilbert space with
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dimension 3 is continuous and can be uniquely represented as a quadratic form [21, 15].
The key-point of the original proof by Gleason is establishing that there is a positive
trace-class operator Tµ with tr(Tµ) = 1 such that fµ(x) = 〈x|Tµx〉 for all x ∈ S(H), with
dimH ≥ 3. Hence, representing frame functions as quadratic forms is sufficient to prove
Gleason’s theorem. Let PQ be the orthogonal projector onto the subspace Q ⊂ H. Let
{qi}i∈I be an orthonormal basis of Q and {hj}j∈J be the set of vectors which complete
{qi}i∈I to a basis of H; thus:
PQqi = qi and PQhj = 0 ∀i ∈ I,∀j ∈ J.
If µ is a GPM on H, fµ is the frame function obtained from µ and Tµ is the associated
operator, then we have:
µ(PQ) = µ
(
s−
∑
i∈I
Pqi
)
=
∑
i∈I
fµ(qi) =
∑
i∈I
fµ(qi) =
∑
i∈I
〈qi|Tµqi〉 =
=
∑
i∈I
〈qi|TµPQqi〉 =
∑
i∈I
〈qi|TµPQqi〉+
∑
j∈J
〈hj|Tµhj〉 = tr(TµPQ),
thus µ(P ) = tr(ATµ), for any P ∈ P(H).
In order to give an alternative proof of Gleason theorem [33], we consider a finite-
dimensional Hilbert space H, with dimH ≥ 3, and the unique regular Borel positive
measure νH invariant under the action of the unitary operators in H, with νH(S(H)) = 1,
and we prove that for every frame function f ∈ L2(S(H), νH) there is a unique linear
operator T : H → H such that f(x) = 〈x|Tx〉 for all x ∈ S(H). Sections 2.2 and 2.3 are
devoted to the proof of these results. In the next chapter the strong relationship of these
results with geometric QM is discussed.
2.2 Generalized complex spherical harmonics
2.2.1 Measure theory on the sphere
To prove that a complex frame function is representable as a quadratic form whenever it
is square-integrable w.r.t. the natural measure νn, we use the properties of the spaces of
generalized complex spherical harmonics, in particular some result due to Watanabe [44]
and several standard results on Hausdorff compact topological group representations [30].
Let us introduce the unit sphere in Cn as a 2n− 1-dimensional real smooth manifold:
S2n−1 := {x ∈ Cn|(x|x) = 1} where (z|w) :=
n∑
i=1
ziwi (2.3)
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νn denotes the U(n)-left-invariant (regular and complete) Borel measure on S2n−1, nor-
malized to νn(S2n−1) = 1, obtained from the two-sided Haar measure on U(n) on the
homogeneous space given by the quotient U(n)/U(n−1) ≡ S2n−1 as discussed in Chapter
4 of [11], noticing that both U(n) and U(n − 1) are compact and thus unimodular. Let
us prove that the measure νn is positive.
Lemma 14 If A 6= ∅ is an open subset of S2n−1 then νn(A) > 0.
Proof. {gA}g∈U(n) is an open covering of S2n−1. Compactness implies that S2n−1 =
∪Nk=1gkA for some finite N . If νn(A) = 0, sub-additivity and U(n)-left-invariance would
imply νn(S2n−1) = 0 that is false.
As νn is U(n)-left-invariant,
U(n) 3 g → Dn(g) with Dn(g)f := f ◦ g−1 for f ∈ L2(S2n−1, dνn) (2.4)
defines a faithful unitary representation of U(n) on L2(S2n−1, dνn).
Lemma 15 For every n = 1, 2, . . . the unitary representation (2.4) is strongly continu-
ous.
Proof. It is enough proving the continuity at g = I. If f ∈ L2(S2n−1, dνn) is continuous,
U(n) × S2n−1 3 (g, u) 7→ f(g−1u) is jointly continuous and thus bounded by K < +∞
since the domain is compact. Exploiting Lebesgue dominated convergence theorem as
|f ◦ g−1(u)− f(u)|2 ≤ K and the constant function K being integrable since the measure
νn is finite:
||Dn(g)f − f ||22 =
∫
S2n−1
|f ◦ g−1 − f |2dνn → 0 as g → I,
If f is not continuous, due to Luzin’s theorem, there is a sequence of continuous functions
fn converging to f in the norm of L2(S2n−1, dνn). Therefore
||f ◦ g−1 − f ||2 ≤ ||f ◦ g−1 − fng−1||2 + ||fn ◦ g−1 − fn||2 + ||fn − fn||2 .
If  > 0, there exists k with ||f ◦ g−1 − fkg−1||2 = ||f − fk||2 < /3 where we have also
used the U(n)-invariance of νn. Since fk is continuous we can apply the previous result
getting ||fk ◦ g−1 − fk||2 < /3 if g is sufficiently close to I.
We are in a position to define the notion of spherical harmonics we shall use in the
rest of the paper. If, p, q = 0, 1, 2, . . ., Pp,q denotes the set of polynomials h : S2n−1 → C
such that h(αz1, ..., αzn) = αpαqh(z1, ..., zn) for all α ∈ C, the standard Laplacian ∆2n on
R2n can be applied to the elements of Pp,q in terms of decomplexified Cn. Now, we have
the following known result (see Theorems 12.2.3, 12.2.7 in [39] and theorem 1.3 in [25]):
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Theorem 16 If Hn(p,q) := Ker∆2n|Pp,q , the following facts hold.
(a) The orthogonal decomposition is valid, each Hn(p,q) being finite-dimensional and closed:
L2(S2n−1, dνn) =
+∞⊕
p,q=0
Hn(p,q), (2.5)
(b) Every Hn(p,q) is invariant and irreducible under the representation (2.4) of U(n), so
that the said representation correspondingly decomposes as
Dn(g) =
+∞⊕
p,q=0
Dp,qn (g) with Dp,qn (g) := Dn(g)|Hn(p,q).
(c) If (p, q) 6= (r, s) the irreducible representations Dp,qn and Dr,sn are unitarily inequivalent:
there is no unitary operator U : Hn(p,q) → Hn(r,s) with UDp,qn (g) = Dr,sn (g)U for every
g ∈ U(n).
Definition 17 For j ≡ (p, q), with p, q = 0, 1, 2, ..., the generalized complex spher-
ical harmonics of order j are the elements of Hn(p,q).
2.2.2 Zonal spherical harmonics
A useful technical lemma is the following.
Lemma 18 For n ≥ 3, Hn(1,1) is made of the restrictions to S2n−1 of the polynomials
h(1,1)(z, z) = (z|Az) = ztAz (z, z ∈ Cn), A being any traceless n× n matrix.
Proof. h(1,1) is of first-degree in each variables so h(1,1)(z, z) = ztAz for some n×n matrix
A. ∆2nh(1,1) = 0 is equivalent to trA = 0 as one verifies by direct inspection.
For n ≥ 3, there is a special class of spherical harmonics in Hnj that are parametrized by
vectors t ∈ S2n−1 [25].
Definition 19 For n ≥ 3, the zonal spherical harmonics are elements of Hnj defined
as (the scalar product (·|·) being that in (4.22))
F jn,t(u) := R
n
j ((u|t)) ∀u ∈ S2n−1, (2.6)
where the polynomials Rnj (z) have the generating function
(1− ξz − ηz + ξη)1−n =
+∞∑
p,q=0
Rnp,q(z)ξ
pηq (2.7)
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with |z| ≤ 1, |η| < 1, |ξ| < 1.
These zonal spherical harmonics are a generalization of the eigenfunctions of orbital angu-
lar momentum with Lz-eigenvaluem = 0 as it appears comparing (2.7) with the generating
function of Legendre polynomials Pl(u):
1√
1− 2tu+ t2 =
+∞∑
l=0
Pl(u)t
l with |t| < 1, u ∈ [−1, 1]. (2.8)
From (2.7) we get two identities we shall use later:
p!q!Rnp,q(1) = (−1)p+q(n− 1)n(n+ 1) · · · (n+ p− 2)(n− 1)n(n+ 1) · · · (n+ q − 2),
p!q!Rnp,q(0) = (−1)pδpqp!(n− 1)n(n+ 1) · · · (n+ p− 2). (2.9)
We intend to show that, in the finite-dimensional, with dim(H) ≥ 3, complex case a frame
function f : S(H)→ C, can always be uniquely represented as a quadratic form whenever
f ∈ L2(S(H), dν). We need a preliminary technical result.
Proposition 20 If f ∈ L2(S2n−1, dνn), then each projection fj on Hnj verifies, where µ
is the Haar measure on U(n) normalized to µ(U(n)) = 1:
fj(u) = dim(H
n
j )
∫
U(n)
tr(Dj(g))f(g−1u)dµ(g) a.e. in u with respect to νn, (2.10)
where the right-hand side is a continuous function of u ∈ S2n−1.
If fj is re-defined on a zero-measure set in order to be continuous and f ∈ L2(S2n−1, dνn)
is a frame function, then fj is a frame function as well with Wfj = 0 when j 6= (0, 0).
Proof. First of all notice that, if f ∈ L2(S2n−1, dνn), the right-hand side of (2.10) is well
defined and continuous. This is because U(n) 3 g 7→ tr(Dj(g)) is continuous – and thus
bounded since U(n) is compact – in view of lemma 15 and the fact that dim(Hnj ) is finite
for theorem 16. Furthermore, for almost all u ∈ S2n−1 the map U(n) 3 g 7→ f(g−1u)
is L2(U(n), dµ) – and thus L1(U(n), dµ) because the measure is finite – as follows by
Fubini-Tonelli theorem and the invariance of νn under U(n), it being
∫
U(n)
dµ(g)
∫
S2n−1
|f(g−1u)|2dνn(u) =
∫
U(n)
dµ(g)
∫
S2n−1
|f(u)|2dνn(u) = µ(U(n))||f ||2 < +∞.
Actually, in view of the fact that µ is invariant, and U(n) transitively acts on S2n−1, the
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map U(n) 3 g 7→ f(g−1u) is L2(U(n), dµ) for all u ∈ S2n−1. Countinuity can be proved
by noticing that, as S2n−1 = U(n)/U(n− 1), if u0 ∈ S2n−1 there is an injective continuous
map S2n−1 3 u 7→ gu with guu0 = u, that is a continuous left-inverse of the canonical
projection U(n)→ U(n)/U(n− 1). Therefore, using the invariance of the Haar measure∫
U(n)
tr(Dj(g))f(g−1u)dµ(g) =
∫
U(n)
tr(Dj(gug))f(g
−1u0)dµ(g) .
Since (u, g) 7→ tr(Dj(gug)) is continuous due to lemma 15, the measure is finite and
g 7→ f(g−1u0) is integrable, Lebesgue dominated convergence theorem implies that, as
said above, u 7→ ∫
U(n)
tr(Dj(gug))f(g
−1u0)dµ(g) is continuous.
Let us pass to prove (2.10) for f containing a finite number of components. So F is finite,
f ∈ L2(S2n−1, dνn) and:
f(u) =
∑
j∈F
fj(u) =
∑
j∈F
dim(Hnj )∑
m=1
f jmZ
j
m(u) f
j
m ∈ C
where {Zjm}m=1,...,dimHnj is an orthonormal basis of Hnj , with Z
(0,0)
n = 1, made of continuous
functions (it exists in view of the fact that Pp,q is a space of polynomials and exploiting
Gramm-Schmitd’s procedure), and f jm ∈ C. Then
Dj0m0m′0
(g)f(g−1u) =
∑
j∈F
∑
m,m′
Dj0m0m′0
(g)Djmm′(g)f
j
m′Z
j
m(u) .
In view of (c) of theorem 16 and Peter-Weyl theorem, taking the integral over g with
respect to the Haar measure on U(n) one has:∫
Dj0m0m′0
(g)f(g−1u)dµ(g) = dim(Hnj0) f
j0
m′0
Zjm0(u) ,
that implies (2.10) when taking the trace, that is summing over m0 = m′0. To finish
with the first part, let us generalize the obtained formula to the case of F infinite. In
the following Pj : L2(S2n−1, νn)→ L2(S2n−1, νn) is the orthogonal projector onto Hnj . The
convergence in the norm || ||2 implies that in the norm || ||1, since νn(S2n−1) < +∞. So
if hm → f in the norm || ||2, as Pj is bounded:
(|| ||1)
lim
m→+∞
Pjhm =
(|| ||2)
lim
m→+∞
Pjhm = Pj
(
(|| ||2)
lim
m→+∞
hm
)
= Pjf .
We specialize to the case where each hm =
∑p+q=m
(p,q)=(0,0) f(p,q) so that hm → f as m→ +∞
in the norm || ||2. As every hm has a finite number of harmonic components the identity
above leads to:
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dim(Hnj )
(|| ||1)
lim
m→+∞
∫
U(n)
tr(Dj(g))hm(g
−1u)dµ(g) = Pjf =: fj .
Now notice that, as U(n) 3 g 7→ tr(Dj(g)) is bounded on U(n) by some K < +∞:∣∣∣∣∣∣∣∣∫
U(n)
tr(Dj(g))hm(g
−1u)dµ(g)−
∫
U(n)
tr(Dj(g))f(g−1u)dµ(g)
∣∣∣∣∣∣∣∣
1
≤ K
∫
S2n−1
dν(u)
∫
U(n)
dµ(g)
∣∣hm(g−1u)− f(g−1u)∣∣
= K
∫
U(n)
dµ(g)
∫
S2n−1
dν(u)
∣∣hm(g−1u)− f(g−1u)∣∣
= K
∫
U(n)
dµ(g)
∫
S2n−1
dν(u) |hm(u)− f(u)| = Kµ(U(n))||hm − f ||1 → 0 .
We have found that, as wanted:∣∣∣∣∣∣∣∣fj − dim(Hnj )∫
U(n)
tr(Dj(g))f(g−1u)dµ(g)
∣∣∣∣∣∣∣∣
1
= 0 .
To conclude assume j 6= (0, 0) otherwise the thesis is trivial. We notice that, when fj is
taken to be continuous (and it can be done in a unique way in view of lemma 14, referring
the Hilbert basis of continuous functions Zjm as before), (2.10) must be everywhere true.
Therfore, if e1, e2, . . . , en is a Hilbert basis of Cn
1
dim(Hnj )
∑
k
fj(ek) =
∫
U(n)
tr(Dj(g))
∑
k
f(g−1ek)dµ(g) =
∫
U(n)
tr(Dj(g))Wfdµ(g) = 0
because Wf is a constant and thus it is proportional to 1 = D(0,0) which, in turn, is
orthogonal to Djmm′ for j 6= (0, 0) in view of Peter-Weyl theorem and (c) of theorem
16.
2.3 L2-frame functions as quadratic forms
If H is a finite-dimensional complex Hilbert space H, with dimH = n ≥ 3, there is only
a regular Borel measure, ν, on S(H) which is both-sided invariant under the natural
action of every unitary operator U : H → H and ν(S(H)) = 1. It is the U(n)-invariant
measure νn induced by any identification of H with a corresponding Cn obtained by fixing
a orthonormal basis in H. The uniqueness of ν is due to the fact that different orthonormal
basis are connected by means of transformations in U(n).
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Theorem 21 If f is a generally complex frame function on a finite-dimensional complex
Hilbert space H, with dimH ≥ 3 and f ∈ L2(S(H), dν), there is a unique linear operator
A : H→ H such that:
f(z) = 〈z|Az〉 ∀z ∈ S(H), (2.11)
where 〈 | 〉 is the inner product in H. A turns out to be Hermitean if f is real.
Proof. We start from the uniqueness issue. Let B be another operator satisfying the
thesis, so that 〈z|(A − B)z〉 = 0 ∀z ∈ H. Choosing z = x + y and then z = x + iy one
finds 〈x|(A− B)y〉 = 0 for every x, y ∈ H, that is A = B. We pass to the existence of A
identifying H to Cn by means of an orthonormal basis {ek}k=1,...,n ⊂ H. f ∈ L2(S2n−1, dνn)
can be decomposed f =
∑
j fj with fj ∈ Hnj . Lemma 20 implies that, if g ∈ U(n):
n∑
k=1
(
Dj(g)fj
)
(ek) =
n∑
k=1
fj(g
−1ek) = 0 if j 6= (0, 0) (2.12)
Assuming fj 6= 0, since the representation Dj is irreducible, the subspace of Hnj spanned
by all the vectors Dj(g)fj ∈ Hnj is dense in Hnj when g ranges in U(n). As Hnj is finite-
dimensional, the dense subspace is Hnj itself. So it must be
∑n
k=1 Z(ek) = 0 for every
Z ∈ Hnj . In particular it holds for the zonal spherical harmonic F jn,e1 individuated by e1:∑n
k=1 F
j
n,e1
(ek) = 0. By definition of zonal spherical harmonics the above expression can
be written in these terms: Rnp,q(1) + (n− 1)Rnp,q(0) = 0, and using relations (2.9):
(−1)p+q(n− 1)n(n+ 1) · · · (n+ p− 2)(n− 1)n(n+ 1) · · · (n+ q − 2) =
= (−1)pδpqp!(n− 1)2n(n+ 1) · · · (n+ p− 2). (2.13)
(2.13) implies p = q. Indeed, if p 6= q the right hand side vanishes, while the left does
not. Now, for n ≥ 3 and j 6= (0, 0) we can write:
(n− 1)2n2(n+ 1)2 · · · (n+ p− 2)2 = (−1)pp!(n− 1)2n(n+ 1) · · · (n+ p− 2). (2.14)
The identity (2.14) is verified if and only if p = 1. In view of lemma 18, we know that the
functions f(1,1) ∈ Hn(1,1) have form f(x) = 〈x|A0x〉 with trA0 = 0. We conclude that our
frame function f can only have the form:
f(x) = c+ f(1,1)(x) = 〈x|cIx〉+ 〈x|A0x〉 = 〈x|Ax〉 x ∈ S2n−1 .
If f is real valued 〈x|Ax〉 = 〈x|Ax〉 = 〈x|A∗x〉 and thus 〈x|(A−A∗)x〉 = 0. Exploiting the
same argument as that used in the proof of the uniqueness, we conclude that A = A∗.
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The statement of theorem 21 establishes a bijective correspondence between linear op-
erators in a finite-dimensional Hilbert space H and the frame functions belonging to
L2(S(H), ν). Thus one can suppose to represent quantum observables and density matri-
ces as function, possibly in a classical-like fashion. Since f(z) = 〈z|Az〉 = tr(A|z〉〈z|) =
tr(APz), where Pz is the orthogonal projector on the 1-dimensional subspace spanned by
z ∈ S(H), the frame function f can be viewed as a function defined on the projective
space P(H). In the next chapter we give an equivalent definition of frame function on the
projective space which is a good candidate to be a quantum phase space.
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Chapter 3
Interplay of Hamiltonian and Quantum
formalisms
Content of this chapter is based on the paper [34].
3.1 Complex projective space as a quantum phase space
3.1.1 A classical-like formulation of QM
In his 1979 paper [27], T.W.B. Kibble gave a first suggestion about a geometric formula-
tion of Quantum Mechanics as a Hamiltonian theory in a complex projective space with
some remarkable analogies with Classical Mechanics. Examples of other works on this
topic are [6, 9]. Geometric Hamiltonian construction is rather effective in finite dimen-
sion, if the Hilbert space of a considered quantum theory is infinite-dimensional there
are several problems regarding unbounded operators, infinite-dimensional manifolds and
measure theory issues that we point out later. The phase space of the Hamiltonian for-
mulation is given by the projective space P(H) constructed on the Hilbert space H of the
considered quantum theory. P(H) has a natural almost Kähler structure, i.e. a symplec-
tic form1 ω is defined on P(H), beyond a Riemannian metric g and a almost complex
structure j which transforms ω into g and viceversa. The presence of a symplectic form
allows the definition of a Hamiltonian formalism with the notions of Poisson bracket and
Hamiltonian vector fields. Let us recall some fundamental ideas of general Hamiltonian
formalism: a diffeomorphism F : M → M on a symplectic manifold (M, ω) is said to
be symplectic if and only if it preserves the symplectic form F ∗ω = ω. For every smooth
f : M → R the associated Hamiltonian vector field Xf can be defined as the unique
vector field satisfying ωp(Xf , ·) = dfp. When H is the Hamiltonian function of a physical
system described in the phase spaceM, the integral curves t 7→ s(t) ∈M of XH , i.e. the
solutions of the Hamilton equation:
1A closed non-degenerate smooth 2-form.
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ds
dt
= XH(s(t)), (3.1)
represent the dynamics of the system. The general evolution along the integral curves of
the Hamiltonian vector field Xf defines a one-parameter group of symplectic diffeomor-
phism called Hamiltonian flow generated by f . The Poisson bracket of a pair of functions
f, g :M→ R is defined as {f, g} := ω(Xf , Xg) and the commutator of two Hamiltonian
vector fields satisfies [Xf , Xg] = Xf,g, in fact f 7→ Xf turn out to be an isomorphism of
Lie algeras.
On the quantum phase space, an observable should be represented by a real-valued
function in a classical-like picture. In this chapter, we define a general prescription A 7→ fA
to associate a classical-like observable fA : P(H)→ R to any quantum observable A (self-
adjoint operator in H) in order to obtain a meaningful Hamiltonian description of quantum
dynamics. More precisely, fixing a Hamiltonian operator H and its asscoiated classical-
like Hamiltonian function fH : The equivalence between Schrödinger dynamics given by
H and Hamilton dynamics given by the vector field defined by fH is required. In other
words the solutions of Schrödinger equation correspond to the flow lines of Hamltonian
vector field. Furthermore, one can prove that a vector field on P(H) is Hamiltonian if and
only if it is a Killing vector field w.r.t. the Riemannian metric g; every notion of unitary
evolution corresponds to a notion of an evolution along a suitable g-Killing flow.
Another interesting feature of the correspondence between standard QM in H and the
classica-like Hamiltonian QM in P(H) is the computation of expectation values. Within
a classical theory formulated in the phase space M, the expectation value of a classical
observable f :M→ R is computed as the integral of f w.r.t. the measure ρdµ, where µ
is the Liouville volume form induced by the symplectic form onM and ρ is a probabil-
ity density satisfying Liouville equation. In QM the expectation value of the observable
represented by the self-adjoint operator A is computed as the trace tr(Aσ), where σ is
the density matrix representing the state of the quantum system. We need a correspon-
dence between quantum states and probability densities on P(H) in such a way quantum
expectation values can be computed as classical expectation values.
This chapter is devoted to classify all possible correspondences from quantum and
classical-like states (i.e. probability densities on P(H)) on the one hand and quantum and
classical-like observables (i.e. real-valued fucntions on P(H)) on the other hand in order
to obtain a quantum theory where evolution is given by a Hamiltonian vector field and
expectation values are computed as integrals w.r.t. Liouville measures. In this sense we
obtain a classical-like formulation of a quantum theory and not a proper classical theory, in
fact once constructed the observable algebra in terms of classical-like observables we have
a non-commutative ?-product given by three contributions: pointwise, Lie and Jordan.
A first intuitive and informal motivation to choose the projective Hilbert space as a
phase space for a quantum theory is the following: It represents the pure states of the
system so the Schrödinger evolution of a pure state can be seen as a curve in the pro-
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jective space which is similar to a classical evolution in a classical phase space. For the
same reason, one can choose the Lie group of unitary operators to be the quantum phase
space, however projective space has a rich geometric structure to set up a symplectic
description. Adopting the point of view of this dissertation we can present the following
instance: In every finite-dimensional Hilbert Hn with dimHn = n > 2, there is a bijective
correspondence between linear operators and the set of L2-frame functions on S(Hn) (the-
orem 21). Then one suspects of being able to represent self-adjoint operators and density
matrices as scalar functions on the unit sphere of the Hilbert space. A frame function
on the sphere can be equivalently defined on the projective space, in fact for any frame
function f ∈ L2(S(Hn), νn) there is a unique linear operator A such that:
f(ψ) = 〈ψ|Aψ〉 = tr(A|ψ〉〈ψ|),
thus we can be understood as a function well-defined on the projective space: f(p) =
tr(Ap) for any p ∈ P(Hn). In this sense the projective space constructed on the Hibert
space of the theory is a good candidate to play the rôle of a phase space. A consistent
definition of frame function as a function on P(Hn) is introduced further.
3.1.2 Kähler structure of the complex projective space
In this section Hn denotes a (complex) Hilbert space with finite dimension n > 1 and U(n)
denotes the group of unitary operators on Hn. In finite dimensions the sphere S(Hn) and
the projective space P(Hn) have a structure of compact, second countable, topological
spaces. Moreover we prove that P(Hn) can be equipped with the structure of a real
(2n− 2)-dimensional smooth manifold and the projection S(Hn)→ P(Hn) = S(Hn)/U(1)
is a smooth submersion. First of all note that Hn can be identified with Cn once choose
an orthonormal basis, thus Hn has the natural structure of a real 2n-dimensional smooth
manifold which does not depend on the choice of the basis. Such structure can be induced
on S(Hn) and P(Hn). Furthermore, as a consequence of statement 3. of propostion 2,
P(Hn) can be identified to Sp(Hn).
Proposition 22 The following facts hold in the real smooth manifold Hn.
i) S(Hn) is a real (2n− 1)-dimensional embedded submanifold of Hn.
ii) P(Hn) can be equipped with a real (2n − 2)-dimensional smooth manifold structure in
a way such that both the continuous projection pi : S(H) 3 ψ 7→ [ψ] ∈ P(H) is a smooth
submersion and the transitive action of the compact Lie group U(n) on Sp(Hn) ≡ P(Hn)
defined as:
U(n)× P(Hn) 3 (U, p) 7→ ΦU(p) := U pU−1 ∈ Sp(Hn), (3.2)
is smooth.
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Proof. (a) S(Hn) is a real (2n−1)-dimensional embedded submanifold of Hn. Let us sketch
how it happens. If (z01, . . . , z0n) ∈ S(Hn), there is an open (in Hn) neighbourhood O of
that point such that for every (z1, . . . , zn) ∈ O′ := S(Hn) ∩ O there is a component, say
zk = xk + iyk, (the same for all points of O) such that either xk or yk can be written as a
smooth function of the remaining components zh, when (z1, . . . , zn) ∈ O′. This procedure
define a natural local chart on S(Hn) with domain O′. Collecting all these charts, that are
mutually smoothly compatible, one obtains a smooth differentiable structure on S(Hn)
making it a real (2n− 1)-dimensional embedded submanifold of Hn.
(b) Similarly P(Hn) can be equipped with a real (2n − 2)-dimensional smooth manifold
structure. Consider (z01, . . . , z0n) ∈ [ψ0] ∈ P(Hn). At least one of the components z0j
cannot vanish, say z0h. By continuity this fact is valid in an open neighbourhood V of
(z01, . . . , z0n) ∈ S(Hn). In that neighbourhood the set of n − 1 ratios zj/zh with j 6= h
determine a point on P(Hn) biunivocally. These n−1 ratios vary in an open neighborhood
V ′ := pi(V ) ⊂ P(Hn) of [ψ0] when the components (z1, . . . , zn) range in V . Decomposing
each of these ratios into real and imaginary part, we obtain a real local chart on V ′ ⊂ P(Hn)
with 2n−2 real coordinates. Collecting all these local charts, that are mutually smoothly
compatible, one obtains a smooth differentiable structure on P(Hn), making it a 2n − 2-
dimensional real smooth manifold. With the said structures, the canonical projection
pi : S(Hn)→ P(Hn) becomes a smooth submersion and the transitive action (3.2) of U(n)
on P(Hn) turns out to be smooth as one easily proves.
It is well-known that the finite-dimensional projective space has a structure of 2n− 2-
dimensional symplectic manifold. Let us summarize the symplectic geometry of P(Hn)
starting from a useful characterization of the tangent space by means the ransitive action
of U(n). Henceforth iu(n) denotes the real vector space of self-adjoint operators on Hn,
u(n) is the Lie algebra of U(n).
Proposition 23 The tangent vectors v at p ∈ P(Hn) ≡ Sp(Hn) are all of the elements
in B(Hn) of the form: v = −i[Av, p], for some Av ∈ iu(n). Consequently, A1, A2 ∈ iu(n)
define the same vector in TpP(Hn) iff [A1 − A2, p] = 0.
Proof. The action (3.2) is transitive and smooth so, on the one hand P(Hn) is diffemorphic
to the quotient U(n)/Gp, where Gp ⊂ U(n) is the isotropy group of p ∈ P(Hn) and
on the other hand the projection Πp : U(n) 3 U 7→ UpU−1 ∈ P(Hn) is a submersion
[46, 38] and thus dΠp|U=I : u(n) → TpP(Hn) is surjective. The thesis is true because
dΠp(B)|U=I = [B, p] for every B ∈ u(n) and u(n) is the real vector space of anti-self
adjoint in B(H).
Representing tangent vectors in a fixed point of the manifold with operators, one can
define the following map for any fixed value of the constant κ > 0:
ωp(u, v) := −iκ(p[Au, Av]) u, v ∈ TpP(Hn), (3.3)
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that is a symplectic form being the Kostant-Kirillov form defined on the rank-1 orbit
P(Hn) =
U(n)
U(n−1)U(1) of U(n). It is a well-known fact [6, 9] that a a Riemannian metric can
be defined on P(Hn), the so-called Fubini-Study metric:
gp(u, v) :== −κtr(p([Au, p][Av, p] + [Av, p][Au, p])) u, v ∈ TpP(Hn), (3.4)
adopting thenotation −i[A, p] = p, Fubini-Study metric assumes the more popular form
ds2 = gp(dp, dp) = 2κtr(p(dp)
2), spplying the polarization identity. The symplectic form
ω and the metric g are compatible in an almost complex structure defined by the class j
of linear maps:
jp : TpP(Hn) 3 v 7→ i[v, p] ∈ TpP(Hn) p ∈ P(Hn). (3.5)
The map p 7→ jp is smooth, jpjp = −ITpP(Hn) for every p ∈ P(Hn) and ωp(u, v) = gp(u, jpv)
if u, v ∈ TpP(Hn). Thus (ω, g, j) is an almost Kähler structure on P(Hn). Indeed the almost
complex form j is also integrable [23], so P(Hn) is a Kähler manifold. As anticipated the
symplectic structure is crucial to state a Hamiltonian formulation of QM in a classical-like
fashion while the Fubini-Study metric is useful to characterize Hamiltonian vector fields
in such formulation as Killing fields.
From the geometrical point of view, it is well-known [8, 29] that the projective space of
an infinite-dimensional Hilbert space can be endowed with a structure of Kähler manifold
which is a generalization of the Kähler structure in a finite-dimensional projecticve space.
3.2 Frame functions on the projective space
3.2.1 From the sphere to the projective space
Definition of frame function and the statement of theorem 21 given in the chapter 2 can
be consistently reformulated on P(Hn) rather than on the sphere. The unique U(n)-
invariant regular positive Borel measure νn, determined on S(Hn) ny its normalization
νn(S(Hn)) = 1, induces a suitable measure µn on P(Hn) as proved below.
Proposition 24 Let νn : S(Hn) → [0, 1] denote the unique U(n)-left-invariant regular
Borel measure with νn(S(Hn)) = 1. There exists a unique positive Borel measure µn over
P(Hn) such that, if pi : S(Hn)→ P(Hn) is the natural projection map, then:
f ◦ pi ∈ L1(S(Hn), νn) if f ∈ L1(P(Hn), µn), and
∫
P(Hn)
fdµn =
∫
S(Hn)
f ◦ pi dνn .
The measure µn fulfils the following:
i) Referring to the smooth action (3.2), µn is the unique U(n)-left-invariant regular Borel
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measure on P(Hn) with µn(P(Hn)) = 1.
ii) It coincides to the Liouville volume form induced by ω up to its normalization.
iii) It coincides to the Riemannian measure induced by g up to its normalization.
Proof. Henceforth B(X) denotes the Borel σ-algebra on the topological space X. If µn
exists, the requirement
∫
P(Hn)
fdµn =
∫
S(Hn) f ◦ pidνn entails that, for f := χE, it holds:
µn(E) = νn(pi
−1(E)) for every E ∈ B(P(Hn)) . (3.6)
That relation proves that, if µn exists, it is uniquely determined by νn. Let us pass to the
existence issue. Since pi is continuous, is Borel-measurable and thus pi−1(E) ∈ B(S(Hn))
if E ∈ B(P(Hn)). Since the other requirements are trivially verified, (3.6) defines, in fact,
a positive Borel measure on P(Hn). That measure fulfils
f ◦ pi ∈ L1(S(Hn), νn) if f ∈ L1(P(Hn), µn), and
∫
P(Hn)
fdµn =
∫
S(Hn)
f ◦ pi dνn .
directly from the definition of integral and µn(P(Hn)) = νn(pi−1(P(Hn))) = νn(S(Hn)) = 1.
µn is regular because P(Hn) is compact it being the image of the compact set S(Hn) under
the continuous map pi with finite measure [39] and this regularity results also applies
the the Liouville measure and the Riemannian one. Concerning the invariance under the
action of PU(n), it arises from that of µn under U(n):
µn(E) = νn(pi
−1(E)) = νn(Upi−1(E)) = νn(pi−1(UEU−1)) = µn(UEU−1) if U ∈ U(n).
(a) Pn(Hn) is homeomorphic to the quotient of compact groups U(n)/H where H is the
isotropy group of any point of Pn(Hn), since H is closed in the compact group U(n), it is
compact as well. Thus there is a non-vanishing U(n) left invariant positive regular Borel
measure on Pn(Hn), uniquely determined by the volume of Pn(Hn) (Chapter 4 of [11]).
That measure must thus coincide with µn up to a strictly positive multiplicative constant.
(b) and (c) the Liouville measure and the Riemannian measure are non-vanishing U(n)
left invariant positive regular Borel measure on Pn(Hn), because both ω and g are U(n)
invariant. Therefore they have to coincide with µn up to a strictly positive multiplicative
constant.
In view of the statement ii), the image of the measure νn (which is crucial to state the
bijective correspondence between frame functions and linear operators) turns out to be
the Liouville form on P(Hn), i.e. the measure on the phase space w.r.t. which expectation
values are computed. The critical issue to state a definition of of frame function on P(Hn)
is finding an analogue of orthonormal basis on P(Hn). The next result is rather helpful in
this sense.
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Proposition 25 Let H be a complex separable Hilbert space and pi : S(Hn)→ P(Hn) the
natural projection from the unit sphere to the projective space. A subset N of P(Hn) can
be written as {pi(ψ)}ψ∈M for some Hilbertian basis M of H if and only if d2(p, p′) =
√
2
for p 6= p′ and N is maximal w.r.t. this property.
Proof. As d2 (ψ〈ψ| · 〉, φ〈φ| · 〉) =
√||ψ||4 + ||φ||4 − 2|〈ψ|φ〉|2 if ψ, φ ∈ H, for ψ, φ ∈ S(H),
one has d2 (ψ〈ψ| · 〉, φ〈φ| · 〉) =
√
2 if and only if ψ ⊥ φ. The proof concludes noticing that
the maximality property in the thesis is equivalent to that of a Hilbertian basis.
For H n-dimensional Hilbert space Hn, we have that N is maximal if and only if N
contains exactly n elements.
Definition 26 Let H be separable complex Hilbert space. N ⊂ P(Hn is called basis of
P(Hn) if d2(p, p′) =
√
2 for p, p′ ∈ n with p 6= p′ and N is maximal w.r.t. this property.
The above definition of disguised basis allows to introduce an equivalent notion of frame
function on the projective space.
Definition 27 A map f : P(Hn) → C is called frame function if there is Wf ∈ C
such that:
n∑
i=1
f(pi) = Wf , (3.7)
for every basis {pi}i=1,...,n of P(Hn).
Theorem 21 can be now restated referring to the measure µn also completing it by adding
some other elementary facts. Statement is (b) is the equivalent result of theorem 21.
Theorem 28 In Hn the following facts holds.
1. If A ∈ B(A) then
FA(p) := tr (pA) for p ∈ P(Hn). (3.8)
defines a frame function with WFA = trA which belongs to L2(P(Hn), dµn).
2. If F : P(Hn)→ C is a frame function, n > 2 and F ∈ L2(P(Hn), dµn), then there is
a unique A ∈ B(Hn) such that FA = F .
3. Defining the subspace, closed if n > 2:
F2(Hn) := {F : P(Hn)→ C | F ∈ L2(P(Hn), dµn) and F is a frame function} ,
(3.9)
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M : B(H) 3 A 7→ FA ∈ F2(Hn) is a complex vector space injective homomorphism,
surjective if n > 2, fulfilling the properties:
(i) A ≥ cI, for some c ∈ R, if and only if FA(x) ≥ c for all x ∈ P(Hn)
(ii) FA∗ = FA, where the bar denotes the point-wise complex conjugation. In partic-
ular A = A∗ if and only if FA is real.
Proof. The proof of the first part of 1. is trivial. FA is continuous and thus bounded,
since P(Hn) is compact. Therefore it belongs to L2(P(Hn), dµn) as µn(P(Hn)) < +∞.
Concerning 2., we observe that f(ψ) := F ([ψ]) is a frame function in the sense of definition
13 due to proposition 25. If F ∈ L2(P(Hn), dµn), then f ∈ L2(S(Hn), dνn) in view of the
first statement in proposition 24. Thus, whenever n ≥ 3, we can take advantage of thm
21, obtaining that there is A ∈ B(Hn) with FA([ψ]) = fA(ψ) = 〈ψ|Aψ〉 = tr(ψ〈ψ|·〉A) for
all ψ ∈ S(Hn), namely F = FA. A is uniquely determined since, as it is simply proved, in
complex Hilbert spaces, if B : H→ H is linear, 〈ψ|Bψ〉 = 0 for all ψ ∈ S(H) then B = 0.
The proof of 3. is evident per direct inspection. Closedness of F2(Hn) for n ≥ 3 arises
form the fact that F2(Hn) is a finite dimensional subspace of a Banach space: The space
of quadratic forms on Hn × Hn for 2..
3.2.2 Covariance under unitary transformations
Let us sintroduce the notion of covariance w.r.t. the group U(n) of a map G : σ 7→ fσ
associating any quantum state σ to a complex-valued function ρσ defined on the projective
space P(Hn). A map G of this kind is called U(n)-covariant if it satisfies the following
property:
ρσ(ΦU(p)) = ρU−1σU(p) ∀U ∈ U(n), σ ∈ S(Hn), p ∈ P(Hn), (3.10)
where U 7→ ΦU is the smooth representation introduced in (3.2). The importance of the
notion of U(n)-covariance is motivated by its interplay with frame functions, shown in
the next theorem. Before stating the theorem, we invoke a technical lemma which ensures
that for every pair of points on the unit sphere there is a unitary transformation which
map a point into the other, up to a phase factor.
Lemma 29 If H is a complex Hilbert space and φ, ψ ∈ S(H), then there exists U ∈ B(H)
such that Uφ = αψ for some α ∈ C, |α| = 1, and U = U∗ = U−1.
Proof. If φ and ψ are linearly dependent, choosing α such that φ = αψ, we can define
U := I. In the other case, let K be the closed subspace spanned by φ and ψ. It is enough
to find V : K → K with V = V ∗ = V −1 and V φ = αψ for some α with |α| = 1. If
such a V exists, the wanted U can be defined ad U := V ⊕ I referring to the orthogonal
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decomposition H = K⊕K⊥. Fixing an orthonormal basis in K given by φ, φ1, the problem
can be tackled in C2. With the Hilbert-space isomorphism from K to C2, φ corresponds to
(1, 0)t and ψ with (a, b)t where |a|2 + |b|2 = 1. We can choose α such that αψ corresponds
to (c, d) with c > 0, d ∈ C and c2 + |d|2 = 1. To conclude, we only need to find a complex
2×2 matrixM withM = M t = M−1 andM(1, 0)t = (c, d)t. The operator V corresponds
to M through the identification of K and C2 we have previously introduced. The wanted
M is just the following one:
M :=
[
c d
d −c
]
.
Theorem 30 Assume that n > 2 for Hn.
i) If G : S(Hn)→ L2(P(Hn), µn) is a convex-linear and U(n)-covariant map, then G(S(Hn)) ⊂
F2(Hn).
ii) If N : B(Hn)→ L2(P(Hn), µn) is a C-linear map satisfying N|S(Hn) = G, with G as in
i), then N (S(Hn)) ⊂ F2(Hn).
Proof. i) Suppose that σ = φ〈φ|·〉 is a given pure state ad suppose that {pi}i=1,2,...,n is
a basis of P(Hn), so that pi = ψi〈ψi|·〉. With a suitable choice of the arbitrary phase in
the definition of the ψi, there are n operators Ui such that Uiφ = ψi and Ui = U∗i =
U−1i , (lemma 29). Consequently, taking advantage of the U(n)-covariance: gσ(pi) =
gσ(UiσU
∗
i ) = gU∗i σUi(σ) = gUiσU∗i (σ) = gpi(σ). Exploiting the convex-linearity:
n−1
∑
i
gσ(pi) =
∑
i
n−1gσ(pi) = g∑i n−1pi(σ) = gn−1∑i pi(σ) = gn−1I(σ) .
U(n)-covariance implies: gn−1I(σ) = gU−1n−1IU(σ) = gn−1I(ΦU(σ)). Since Φ is transitive
on P(Hn), we conclude that n−1
∑
i gσ(pi) = gn−1I(q) = c, for every q ∈ P(Hn) and some
constant c ∈ R. Next consider a mixed σ ∈ S(Hn). The found result and convex-linearity
of G, representing σ with its spectral decomposition σ = ∑j qjσj (σj being pure), yield:∑
i
gσ(pi) =
∑
i
g∑
j qjσj
(pi) =
∑
i
∑
j
qjgσj(pi) =
∑
j
qj
∑
i
gσj(pi) =
∑
j
qjnc .
As the right most side does not depend on the choice of the basis {pi}i=1,2,...,n, gσ must be a
frame function, that belongs to L2 by hypotheses. (b) of thm 28 implies that gσ ∈ F2(H2).
ii) If A ∈ B(Hn), decompose it as A = 12(A + A∗) + i 12i(A − A∗). Next decompose the
self-adjoint operators 1
2
(A + A∗) and 1
2i
(A − A∗) into linear combinations of pure states
σk exploiting the spectral theorem. Each N (σk) = G(σk) belongs to the linear space F2.
Linearity of N concludes the proof.
In the next section, a physical meaning of a U(n)-covariance requirement and its crucial
rôle are explained.
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3.2.3 Trace-integral formulas
To conclude this technical section about frame functions, let us introduce the so-called
trace-integral formulas. Consider a frame function F ∈ L2(P(Hn), µn), we know there
exists a unique operator A ∈ B(Hn) such that F (p) = tr(Ap) (theorem 21). One can prove
that the integral of F with respect the measure µn corresponds to the trace ofA (the weight
WF of F ) and the Hilbert-Schmidt product in B(Hn) is connected with the L2-product
in L2(P(Hn), µn). Similar facts are proved in [20] for self-adjoint operators in terms of
integrals w.r.t. the measure induced by Fubini-Study metric. Next theorem extends the
results of [20] to non self-adjoint operators without appealing to the Riemannian metric
structure.
Theorem 31 Referring to Theorem 28, if FA and FB are frame functions respectively
constructed out of A and B in B(Hn), then:∫
P(Hn)
FAdµn =
tr(A)
n
=
WF
n
, (3.11)
∫
P(Hn)
FAFBdµn =
1
n(n+ 1)
(tr(A∗B) + tr(A∗)tr(B)) , (3.12)
which inverts as:
tr(A∗B) = n(n+ 1)
∫
P(Hn)
FAFBdµn − n2
∫
P(Hn)
FAdµn
∫
P(Hn)
FBdµn . (3.13)
Proof. The second identity in (3.11) is immediate. (3.13) arises form (3.12) and (3.11)
straightforwardly, so we have to prove (3.11) and (3.12) only. Actually (3.11) follows
from (3.12) swapping A and B and taking B = I. Therefore we have to establish (3.12)
to conclude. To this end, we notice that (3.12) holds true for generic A,B ∈ B(Hn)
if it is valid for A and B self-adjoint. This result arises decomposing A and B in self-
adjoint and anti self adjoint part and exploiting linearity in various points. Therefore
it is enough proving (3.12) for A and B self-adjoint. Next we observe that, if as before
iu(n) is the real vector space of self-adjoint operators: iu(n)× iu(n) 3 (A,B) 7→ (n(n +
1))−1 (tr(AB) + tr(A)tr(B)) is a real scalar product. Similarly, the left-hand side of
(3.12), restricted to the real vector space of real frame functions is a real scalar product.
Taking advantage of the polarization identity, we conclude that (3.12) holds when it does
for the corresponding norms on the considered real vector spaces:∫
P(Hn)
F 2Adµn =
1
n(n+ 1)
(
tr(AA) + tr(A)2
)
for A ∈ iu(n) . (3.14)
Let us establish (3.14) to conclude. We pass from the integration over P(Hn) to that
over S(Hn) just replacing µn for νn. If {ej}j=1,...,n is a Hilbertian basis of Hn made of
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eigenvectors of A such that Aek = λkek, we can decompose ψ ∈ S(Hn) as follows ψ =∑
j ψjej so that:∫
S(Hn)
F 2Adνn =
n∑
i
λ2i
∫
S(Hn)
|ψi|4dνn +
n∑
i 6=j
λiλj
∫
S(Hn)
|ψi|2|ψj|2dνn .
In view of the U(n) invariance of νn and and the transitive action of U(n) on S(Hn),
we conclude that:
∫
S(Hn) |ψi|4dνn(ψ) = a, where a does not depend on i, on the used
Hilbertian basis, and on A. If ψ, φ ∈ S(Hn) are a pair of vectors satisfying ψ ⊥ φ, for
every choice of i, j = 1, . . . , n with i 6= j, there exist Ui,j ∈ U(n) such that, both verifies
Ui,jei = ψ and Ui,jej = φ. The invariance of νn under U(n) thus proves that, for i 6= j:∫
S(Hn) |ψi|2|ψj|2dνn(ψ) = b where b does not depend on A, on the used Hilbertian basis
and on the couple i, j = 1, . . . , n provided i 6= j. Summing up:∫
S(Hn)
F 2Adνn = a tr(A
2) + b
n∑
i 6=j
λiλj =
∫
S(Hn)
F 2Adνn = a tr(A
2) + b
n∑
i,j
λiλj − b tr(A2) .
That is, redefining d := a− b:∫
P(Hn)
F 2Adµn = d tr(A
2) + b (tr(A))2 . (3.15)
To determine the constants d and b we first choose A = I obtaining: 1 = dn + bn2.
To grasp another condition, consider the real vector space of self-adjoint operators iu(n)
and complete I√
n
to a Hilbert-Schmidt-orthonormal basis of iu(n) by adding self-adjoint
operators T1, T2, . . . , Tn2−1. Notice that (I|Tk)2 = 0 means tr(Tk) = 0. Thus, if p ∈ P(Hn):
p = I
n
+
∑
k pkTk with pk = tr(pTk) ∈ R. The condition Tr(p2) = 1 ((2) in proposition 2)
is equivalent to
∑
k p
2
k = 1− 1n , so that
n2−1∑
k=1
∫
P(Hn)
FTk(p)
2dµn(p) =
∫
P(Hn)
n2−1∑
i=1
p2kdµn(p) =
(
1− 1
n
)∫
P(Hn)
dµn(p) =
(
1− 1
n
)
.
Inserting this result in the left-hand side of (3.15):
(
1− 1
n
)
=
n2−1∑
i=1
dtr(TiTi) + b
n2−1∑
i=1
(tr(Ti))
2 , i.e.
(
1− 1
n
)
=
n2−1∑
i=1
d+ b
n2−1∑
i=1
(0)2 .
Summing up, we have the pair of equations for b and d: 1−1/n = d(n2−1) and 1 = dn+bn2
with solution d = b = (n(n+ 1))−1 that, inserted in (3.15), yields (3.14).
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3.3 Hamiltonian formalism for Quantum Mechanics
3.3.1 Quantum dynamics as a Hamiltonian flow
As anticipated in the initial part of the chapter, there is a nice interplay of Hamiltonian
and Quantum formalism [6, 9]. The key-idea behind this interplay is the association of a
quantum observable A ∈ iu(n) to a real function fA defined on P(Hn), i.e. a classical-like
observable. A natural definition for a classical-like observable is a slightly generalized
expectation value function:
fA : P(Hn)→ R fA(p) := κtr(Ap) + ctr(A), (3.16)
where κ > 0 is the free parameter appearing in the symplectic form and c ∈ R is an
arbitrary constant. Definition (3.16) works well as an observable in a Hamiltonian picture
as shown by the following theorem.
Theorem 32 Consider a quantum system described on Hn. Equipp P(Hn) with the triple
(ω, g, j) as before. For every A ∈ iu(n), define the function fA : P(Hn)→ R as in (3.16).
Then the Hamiltonian field associated with fA reads:
XfA(p) = −i[A, p] for all p ∈ P(Hn) , (3.17)
and the following facts hold:
1. R 3 t 7→ p(t) ∈ Sp(Hn) is the evolution of a pure quantum state fulfilling Schrödinger
equation
dp(t)
dt
= −i[H, p(t)] , (3.18)
with Hamiltonian H ∈ iu(n) if and only if R 3 t 7→ p(t) ∈ P(Hn) satisfies Hamilton
equations
dp(t)
dt
= XfH (p(t)), (3.19)
with Hamiltonian function H := fH .
Similarly, Hamiltonian evolution of classical observables is equivalent to the Heisen-
berg evolution of corresponding quantum observables: fA(p(t)) = feitHAe−itH (p).
2. If A,H ∈ iu(n), then:
{fA, fH} = f−i[A,H] . (3.20)
So in particular A is a quantum constant of motion if and only if fA is a classical
constant of motion when H = fH is the Hamiltonian function.
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3. If U ∈ U(n) the map ΦU : P(Hn) → P(Hn) as in (3.2), describing the action of
the quantum symmetry U on states, is both a symplectic diffeomorphism and an
isometry of P(Hn) and thus XfA is a g-Killing fields for every A ∈ iu(n). Finally
the covariance relation holds:
fA(ΦU(p)) = fU−1AU(p) for all A ∈ iu(n), p ∈ P(Hn), and U ∈ U(n).
Proof. Regarding (3.17), consider a smooth curve R 3 t 7→ p(t) ∈ P(Hn) such that
p˙(0) = v = −i[Bv, p], (3.16) implies:
〈dfA(p), v〉 = κ d
dt
|t=0tr(p(t)A) = −iκtr[[Bv, p], A] = −iκtr(p[A,B]) = ωp(−i[A, p], v) .
Since it must also hold ωp(XfA(p), v) = 〈dfA(p), v〉 we conclude that ωp(XfA(p)+i[A, p], v) =
0 for every v ∈ TpP(Hn). As ωp is non-degenerate, (3.17) follows.
1. In view of (3.17), Hamilton equation dp
dt
= XfH (p(t)) is the same as Schrödinger equa-
tion dp
dt
= −i[H, p(t)]. Now the final statement is obvious form (3.16) and the cyclic
property of the trace:
fA(p(t)) = fA(e
−itHpeitH) = κtr
(
e−itHpeitHA
)
+ctr(A) = κtr
(
peitHAe−itH
)
+ctr(e−itHeitHA)
= κtr
(
peitHAe−itH
)
+ ctr(peitHAe−itH) = feitHAe−itH (p) .
2. The first statement immediately arises using {fA, fB} := ω(XfA , XfB) and (3.17)
noticing that tr (−i[A,B]) = 0. Next observe that, since Hn has finite dimension and so
no problems with domains arise, A is a constant of motion with respect to the Hamiltonian
B = H iff [A,H] = 0. This is equivalent to say 〈ψ|[A,H]ψ〉 = 0 for all ψ ∈ S(Hn), that is
tr(p[A,H]) = 0 for all p ∈ P(Hn), that is f−i[A,B] − tr (−i[A,B]) = 0. In view of the very
identity (3.20), that is equivalent to say (where H = fH) {fA,H} = 0, that is eventually
equivalent to say that fA is a constant of motion in Hamiltonian formulation.
3. The first part of (c) is an evident consequence of the fact that referring to (3.2):
Φ?Uω = ω and Φ?Ug = g for all U ∈ U(n). In other words ωp(u, v) and gp(u, v) are
invariant if replacing p, Av, Au for UpU−1, UAvU−1, UAuU−1 simultaneously as one
checks immediately. The last statement is immediately proved by direct inspection.
The statement 1. of the above theorem establishes the equivalence between Schrödinger
and Hamilton dynamics which is the most important feature of a Hamiltonian description
of a quantum system. In other words the solutions of Schrödinger equation with Hamil-
tonian operator H are given by the flow lines of the Hamiltonian vector field associated
to fH .
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3.3.2 Quantum expectation values as classical-like averages
In view of theorem 32, definition (3.16) gives rise to a meaningful classical-like observable.
However there are two open questions at least: i) Is there a more general correspondence
than (3.16)? ii) Is there any criterion to fix the constants κ and c? In particular, a fixed
value of κ would imply the existnce of a preferred symplectic form (3.3) on P(Hn) (and
a Kähler structure at all). In order to answer these questions giving a more complete
characterization of classical-like observables we have to investigate how the expectation
values of quantum and classical-like observables are related.
In the Hamiltonian formulation of a classical theory, the state (at time t) of a system
with 2n degrees of freedom is represented by a Liouville density ρ that is a probability
density on the phase spaceM. Any physical quantity is represented by a real function f
on M, a classical observable, the expectation value of f is the integral of the pointwise
product of ρ and f with respect to the positive Borel measure m := ω ∧ · · · ∧ (n times)∧
· · · ∧ ω, called Liouville measure:
Eρ(f) :=
∫
M
ρ(p)f(p) dm(p) . (3.21)
In any local chart of the symplectic atlas ofM, the measure m corresponds to Lebesgue
measure. If there is no a kind of classical uncertainty on the initial condition of the system
then its time evolution is completely deterministic and the state at time t is represented
by a single point inM for every t. Suppose s0 ∈M is the state of the system at time t0,
in this case ρ is given by the Dirac measure δs0 : B(M)→ [0, 1] with δs0(E) = 1 if s0 ∈ E
and δs0(E) = 0 otherwise. The expectation value of f on a sharp state represented by s0
is the value of f in that point:
Es0(f) :=
∫
M
f(p) dδus0(p) = f(s0) . (3.22)
In Quantum Mechanics, the expectation value of the observable A ∈ iu(n) on the state
σ ∈ S(Hn) is:
〈A〉σ := tr(σA) . (3.23)
One can conjecture the existence of a correspondence S(Hn) 3 σ 7→ ρσ : P(Hn) → [0, 1]
such that ρσ is a Liouville density on P(Hn) describing the quantum state σ with:
tr(Aσ) =
∫
P(Hn)
fA(p)ρσ(p)dµn(p) for every A ∈ iu(n) and σ ∈ S(Hn), (3.24)
where µn is the measure introduced in proposition 24. Such a correspondence is presented
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in [20]: Classical-like observable is of the simplest form fA(p) = tr(Ap) and the Liouville
density is given by:
ρσ(p) := tr(σp)− 1
n+ 1
, (3.25)
the quantum expectation value tr(Aσ) is then calulated as the product fAρσ w.r.t. the
measure n(n + 1)µn. Despite the nice correspondence of expectation values, one notes
that (3.25) is not a positive definite function, so ρσ cannot be interpreted as a probability
density. The next chapter is devoted to the study of all possible correspondences A 7→ fA
and σ 7→ ρσ satisfying natural requirements and giving rise to all possible prescriptions
to set up a classical-like Hamiltonian formulation of a quantum theory.
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Chapter 4
Geometric Hamiltonian Quantum
Mechanics
Content of this chapter is based on the paper [34].
4.1 Prescription for the inverse quantization
Assuming the correspondence of quantum and classical-like observables given by (3.16),
theorem 32 is true independently from the values of constant κ > 0 and c ∈ R. Validity
of theorem 32 is crucial for a well-formulated Hamiltonian theory, so we investigate how
is the most general way to construct classical-like observable (and Liouville denisties)
preserving the validity of the theorem. We want to state a prescription for an inverse
quantization by definition of a map associating quantum observables with functions on
P(Hn):
O : iu(n) 3 A 7→ fA : P(Hn))→ R, (4.1)
and a map associating denisty matrices with functions P(Hn):
S : S(Hn) 3 σ 7→ ρσ : P(Hn)→ R. (4.2)
Let us clarify the meaning of the expression inverse quantization: It is not a procedure
to obtain a classical theory but a classical-like formulation of a quantum theory, where
there are several analogies with a classical Hamiltonian theory like dynamics encoded in
the flow of a vector field on a symplectic manifold. In section 4.3 the quantumness of the
obtained Hamiltonian theory will be clear in the structure of C∗-algebra of classical-like
observables.
In (4.2) we do not require that ρσ is valued in [0, 1], like a proper Liouville density,
because even if ρσ is not a normalized positive function the construction of a theory
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without non-physical results is possible, e.g. [20] discussed in the last chapter. However
we can isolate the cases where ρσ can be really interpreted as a probability density on the
quantum phase space.
4.1.1 Quantum observables as real scalar function on quantum phase space
In order to find the most general form of the map O, an axiomatic approach can be
adopted making a list of physically meaningful requirements. Below there is such a list
and a following discussion.
Requirements on observables correspondence O : iu(n) 3 A 7→ fA with fA :
P(Hn))→ R
(O1) O is injective.
(O2) O is R-linear.
(O3) If H ∈ iu(n), then fH is C1 so that XfH can be defined. A curve p = p(t) ∈ P(Hn),
t ∈ (a, b), satisfies Hamilton’s equation if and only if it satisfies Schrödinger’s one:
dp
dt
= XfH (p(t)) for t ∈ (a, b) is equivalent to
dp
dt
= −i[H, p(t)] for t ∈ (a, b) .
(O4) O is U(n)-covariant.
(O5) If A ∈ iu(n) then: min sp(A) ≤ fA(p) ≤ max sp(A) for p ∈ P(Hn).
Requirement (O1) simply says that the map O produces a faithful image of the set of
quantum observables in terms of the calssical-like ones. (O2) establishes that the structure
of real vector space enjoyed by the set of quantum observables is preserved. (O3) is the
crucial requirement about the equivalence between Schrödinger dynamics and Hamilton
dynamics already introduced and discussed. (O4) is a natural covariance requirement to
avoid the existence of a preferred point on the quantum phase space. (O5) is the most
elementary possible relation between the values of A, i.e. the elements of the spectrum
sp(A), and the values of fA , i.e. the points of the range. However there is no unique way
to compare a contiunuous set of values (the range) with a discrete one (the spectrum).
Applying theorem 30, we can immediately observe that requirements (O2) and (O4)
imply that fA is a frame function, then there exists an operator A′ ∈ B(Hn) such that
fA = tr(A
′p); establishing the relationship between A and A′ is not abvious, but it is a
way to construct a general O satisfying above list of requirements.
The next is one of the main results presented in this dissertation. It is a theorem
establishing that the classical-like observables must have the form already introduced in
(3.16) for n > 2.
Theorem 33 Consider a quantum system described on Hn with n > 1. Assume the
almost Kähler structure (ω, g, j) on P(Hn), with the constant κ > 0 fixed arbitrarily. The
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following facts hold concerning the map O : iu(n) 3 A 7→ fA.
i) The requirements (O1)-(O4) are valid if and only if O has the form (3.16) for some
constant c ∈ R (so that, in particular, theorem 32 holds) and κ+ nc 6= 0.
ii) If the requirements (O1)-(O4) are valid, then O extends to the whole B(H) by complex-
linearity giving rise to an injective map that, if n > 2, satisfies O(B(Hn)) = F2(Hn).
Proof. i) If O has the form (3.16) then (O2)-(O4) are valid. Let us prove the converse. As-
suming (O3), from the definition of Hamiltonian field, it must be ωp(XfH , uA) = 〈dfH , uA〉,
for every H ∈ iu(n), p ∈ P(Hn) and uB = −i[p,B] ∈ TpP(Hn). The definition of ω and
some elementary computations permit to re-write the identity above as 〈dfH ,−i[p,B]〉 =
κtr(H(−i[p,B])). Consider a smooth curve q = q(s) in P(Hn) such that q(s0) = p and
q˙(s0) = −i[p,B]. The identity above, taking advantage of the linearity of the trace,
entails:
d
ds
fH(q(s))|s=s0 =
d
ds
κtr(Hq(s))|s=s0 = κtr
(
H
dq
ds
|s=s0
)
.
Since s0 is arbitray, we have found that:
d
ds
fH(q(s)) = κtr
(
H
dq
ds
)
.
Integrating in s and swapping the integral with the symbol of trace by linarity, we finally
obtain fH(p) = κtr(Hp) + CH , where p ∈ P(Hn) is arbitrary. The map H 7→ CH =
fH(p) − κtr(Hp) must be linear for (O2). By Riesz’ theorem, referring to the Hilbert-
Schmidt (real) scalar product we have that there exists B ∈ iu(n) such that CH = tr(BH)
for all H ∈ iu(n). (O4) easily implies that tr(BUHU−1) = tr(BH) for al U ∈ U(n) and
H ∈ iu(n). Choosing H = ψ〈ψ|·〉 with ψ ∈ S(Hn) and noticing that U(n) acts transitively
on S(Hn) we conclude that 〈ψ|Bψ〉 = c for some constant c ∈ R and all ψ ∈ S(Hn). From
polarization identity it easily implies that B = cI, so that fA = κtr(pA) + ctr(A) for
all A ∈ iu(n) as requested. Let us prove that O is injective if and only if (O1) holds.
Exploiting κ 6= 0, and dealing with as done above, one easily sees that fA = 0 is equivalent
to A = −cκ−1tr(A)I. Computing the trace of both sides one immediately sees that this
equation has A = 0 as the unique solution if 1+nc/κ 6= 0, namely κ+nc 6= 0. Conversely,
if A+cκ−1tr(A)I = 0 has A = 0 as unique solution, I+cκ−1tr(I)I 6= 0, namely κ+nc 6= 0.
ii) Assuming (O1)-(O4) and extending O by complex linearity, exactly as before, O turns
out to be injective. If n > 2, the elements of F2(Hn) are of the form FB for every
B ∈ B(Hn) (statement 2. of theorem 28). For a fixed B, O(A) = FB, if A := κ−1B −
c[κ(κ+ nc)]−1tr(B)I, so that O is onto F2(Hn).
4.1.2 Quantum states as Liouville densities on quantum phase space
A similar axiomatic approach can be adopted also to find a general form of the map S,
constructing Liouville denisties (possibly positive and normalized) associated to quantum
states.
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Requirements on states correspondence S : S(Hn) 3 σ 7→ ρσ with ρσ : P(Hn))→ R
(S1) If σ ∈ S(Hn), then ρσ(p) ≥ 0 for p ∈ P(Hn).
(S2) S is convex linear.
(S3) With µn as in theorem 24, if σ ∈ S(Hn), then ρσ ∈ L2(P(Hn), µn) (so that ρσ ∈
L1(P(Hn), µn)) and ∫
P(Hn)
ρσdµn = 1 .
(S4) S is U(n)-covariant.
(S5) If σ ∈ S(Hn) and A ∈ iu(n) then, assuming fA ∈ L2(P(Hn), µn):
tr(σA) =
∫
P(Hn)
ρσfAdµn .
(S1) is the requirement of positivity according to the interpretation of density probability.
(S2) establishes that the natural convex structure of the set of quantum states is preserved.
(S3) is the normalization to 1 of ρσ, taking in to account that if ρσ is L2 then it is L1.
The covariance requirement (S4), similar to (O4), implies that Hamiltonian evolution of
ρσ is equivalent to Schrödinger evolution of σ. (S5) requires the equivalence between the
quantum expectation value 〈A〉σ computed in the standard formalism as tr(Aσ) and the
classical-like expectation value computed in the Hamiltonian formalism as an integral. If
fA = O(A), with O satisfying (O3), then fA ∈ L2(P(Hn), µn) since |fA|2 is continuous and
thus bounded on the compact space P(Hn) and the measure µn is finite. In the following
there is the proof that for n > 2 the densities ρσ representing quantum states must be
frame functions.
Theorem 34 Consider a quantum system described on Hn with n > 2. Assume the
almost Kähler structure (ω, g, j) on P(Hn), with the constant κ > 0 fixed arbitrarily and
the map O : iu(n) 3 A 7→ fA of the form (3.16) for some constant c ∈ R. The following
fact hold.
i) The requirements (S2)-(S5) are valid if and only if both in the definition (3.16) of O:
κ = κ , c = cκ (4.3)
and S associates states σ with frame functions of the form:
ρσ(p) := κ
′
κtr(σp) + c
′
κ (4.4)
where
cκ :=
1− κ
n
, κ′κ :=
n(n+ 1)
κ
, c′κ :=
κ− (n+ 1)
κ
. (4.5)
O is injective because of the former of the following consequent identities:
κ+ ncκ = 1 and κ′κ + nc
′
κ = n . (4.6)
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ii) If (S2)-(S5) are true, also S is injective.
Proof. i) If (4.3), (4.4), (4.5) are valid, one sees that (S2)-(S5) hold true. In particular,
O is injective because κ + ncκ = 1 6= 0 and ii) of thm 33 holds. It remains to prove that
(S2)-(S5) are valid, then (4.3), (4.4), (4.5) hold. We start (for n > 2) by assuming that a
map S verifying (S2)-(S5) and O of the form (3.16) with κ > 0 and c ∈ R. As the first
step we prove that ρσ is a frame function, next we shall establish its form. (S2) and (S4),
together with (i) in thm 30 imply that: ρσ(p) = tr(σ′p) for all p ∈ P(Hn), where (i) of (3)
of thm 28 entail that σ′ is some self-adjoint operator associated with the given σ. Using
the fact that the total integral of ρσ has value 1 from (S3), taking (3.11) into account,
we find trσ′ = n. Finally (S5) together the form of O require that the following identity
holds true for all self-adjoint A ∈ B(Hn) and σ ∈ S(Hn):
tr(σA) =
∫
P(Hn)
tr(σ′p) (κtr(Ap) + ctrA) dµn(p) . (4.7)
The right-hand side can be expanded taking (3.12), (3.11) and trσ′ = n into account:
tr(σA) =
κ
n(n+ 1)
tr(σ′A) + tr(A)
(
κ
n+ 1
+ c
)
.
Consequently, for every A = A∗:
tr
((
σ − κ
n(n+ 1)
σ′
)
A
)
= tr(A)
(
κ
n+ 1
+ c
)
.
Choosing A = p ∈ Sp(Hn), arbitrariness of p easily entails that, for some βσ ∈ R:
σ − κ
n(n+ 1)
σ′ = βσI ,
namely, for some constants κ′ > 0 and c′ ∈ R:
fσ(p) = κ
′tr(σp) + c′ .
Inserting again this expression in (4.7) he have:
tr(σA) =
∫
(κ′tr(σp) + c′) (κtr(Ap) + ctrA) dµn(p) .
Finally, using again (3.11), (3.12) and µn(P(Hn)) = 1 we obtain:(
1− κκ
′
n(n+ 1)
)
tr(σA) + tr(A)
(
κκ′
n(n+ 1)
+ cc′ +
ck′
n
+
c′k
n
)
= 0
that has to hold for all A ∈ iu(n) and σ ∈ S(Hn) and for some κ, κ′ > 0 and c, c′ ∈ R.
Arbitrariness of A and σ easily lead to the first two requirements of the following triple:
1− κκ
′
n(n+ 1)
= 0 ,
κκ′
n(n+ 1)
+ cc′ +
ck′
n
+
c′k
n
= 0 , 1 =
κ′
n
+ c′ ,
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the third requirement immediately arises from (S3) using (3.11). This system can com-
pletely be solved parametrizing κ, κ′, c in terms of c′ with c′ < 1 in order to verify the
requirement κ > 0 in the definition of fA. Finally, parametrizing the solutions in terms
of κ: κ, cκ, k′κ, c′κ we have (4.5).
ii) If ρσ = ρσ′ , exploiting κ′κ 6= 0, one has tr((σ − σ′)p) = 0 for every p ∈ P(Hn). Namely
〈ψ|(σ − σ′)ψ〉 = 0 for every ψ ∈ Hn. Polarization leads to σ − σ′ = 0.
The fact ρσ can be represented by a frame function for expectation values of observables
fA ∈ F2(Hn) is an immediate consequence of Riesz’ theorem, noticing that F2(P(H)) is a
closed subspace of L2(P(Hn), µn).
The pair of identities (4.6) respectively imply that: A quantum observable A = aI,
with a ∈ R constant, corresponds to fA costantly attaining the value a; and (2) that the
completely unpolarized state σ = n−1I gives rise to the classical trivial Liouville density
ρσ = 1 costantly.
4.2 Self-consistency of the geometric Hamiltonian formulation
4.2.1 Complete characterization of classical-like observables
One of the most remarkable contributions of the presented results is the classification of all
possible prescriptions to set up a Hamiltonian formulation of a finite-dimensional quantum
theory. From quantum observables to classical-like observables the inverse quantization
map is:
O : A 7→ fA with fA(p) = κtr(Ap)− 1− κ
n
tr(A), (4.8)
and from denisty matrices to Liouville densities the inverse quantization map is:
S : σ 7→ ρσ with ρσ(p) = n(n+ 1)
κ
tr(σp) +
κ− (n+ 1)
κ
, (4.9)
so the only degree of freedom of the whole construction is κ > 0, which is the "geometric
degree of freedom" imposed by the Kähler structure of P(Hn). κ labels the infinite pre-
scriptions: For κ = 1 one has cκ = 0 and thus: fA(p) = FA(p) = tr(pA), defining the
simplest relation between quantum and classical observables. While the choice κ = n+ 1
implies κ′κ = n, c′κ = 0, so that: ρσ(p) = nFσ(p) = ntr(pσ) are positive Liouville densities
with the most elementary form allowed by our hypotheses. This form may further be
simplified changing the normalization of the measure. Leaving O unchanged, one may
indeed redefine µn → µ′n := nµn and ρσ → ρ′σ := n−1ρσ to obtain ρ′σ = Fσ exactly,
preserving (S1)-(S5) with ρ′σ in place of ρσ, but µ′n(P(Hn)) = n.
A significative development with respect to the celebrated results in [27, 20, 6, 9] is the
complete characterization of classical-like observable made possible by the machinery of
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frame functions. We know that the set of real frame functions belonging to L2(P(Hn), µn),
for n > 2 provides the set of quantum observables in terms of classical-like objects.
While a well-known characterization of these observables is presented in [9], they are the
functions on the projective space whose Hamiltonian fields are g-Killing fields. Another
characterization is the follwoing.
Proposition 35 For n > 2, let O and S be as in (a) of theorem 34.
A map f : P(Hn)→ R in L2(P(Hn), µn) verifies f = O(A) for some A ∈ iu(n) if and only
if there are constants a, b ∈ R with a 6= 0 and∫
P(Hn)
ρp0(p)f(p)dµn(p) = af(p0) + b for every p0 ∈ Sp(Hn). (4.10)
Proof. If f = fA one has immediately:∫
P(Hn)
ρp0(p)f(p)dµn(p) = tr(p0A) = κ
−1f(p0)− κ−1cκtr(A) for every p0 ∈ Sp(Hn).
Conversely, assume that (4.10) holds for a map f : P(Hn) → R in L2(P(Hn), µn). If
{pi}i=1,...,n is a basis of P(Hn) one has:
n−1a
(∑
i
f(pi)
)
+ b =
∫
P(Hn)
∑
i
n−1ρpi(p)f(p)dµn(p) =
∫
P(Hn)
ρ∑
i n
−1pi(p)f(p)dµn(p)
=
∫
P(Hn)
ρn−1I(p)f(p)dµn(p) =
∫
P(Hn)
f(p)dµn(p) .
So that ∑
i
f(pi) =
n
a
∫
P(Hn)
f(p)dµn(p)− nb
a
that does not depend on the choice of the basis {pi}i=1,...,n. In view of (b) in thm 28, f is
a real frame function. Due to (d) of thm 34, f = O(A) per some A ∈ iu(n).
With the choice, κ = 1, the proposition above specializes to a = 1 and b = 0. This gives
rise to a suggestive interpretation of the Liouville densities of pure states:∫
P(Hn)
ρp0(p)fA(p)dµn(p) = fA(p0) .
If κ = 1, a map f : P(Hn) → R in L2(P(Hn), µn) can be written as f = fA for some
A ∈ iu(n) if and only if f “sees” the density ρp0 of any pure state p0 as a Dirac delta
localized at p0 itself. Despite this strong analogy with classical expectation values on
sharp states, for κ = 1 ρσ cannot be interpreted as a proper probability density because
it is not positive definite.
In the hypothesis of theorem 33 and theorem 34, requirements (O5) and (S1) are not
involved. The following theorem implies that they are incompatible.
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Theorem 36 For n > 1, with O and S defined in agreement with (4.3), (4.4), (4.5),
(4.5) for some κ > 0, the following facts are valid.
(a) (S1) holds if and only if κ ∈ [n+ 1,+∞).
(b) (O5) holds if and only if κ ∈ (0, 1] whereas, in the general case κ > 0 one has:
min fA = min sp(A) + cκ(tr(A)− nmin sp(A)) , (4.11)
max fA = max sp(A) + cκ(tr(A)− nmax sp(A)) , (4.12)
and furthermore, for A = iu(n):
||fA||∞ ≤ (1 + 2n|cκ|)||A|| if κ ∈ [n+ 1,+∞) , (4.13)
||fA||∞ ≤ ||A|| if κ ∈ (0, 1] , (4.14)
where ≤ can be replaced by = if κ = 1.
Proof. (a) if (4.3), (4.4), (4.5), (4.5) are valid, (S1) holds if and only if κ′κ > 0 and c′κ ≥ 0
(notice that σ ≥ 0 for a state by hypotheses and there are states with tr(pσ) = 0 for some
p ∈ P(Hn)). From (4.5), κ′κ > 0 and c′κ ≥ 0 are equivalent to κ ∈ [n+ 1,+∞).
(b) We known that, since A is self-adjoint and Hn is finite dimensional, min sp(A) =
min||ψ||=1〈ψ|Aψ〉 = minp∈P(Hn) tr(pA). Therefore min fA = κmin sp(A) + cκtr(A). Using
κ + ncκ = 1 we immediately have (4.11). The proof of (4.12) is analogous. Next notice
that tr(A) − nmin sp(A) ≥ 0 and tr(A) − nmax sp(A) ≤ 0 so that (4.11)-(4.12) imply
(O1) if and only if cκ ≥ 0, namely κ ∈ (0, 1]. The proof of the remaining estimates
easily follows using an analogous procedure, noticing that κ > 0 and exploiting the
inequalities |tr(A)| ≤ tr|A| ≤ n||A|| which arises from ||A|| = max{|λ| | λ ∈ sp(A)}
and maxp∈P(Hn) |tr(pA)| = ||A||. The latter implies the validity of the last statement in
(b) out of the fact that cκ = 0 if κ = 1.
What is the preferable assumption? The positivity of the classical-like states or the fact
that the range of a classsical-like observable is bounded by the bounds of the spectrum
of associated self-adjoint operator? Indeed the failure of (O5) is not so strong as it could
seems at first glance, since there is no unique way to compare a continuous set of reals (the
range of fA) with a discrete set of real numbers (the spectrum of A) and the only physically
sensible comparison relies upon the identity (3.24) that is satisfied. In particular, this
identity assures that all elements of sp(A) are always obtained as expectation values of fA
with respect to suitable classical-like states: If a ∈ sp(A), picking out pa ∈ Sp(Hn) such
that pa = |ψa〉〈ψa|, where ψa is a normalized eigenvector of A with eigenvalue a, one has
Eρσa (fA) = 〈A〉σa = a.
If κ = 1, the elements sp(A) coincides to the singular values of fA (i.e. dfA(p) = 0 iff
fA(p) ∈ sp(A)) as one easily proves. Moreover the choice κ = 1 seems to be mendatory
in a infinite-dimensional extension of the Hamiltonian formulation.
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4.2.2 Re-quantization of the classical-like picture
The aim of this section is finding a way to calculate explicitly an operator from the
associated function on the projective space (re-quantization). In other words we construct
the inverse O−1 of the map O. Indeed the term re-quantization is used with the following
meaning: It is a prescription to associate a self-adjoint operator to each classical-like
observable and a density matrix to each Liouville density, thus it is the translation from
the Hamiltonian formalism to the standard formalism of QM.
Theorem 37 Let Hn a finite-dimensional Hilbert space with dimension n larger than 2.
Let F2(Hn) be the space of square-integrable frame functions on Hn. If ρ ∈ F2(Hn), then
the operator σ ∈ B(Hn) such that ρ(p) = tr(σp) is given by:
σ = (n+ 1)
∫
P(Hn)
ρ(p)
(
p− 1
n+ 1
I
)
dµn(p) (4.15)
where I is the identity operator.
Proof. Let ϕ be a vector of the unit sphere S2n−1 = {ψ ∈ Hn
∣∣ ‖ ψ ‖= 1}. Since a point
p ∈ P(Hn) can be represented by a rank-1 orthogonal projector then we can take the
standard expectation value 〈ϕ|pϕ〉 = tr(p|ϕ〉〈ϕ|) on the normalized pure state |ϕ〉〈ϕ|.
fϕ(p) := tr(p|ϕ〉〈ϕ|) is the frame function associated to the operator |ϕ〉〈ϕ|. Applying
(3.12) we can write the follwoing relation:∫
P(Hn)
fϕ(p)ρ(p)dµn(p) =
1
n+ 1
(tr(|ϕ〉〈ϕ|σ) + tr(σ)),
Thus:
tr (|ϕ〉〈ϕ|σ) = 〈ϕ|σϕ〉 = (n+ 1)
∫
P(Hn)
ρ(p)〈ϕ|pϕ〉dµn(p)− tr(σ),
the second equality is true for every ϕ ∈ S2n−1 i.e. for every ϕ ∈ Hn by sesquilinearity.
Thus:
σ = (n+ 1)
∫
P(Hn)
ρ(p) p dµn(p)− tr(σ)I,
using (3.11):
σ = (n+ 1)
∫
P(Hn)
ρ(p) p dµn(p)−
∫
P(Hn)
ρ(p)dµn(p)I,
that is the statement of the proposition:
σ = (n+ 1)
∫
P(Hn)
ρ(p)
(
p− 1
n+ 1
I
)
dµn(p).
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So, starting from a functon ρ ∈ F2(H) one can obtain the associated operator (σ ∈ B(Hn)
s.t. ρ(p) = tr(σp)) by the smearing of ρ with the operator:
B(Hn) 3 S(p) := (n+ 1)p− I p ∈ P(Hn), (4.16)
σ =
∫
P(Hn)
ρ(p)S(p)dµn(p). (4.17)
For this reason let us call the operator-valued functionS : P(Hn)→ B(Hn) re-quantization
distribution since its smearing action on each Liouville density gives the correspondent
density matrix. The statement of theorem 37 can be used to construct a re-quantization
prescription to obtain a quantum observable (a self-adjoint operator) smearing a classical-
like observable with a re-quantization distribution. We calculate the inverse map of O :
iu(n) 3 A 7→ fA defined in (3) in the general form. Let A ∈ iu(n), by direct computation:∫
P(Hn)
fA(p)S(p)dµn(p) = κ
∫
P(Hn)
tr(Ap)S(p)dµn(p) +
1− κ
n
tr(A)
∫
P(Hn)
S(p)dµn(p),
exploiting the statement of theorem 37 and noting that
∫
S(p)dν(p) = I, we can write:∫
P(Hn)
fA(p)S(p)dµn(p) = κA+
1− κ
n
tr(A)I,
an easy computation shows
∫
fA(p)dν(p) = tr(A) for every κ > 0, thus:
A =
1
κ
∫
P(Hn)
fA(p)
[
S(p)− 1− κ
n
I
]
dµn(p). (4.18)
The general re-quantization distribution for observables, i.e. the operator-valued function
O : P(Hn)→ B(Hn) such that for any A ∈ iu(n):
A =
∫
P(Hn)
fA(p)O(p)dµn(p)
is given by:
O(p) =
(n+ 1)
κ
p−
(
n+ 1− κ
κn
)
I. (4.19)
In the choice κ = n+1, where the action ofO is given byO(A) = fA with fA(p) = tr(Ap)−
tr(A) and the action of S is simply S(σ) = ρσ with ρσ(p) = tr(σp), re-quantization
distribution is simply O(p) = p for observables and (4.16) for states. Then re-quantization
procedure is given by the following formulas:
A =
∫
P(Hn)
fA(p)p dµn(p), (4.20)
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σ =
∫
P(Hn)
ρσ(p)S(p)dµn(p), (4.21)
for every classical-like observable (real functions in F2(Hn)) and Liouville density on
P(Hn). (4.20) turns out to be a sort of continuous spectral decomposition of the operator
A.
4.3 Observable C∗-algebra in geometric Hamiltonian formulation
Since the machinery of frame functions allows a complete charcaterization of classical-like
observable associated to quantum observables, as explained in the last section, we can
investigate the structure of the C*-algebra enjoyed by the set of L2-frame functions. In
this section we assume to work with O of the form (3.16), holding (4.3), (4.4), (4.5), (4.5).
The observables of the systems we are considering are the self-adjoint elements of B(Hn).
Considering also complex combinations of observables we recover the whole C∗-algebra
B(Hn). The map O, defined with respect to a choice of κ > 0, can be extended by
linearity to a map indicated with the same symbol:
O : B(Hn) 3 A 7→ fA := κFA + cκtr(A) ∈ F2(Hn) .
From (d) in theorem 34, this map turns out to be an isomorphism of complex vector
spaces with the further property that
O−1 (f) = (O−1(f))∗ for all f ∈ F2(Hn).
Obviously O can be used to induce on L2(P(Hn), µn) a structure of ∗-algebra, defining a
(distributive and associative) ∗-algebra product:
f ? g := O (O−1(f)O−1(g)) for all f, g ∈ F2(Hn). (4.22)
With this product F2(Hn) becomes a C∗-algebra with unit, given by the constantly func-
tion 1, with involution given by the standard complex conjugation and norm:
|||f ||| := ||O−1(f)|| for all f ∈ F2(Hn), (4.23)
where the norm in the right-hand side is the C∗-norm of B(Hn). With these definitions,
O turns out to be a C∗-algebra isomorphism. The proofs are straightforward.
An intriguing issue is whether the C∗-algebra norm and products can be recast using the
geometric structure already present on P(Hn). Concerning the norm, we observe that it is
enough to know the explicit expression for the case of f real, the general case then arises
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form that and the C∗-algebra property ||a∗a|| = ||a||2, once one has an explicit expression
for the product ?, that we will obtain shortly. As a matter of fact |||f ||| =
√
|||f ? f |||.
Focus on f ∈ F2(P(Hn)) real, so that we can write f = κFA+cκtr(A) for some A ∈ iu(n).
Since A is self-adjoint:
||FA||∞ = sup
p∈P(Hn)
|tr(pA)| = sup
ψ∈S(Hn)
|〈ψ|Aψ〉| = ||A|| = |||f ||| .
As a consequence, taking advantage from (3.11), from the explicit expression of fA (50),
and exploiting κ+ ncκ = 1, we immediately have a geometric expression for |||f |||.
Proposition 38 If n > 2 and f ∈ F2(Hn) is real, referring to the the C∗-algebra norm
in (50) (everything defined for a choice of κ > 0) we have:
|||f ||| = 1
κ
∣∣∣∣∣∣∣∣f − (1− κ)∫
P(Hn)
fdµn
∣∣∣∣∣∣∣∣
∞
. (4.24)
Even dropping the requirement f ∈ F2(Hn) and assuming, more generally, f ∈ C0(P(Hn)),
the right-hand side of (4.24) defines a norm. The same holds true if working in L∞(C0(P(Hn)), µn)
and interpreting || ||∞ as the natural norm referred to the essential supremum computed
with respect to µn. The proofs are straightforward.
We write down two cases explicitly. The case κ = n+ 1, with µ′n := nµn:
|||f ||| = 1
n+ 1
∣∣∣∣∣∣∣∣f + ∫
P(Hn)
fdµ′n
∣∣∣∣∣∣∣∣
∞
, for every real f ∈ F2(Hn),
and the case considered by Gibbons, κ = 1:
|||f ||| = ||f ||∞ , for every real f ∈ F2(Hn).
Let us finally pass to the product ?, stating a corresponding theorem.
Theorem 39 Let n > 2 and f, g ∈ F2(Hn). If Gp : T ∗pP(Hn) × T ∗pP(Hn) → R denotes
the scalar product on 1-forms canonically induced by the metric g on P(Hn), referring to
the C∗-algebra product in (4.22), we have:
f ? g =
i
2
{f, g}+ 1
2
G(df, dg) +
fg
κ
+
1− κ
κ
(
n+ 1
κ
∫
P(Hn)
fgdµn − f
∫
P(Hn)
gdµn − g
∫
P(Hn)
fdµn
)
+
1− κ
κ2
(κ− (n+ 1))
∫
P(Hn)
fdµn
∫
P(Hn)
gdµn (4.25)
with, as usual, κ > 0. In particular, for κ = n+ 1 and defining µ′n := nµn:
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f ? g =
i
2
{f, g}+ 1
2
G(df, dg) +
1
n+ 1
(
fg −
∫
P(Hn)
fg dµ′n + f
∫
P(Hn)
g dµ′n + g
∫
P(Hn)
f dµ′n
)
and, for κ = 1:
f ? g =
i
2
{f, g}+ 1
2
G(df, dg) + fg . (4.26)
Proof. First of all we notice that, the following identity holds, g(Xf , Xg) = G(df, dg), that
immediately follows from g(Xf , j·) = ω(Xh, ·) = df , jj = −I and g(ju, jv) = g(u, v). So
we replace G(df, dg) for g(Xf , Xg) in the following. Define f := fA and g := fB. With
this choice f ? g = fAB = κFAB + cκtr(AB). Therefore:
fAB(p) = κtr(pAB) + cκtr(AB) =
κ
2
κtr(p[A,B]) +
κ
2
tr(p(AB +BA)) + cκtr(AB) .
A straightfrward computation proves that
tr(p(AB +BA)) = −tr(p[p,A][p,B])− tr(p[p,B][p,A]) + 2tr(pA)tr(pB) .
Reminding the definition of ω, {·, ·}, Xh and g presented in section 3.1, and putting all
together we find:
(f ? g)(p) = fAB(p) =
i
2
{f, g}+ 1
2
g(Xf , Xg) + κtr(pA)tr(pB) + cκtr(AB) .
From κ+ ncκ = 1 and using (3.11), one easily finds∫
P(Hn)
fAdµ = κ
∫
P(Hn)
FAdµ+ cκtr(A) =
1
n
tr(A) =
∫
P(Hn)
FAdµ ,
and a similar result for B in place of A. Using (3.13) and the definition of fA (fB) in
terms of FA (FB):
f ? g =
i
2
{f, g}+ 1
2
g(Xf , Xg) +
1
κ
(
f − ncκ
∫
P(Hn)
fdµn
)(
g − ncκ
∫
P(Hn)
gdµn
)
−cκn2
∫
P(Hn)
fdµn
∫
P(Hn)
gdµn +
cκn(n+ 1)
κ2
∫
P(Hn)
(
f − ncκ
∫
P(Hn)
fdµn
)(
g − ncκ
∫
P(Hn)
gdµn
)
dµn .
Using again κ+ ncκ = 1 we obtain (4.25).
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The formula 4.25 explicitly shows the structure of Lie-Jordan-Banach algebra of F2(Hn).
For κ = 1 the standard deviation (∆A)ψ coincides to 12Gp(dfA, dfA), this allows to write
down a geometrical formulation of Heisenberg inequality. For other choices of κ it is still
possible, but the expression is more complicated. A formula similar to (4.22) for n = 2
(stated on the 2-dimensional Bloch sphere) and for the case κ = 1 is mentioned in [12].
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Chapter 5
Geometric Hamiltonian approach to
composite quantum systems
Content of this chapter is based on [36].
One of the reasons why finite-dimensional QM is interesting regards the quantum infor-
mation theory. The aim of this chapter is investigating if the self-consistent geometric
Hamiltonian formulation of finite-dimensional QM admits any application to this topic.
First of all we have to study how describe a composite quantum system with the Hamil-
tonian formalism. Considering a bipartite system described in a Hilbert space given by
the tensor product H1 ⊗ H2, the quantum phase space for the Hamiltonian description
should be P(H1 ⊗ H2) and not P(H1)× P(H2) as suggested by the analogy with Classical
Mechanics. In the first section we tackle this issue, studying how Liouville densities of a
composite system can be characterized.
5.1 Liouville densities for composite systems
In Classical Mechanics the phase space of a composite system is given by the cartesian
product of phase spaces of each subsystem. While if one consider a quantum composite
system then the phase space must be the projective space of the tensor product of the
Hilbert spaces of the subsystems, according to standard Quantum Mechanics. We can
consider a bipartite quantum system which consists in two subsystems described in the
finite-dimensional Hilbert spaces H and K: The phase space (in the geometric Hamiltonian
sense) of the system is given by P(H ⊗ K) and not by P(H) × P(K), however the second
one is embedded in the first one by Segre embedding. Let us recall few fundamental ideas:
Considering two finite dimensional Hilbert spaces H and K, let us recall how the tensor
product of Hilbert spaces H⊗ K is defined: the tensor product of two vectros ψ ∈ H and
φ ∈ K, denoted by ψ ⊗ φ, is defined as the following bilinear form:
ψ ⊗ φ : H× K→ C ψ ⊗ φ(η, ζ) := 〈ψ|η〉H〈ψ|ζ〉K, (5.1)
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where 〈 | 〉H and 〈 | 〉K are the inner products on H and K respectively. We denote with
H⊗ K the vector space spanned by all ψ ⊗ φ. For ψ ⊗ φ, ψ′ ⊗ φ′ ∈ H⊗ K, we can define
an inner product:
〈ψ ⊗ φ|ψ′ ⊗ φ′〉 := 〈ψ|ψ′〉H〈φ|φ′〉K. (5.2)
Above definition extends to H ⊗ K which turns out to be a Hilbert space called tensor
product of Hilbert spaces H and K. In the same way we can define the tensor product of
a countable quantity of Hilbert spaces. Consider A ∈ B(H) and B ∈ B(K), the tensor
product of two operators, A ⊗ B, can be defined in the following way on the product
vectors ψ ⊗ φ:
A⊗B(ψ ⊗ φ) := Aψ ⊗Bφ, (5.3)
and the action extends to whole Hilbert space H⊗ K by linearity. The span of all A⊗B
can be denoted by B(H) ⊗B(K) and it coincides with B(H ⊗ K) as a general result on
Von Neumann algebras. Of course, not all the operators in B(H⊗ K) are in the product
form A ⊗ B, but considering a general operator in B(H ⊗ K) we can define a notion of
restriction of such operator to H or K, via the so-called partial trace.
Definition 40 Let be A ∈ B(H ⊗ K). The partial trace of A w.r.t. K (similarly H)
is the unique operator trK(A) ∈ B(H) such that:
tr [trK(A)B] = tr[A(B ⊗ IK)] ∀B ∈ B(H). (5.4)
where IK denotes the identity operator on K.
Consider a quantum system made up by two quantum subsystems which are described
by the observable algebras B(H) and B(K). According to standard quantum theory the
observable algebra of the composite system is given by the tensor productB(H)⊗B(K) =
B(H⊗ K).
Definition 41 A state σ ∈ B(H⊗ K) is called separable if it can be written as:
σ =
∑
i
λiσ
(1)
i ⊗ σ(2)i ,
whit weights λi > 0 and states σ
(1)
i ∈ B(H), σ(2)i ∈ B(K); otherwise it is called entangled.
According to the above definition, a pure state σ ∈ B(H ⊗ K) is separable if and only if
it is of product form σ = σ1 ⊗ σ2. In this regard let us introduce the well-known Segre
embedding. The tensor product map ⊗ : H× K→ H⊗ K induces a canonical embedding
of the cartesian product of complex projective spaces in the complex projective space of
the tensor product, called Segre embedding:
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Seg : P(H)× P(K)→ P(H⊗ K),
Seg : (|ψ〉〈ψ, |φ〉〈φ|) 7→ |ψ ⊗ φ〉〈ψ ⊗ φ|, ‖ ψ ‖=‖ φ ‖= 1. (5.5)
The action of Segre embedding can be written as Seg(p1, p2) = p1 ⊗ p2 for p1 ∈ P(H)
and p2 ∈ P(K), representing pure states as points of projective space. In the standard
formulation, the image Seg(P(H)×P(K)) gives the separable pure states of the composite
system. Here we use the Segre embedding to explicitly construct the isomorphism between
F2(H)⊗F2(K) and F2(H⊗ K).
Proposition 42 Let H and K be finite-dimensional Hilbert spaces with dimH, dimK > 2.
The map I : F2(H⊗ K)→ F2(H)⊗F2(K) defined as the pull-back by Segre embedding:
I(f) = Seg∗f (5.6)
is an isomorphism.
Proof. For any f ∈ F2(H⊗K), its image function I(f) : (p1, p2) 7→ f ◦Seg(p1, p2) belongs
to F2(H)⊗F2(K). We have to show that I is bijective.
The generic element g of F2(H)⊗F2(K) is the function given by the finite sum:
g : (p1, p2) 7→
∑
i∈I
g
(i)
1 (p1)g
(i)
2 (p2),
with g(i)1 ∈ F2(H) and g(i)2 ∈ F2(K) for every i ∈ I. The function g can be written as:
g : (p1, p2) 7→
∑
i∈I
tr(A
(i)
1 p1)tr(A
(i)
2 p2),
with A(i)1 ∈ B(H) and A(i)2 ∈ B(K) for every i ∈ I. We define the action of the map
J : F2(H)⊗F2(K)→ F2(H⊗ K) as:
J (g) : P(H⊗ K)→ C
J (g) : p 7→
∑
i∈I
tr
(
A
(i)
1 ⊗ A(i)2 p
)
= tr
(∑
i∈I
A
(i)
1 ⊗ A(i)2 p
)
.
The direct calculation shows that J = I−1, so I is a bijection.
One can prove the above result establishes a C∗-algebraic isomorphism, however only the
isomorphism of vector spaces is useful for us, considering the convex set S(H ⊗ K) ⊂
F2(H⊗ K) of Liouville denisties. The hypothesis dimH, dimK > 2 is mendatory becuase
we exploit the isomorphisms F2(H) ' B(H) and F2(K) ' B(K).
61
Geometric Hamiltonian approach to composite quantum systems
5.2 Quantum entanglement in geometric Hamiltonian picture
5.2.1 A notion of separability
In this section we introduce the machinery to describe quantum esntanglement of a
bipartite system in terms of Liouville densities defined on the phase space given by
the projective Hilbert space. As inverse-quantization scheme for states (to obtain Li-
ouville densities from density matrices) we consider the isomorphism of vector spaces
S : B(H ⊗ K) → F2(H ⊗ K) given by S(σ)(p) = tr(σp) for every σ ∈ B(H ⊗ K), we also
consider the isomorphisms SH : B(H) → F2(H) and SK : B(K) → F2(K) defined for the
subsystems.
Since a pure state of a bipartite system is separable if and only if it is represented by a
pure tensor in H⊗K, we want to investigate how product form is encoded in frame functions
formalism. Henceforth we assume dimH, dimK > 2 without further specifications.
The following result shows a necessary and sufficient condition on ρ ∈ F2(H ⊗ K) so
that ρ = S(σ1 ⊗ σ2) with σ1 ∈ B(H) and σ2 ∈ B(K). In other words there is a criterion
to check if a function in F2(H⊗ K) is associated to an operator in the product form.
Proposition 43 Let be ρ ∈ F2(H⊗K), the operator σ = S−1(ρ) ∈ B(H⊗K) is given by
a product σ = σ1⊗σ2 with σ1 ∈ B(H) and σ2 ∈ B(K) if and only if there are ρ1 ∈ F2(H),
ρ2 ∈ F2(K) such that:
(ρ ◦ Seg)(p1, p2) = ρ1(p1)ρ2(p2) ∀(p1, p2) ∈ P(H)× P(K), (5.7)
where Seg : P(H) × P(K) → P(H ⊗ K) is the Segre embedding Seg : (p1, p2) 7→ p1 ⊗ p2.
Moreover the functions ρ1 and ρ2 satisfy ρ1 = SH(σ1) and ρ2 = SK(σ2).
In this case we say that the function ρ is of the product form writing ρ = ρ1  ρ2.
Proof. Let us suppose that ρ = S(σ), i.e. ρ(p) = tr(σp), where σ = σ1 ⊗ σ2 with
σ1 ∈ B(H) and σ2 ∈ B(K). Just calculate, for any p1 ∈ P(H) and p2 ∈ P(K):
(ρ ◦ Seg)(p1, p2) = ρ(p1 ⊗ p2) = tr(σp1 ⊗ p2) = tr(σ1p1 ⊗ σ2p2) = tr(σ1p1)tr(σ2p2)
put: ρ1(p1) = tr(σ1p1) and ρ2(p2) = tr(σ2p2). Thus we proved that (5.7) holds if :
ρ(p) = tr(σ1 ⊗ σ2p) p ∈ P(H⊗ K), (5.8)
now let us prove that (5.7) only if (5.8). The function ρˆ : (p1, p2) 7→ ρ1(p1)ρ2(p2) is
an element of F2(H) ⊗ F2(K). Since F2(H) ⊗ F2(K) and F2(H ⊗ K) are isomorphic
(Proposition 42) then for any function ρˆ ∈ F2(H) ⊗ F2(K) there is a unique function
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ρ ∈ F2(H⊗K) such that ρˆ = I(ρ) = ρ ◦Seg. Thus the function ρ ∈ F2(H⊗K) satisfying
(5.7) is unique and given by (5.8).
In proposition 43, we have introduced the product  corresponding to tensor product
between operators, i.e. S(A ⊗ B) = SH(A)  SK(B) for every A ∈ B(H) and B ∈ B(K).
Since S is linear, the vector space F2(H⊗K) is the span of all ρ1 ρ2. Applying the result
of Proposiiton 37 we can give an explicit definition of the -product. The natural idea is
representing σ1 ⊗ σ2 in terms of the integral introduced in Proposition 37. Consider the
re-quantization distributions SH : P(H) → B(H) and SK : P(K) → B(K) according to
definition (4.16):
Proposition 44 Let be ρ1 ∈ F2(H) and ρ2 ∈ F2(K). The function ρ ∈ F2(H⊗ K) such
that S−1(ρ) = S−1H (ρ1)⊗ S−1K (ρ2) is given by:
ρ(p) =
∫
P(H)×P(K)
ρ1(p1)ρ2(p2)tr [p SH(p1)⊗SK(p2)] dµH(p1)dµK(p2) =: (ρ1  ρ2)(p),
(5.9)
where µH and µK are the Liouville measures respectively defined on the manifolds P(H)
and P(K).
Proof. The thesis is a direct result of these two steps: representation of the operator
S−1H (ρ1)⊗S−1K (ρ2) with the integral formula (4.17) and the calculation of ρ = S(S−1H (ρ1)⊗
S−1K (ρ2)).
The product function ρ1ρ2 is given by a smearing on the cartesian product P(H)×P(K)
with a kernel T : P(H ⊗ K) × P(H) × P(K) → C which does not depend on ρ1 and
ρ2 but only on the quantization distributions on P(H) and P(K) given by T(p, p1, p2) =
tr[pSH(p1)⊗SK(p2)], thus:
(ρ1  ρ2)(p) =
∫
P(H)×P(K)
ρ1(p1)ρ2(p2)T(p, p1, p2)dµH(p1)dµK(p2). (5.10)
With a very compact notation, we can write: ρ1  ρ2 =
∫
ρ1 ⊗ ρ2 T dνH dνK.
We can define an anologous notion of partial trace for functions in F2(H⊗K) that are
not of product form ρ1  ρ2. In Definition 40, partial trace of σ ∈ B(H ⊗ K), denoted as
trK(σ), is defined as the unique operator such that
tr(trK(σ)A) = tr(σA⊗ IK) ∀A ∈ B(H).
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A slightly alternative definition is the following: the partial trace with respect to K is
the injective map trK : B(H⊗ K)→ B(H) given by:
trK(σ ⊗ σ′) := σ tr(σ′) ∀σ ∈ B(H),∀σ′ ∈ B(K), (5.11)
and extended to whole B(H⊗ K) by linearity. In order to apply the tool of partial trace
in the approach of this paper, we define a map, we can say partial integral, using the
trace-integral formula already introduced in (3.11).
Definition 45 Let F2(H⊗K) 3 ρ 7→ ρK ∈ F2(H) be a map defined on product elements
by:
(ρ1  ρ2)K(p1) := ρ1(p1)
∫
P(K)
ρ2(p2)dµK(p2), (5.12)
for any pair ρ1 ∈ F2(H) and ρ2 ∈ F2(K) and extended by linearity to whole F2(H ⊗ K).
We call the map ρ 7→ ρK the partial integral w.r.t. P(K).
In case of quantum states, the partial integral can be interpreted as the integration of
a Liouville density describing a state of a composite system w.r.t. to a marginal measure
obtaining a marginal probability density.
Proposition 46 If ρ 7→ ρK is the partial integral on F2(H⊗ K) w.r.t. P(K), then:
i) ρK has this form:
ρK(p1) =
∫
P(K)
(ρ ◦ Seg)(p1, p2)dµK(p2) ∀ρ ∈ F2(H⊗ K). (5.13)
ii) The following relation holds:
trK
[S−1(ρ)] = S−1H (ρK) ∀ρ ∈ F2(H⊗ K). (5.14)
Analogous statements for ρ 7→ ρH.
Proof. The generic element ρ ∈ F2(H⊗ K) can be written as a finite sum:
ρ =
∑
i∈I
ρ
(i)
1  ρ(i)2 ,
with ρ(i)1 ∈ F2(H) and ρ(i)2 ∈ F2(K) for every i ∈ I. Calculating the partial integral as in
(5.12):
ρK =
∑
i∈I
ρ
(i)
1
∫
P(K)
ρ
(i)
2 dµK.
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Let us show that above expression is equivalent to (5.13): By definition of Segre embed-
ding, we have (ρ ◦ Seg)(p1, p2) = ρ(p1 ⊗ p2), ∀(p1, p2) ∈ P(H)× P(K), in particular:
(ρ ◦ Seg)(p1, p2) =
∑
i∈I
ρ
(i)
1 (p1)ρ
(i)
2 (p2).
Integrating w.r.t. νK:∫
P(K)
ρ ◦ Seg dµK =
∑
i∈I
ρ
(i)
1
∫
P(K)
ρ
(i)
2 dµK = ρK.
Let us prove the statement ii). By linearity and Proposition 43:
S−1(ρ) =
∑
i∈I
S−1H (ρ(i)1 )⊗ S−1K (ρ(i)2 ),
applying the partial trace trK:
trK
[S−1(ρ)] = ∑
i∈I
S−1H (ρ(i)1 )
∫
P(K)
ρ
(i)
2 dµK = S−1H
(∑
i∈I
ρ
(i)
1
∫
P(K)
ρ
(i)
2 dµK
)
= S−1H (ρK).
The statement of this proposition can be used to prove the next result showing how
integrals of frame functions over P(H⊗ K) can be computed.
Theorem 47 Let H and K be finite-dimensional Hilbert spaces with dimH, dimK >
2. Consider projective spaces P(H), P(K), P(H ⊗ K), each equipped with the discussed
almost complex Kähler structure. µH, µK and µ denotes the respective Liouville measures.
F2(H⊗ K) denotes the vector space of frame functions in L2(P(H⊗ K), ν).
The following fact holds for any ρ ∈ F2(H⊗ K):∫
P(H)×P(K)
ρ ◦ Seg dµHdµK =
∫
P(H⊗K)
ρ dµ, (5.15)
where dµHdµK is the standard product measure on P(H)× P(K).
Proof. Let S : B(H⊗K)→ F2(H⊗K) be the isomorphism defined as S(σ) = ρ such that
ρ(p) = tr(σp) for every p ∈ P(H⊗ K). Trace integral formula (3.11) holds:∫
P(H⊗K)
ρ dµ = tr
[S−1(ρ)] .
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Using statement (b) of Proposition 46:
tr
(
trK
[S−1(ρ)]) = ∫
P(H)
ρK dµH (5.16)
Since tr (trK [S−1(ρ)]) = tr [S−1(ρ)] by definition of partial trace, the theorem is proved
by statement (a) of Proposition 46.
5.2.2 A measure of entanglement
Let us recall the set of Liouville denisties is denoted by S(H) and the subset of densities
representing pure states is denoted as Sp(H). In the following there is the definition of
separable and entangled states in terms of Liouville densities.
Definition 48 Let ρ ∈ Sp(H⊗K) be a Liouville density representing a pure state of the
composite system described on P(H⊗K). ρ is said to be a separable pure state if there
are ρ1 ∈ Sp(H) and ρ2 ∈ Sp(K) such that ρ = ρ1  ρ2. In other words, ρ is said to be a
separable pure state if:
(ρ ◦ Seg)(p1, p2) = ρK(p1)ρH(p2) ∀(p1, p2) ∈ P(H)× P(K) (5.17)
where ρH and ρK are the partials integrals of ρ w.r.t. P(H) and P(K) respectively. We
denote the set of separable pure states as Ssepp (H⊗ K).
The elements of the convex hull Ssep(H⊗K) := conv[Ssepp (H⊗K)] are called separable
mixed states. Finally, the states belonging to E(H ⊗ K) := S(H ⊗ K) \ Ssep(H ⊗ K) are
called entangled states.
Definition 48 suggests that the measure of the subset in P(H)×P(K) where the equation
ρ ◦ Seg = ρKρH fails can be considered an entanglement measure of the state ρ.
From the physical point of view this idea of entanglement measure does not take into
account the distinguishability of entangled states. Below the proposal of an entanglement
measure based on a L2-distance.
Let us introduce a real map E : S(H⊗ K)→ R defined by:
E(ρ) :=
(∫
P(H)×P(K)
|Fρ|2dµHdµK
) 1
2
∀ρ ∈ Sp(H⊗ K), (5.18)
where
Fρ(p1, p2) := (ρ ◦ Seg)(p1, p2)− ρK(p1)ρH(p2), (5.19)
and the extension of E to S(H⊗ K) is given by the convex roof:
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E(ρ) := inf
ρ=
∑
λiρi
∑
i
λiE(ρi) ∀ρ ∈ S(H⊗ K), (5.20)
where the infimum is taken on all the possible convex combinations of ρ in terms of pure
states ρi ∈ Sp(H ⊗ K) and the coefficients λi are the statistical weights of the mixture.
Since Fρ ∈ L2(P(H) × P(K), dνHdνK) for any ρ ∈ Sp(H ⊗ K) by definition (5.19), E(ρ) is
its L2-norm.
Another natural idea to define an entanglement measure seems to be given by the calcu-
lation of the integral of Fρ itself on P(H) × P(K), however it is always zero. In fact, by
definition of Fρ and theorem 47, we have:∫
P(H)×P(K)
FρdµHdµK =
∫
P(H⊗K)
ρ ◦ Seg dµ−
∫
P(H)
ρK dµH
∫
P(K)
ρH dµK = 0,
since ρ, ρK, ρH are each normalized to 1 w.r.t. appropriate measures.
Let us recall the following technical lemma [19] about the extension of functions from the
extremal points to the convex hull, its statement is a convenient tool to check if the map
E is a good entanglement measure.
Lemma 49 Let X be the set of extremal points of a convex set K in a finite dimensional
vector space. Let X0 be a compact subset of X and K0 = conv(X0) its convex hull.
For any non-negative continuous function E : X → R+ which vanishes exactly on X0,
its convex extension, defined as in (5.20), is convex on K and vanishes exactly on K0.
Moreover, if E is invariant under unitary transformations then its convex extension is so.
In quantum information theory an axiomatic apporach can be adopted to find good candi-
dates of entanglement measures (e.g. [26], [43]), for instance requiring that the candidate
function assigns to each quantum state of a bipartite system a positive real number and it
vanishes on separable states. Another requirement is the invariance of the entanglement
measure w.r.t. local unitary transformations. The entanglement measure should be a
convex function beacuse entanglement cannot be generated by mixing two states, more-
over it should be a continuous function for this physical reason: A small perturbation of
a state must correspond to a small change of entanglement. The following proposition
shows that E satisfies a list of properties of a good entanglement measure.
Proposition 50 The map E : S(H⊗ K) 3 ρ 7→ E(ρ) satisfies the following properties:
i) E(ρ) ∈ R+ for every ρ ∈ S(H⊗ K);
ii) E(ρ) = 0 if and only if ρ is separable;
iii) E is invariant under the action of the unitary group;
iv) E is a convex function;
v) E is continuous w.r.t. the uniform norm topology.
67
Geometric Hamiltonian approach to composite quantum systems
Proof. i) E(ρ) is the integral of a non-negative function for any pure state ρ. Convex
combinations preserve non-negativity.
ii) The non-negative function |Fρ|2 vanishes everywhere on P(H)×P(K) if and only if ρ is
a separable pure state and then Fρ = 0 everywhere. Furthermore, since Fρ is a continuous
function, if Fρ = 0 a.e. then Fρ = 0 everywhere. The proof for mixed state is in iv) below.
iii) The action of the unitary group on F2(Hn) is given by [U(f)](p) = f(UpU−1), where
U ∈ U(n) and we used the same symbol for the representative operator. We need to prove
that:
E(U ⊗ V ρ) = E(ρ),
for every U ∈ U(n), V ∈ U(m) where dimH = n and dimK = m.
E(U ⊗ V ρ) =
(∫
|FU⊗V ρ(p1, p2)|2dµH(p1)dµK(p2)
) 1
2
=
(∫
|Fρ(Up1U−1, V p2V −1)|2dµH(p1)dµK(p2)
) 1
2
=
(∫
|Fρ(p1, p2)|2dµH(Up1U−1)dµK(V p2V −1)
) 1
2
=
(∫
|Fρ(p1, p2)|2dµH(p1)dµK(p2)
) 1
2
= E(ρ),
where we used the unitary invariance of the measures µH and µK. The identity FU⊗V ρ(p1, p2) =
Fρ(Up1U
−1, V p2V −1), that is valid for any pair (p1, p2), can be checked directly from def-
inition (5.19). The result holds even for mixed states, see lemma 49.
v) Consider a sequnece of pure states {ρn} that is uniformly convergent to ρ ∈ Sp(H⊗K),
thus we have the pointwise convergence ρn → ρ as n → ∞. Then ρn ◦ Seg → ρ ◦ Seg
pointwise.
{ρn◦Seg} is a sequence of positive bounded functions thus it is dominated by an integrable
function and we can apply the dominated convergence theorem, obtaining:
lim
n→∞
ρnK = lim
n→∞
∫
(ρn ◦ Seg)dµK =
∫
(ρ ◦ Seg)dµK = ρK.
There is pointwise convergence of the sequences of partial integrals: ρnK → ρK, ρnH → ρH.
Thus we have the following pointwise limit:
lim
n→∞
Fρn(p1, p2) = Fρ(p1, p2) ∀(p1, p2) ∈ P(H)× P(K).
Applying the dominated convergence theorem once again:
lim
n→∞
E(ρn) = lim
n→∞
√∫
|Fρn|2dµHdµK =
√∫
|Fρ|2dµHdµK = E(ρ).
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iv) We apply lemma 49. E : S(H ⊗ K) → R+ is the convex extension of a non-negative
continuous function defined on the extremal elements of S(H ⊗ K) that vanishes on the
separable pure states, then it is a convex function vanishing exactly on the set of separable
states.
In standard QM, state distinguishability is quantified by the trace-distance between den-
sity matrices: d(σ, σ′) = 1
2
‖ σ − σ′ ‖1= 12tr(|σ − σ′|). Thus a good entanglement
measure on the set of density matrices should be continuous w.r.t. the topology induced
by ‖ ‖1. If H is a finite-dimensional Hilbert space then the topology induced by ‖ ‖1
on B(H) coincides with the topology induced by the norm ‖ T ‖:= sup‖ψ‖=1 |〈ψ|Tψ〉| =
supp∈P(H) |tr(Tp)| =‖ S(T ) ‖∞. For this reason the continuity w.r.t. the uniform norm
topology is remarkable in order to use E as an entanglement measure.
Definition 51 Let S(H ⊗ K) be the set of Liouville densities on P(H ⊗ K) describing
physical states of a bipartite quantum system. The map E : S(H⊗K)→ R defined on the
extremal points by (5.18) and extended by (5.20) to the convex hull is called standard
Hamiltonian entanglement measure.
In the introductory section, we stress that the Hilbert-Schmidt distance between den-
sity matrices coincides up to a multiplicative constant with the L2-distance between asso-
ciate Liouville densities. Thus we can express in terms of Liouville densities a well-known
entanglement measure defined as the Hilbert-Schmidt distance of an entangled state from
the set of separable states. Consider a density matrix σ∗ ∈ B(H) of a bipartite system,
an entanglement measure proposed in [47] is:
D(σ∗) = min
σ∈Ssep
‖ σ − σ∗ ‖HS, (5.21)
where Ssep is the convex set of separable density matrices. Thus we can introduce another
measure of entanglement carried by a Liouville density ρ ∈ S(H⊗ K) in thi way:
D(ρ) = min
η∈Ssep(H⊗K)
√∫
P(H⊗K)
|ρ− η|2dµ. (5.22)
Even this definition is based on a L2-distance but in the space L2(P(H⊗K), dν) instead in
L2(P(H)×P(K), dµHdνK) like in our proposal. The letter has no a direct analogous in the
standard formalism of density matrices, because L2-distance is computed for functions
that are not defined on the projective space P(H ⊗ K) but on the cartesian product
P(H)× P(K) which is the classical-like phase space of the bipartite system.
The entanglement measure based on Hilbert-Schmidt distance is connected with the vi-
olation degree of a generalized Bell inequality as shown by Bertlmann-Narnhofer-Thirring
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theorem [5]. To study this connection from the point of view of Hamiltonian formalism
we introduce the witness inequality in the next section.
5.3 Separability criteria for Liouville densities
Using the developed machinery we can translate two celebrated separability criteria in
the language of Hamiltonian formulation.
Proposition 52 For any Liouville density ρ ∈ S(H⊗K) representing an entangled state
there is an observable f : P(H⊗ K)→ R (called entanglement witness) such that:∫
P(H⊗K)
fρdµ < 0 and
∫
P(H⊗K)
fηdµ ≥ 0, (5.23)
for every separable Liouville density η.
Proof. For any entangled density matrix σ in H⊗K there is a Hermitian operator A (i.e.
a quantum observable) such that tr(Aσ) < 0 and tr(Aθ) ≥ 0 for every separable density
matrix θ (see e.g. Lemma 1 [24]). Applying trace-integral formulas:
tr(Aσ) =
∫
P(H⊗K)
fρdµ , tr(Aθ) =
∫
P(H⊗K)
fηdµ
where ρ = S(σ), η = S(θ) and f = O(A), i.e. f represents a quantum observable.
To make above result useful, we recall when a real function f ∈ L2(P(H⊗K), dµ) represents
a quantum observable (i.e. when it verifies f = O(A) for some A ∈ iu(n)). A necessary
and sufficient condition, obtained applying proposition 25 in [34], is:∫
P(H⊗K)
fS(p0)dµ = d2f(p0), (5.24)
for every pure state p0, where d = dimH× dimK.
An entanglement witness can be defined as a non-positive observable such that its
expectation value on every separable state is a positive number. The second inequality
in (5.23) is violated by an entangled state, first equation in (5.23). The violation of the
inequality: ∫
P(H⊗K)
fρdµ ≥ 0 with f entanglement witness (5.25)
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is a good criterion to test if a state is entangled, it can be called generalized Bell in-
equality in the Hamiltonian formalism. The maximal violation of operatorial generalized
Bell inequality is connected with Hilbert-Schmidt entanglement measure (5.21) by the
Bertlmann-Narnhofer-Thirring theorem [5]. Thus (5.25) and (5.22) can be used to obtain
a Hamiltonian version of BNT theorem.
Proposition 53 A Liouville density ρ ∈ S(H⊗K) describes a separable state if and only
if: ∫
P(H⊗K)
ρfdµ ≥ 0, (5.26)
for any quantum observables f satisfying:∫
P(H⊗K)
η1  η2fdµ ≥ 0 (5.27)
for all η1 ∈ F2(H) and η2 ∈ F2(K) such that:
G(dη1, dη1) = 2(η1 − η21) (5.28)
R(dη2, dη2) = 2(η2 − η22) (5.29)
where G and R are the scalar products of one-forms respectively induced by the Fubini-
Study metrics on P(H) and P(K).
Proof. A density matrix σ on H ⊗ K is separable if and only if tr(σA) ≥ 0 for any
Hermitian operator A satisfying tr((P ⊗ Q)A) ≥ 0 for all orthogonal projectors P and
Q on H and K respectively (e.g. theorem 1 in [24]). The statement of the proposition
is the translation of this fact in the classical-like functions formalism. Consider the real
functions g = S(τ) ∈ F2(H) and g′ = S(τ ′) ∈ F2(H) for τ, τ ′ ∈ B(H) , then a direct
computation [34] produces:
S(ττ ′) = S(S−1(g)S−1(g′)) = i
2
{g, g′}PB + 1
2
G(dg, dg′) + gg′.
If τ ′ = τ then the Poisson bracket is zero, moreover if τ is an orthogonal projector:
g = S(τ) = 1
2
G(dg, dg) + g2, (5.30)
i.e. G(dg, dg) = 2(g−g2). The converse is true because S is bijective: If g = S(τ) satisfies
(5.30) then τ is an orthogonal projector.
If η1 ∈ F2(H) satisfies (4.3) and η2 ∈ F2(K) satisfies (4.4) then the operators P =
S−1H (η1) and Q = S−1K (η2) are orthogonal projectors. And using (5.9) as the definition
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of  we have S(P ⊗ Q) = η1  η2. We can use trace-integral formulas as in the proof of
proposition 52 to obtain (5.26) and (5.27).
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The main results about the geometric Hamiltonian formulation of finite-dimensional
QuantumMechanics and its interplay with the standard formalism presented in this disser-
tation has been developed applying the machinery of frame functions and their properties.
More precisely, we have considered frame functions belonging to L2(P(Hn), µn) where µn
is the natural Liouville measure defined on the Kähler manifold P(Hn) and coincides with
a unique measure induced by the Haar measure on the unitary group U(n). The complete
characterization of classical-like observables (and classical-like states) allows to construct
a one-parameter class of prescriptions to obtain a self-consistent geometric Hamiltonian
formulation of a finite-dimensional quantum theory. The parameter is κ > 0 which labels
the all possible Kählerian structures on the projective space. For any κ > 0, an inverse
prescription to obtain a "standard" quantum observable (a self-adjoint operator) from the
associated classical-like observable has been discussed in terms of an integration on the
Hilbert projective space. Since frame functions allow to completely characterize quantum
observables in terms of classical-like observables, the algebra of observables has been con-
cretely constructed as a C∗-algebra of functions with a non-commutative product.
Description of finite-dimensional quantum systems is crucial in quantum information, so
the geometric formalism has been applied to define and characterize the notion of quan-
tum entanglement within the description of a bipartite quantum system. An analogous
of the partial trace is defined and its interpretation as an integration w.r.t. to a marginal
probability measure has been pointed out and used to propose a new entanglement mea-
sure, providing a map which statisfies several good properties of an entanglement measure.
At the end of the last chapter there are some comments about the translation of known
separability criteria in terms of geomretic Hamiltonian formulation.
For obvious physical reasons, a cogent direction of investigation is the infinite-dimensional
extension of the presented results. The projective space on a infinite-dimensional Hilbert
space is endowed with a Kähler structure as well in the finite-dimensional case, thus one
would have a good geomteric framework. However the very difficult issue is the definition
of a Liouville measure on such infinite-dimensional quantum phase space. In this way, one
should use a machinery beyond standard measure theory like the ideas that have been
developed to study mathematical foundations of Feynman path integrals.
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