We use the Malliavin integration by parts formula in order to provide a family of representations of the joint density (which does not involve Dirac measures) of (X θ , X θ+δ ), where X is a d-dimensional Markov diffusion (d ≥ 1), θ > 0 and δ > 0. Following [5], the different representations are determined by a pair of localizing functions. We discuss the problem of variance reduction within the family of separable localizing functions: We characterize a pair of exponential functions as the unique integrated-variance minimizer among this class of separable localizing functions. We test our method on the d-dimensional Brownian motion and provide an application to the problem of American options valuation by the quantization tree method introduced by [2] .
Introduction
Let X be a Markov process. Given M simulated paths of X, we are interested in the Monte Carlo estimation of the joint density function of (X θ , X θ+δ ) :
f (x, y) = E (ε x (X θ )ε y (X θ+δ )) where θ > 0, δ > 0, and ε x is the Dirac measure at the point x. The purpose of this paper is to introduce an estimator based on the Malliavin integration by parts formula which allows to integrate the Dirac measure up to the Heaviside function.
This problem is motivated by the recent financial literature which has been interested in the Monte Carlo approach for the numerical approximation of the value of American options. The Monte Carlo technique is particularly adapted for high dimensional problems.
By passing to a discrete-time approximation, the American option valuation problem is reduced to a backward algorithm which requires to compare at each step the reward from exercising the option to the expected reward from continuing. The main difficulty from the numerical viewpoint lies in the computation of the expected reward conditional on the actual information. In order to approximate the required conditional expectations, one can use the classical tools from non-parametric regression methods in statistics. The Kernel regression method (see e.g. Bosq [3] ) has been suggested in this context by Carriere [8] . The basis projection method consists in approximating the conditional expectation by the orthogonal projection on some finite truncation of an orthonormal basis of L 2 , and has been used in the context of American options by Longstaff and Schwartz [14] , and Tsitsiklis and van Roy [16] .
An alternative approach, based on the integration by parts formula from Malliavin calculus, has been suggested by Fournié et al. [10] , and implemented for American options in the context of the multivariate Black and Scholes model. The rate of convergence of this method has been analyzed for general smooth processes by [5] and [6] . We also mention the approach of Braodie and Glassermann [7] which use a random grid at each time step associated with some conveniently chosen weights defined by some statistical ideas based on the importance sampling theorem.
In this paper, we focus on the quantization technique of Bally, Pagès and Printemps [2] . Loosely speaking, this method consists in "quantizing" the state variable of the problem at each time step, i.e. projecting X t k on a grid containing N k discrete points X i k , i = 1, ..., N k . The state space is then partitioned into a family of cells C( X i k ) with X i k ∈ C( X i k ). Given m independent copies X (m) t k , X (m) t k+1 of the pair of random variables X t k , X t k+1 , the transition probability from the cell C( X i k ) to the cell C( X j k+1 ) is estimated by :
.
Observe that as the size of these cells gets smaller (which is the case in practice), the number of scenarios falling in each cell decreases dramatically, inducing a large variance of the above estimator.
The method of estimation of transition probabilities exposed above, is in fact an extension of the classical approach used to estimate density function of a random variable using M independent copies. In order to improve this method, one can think about Malliavin integration by parts formula that has been used recently used in [11] , [10] , [13] , [12] and [5] in order to obtain an alternative representation of the conditional expectation :
where g is a mapping from R d into R. The representation in [5] does not involve the Dirac measure ε x (it uses instead H x : the Heaviside measure at the point x) and depends only on the mapping g. It also allows to recover the √ M rate of convergence.
In this paper, we extend the results of [5] by providing a family of alternative representations of the joint density which does not involve Dirac measures. Each representation is determined by the choice of a pair of localization functions. We then study the problem of minimizing the integrated mean square error within the class of all pairs of separable localization functions. Our main result provides an explicit characterization of such optimal localization functions.
The paper is organized as follows. Section 2. introduces the main notations and some preliminary results. Section 3 contains the proof of the family of alternative representations of the joint density. The variance reduction issues are discussed in Section 4. Section 5 specializes the discussion to the multivariate Brownian motion, and provides some numerical tests proving the performance of the Malliavin-based estimator. We also proceed to a comparison with the Kernel density estimator. Finally section 6 provides and application of this technique to the quantization tree method.
For all positive integer i ≤ d, we denote by J (−i) the subset of J whose elements I do not contain i, i.e. J (−i) := {I ∈ J : i ∈ I}.
For a vector x ∈ R d , we shall denote x i its i−th component, and x (−i) the vector of Here, C 0 b is the set of all bounded continuous functions from R d to R, and for I = (i 1 , . . . , i |I| ), the notation ∂ I ϕ stands for the I−th cross derivative, i.e.
We denote by L the set of all smooth localization functions.
For I = (1, . . . , d) and ϕ : R d −→ R, we denote by ∇ϕ := ∂ I ϕ the gradient of ϕ, if it does exist.
3 Alternative representation of joint density function
Malliavin derivatives and Skorohod integrals
Let (Ω, F, P ) be a complete probability space equipped with a d-dimensional standard Brownian motion W = (W 1 , . . . , W d ). We shall restrict the time interval to T := [0, θ + δ] for some θ, δ > 0. We denote by F := {F t , t ∈ T} the P −completion of the filtration generated by W . Throughout this paper, we consider a Markov process X such that X θ and X θ+δ belong to the Sobolev spaces D k,p (p, k ≥ 1) of k−times Malliavin differentiable random variables satisfying :
Given a matrix-valued process h, with columns denoted by h i , and a random variable F , we denote
for I = (i 1 , . . . , i k ) ∈ J , whenever these stochastic integrals exist in the Skorohod sense. We extend this definition to the empty set by setting S h ∅ (F ) := F . For the maximal element I = (1, . . . , d), we shall simply write
Similarly, for I ∈ J , we set :
We next introduce the set H(X) as the collection of all pairs of matrix-valued L 2 (F) processes (g, h) satisfying
and such that
for all I, J ∈ J and ϕ, ψ ∈ L.
Throughout this paper, we shall assume that
Remark 3.1 For later use, we observe that for all (g, h) ∈ H(X), we have
for all I ∈ J and ϕ, ψ ∈ L. To see this, observe that it is sufficient to prove these equalities for |I| = 1. For a positive integer i ≤ d, it follows from the connection between the Itô and the Skorohod integral (see [15] p40) that :
by (3.2).
The case of Markov diffusions
Before going any further, let us verify that the conditions listed in the above paragraph are satisfied in the case of regular Markov Diffusions. Let X = {X t } be the continuous-time process defined by the stochastic differential equation
together with an initial condition X 0 . Here b : R d −→ R d and σ : R d −→ R d×d are respectively vector and matrix valued maps, the matrix σ(x) is invertible for all
We denote by
The first variation process of X is the matrix-valued process defined by : The Malliavin derivative is related to the first variation process by : 5) so that :
defines a pair of processes in L ∞ T satisfying (3.1)-(3.2). Moreover, for each real-valued F ∈ D ∞ , and i = 1, . . . , d, Sĥ i (F ) is well defined and belongs to D ∞ (see [15] Property 2 p38 and Proposition 3.2.1 p158). By simple iteration of this argument, we also see that (ĝ,ĥ) satisfies (3.3).
Alternative representation of the joint density distribution
In this paragraph, we provide an extension of Theorem 3.1. of [5] . This result induces an expectation representation of the joint density of (X θ , X θ+δ ) which does not involve Dirac measures.
3. We now prove that 10) where i, f , φ, F , (g, h) are as above, and ψ ∈ L, B i ∈ B(R). To see this, we first observe that it is sufficient to consider the case where f and φ are smooth. The general case is then deduced by a classical density argument. Next, since S
, it follows from the smoothness of f and φ that the random variable
is Malliavin differentiable. By the usual rules of differentiation, we directly compute that
by (3.1) . Recall the definition of the parameter α in (3.10), and set S := S
. By the Malliavin integration by parts formula, this provides :
by the connection between the Itô and the Skorohod integrals, see [15] p40. We then deduce (3.10) by observing that
4. Now, we are able to prove Theorem 3.1. We start by taking F = 1 and setting
Since ϕ(0) = 1, we see that :
, we observe that :
Iterating this argument, we obtain that :
where
We next apply (3.10) with
Now, the statement of the theorem follows by combining (3.11), (3.12) and by using Remark 3.1.
Remark 3.2
For later use, we observe that the above proof shows that
Variance reduction using localizing separable functions
Given a pair of localizing functions (ϕ, ψ) ∈ L×L and (g, h) ∈ H(X), Theorem 3.1 provides the following representation of the joint-density function:
This suggests the following Monte Carlo estimator of the joint density function :
, h (k) are independent copies with the same distribution as (X θ , X θ+δ , g, h). Following [5] , we consider the problem of minimizing the integrated mean square error (mse) :
within a suitable class of localizing functions. We first observe that, for any pair (ϕ, ψ) of localizing functions, only the restrictions of ϕ and
The problem of minimizing the integrated mse has been introduced in [12] and completely solved in [5] in the case of separable localizing functions, i.e.
where, for each i = 1, . . . , d, the function ϕ i maps R + into R. We denote by L s + the set of all separable localizing functions. We will then concentrate on the minimization problem
In order to ensure that v g,h is finite, we assume that:
The main result of this section is the following.
Theorem 4.1 There exists a unique solution ϕ, ψ ∈ L s + × L s + to the integrated minimization problem (4.1) given by:
where ( η, ρ) is the unique solution in (0, ∞) 2d of the system of polynomial equations:
The proof of this result, is based on the classical calculus of variations technique, and follows essentially the line of arguments of the corresponding result in [5] . The details of this proof are reported in the Appendix section.
Application to the d−dimensional Brownian motion
In this section, we specialize the discussion to the d−dimensional Brownian motion. We first exploit the particular structure of the Brownian motion in order to push further the characterization of the optimal separable localization function. This leads to an explicit solution of the optimal separable localization problem, see (5.8) below. Then, we examine the numerical performance of our estimation method of the joint density of (W θ , W θ+δ ), and we provide a comparison with the corresponding kernel estimator.
Optimal separable localization for the Brownian motion
1. Preparation.
The Malliavin derivative of the d−dimensional Brownian motion is given by
for any t, s ≥ 0. It is then easily checked that the pair (ĝ,ĥ) defined bŷ
is in H(W ). Given two separable localizing functions ϕ, ψ ∈ L s and I, J ∈ J , we easily calculate that :
Observe that the random variables Sĥ i ϕ i (W i θ − x i ) and Sĝ i ψ j (W j θ+δ − y j ) depend only on the one-dimensional Brownian motion W i . We then directly calculate that
and
We finally need the following direct computation :
which provides that
2. Optimal separable localization function. Now, we rewrite the characterization (4.3)-(4.4) of Theorem 4.1 in the context of the d−dimensional Brownian motion. In order to simplify the computations, we use the equivalent system (7.2)-(7.4). By (5.3), it follows that
Since the random variables Sĝ i • Sĥ i ψ i (W i θ+δ − y i ) and Sĝ i ψ i (W i θ+δ − y i ) are both independent of Γ i , the above expression reduces to
By (5.7) and (5.1)-(5.2), this provides :
Observing that E Sĥ i (1)Sĝ i (1) = −δ −1 and E Sĥ i (1) 2 Sĝ i (1) = E Sĥ i (1) = 0, we get :
By similar calculations, we also get
Recalling the definition of Sĥ i (1) and Sĝ i (1), we immediately calculate :
Therefore, we obtain the following system of equations :
which can be solved explicitly and we get :
Remark 5.1 Let θ be a fixed positive parameter. Then, the above expression shows that
This is the same asymptotic behavior of the localization function that is in [6] .
3. Optimal (non-separable) localization.
In this paper, we only focus on the problem of minimizing the integrated mean square error with the class of separable localization functions. The problem of minimizing the integrated mean square error, within the class of all localization functions, has been analyzed in [5] in the context of approximating E [ε x (X θ )g (X θ+δ )]. An optimal (non-separable) localization function does exist in some convenient Sobolev space, but there was no explicit characterization of this solution in general. However, in the case of the Brownian motion, i.e. X = W , it was observed that the optimal separable localization function is also optimal for the problem of minimizing the integrates mean square error with the class of all localization functions. See Remark 4.3 in [5] .
A similar comment is valid for the context of this paper. Following the same proof as in [5] , we see that the optimal separable localization functions for the Brownian motion, determined in the previous paragraph, solve the problem of integrated mean square error minimization within the class of all localization functions.
Numerical results
In this section, we apply our technique to estimate the joint density f (x, y) of (W θ , W θ+δ ), and compare to the exact value
For a fixed number of scenarios M = 200 000, we analyze the impacts of the dimension, the dispersion between x and y and the time step δ on the quality of the estimator.
Impact of the dimension
In order to study the impact of the dimension on our estimator, we fix θ = 1, δ = 1, estimate the joint density at the origin (x, y) = (0, 0) for d ranging from 1 to 4. We collect the estimation results together with the comparison to the exact value given by (5.9) in the following table. The mean and the standard deviation are estimated by their empirical counterpart on an independent sample of 500 Malliavin based estimations of f (0, 0) . Notice that the mean of the Malliavin based estimator is very close to the exact value. The above results also show that the quality of the estimator is worsened by increasing the dimension.
Impact of the dispersion
We now analyze the impact of the distance between x and y. We fix θ = δ = 1, and we estimate the joint density f (x, y) for different pairs (x i , y i ). We perform numerical experiments for d = 1 and d = 2. The following table reports our estmation results together with the comparison to the exact valued obtained from (5.9). The above result confirm the expected conclusion that the quality of the estimator is worsened by increasing the distance between x and y. Notice that the mean of the joint density estimator is very close to the exact values.
Impact of the time step
We now fix θ = 1 and compute the Malliavin based estimator of the joint density at the origin (x, y) = (0, 0) for different values of the time step δ. We again perform numerical experiments for the one-dimensional and the two-dimensional case, and we compare to the exact values given by (5.9). The above results show that the quality of the estimator is worsened by shrinking the time step. This is in agreement with the variance explosion observation of the Malliavin based estimator observed in [6] . We also observe, as in the previous experiments, that the mean of the Malliavin based estimator is very close to the exact value.
Remark 5.2 From the examples above, we notice that the standard deviation of our estimations using η i = ρ i = δ −1/2 is very close to (and even sometimes better than) the standard of our estimations using the optimal values of η and ρ. This is due to the fact that these optimal values minimize the integrated-variance and not the variance of the joint density for a particular choice of x and y. Notice however that, for a large dispersion between x and y, or for a small time step δ, the optimal valuesη andρ produce better estimators of the joint density.
Comparison with the kernel method
We next compare the malliavin based joint density estimator to the so-called kernel estimation method. Before reporting the numerical experiments, We start by recalling briefly the regression methods using convolution kernels.
Kernel convolution regression method
Let Z be a random variable valued in R k , and let (Z i ) i≥1 be a sequence of independent copies of Z. In order to estimate the density function (z) := E[δ z (Z)], we approximate the Dirac measure ε z by the function ζ −→ b −k n 1 |ζ−z|≤bn , where (b n ) n≥1 is a sequence of positive numbers converging to zero. This suggest to approximate (z) by
More generally, given a bounded function K :
we define the approximation of the Dirac measure ε z :
In the statistics literature, K is a called a kernel function, and induces the following kernel estimator of :ˆ
Under some regularity conditions on and by judicial choice of the rate of convergence of (b n ) n towards zero, it is well-known thatˆ n (z) is a consistent estimator of (z). The rate of convergence decreases dramatically with the dimension, and is always slower than the parametric rate of convergence √ n. We refer to Bosq [3] for an overview of the asymptotic properties ofˆ n .
Malliavin versus Kernel joint density estimation
We fix θ = δ = 1, and estimate the joint density by both methods, for d ranging from 1 to 3, at the point (x, y) = (0, u/|u|), where u is a vector of ones. The numerical results are collected in the following Notice that, unlike the Malliavin-based estimator, the mean of the kernel based estimator is far from the exact value. This is due to the fact that the Malliavin-based estimator is unbiased.
Solving the American option valuation problem by quantization
In this section, we focus on the problem of approximating the value of an optimal stopping problem by the quantization tree method introduced by Bally, Pagès and Printemps [1] .
The quantization tree methods consists in approximating a continuous-time process with values in a continuous state space by a discrete-time process with finite state space. A key step in this quantization method is to estimate the transition matrix of the approximating discrete-time process. This is usually obtained by classical Monte Carlo technique. The main objective of this section is to use instead our Malliavin-based Monte Carlo estimator of the joint density, and to analyze the performance of this procedure.
The American option problem
Let T > 0 be a finite horizon, and (Ω, F, P) a complete probability endowed with a filtration F = (F t ) 0≤t≤T satisfying the usual conditions. The filtration F t represents the information available up to time t. We also assume that F 0 is trivial and that F T = F. Let Y be an F−adapted process valued in R + . For each t ∈ [0, T ] and ω ∈ Ω, Y t (ω) represents the reward for stopping at time t in the state ω. Our main concern in this section is the valuation of American options which reduces to the following optimal stopping problem
where T 0 is the collection of all F−stopping times valued in [0, T ].
Discrete-time approximation
Let 0 = t 0 < t 1 < . . . t n = T be a partition of the interval [0, T ] with mesh max 1≤i≤n |t i − t i−1 | −→ 0 as n → ∞. One may choose for instance a constant mesh t i = iT /n. A natural approximation of the optimal stopping problem (6.1) is obtained by restricting the maximization to those stopping times with values in {t 0 , . . . , t n }. We shall call T n 0 the collection of all such stopping times, and
The convergence of U n 0 towards U 0 holds under mild conditions. Also, it is well-known that the value of the discrete-time stopping problem (6.2) can be computed by the following backward induction :
for i = 0, . . . , n − 1. Assume in addition that the process Y is Markov. Then we can rewrite the above backward algorithm in :
Estimation of the discrete-time American option value by quantization
We next approximate, at each time t i , the random variable Y t i by some random variableŶ t i which can only take a finite number N i of values y i := (y i,j ) 1≤j≤N i . This is the quantization step. A Voroni tessellation of y i is a Borel partition (C j (y i )) 1≤j≤N i of R k satisfying
The quantizer of Y t i is defined by :
We now turn to the problem of choosing y i :
1. We say that y i is an L p optimal quantizer of Y t i if y i solves the problem of minimizing the L p mean of the approximation error
This approach is presented by [2] , and the above minimization problem is solved by means of a (time consuming) stochastic gradient descent method. The quantity D i is called the L p -distorsion of the quantizer y i .
2.
A random quantization of Y t i consists in choosing N i independent realizations of a random variable whose support contains the support of Y t i . Given the density function of Y t i , Cohort [9] provided the density function whose associated random quantization has the smallest rate of convergence of the distorsion when N i → ∞, and proved that this procedure achieves the same rate of convergence than the optimal quantization method.
We next turn to the problem of approximation of the value of the discrete-time optimal stopping problem. Set
and define the approximation
where U n k ∈ R N k , and π k is a matrix with entries π i,j k , and the maximum is taken component-wise.
Monte Carlo approximation of the transition matrices
We now concentrate on the approximation of the transition probabilities π
be M copies of the process Y . The classical Monte Carlo estimator of the transition probabilitie π i,j k is given by :π
As proved in [2] , the bigger the N k are, the smaller the error bounds are. So, in practice, in order to have a satisfying estimation of the value of the stopping-problem one has to take a big number of cells for each time step (usually N k lies between 500 and 2000). When, we take a big number of cells N k , the size of these cells become small and the variance of the estimators of the transition probabilitiesπ i,j k becomes large, since the number of scenarios falling in each cell is small. In order to overcome this problem, we suggest an approach using Malliavin calculus estimation of the joint density function. recall that the transition probability from the cell C i (y k ) to the cell C j (y k+1 ) is given by:
where f t k ,t k+1 is the joint density function of Y t k and Y t k+1 and f t k is the density function of Y t k . We will then approximate π i,j k by the following expression:
is the Malliavin based estimator of the joint density E ε x 1 (X t k ) ε x 2 X t k+1 as developed in the previous sections of this paper.
Numerical Implementation

The model
Let S be a process defined by the multi-dimensional Black-Scholes model :
Where 
where f is a non-negative mapping from
The most important feature of the Black-Scholes model is that for any time t ∈ [0, T ], the asset price S t is a function of t and the Brownian motion W t :
Therefore, instead of quantizing S t , one can quantize W t . This remark, will be very helpful in practice.
The numerical scheme
Applying the quantization algorithm to the optimal stoping problem with reward process Y , we are reduced to the following backward scheme :
Where s k i ∈ R d is given by:
For each k = 0, . . . , n − 1, i = 1, . . . , N k , and j = 1, . . . , N k+1 , we approximate the transition probability π i,j k by : x 2 ) is the Malliavin based estimator of the joint density E ε x 1 (W t k ) ε x 2 W t k+1 as developed in the previous sections of this paper.
Remark 6.1 In the estimator given above, we omitted deliberately to deal with case where we have unbounded cells (i.e. the periferal cells in the quantization tree methods), because several solutions can be proposed.
One can for example (like in classical lattice methods) bound his workspace and say that the probability to find a realization of the underlying process outside a certain domain is null. Doing so, we transform all our cells into bounded cells.
An other possibility is to use the classical estimation of P (C i (x k ), C j (x k+1 )) when the 2 cells are unbounded. The case where only one of the two cells is unbounded can be treated in the following way (Suppose for example that C i (x k ) is bounded and C j (x k+1 ) is unbounded): We make the following approximation
and we estimatef t k ,t k+1 (x k,i , y) by making only one Mallivin-integration by part on "the first variable" (by doing this, we retrieve the framework introduced by Bouchard, Ekeland and Touzi in [5] ).
We tested both methods. The results given by the second one seems to be slighty more relevant. That's why we decided to adopt it in the numerical tests below.
Numerical Results
Impact of the dimension In order to test the impact of the dimension, we consider a European option and a Bermudan one, on the geometric mean of d assets :
In the multidimensional Black and Scholes framework, the geometric mean of d nondividend lognormal processes is equivalent to a particular lognormal process with a divi-dend yield. We give below the features of this process:
This allows to obtain the exact value of the price of the European option using the usual Black-Scholes explicit formula. We also use a 1-dimensional finite difference scheme and we consider the obtained approximation as the "exact value" of the price of the Bermudan option.
On the other hand, we price these two options with quantization tree method. We give below the backward induction allowing for that:
where for any k ∈ 0, n − 1 and i ∈ 1, N k , the quantity I i k is equal to −∞ for the European option and to f s k i for the Bermudan one.
The following are the parameters used for the simulations :
instantaneous interest rate r 0.06 We shall split the proof in various Lemmas. We will use classical calculus of variations technique. We start by defining "admissible" perturbations of the assumed solution. Let ϕ be an arbitrary function in L s + , and α a map from R + into R. Set
It follows that if α is C 1 , bounded and satisfies α(0) = 1, we have that
+ , we simplify the notation by setting :
Lemma 7.1 For ϕ, ψ ∈ L s + , we define :
. Then, for all (g, h) ∈ H(X), we have that :
Proof. We use the same argument as the proof of Lemma 4.1 in [5] . From (3.2) we have that :
Then, we deduce the first equality of the lemma from Remark 3.1. By the same Remark, we also have that :
where the second equality follows from (3.1).
The next step consists in considering the problem of partial minimization. has a unique solution:
α i (ξ) := e −η i ξ , for all ξ ∈ R + , where has a unique solution:
β i (ξ) := e −ρ i ξ , for all ξ ∈ R + , where
, (7.4) for all α ∈ C 1 b .
2. In this step, we consider an arbitrary α ∈ C 1 b with compact support, and we work out the integral with respect to the variable x i in (7.5). Using the notations introduced in the statement of the lemma, we deduce from Lemma 7.1 that :
where the last equality follows by the trivial change of variable ξ = X i θ − x i . By Fubini's theorem, (7.5) 
Integrating by parts, and using again the fact that α has compact support and α(0) = 1, this provides :
Since α is an arbitrary C 1 function with compact support, this implies that a iα − b iα " = 0 on R + . Sinceα(0) = 1 andα is bounded, this leads to a unique solution to the first order conditions :α (ξ) = e −η i ξ for all ξ ≥ 0 with η i := a i b i .
By following the same line of argument, we obtain the same result for the parameter ρ, completing the proof of (7.7).
We are now ready for the proof of Theorem 4.1.
Proof of Theorem 4.1 We first show that v g,h = w g,h implying that the solution of the problem w g,h solves v g,h . Then, we will show that this solution is unique and derive its characterization as in the statement of the theorem.
1. Let (ϕ n , ψ n ) n ⊂ L s + ×L s + be a minimizing sequence of the problem v g,h . Using repeatedly Lemma 7.2, we pass to an exponential minimizing sequence (ϕ ηn , ϕ ρn ). This shows that v g,h ≤ w g,h . The reverse inequality is trivial by definition of w g,h .
2. The partial minimization problems (7.1)-(7.3) consist in minimizing a strictly convex functional on a convex domain. This proves that the only possible solution of the first order conditions for the integrated mse problem is of the exponential type, as in the definition of the problem w g,h . We then deduce that the integrated mse problem has a unique solution characterized by the first order condition (7.2)-(7.4). The characterization reported in the statement of the theorem is easily obtained from Corollary 7.1, by observing thatφ (x i ) = −η iφ (x i ) andψ (x i ) = −ρ iψ (x i ), and performing explicitly a partial integration with respect to each variable x i and y i .
