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h i g h l i g h t s
 The need for improved frequency response in future power systems is identified.
 An investigation into how energy storage can fulfil this need is presented.
 New experimental methods have been developed, using power hardware in the loop.
 Analysis of high-resolution frequency data from the British electricity system.
 Case study analysis of a new frequency response service designed for energy storage.a r t i c l e i n f o
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Energy Storage Systems (ESS) are expected to play a significant role in regulating the frequency of future
electric power systems. Increased penetration of renewable generation, and reduction in the inertia pro-
vided by large synchronous generators, are likely to increase the severity and regularity of frequency
events in synchronous AC power systems. By supplying or absorbing power in response to deviations
from the nominal frequency and imbalances between supply and demand, the rapid response of ESS will
provide a form of stability which cannot be matched by conventional network assets. However, the
increased complexity of ESS operational requirements and design specifications introduces challenges
when it comes to the realisation of their full potential through existing frequency response service mar-
kets: new service markets will need to be designed to take advantage of the capabilities of ESS. This paper
provides new methods to analyse and assessing the performance of ESS within existing service frame-
works, using real-time network simulation and power hardware in the loop. These methods can be used
to introduce improvements in existing services and potentially create new ones. Novel statistical tech-
niques have been devised to quantify the design and operational requirements of ESS providing fre-
quency regulation services. These new techniques are demonstrated via an illustrative service design
and high-resolution frequency data from the Great Britain transmission system.
 2017 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction
Frequency is a crucial parameter in an AC electric power sys-
tem. Deviations from the nominal frequency are a consequence
of imbalances between supply and demand; an excess of genera-
tion yields an increase in frequency, while an excess of demand
results in a decrease in frequency [1]. The power mismatch is, in
the first instance, balanced by changes in the kinetic energy stored
within the rotating mass of large, synchronous generators. This
response mitigates the effects of the imbalance, but does not cor-
rect it; that is the role of primary and secondary frequency
response control of the power system. If the frequency deviatestoo far, statutory and operational limits will be breached, genera-
tors will be forced to disconnect, resulting in catastrophic failures
within the system. The legal and operational limits for the GB
(Great Britain) power systems are illustrated in Fig. 1.
In future power systems, the regularity and severity of fre-
quency events is expected to increase as high penetrations of
renewable generation lead to more variable, less predictable sup-
ply, and a reduction in system inertia as conventional plant is sup-
planted by renewable generators [2]. However, the advent of ESS
creates an opportunity to provide frequency response significantly
faster than the existing primary response; this can mitigate the
increasing challenges in frequency control, and help enable higher
penetrations of renewable energy.
Frequency Response (FR) is a necessary part of any AC power
system, and is usually procured via ancillary service markets. The
Fig. 1. The statutory and operational frequency limits relative to a real frequency response on the GB system.
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compared in [3]. All of these markets are governed by a combina-
tion of frequency-based balancing services and slower reserve ser-
vices. The GB market has a more structured and regulated
approach to these services, particularly in the primary frequency
regulation category. The Irish transmission system has an extre-
mely high penetration of renewable generation, and is therefore
already dealing with frequency issues that will affect larger syn-
chronous power systems in the future. The TSO (Transmission Sys-
tem Operator), Eirgrid, has created the DS3 program [4] to evaluate
and develop new system tools, services and policies to manage fre-
quency, among other future network challenges.
ESS have significant operational differences – primarily due to
their limited energy capacity – when compared with conventional
providers of FR services, such as open cycle gas turbines and
pumped hydro storage; it is therefore necessary to design new ser-
vices to realise the benefits of ESS in maintaining the system fre-
quency. There are research questions arising from the way these
services will be designed. In this paper, the following research
questions are addressed through a combination of analysis of his-
torical frequency data and experiments using Power Hardware-in-
the-Loop (PHIL):
 How quickly can an ESS deliver power in response to a fre-
quency event?
 Can an ESS effectively manage its SoC, therefore ensuring that
sufficient energy is available to fulfil its service obligations?
 How does the delivery threshold (deviation from the nominal
frequency at which the ESS must respond) affects the service
performance, from the perspective of ESS operators and the
TSO?
 To what extent can ESS reduce the impact of severe frequency
events? How is this power capacity and influenced by the deliv-
ery threshold?
 At what SoC should an ESS rest when not providing a service to
ensure service delivery while maximising efficiency and min-
imising battery degradation?
 How can storage be combined with conventional FR providers?
And how will new services influence investment in ESS?
The primary contribution of this paper is a methodolgy which
can address these questions. The methodology was then used to
provide answers for the UK case, and a world leading FR grid ser-
vice, designed by National Grid, the GB TSO, explicitly for fulfil-
ment by ESS. However, the methods presented here could be
used to design frequency services for fulfilment by ESS in power
systems throughout the world.The remainder of this paper is structured as follows: Section 2
contains a review of previous research in which ESS are used for
frequency regulation, and a description of a new Enhanced Fre-
quency Response service. Section 3 contains statistical analysis of
historical frequency data. In Section 4, new experimental methods
are described, which have been devised for evaluating FR services
designed for fulfilment by ESS; in Section 5, results and analysis are
presented from the GB case study; detailed discussion and sug-
gested avenues for future research are provided in Section 6;
finally, conclusions and suggest avenues for future research are
explored in Section 7.2. Background
2.1. Frequency response and energy storage systems
There have been a number of previous studies into the use of
ESS to provide FR; the aims, methods, and findings of these stud-
ies are summarized in this section. Authors have used modelling
approaches ranging from simple transfer functions and integra-
tors [5,6], through to equivalent circuit models [7], and models
which attempt to predict system lifetime and battery degradation
[7,8].
A variety of ESS technologies have also been evaluated. While
lithium ion batteries are the most commonly used storage medium
[5,6,9], other modelled technologies include alternative lithium
batteries [7], lead-acid, Ni-Cad, NMH, and vanadium redox flow
batteries, flywheels [10], super capacitors [9], and super-
conducting magnets [11]. While there are advantages and
disadvantages to each technology, these were all able to provide
sufficiently fast responses to provide FR. It is possible that a com-
bination of ESS technologies, or a hybrid of ESS and a conventional
or renewable generator, could provide the best compromise; vari-
ous authors have adopted this approach using virtual power plant
techniques [6,7,12].
Although the focus of this paper is regulating the frequency of a
large, interconnected transmission system, research on smaller,
islanded systems is also relevant. These systems typically have
more variable demand and lower inertia than centralized power
systems, meaning frequency control is critical. This type of system
has also been studied extensively, using a variety of control sys-
tems and technologies [9,11,13]. The control approach has been a
focus of various studies, including the use of droop control [9,14],
control accounting for battery degradation [5,8], and coordinated
control between a number of smaller ESS [15,16] or electric vehi-
cles (EVs) [17,18].
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promise in these cases between obtaining the level of service
required, and making the service attractive to potential providers.
Some studies have investigated FR provision from the perspective
of the German and Dutch balancing market operators [10,19].
Some of the conclusions suggested that the power to energy ratio
– the stored energy expressed as time at maximum power (Pmax-
Hrs) – of the ESS technology is significant in ensuring that all con-
tracted services can be fulfilled.
In recent years, a substantial contribution has been made to
research on provision of FR via ESS. Knap et al. [20] explore the siz-
ing of ESS for both inertial response and primary frequency
response. The presented method employs simulations of the power
network and the storage system; a set of droop controllers is used
to provide inertia as a function of the ROCOF and primary response
as a function of the frequency deviation. The results indicate that,
in a system with 50% renewable generation, the required storage
capacity is around 5% of the total generation capacity, and the
power to energy ratio is approximately 2–1. An alternative to using
a conventional ESS is to use a virtual ESS; Cheng et al. [21] use a
combination of demand response from domestic refrigerators
and flywheel storage to provide primary and secondary frequency
response. This system can offer a comparable response to an ESS,
but at a significantly reduced cost. Once again, the system is
demonstrated via simulation.
It can be seen that ESS can make a contribution to system fre-
quency regulation, and that they can do so more quickly than con-
ventional generation. However, ESS are constrained in terms of
energy as well as power, which can prevent them from providing
all of their potential benefits to the network.
Considering these constraints, the uptake of ESS for frequency
regulation can be facilitated by:
 Design of a service market tailored to the strengths of ESS, with
provisions made for their limitations;
 A thorough investigation into the Power to Energy ratio of ESS
being used for frequency regulation;
 Laboratory and grid-scale demonstrations of the applications
and strategies described – the majority of the research dis-
cussed has focused on simulation.
2.2. Enhanced frequency response
In GB, the TSO, National Grid, is responsible for regulating sys-
tem frequency. At present, this is achieved through the primary,
secondary, and high frequency response services: primary
response must deliver rated power within 10 s of a low frequency
event offering, and maintain the delivery for 30 s; secondary
response must provide power within 30 s of a low frequency event
and maintain delivery for 30 min; high frequency response combi-
nes both services, and foes not have a finite delivery duration. The
same provider can offer primary and secondary response, and the
power provided to the primary response can carry over to sec-
ondary response, as shown in Fig. 2.
National Grid is creating a new internationally leading service
to take advantage of the fast response capability of ESS: Enhanced
Frequency Response (EFR) [23]. This service is explicitly designed
to be delivered by ESS, allowing for state-of-charge (SoC) manage-
ment between service windows, which was not possible in the
existing frequency response services; Fig. 2 shows how EFR inter-
acts with the existing services, while Fig. 3 shows the response
curve for EFR. EFR requires the ESS to respond within 1 s of the fre-
quency crossing a threshold, which can be set at ±0.05 Hz or
±0.015 Hz.
National Grid has agreed contracts for 201 MW of EFR capacity,
which will include the construction of a 49 MW ESS. However,there is lack of appropriate studies to support the design, valida-
tion and optimization of such implementations.
Fig. 3 shows a key feature of EFR, which demonstrates that it
has been explicitly designed to be delivered by EESs; an allowance
to vary output within ±9% within the frequency deadband. This
means that ESS can offer the service continuously i.e. they do not
need to commit to SoC adjustment periods with no service. EFR
has demanding response requirements, which are well suited to
being fulfilled by an ESS:
 Response must take place within 1 s of a frequency deviation
occurring.
 The service provider must be able to deliver the service in either
direction (export/import to/from grid).
 The service provider must be able to provide 100% capacity for a
minimum of 15 min.
 The provider must maintain an operational availability of 95% to
qualify for the full payment – availability criteria are shown in
Table 1
The service performance measure (SPM) is calculated as the
average of the second-by-second ratio of normalized response
against the service envelope shown in Fig. 3. The second by sec-
ond performance measure (SBSPM) is calculated using equation 1
[23]:
f < 50; NR > UE! SBSPM ¼ UENR
f < 50; NR < LE! SBSPM ¼ NRLE
f > 50; NR > UE! SBSPM ¼ NRUE
f > 50; NR < LE! SBSPM ¼ LENR
LE  NR  UE! SBSPM ¼ 1
ð1Þ
In Eq. (1), F is frequency, LE and UE are the lower and upper
envelopes respectively, and NR is the normalized response [23]:
NR ¼ Pt
Pmax
ð2Þ
where Pt is the response at time t, and Pmax is the maximum ten-
dered response.
Because EFR is expected to respond more quickly than conven-
tional frequency response, it could cause short-term stability prob-
lems without careful management. To avert this, ramp-rate
limitations have been included in the service specification. Within
the envelope, but outside the deadband, the maximum change in
output is limited as a proportion of the rate of change of frequency
(ROCOF or dfdt). The ramping constant, k, changes with the deadband,
as shown in Table 2 [23].
Pmax 1k :
df
dt
 0:01
 
<
dP
dt
< Pmax  1k 
df
dt
þ 0:01
 
ð3Þ
If the service is under-delivering, the maximum ramp rate is
given by [23]:
0 <
dP
dt
<
2Pmax
1s
ð4Þ
if the service is over-delivering the maximum ramp rate is given by
[23]:
0 <
dP
dt
<
0:1Pmax
1s
ð5Þ
and within the deadband, the maximum ramp rate is given by
[23]:
0 <
dP
dt
<
0:01Pmax
1s
ð6Þ
Fig. 2. The available frequency response services in GB, their response times, and their durations [22].
Fig. 3. The response curve for the EFR wide service. The upper and lower bounds show the required power output, as a proportion of the maximum tendered power, for a
given frequency. The deadband around 50 Hz allows an ESS to manage its SoC using a proportion of its tendered power [23].
Table 1
Availability criteria for EFR.
Service performance measure (%) Availability factor (%)
<50 0
50, <75 50
75, <95 75
95 100
Table 2
Wide and narrow service parameters for EFR [23].
Service Deadband (Hz) Ramping constant (k)
1 (wide) 50 ± 0.05 0.45
2 (narrow) 50 ± 0.015 0.485
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To allow potential EFR providers to assess the viability of their
systems, National Grid have made system frequency data for
2014 and 2015 available at 1 s resolution. This section contains
comprehensive analysis of these data to assess the likely operating
regime of an ESS providing the EFR services.
Fig. 4 shows that the system frequency is between 49.8 and
50.2 Hz the vast majority of the time – the frequency was out ofthese bounds just 0.043% of the time. The frequency was within
±0.05 Hz of the nominal value 64% of the time, but within
±0.015 Hz just 19% of the time. The peaks in the frequency his-
togram are slightly above and below 50 Hz.3.1. Over- and under-frequency events
The number of over- and under-frequency events is important,
because it will determine how often the ESS has to exchange power
with the grid. The duration of these events is also significant,
because it will determine the depth of discharge. Fig. 5 shows his-
tograms and probability distributions of the number of events per
day throughout 2014 and 2015. High frequency events were enu-
merated by stepping through each day of the data, and counting
each time step in which f t was greater than the service threshold,
and f t1 was less than the service threshold; the process was
repeated for under-frequency events, and the two were summed
to find the total number of events. The average number of events
per day for service 1 is 370, with slightly more under-frequency
events than over-frequency events; for service 2, this increases to
530 events/day, again with under-frequency events being more
common.
While the number of events per day is very high, the majority of
those events are very brief; as Fig. 6 shows, around 50% of the
events are under 10 s, and less than 10% of events are over
Frequency (Hz)
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Fig. 4. A histogram of system frequency for 2014 and 2015.
Fig. 5. Histograms and probability distributions of frequency events per day for (a) the wide service and (b) the narrow service.
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Fig. 6. Cumulative probability distributions of frequency event durations. The duration axis uses a log scale to allow the range of durations to be easily depicted.
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maximum mandated delivery duration – compared with 3.09% of
service 2 events.
3.2. Operating range
The EFR service specification requires the ESS to have sufficient
capacity to provide a full power response, in either direction, for
15 min; this requires a minimum capacity of 30 min (0.5 h) at full
power. The historical data were used to simulate 2 years of opera-
tion for both the wide and narrow services. The SoC was recorded
at each timestep. Fig. 7 shows the cumulative probability of devia-tions from the nominal state of charge for both services. The
x axis shows the energy in terms of hours spent at maximum
power.
When fulfilling the wide service, the SoC range was within
0.0514 and 0.0851 Pmaxh of the nominal for 99% of the simulated
period – this suggests that the mandated ESS is larger than
required, and an ESS fulfilling service 1 could operate at an SoC
its efficiency and degradation requirements, rather than the service
requirements.
When fulfilling the narrow service, the 99% operating range was
0.3969 to 0.4187 Pmaxh – this implies that the mandated ESS
capacity (±0.25 Pmaxh) would not be sufficient, and that offering
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Fig. 7. Cumulative probability curves of swing range for ESS with 1:1 and 2:1 Power:Energy ratios.
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formance penalties.4. Experimental methods
This section describes the methodology for two experiments
designed to inform the development of FR services for ESS; these
were designed explicitly to answer the research questions set out
in Section 1. The first experiment used high resolution frequency
data from the GB system, and was used to evaluate the perfor-
mance of an ESS responding to real frequency data. The second
set made use of large power system model running in real-time,
and interacting with the laboratory network and ESS through a
Flexible Power Conversion System (FPCS), enabling PHIL, and
allowing the authors to observe the impact of the ESS’s response
on frequency events arising from an imbalance between supply
and demand within the model.
4.1. Laboratory setup
The Smart Grid Laboratory at Newcastle University is designed
to synergistically combine the scale of simulation with the detail of
experimentation. This is achieved through FPCSs, real and emu-
lated ESS, and real-time simulation. A sophisticated ESS emulator
is coupled to a 415 V busbar of the laboratory network by a DC/
AC power converter, which is controlled via a real-time target com-
puter. The laboratory network itself is energized by an FPCS: a
30 kVA AC/AC converter module, capable of supplying variable
voltages and frequencies in real-time. These can be generated from
either historical data, such as those described in section III, or a
real-time simulated power network. In this way, the actual ESS,
network, laboratory based loads and generation, can be virtually
connected to larger and more complex networks containing other
large loads and generators, and their operation and interaction
studied in real-time.
In the experiments presented in this paper, an ESS emulator
was used to represent the energy storage medium. This emulator
consisted of a programmable DC source, which could be configured
to replicate the behaviour of any ESS technology. Its use in this
application presents a number of advantages and disadvantages
compared to real batteries; it allows logging of otherwise hidden
parameters, such as state of charge, and its performance is repeat-
able, allowing multiple trials to be easily compared. The main dis-
advantage is that it does not provide a ‘‘ramp rate” limitation on
the battery technology. However, although EFR requires a fast
response in power network terms, this is not a fast response in
electrochemical terms, and the rate-limitations come from thepower conversion equipment, rather than the battery, which justi-
fied the use of an emulator in this case [24]. The emulator was pro-
grammed with the characteristics of a Li-Ion battery, with 2
parallel strings of 72 series cells, each with a nominal voltage of
4 V and a capacity of 39 Ah; these parameters were selected based
on an ESS demonstration project on the UK distribution network
[25]. An illustration of the laboratory set up for these experiments
is shown in Fig. 8.
Real-time simulation was carried out using an OPAL-RT real-
time simulator [26,27] to model the IEEE 24-bus test network
[28]. This technology enabled large power system models to be
run in real-time, and allowed the laboratory hardware to operate
as though it was coupled to a real transmission-scale network.
The ESS controller, with EFR algorithm, was implemented as a
Matlab script within the SimulinkTM model which carried out the
low-level control for the DC/AC converter. A feedback loop to man-
age SoC was also integrated into the overall controller. The fre-
quency was obtained using a phase lock loop process on a
voltage waveform measured at the point of common coupling
between the AC/DC converter and the laboratory network. This
resulted in a small steady state error, which was removed through
calibration using measurements from the laboratory network and
the AC/AC converter. At each time step, the frequency, ROCOF, pre-
vious power set point, and estimated SoC were read in by the con-
troller. If the frequency was within statutory limits, the controller
issued a new set point to adjust SoC if necessary. If the frequency
was outside the limits, a power set point was calculated using
the EFR response curve. In either case, the required power change
was checked against the ramp rate limits, and curtailed if neces-
sary. This control algorithm is illustrated, using the parameters
for the wide service, in Fig. 9. The controller was calibrated against
the ESS efficiency to ensure a symmetric service delivery (that is,
the battery current is slightly higher than the service dictates for
power to grid services, and slightly lower for power from grid ser-
vices, due to losses in the converter an the emulated battery inter-
nal resistance).4.2. Power hardware-in-the-loop
One of the key contributions of this paper is demonstrating the
capability to provide a real power response to transient events tak-
ing place in a real-time simulated power network. PHIL is a tech-
nique used to develop and test complex, real-time embedded
systems; it enables interfacing of real power hardware with com-
puter models which run in real-time [29]. In this paper, PHIL
allows us to conduct experiments as though there is a
transmission-scale electrical network in the laboratory, allowing
Fig. 8. The laboratory set up for the experiments in this paper, including an illustration of whether the equipment is interaction through AC power, DC power, or data.
Fig. 9. The control algorithm used for delivering the EFR Wide service, maintaining the SoC between 0.51 and 0.49 when the frequency is within the deadband. The same
control can be used, with altered parameters for the narrow service.
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with the detail of experimentation. This approach offers advan-
tages over using a simple, inertial model – the full network model
will include the impact of network losses, voltage changes, and
transient behaviour following a major outage, which can have
implications for the siting of the FR provider.
The real-time simulations presented in this paper were con-
ducted using an Opal RT simulator with 4 cores, which enabledsimulation of transmission scale networks at a time step of
50 ms; for a simulation to operate in real time, all the calculations
need to be complete within the time step to ensure that the results
are available for the start of the next time step [30]. The simulated
network was partitioned such that each processor completed its
allotted calculations in 70–80% of a time step (35–40 ms), and no
overruns (an event in which the calculation time exceeds the time
step) were reported. The simulations were interfaced to the labora-
122 D.M. Greenwood et al. / Applied Energy 203 (2017) 115–127tory network via an optical link to a FPCS, which reproduced the
voltage and frequency at a specified node on the simulated net-
work onto the physical network. The partitioning of the network
and the location of the ESS can be seen in Fig. 10. The ESS was sited
at bus 18, where was co-located with a 400 MW generator, and a
large demand group (around 250 MVA). The simulation was car-
ried out using the Opal RT Artemis software, which is a re-
implementation of the Simulink power systems tool box, opti-
mised for real-time simulations [31]. The complete experimental
set up required 3 real-time computations to be conducted simulta-
neously: one to operate each of the power converters, and a third
to carry out the real-time network simulation.4.3. Experiment I – Responding to historical frequency data
Fig. 11 illustrates the set-up of these experiments. Historical
frequency data, as described in Section 3, was used as an input
dataset for the FPCSs; this resulted in a varying frequency on the
laboratory network. The laboratory ESS then responded to this fre-
quency according to the EFR response curve. Measurements were
recorded using transducers at the grid interface of the AC/AC and
AC/DC power converters, at a resolution of 20 ms. The experiment
was designed to determine experimentally the response time of a
real ESS unit, to assess the availability that can be achieved (a mea-
sure of accuracy), and to evaluate how the system performance
varied between services 1 and 2.Fig. 10. The simulated power network, showing how the network was divided between
network. The network model was built according to data found in [32].4.4. Experiment II – Response to frequency events using PHIL
A 24-bus test network was simulated in the real-time network
simulator at a time step of 50 ms. Frequency events were created by
step-changes in demand; the system inertia was set to
3.64  108 kg m2 (Inertia constant, H = 3.7 s), and a nominal stored
kinetic energy of 17.5 GVAs, such that the resulting frequency devi-
ation would breach the statutory limits (±0.5 Hz). The laboratory
ESS responded to the frequency deviation according to the EFR
response curve. This experimental setup is illustrated in Fig. 12.
A scaling factor was applied to the resultant power response
from the ESS before feeding it into the simulated power system
model. This allowed the single ESS in the laboratory to respond
as though it was either a large ESS, or many small ESS aggregated
together. A set of scaling factors were applied to determine how
effective different penetrations of ESS would be at solving fre-
quency deviations.
The purpose of these experiments was to experimentally evalu-
ate how effectively different levels of EFR response can mitigate
severe frequency events, and whether there is a significant differ-
ence in using Service 1 or 2 to do so.5. Experimental results
In this section, results are presented from experiments carried
out using the methods described in Section 4, the historical fre-the simulation cores, the connection of the ESS, and the data input to the laboratory
Fig. 11. Experiment I – Responding to historical frequency data – Laboratory and software configuration.
Fig. 12. Experiment II – Response to real-time simulated frequency events – Laboratory and software configuration.
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described in Section 2.2.5.1. Responding to the historical frequency data
Fig. 13(a) shows that the response from the laboratory ESS sat-
isfied the requirements of both EFR services. When the frequency is
out of the frequency deadband, ESS will be triggered to react based
on the EFR response curve. Hence, the shown frequency/power plot
is corresponds to the response curve for the EFR.
Fig. 13(b) shows time series of power and frequency for the
duration of the experiments. The ESS can be seen to react to the
changes in frequency. The wide service frequently sits at the ±9%
SoC adjustment point while the narrow service is still delivering
the service.
Fig. 13(c) shows the SoC of the ESS throughout the experiment.
The controller aimed to maintain the SoC between 0.49 and 0.51,
and during the experiment the SoC range was 0.5125–0.4771 for
the wide service and 0.4184–0.5259 for the narrow service. The
results of the experiments and analysis suggest that, for the wide
service, the actual operating range is far smaller than the specified
operating range. It would be possible in practice to set the operat-
ing point below 50% SoC target in order to reduce degradation
effects and therefore increase the lifetime of the ESS [33]. However,
the narrow service may require more energy capacity than theminimum requirement for the service, due to the lack of opportu-
nities for SoC adjustment.
A cross correlation [34], shown in Fig. 14, was performed on the
measured power and the power set point derived from the mea-
sured frequency. The maximum correlation occurred with a lag
of 4 time steps, which implies a response time of 80 ms; this is sig-
nificantly shorter than the response time of 1 s required by the EFR
specifications. This response could even be quick enough to pro-
vide a synthetic inertia service, which is estimated to require a
response within 100 ms [35].
5.2. Responding to frequency events in a real-time simulated network
Fig. 15 shows graphs of the frequency and the power response
of the energy storage system during a frequency event trigger. A
500 MW imbalance was created within the system, resulting in a
substantial drop in frequency. The change in frequency was
observed by the ESS in the laboratory, which dispatched power
according to the EFR response curve. The experiment was repeated
with different scaling factors, corresponding to peak ESS outputs of
50, 100, 250, and 500 MW. As the size of the ESS output increased,
the severity of the frequency event was reduced, but the duration
of the event was actually slightly increased; this was because a
reduced governor response was required, as a result of the action
taken by the EFR. The system stayed within the statutory limit
(±0.5 Hz) with the 250 MW and 500 MW EFR system.
Fig. 13. (a) Power against frequency obtained in response to EFR calls originating from historical data. The response corresponds to the EFR response curve. (b) Plot of
frequency and power against time, showing the ESS responding to frequency events. (c) SoC against time, showing that the ESS remains close to 50% throughout its operation.
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ity, required to deliver the narrow service, the results of these
experiments have been used to quantify the benefit of delivering
the narrow service. Fig. 16 shows the nadir of frequency for each
capacity of ESS used during the experiment, and consideringboth the wide and narrow services. The base case, with no
ESS, is also shown. The nadir of frequency is less severe when
delivering the narrow service, but only by a small amount, and
the change is only pronounced at very high penetrations of
EFR.
Fig. 14. A plot showing the cross correlation between the power set point inferred from the measured frequency, and measured power.
Fig. 15. Deviations in system frequency and resulting ESS response, for ESS ratings of 50–500 MW, performing both the wide and narrow services.
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In this section, the research questions set out in Section 1 are
answered, and avenues for further research, which can build on
the methods and results presented in this paper, are discussed.
The results attained using the historical data suggest that the
time delay between the frequency crossing the threshold and
power being delivered is of the order of 80 ms. This not only sug-
gests that an ESS could deliver EFR, but that an aggregated fleet
of ESS, with additional communication latencies, could also meet
the service requirements. These experiments, combined with the
analysis in section III, also demonstrate that the ESS can manage
its SoC while remaining available to deliver the service. The PHIL
experiments showed that EFR can reduce the impact of a severe
frequency event, reducing the most extreme deviation. However,
the results show a diminishing return as additional ESS capacity
was installed. Furthermore, while the narrow threshold made a
minor improvement to the nadir of frequency for a given ESS
power capacity, the results of the statistical analysis suggest this
substantially increased the required energy capacity of the ESS.
The EFR service has created a new market for ESS in the UK,
which has led to an increase in investment – 201 MW of storage
has been contracted, with the largest single ESS rated at 49 MW.
However, EFR is designed to be fulfilled continuously, meaning it
is unlikely to be delivered in combination with other network ser-
vices, and it can be delivered from anywhere on the network. These
factors suggest that, while EFR will lead to an increase in the num-
ber and capacity of ESS on the system, they will not be providing
any services to local network operators and will not be located
with the provision of such services in mind – effectively being
locked-into the provision of EFR. An alternative design, in which
the ESS could provide multiple services to TSO and distribution
system operators [36–38], could have provided more flexibility
for both the network and ESS operators.
The design of services such as EFR could have a profound impact
on the design and operation of future power networks, and on
which technologies are relied on to provide balancing services.
An open-loop response, as is used for EFR, is straightforward for
the ESS operator to implement, but will not necessarily offer the
best performance for the TSO. The impact of the response from
EFR providers will depend on the system inertia, which is not only
expected to be much lower in a future power system, but also to
vary throughout the day as renewable generation fluctuates [22].
This increases the challenge in designing fast-response balancing
and virtual inertia services, because the balancing requirements
will continuously be changing, and an over-response could resultin rapid system instability. It is possible that a given ESS should
be allocated a bespoke frequency response profile, potentially com-
bining a primary and inertial response as described in [20]. An
aggregated fleet of smaller ESS, which could comprise domestic
storage, EVs, and Virtual ESS, would have even more complex ser-
vice design requirements, as the available response will be contin-
ually changing, the response time will vary across the fleet, and
there could be additional latencies arising from necessary commu-
nications in such a configuration. Given this, the simple design
used for the EFR services is likely to be a first step towards unlock-
ing the potential of these fast-responding, distributed resources.
Methods such as those described in this paper are, therefore,
essential to test the impact and feasibility of these service designs.
While the methods and results presented in this paper can pro-
vide answers to the research questions set out in the introduction,
they also represent starting points for future investigations. The
methods used here could be used to investigate the effectiveness
of various ESS technologies, including storage media such as fly-
wheels, compressed air, and flow batteries, for providing frequency
regulation services. The power system model used for the PHIL
studies could be enhanced, with variable load groups creating real-
istic deviations in frequency, similar to those observed in the
majority of the historical data. This would allow us to investigate
both routine imbalances and extreme events within the same
experiment, or investigate adding synthetic inertia [35] to the sys-
tem. Other future research could focus on combining FR with
power flow management and voltage control services.7. Conclusion
In future power system with reduced system inertia and a high
level of variable generation, frequency deviations are likely to
become more frequent and more severe. To counteract this, ESS
can be used to provide frequency response services in a much
shorter timeframe than conventional network assets. However,
using ESS in this way presents additional challenges mainly
because they are constrained by both energy and power and the
fact that their degradation is heavily affected by their operating
state of charge and cycling requirements.
In this paper, a new method has been developed to investigate
the impact and feasibility of using ESS for frequency response, util-
ising energy storage emulation, flexible power conversion plat-
forms, real-time simulation, and PHIL. These experimental
methods, as well as their results, have archival value and could
be adapted to investigate other grid balancing services and low
carbon technologies for the perspective of either the TSO or ESS
developer. These methods have been demonstrated using the
new EFR service which has been designed, from inception, to be
delivered by ESS. These techniques have been combined with a
novel statistical analysis method utilising high-resolution fre-
quency data from the GB transmission system, yielding a compre-
hensive understanding of how an ESS providing EFR would operate
under the different service regimes.
Our results showed that the ESS had a response time of around
80 ms; this is fast enough that aggregated systems, which could
feature additional latency due to communications – are likely to
be viable. The two EFR services – with narrow and wide deadbands
– were compared. Our findings suggest that the narrow service is
technically more challenging, likely requiring four times the stor-
age capacity of the wide service. The narrow service did provide
additional benefits, resulting in less severe frequency deviations
following a severe demand-generation imbalance, but only by a
narrow margin.
The methods presented in this paper can be extended to inves-
tigate frequency response services in low inertia systems, includ-
D.M. Greenwood et al. / Applied Energy 203 (2017) 115–127 127ing more complex service designs or control algorithms, coordina-
tion of ESS, demand response, and conventional generation, and
combinations of ancillary services offered to both transmission
and distribution system operators. The findings can inform future
experimental methods, policy, and service design.
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