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0. INTRODUCTION 
This article addresses questions of existence, uniqueness, and regularity 
of generalized solutions to linear hyperbolic (n x n) systems in two 
variables with an application to a transmission problem in acoustics. We 
wish to solve the global Cauchy problem 
(8, + A(x, t) 8,) V= F(x, t) I’+ G(x, t), (x, t)E R2 
vx, 0) = A(x), 
(0.1) 
XE I-%, 
where V= (V,, . . . . V,), G = (G,, . . . . G,), A and F are (n x n) matrices, A is 
real-valued and diagonal, in the case of discontinuous coeffkients. More 
precisely, we wish to assume solely that A is a bounded measurable func- 
tion and F is the distributional derivative of such a function. The example 
of Hurd and Sattinger [3, p. 1661 shows that, in general, such a system will 
not have solutions in the sense of distributions, even if it is in the form of 
a conservation law. Observe that, a priori, 8, V will not be a function, and 
so multiplication of distributions is involved in (0.1). Our approach will be 
to solve the problem in the Colombeau algebra Y(@), a differential 
algebra which contains the distributions and, in addition, has the algebra 
of infinitely differentiable functions as a sub-algebra. In Section 1 we shall 
show that if A, F, G are generalized functions belonging to 9(lR2) and A 
belongs to 9(R), then system (0.1) has a unique solution VE a( R*), 
provided the generalized functions A and F satisfy some assumptions 
corresponding to A E L”(lR*), FE W-L*m (lR*). Distributional solutions are 
recovered from the generalized solutions via a partial projection 
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$( W2) -+ 9’( R2) as follows: If all nets of smooth approximants which define 
the element VE 9(lR2) converge to a distribution TE Q’(R2), then I’ is 
called associated to T. Assume that A, F, G are smooth. Then, if A is 
smooth, the solution VE S(R2) is equal to the classical smooth solution. If 
A is locally integrable, the solution V is associated to the classical locally 
integrable solution. In the case of the transmission problem from acoustics 
considered in Section 2 we shall obtain that the solution in Y(R2) is 
associated to the classical solution which satisfies the transmission 
condition expected from physical considerations. 
One extra advantage of working in the algebra %(R’) should be pointed 
out: Usually, the systems to be solved are not in the diagonalized form 
(0.1). The transformation to diagonal form will, in general, involve divi- 
sions by discontinuous functions not justified in the setting of distributions. 
But dividing by elements bounded away from zero it is possible in S(R2); 
more importantly, it will lead to an equivalent system. Thus transforma- 
tions of the dependent variables are fully justified in a@‘). 
The purpose of Section 2 is to apply the abstract results in a simple, 
physically relevant situation and to demonstrate how one can calculate the 
distributions associated to the generalized solutions in an example with 
discontinuous coefficients. We consider the following system from linear 
acoustics (cf. Poiree [7, 81): 
3tP + PO(X) 8s = 0 
PO(X) atu + 8xP =0 (x, t) E R2 (0.2) 
P = c;(x) P. 
The system models the propagation of an acoustic wave in Lagrangian 
coordinates; p. is the density, co the sound speed of the medium at rest. 
The acoustic magnitudes (u,p, p) have the meaning of a first-order 
approximation to the perturbation from rest of the velocity, pressure, and 
density, respectively. The functions p. and co are assumed to be strictly 
positive, constant on {x < 0) and {x > 0} with jumps at x = 0, corre- 
sponding to a discontinuity of the medium. We suppose that the acoustic 
field (u, p, p) is known at some point x0 < 0, say x0 = - 1, for all moments 
of time t, and wish to determine its behavior as it transverses the 
discontinuity of the medium. Classically, the system may be solved on both 
sides of the line {x = O}; a transmission condition has to be imposed at 
x = 0. The physically meaningful condition (cf. Poiree [7, 81) is that u and 
p should be continuous across x =O. The solution thus obtained will be 
called the classical connected solution. It will follow from the results of 
Section 1 that the system (0.2) has a unique solution (u, p, p) E 9( R2) if its 
values at x = - 1 are given elements of 3(R). We shall prove that if these 
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values are continuously differentiable functions, then (u, p, p) is associated 
to the classical connected solution. More precisely, we shall obtain that the 
system 
c;Z(x) p,‘(x) alp + a,u = 0 
Po(X)a,u+a,P=O 
(0.3) 
which, together with p = co2(x)p, is equivalent in g(R*) to system (0.2), 
has a unique solution (u, p) E H:,,( R*), provided the values of (u, p) at 
x = - 1 belong to Wi&m(R), and that the solution in S(R*) is associated to 
this H:,,-solution. 
The remarkable fact is that though the solution in g(Iw*) is constructed 
without any transmission condition whatsoever, its associated distribution 
satisfies the transmission condition corresponding to continuity of u and p. 
The results of the second part of the paper have been obtained while I 
was a visiting scientist at the University of Bordeaux in July/August 1987. 
J. F. Colombeau has pointed out this problem to me. I wish to thank him 
for valuable discussions. The existence theorem of Section 1 has been 
obtained independently-and extended to the semilinear case-by 
Lafon [4]. 
1. GENERAL EXISTENCE AND UNIQUENESS RESULTS 
Given the matrices /1, FE Y(R2) and the vectors GE S(R*), A E 3(R), a 
vector VE Y(R*) will be called a solution to system (0.1) if it satisfies it in 
the sense of differentiation, multiplication, and restriction to the line 
{t = 0} in the algebra S(R*). The concept of %(W”) as well as the auxiliary 
notions of the sets dq( KY”‘), gM[ Rm], &‘“( W”) we use here are explained in 
detail in [5, pp. 13551361. The only difference is that we shall assume in 
this article that all functions and generalized functions, notably the 
elements of %‘(UY), are real valued. This will simplify the formulations, in 
particular, the system (0.1) will automatically be hyperbolic for every 
diagonal matrix /i E Y(R*). The case of complex valued solutions is easily 
covered since we do not assume that the entries of /i are distinct. 
Given cp E &O(R”) and E > 0, we denote by (Pi the function 
cpA.Y)=E-mv 5 . 0 
For a general introduction to the theory we refer to Colombeau Cl, 21. 
The general existence-uniqueness result will hold, provided n and F 
satisfy some assumptions to be formulated now: 
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DEFINITION 1.1. Let UE S(iFY). U will be called globally bounded, if it 
has a representative u E &,,,JRm] with the property: 
There is NE N such that for every cp E dN(rW2) there exist 
C>O,q>O with supyeRm I u(qE, y)l < C for 0 <EC rl. 
U will be called locally of logarithmic growth, if it has a representative 
u E 8,[R”‘] with the property: 
For every compact subset Kc R” there is NE N such that for 
every cp E A&( Rm) there exist C > 0, 4 > 0 with 
sup lu(cp,,y)\ <Nlog(c/~)forO<c<rj. 
YEK 
THEOREM 1.2. Let A, F, GE 8( R2). Assume that A is globally bounded 
and that 8, A as well as F are locally of logarithmic growth. Then given 
initial data A E 3(R), problem (0.1) has a unique solution V E Y( R2). 
ProoJ: It is an adaptation of the proof of Proposition 2 from [S], so we 
do not give all details. Note that VE 9(R2) is a solution if and only if for 
some representative (equivalently, for every representative) v, a, 2, f, g of 
V, A, A, F, G, respectively, we have 
(a,+na,)v-fv-gEN(R2) 
v 1 {t=O}-aEN( 
Thanks to the way the quotient S(R2) = 8,JR2]/J1T( R2) is formed it 
suffices to know the values of a representative v of V on each (Pi E z&( R2) 
with large N and small E. To prove existence, we are going to construct 
such a v as follows: Choose a representative I of A which has the global 
boundedness property and take cp E &,,( R2), 0 < E < q, as in Definition 1.1. 
By the construction of the set z~‘~([w’), cp = cpO@ ‘p,, for some ‘pO E S&,(R). 
We let 
be the classical 9?“-solution to the problem 
(a,+Il(cp,, x, t)a,)v"=f(cp,, XT t)v"+g(go,>x, t) 
VYX, 0) = a((poz, x). 
Due to the global boundedness of I(cp,, x, t), such a classical solution 
exists globally and is unique (cf., e.g., Proposition 1 of [5]). It only 
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remains to prove that the u thus defined belongs to &,,JR2], i.e., that G” 
satisfies the requirement of “moderate growth” described in [S, p. 1361 as 
E + 0. 
In contrast to [5] the characteristic curves now depend on s-but in a 
controlled manner, as we shall see. Indeed, pick a compact interval 
K, = [ - 5, <] E R. The global boundedness of A implies that the slopes of 
the characteristic curves corresponding to the vector fields 
are bounded by a constant C, independently of E (here Aj denotes the jth 
diagonal entry of the matrix A). Thus, given T> 0, the hexagonal region KT 
with corners (-<,O), (-[ + CT, T), (C-CT, T), (<,O), (&CT, -T), 
(-5 + CT, - T) is a domain of determinacy for all operators in question, 
independently of E. That is, if (x, t) E K, then all characteristic arcs corre- 
sponding to any of the vectorlields XJ joining (x, t) with the x-axis will 
belong to K,. 
We now proceed to prove that u is moderate. Let K be a compact subset 
of R2; K will be contained in some domain K, corresponding to an interval 
K,, c R as described above. Since a is moderate, there is N, E N such that 
for all cpO E dN,([w) there is c1 with 
SUP lQ(%c, XII ,<C,EpN’ for small E. 
XEKO 
Similarly, there is N2 E N such that for all q E A&~( R2) there is c2 with 
SUP I Acp,, 4 t)l G CKN2 for small E. 
(x,t)EKT 
By the logarithmic growth assumption on F, there is N, E fV such that for 
all cp E A&,( 54’) there is c3 with 
SUP If~~&wv%~ for small E. 
(X, 1)EK7 
By the Lemma from [S, p. 1393, we have that 
sup Iu’(x, t)l <(c,E-N’S Tc2KN2)exp nTN log5 
(x. 1) E Kr ( 3 E). 
This means that for every (p~&‘,([w’) with N4= N, + N2 +nTN, there is 
c4 so that 
sup I U&(X, t)l G C&-N4 for small E, 
(x. t) E K7 
and the moderate growth of u on K, is verified. Here the need for the 
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logarithmic growth requirement becomes evident; the logarithmic growth 
of a,n will now be needed when we deduce the analogous estimates for all 
derivatives c?;c?;u’. Assume that the moderate growth condition has been 
verified on K, for all derivatives with r + s 6 1. Let r + s = I+ 1. For the 
commutator of XJ and i3:a: we have the formula 
+ (terms of order d I). 
Thus if we proceed inductively in the order: a1.a: = 82 ‘, aka,, 
d’-’ 8’ . a:+ ‘, we obtain the equation x , , . ‘> 
x;(a:a;u;) = (f(q,, x, t) d:d;u7,+ r(dXAj((PE, X, t)) a;a:u; + Rj(cp,, X, t) 
for a:asuj with a remainder term Rj which willbe known to be moderate 
from every previous step. The initial data a:a;uJ(x, 0) can be calculated 
from the differential equation and the initial data for u; they also satisfy the 
moderate growth condition. A renewed application of the Lemma from [5, 
p. 1391 together with the logarithmic growth of F and 8,/i yields the 
moderate growth condition for a:8;u8 on K,. This concludes the proof of 
existence. 
The proof of uniqueness follows the same lines as in [S] with the same 
kind of modifications as above and thus will be omitted. 1 
We may take the opportunity here to point out a mistake in [S]: The 
commutator [X,, a,D] on page 138 has been incorrectly calculated. The 
correct formula is the one above; the induction proof has to be modified 
in the way it is outlined here. 
Some remarks about the conditions of global boundedness of /i and of 
logarithmic growth of F and 3,/i are in order. The conditions are sufficient; 
nevertheless, in special equations one may have existence and uniqueness 
without them, see [6]. In general, existence or uniqueness may fail to hold. 
To give examples for this phenomenon, we introduce a constant 
generalized function extracting the magnitude E from any cp,. For 
q3=~oO~~~OcpoEdo(kY) we set 
Apparently, we have I(cp,) = sZ(cp). The class of the map 
‘p+&cp)-’ 
defines a constant generalized function in %(I?), which we denote by $2. 
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EXAMPLE 1.3. The equation 
C3,V=QV on R* 
Vl{t=O}=l on R 
does not have a solution VE~(IW~). Indeed, if V is a solution, then for 
every representative v of V there must be d, E J(R) and d2 E N(R2) such 
that 
arv($‘P,, x, r) = &-‘l(v)-’ u(qD,, x, t) + d2(qPE, x, t) 
v((P~, A 0) = 1 + d,(qoc, xl, 
where cp = ‘p,, @ rp,,. Writing down the explicit solution for this ordinary 
differential equation and using the fact that d, , d2 may be estimated by any 
positive power of E, one checks immediately that 1 u((p,, 0, l)\ grows like 
p as E + 0; thus v cannot be moderate. 
EXAMPLE 1.4. The solution VE$([W~) to the problem 
(a,+m,) v=o on lR* 
Vl{t=O}=O on R 
(1.1) 
is not unique. Apart from the zero solution, we may construct another 
solution as follows: Let x E 9(R) with x(O) = 1 and define the element 
A E Y(R) as the class of a(~,, X)=X(X+ I(cp&‘). Obviously, A =0 in 
9(W), because the support of a( qoE, x) moves to minus infinity as E -+ 0. 
Now let u(cp, x, t) be the ?P-solution to 
where cp=cpO@‘p 0; note that I(cp) = l(rp,). Its class VE 9?( R2) is a solution 
to (1.1). But u(cp,,x,t)=~(x+(l-QE-I@-‘), thus u(qPE,O, I)=1 
independently of E. This shows that V# 0 in %(R2). The reason for non- 
uniqueness here is that the characteristic curves become more and more 
horizontal as E --) 0. 
Having seen these examples, we must convince ourselves that system 
(0.1) can be uniquely solved in the case we had in mind: VE L”( R2), 
F’E WE,‘* “( R2). This question will be settled affirmatively by the following 
proposition, For the notion of an “associated” distribution (corresponding 
to a member of %(Rm)) we refer to [l, Def. 3.521 or [S, p. 1431. 
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PROPOSITION 1.5. (a) Given w E W;,“* co(Rm), there is UE ~(RY”) such 
that U is associated to w and U is locally of logarithmic growth. 
(b) Given w E Lm(Rm) there is U E ~(I!?“) such that U is associated to 
w, I/ is globally bounded, and aaU is of logarithmic growth for ( tl[ = 1. 
Proof. (a) Take y: (0, co) + (0, co), y(r) < 5, y(r) -+ co as 5 + co, and 
fix cp E z&( [Wm). Given cp E dO( IJV) we define the function e(q) E dOo( [Wm) by 
~(cp~Y)=Y”(~(cp)-‘)~(Y(~(cp)-‘)4’). (1.2) 
Clearly, 6(q,) converges to the Dirac measure in g’(‘IJY) as E + 0 for any 
cp E JZ&( IV). Thus if w  E Y( KY), then the element U E ‘S( IX”‘) defined as the 
class of 
is associated to w. 
Now let WE W-l, co(lRm). W e wish to show that w  * B(q) is locally of 
logarithmic growth. Fix a compact subset Kc IJY and let x E I be 
identically one in an open neighbourhood of K. Then we shall have that 
w  * B(cp,) = (1(w) * 8(q,) on K for small E. But xw =C,,, $ i saw, with 
w, E Lm((Wm). Thus 
= II Wo II Ly nm) +y(~-‘l(P)-‘) C II w, lILynay II aa cp IILl 
1.X1=1 
so II w * @cpAll Lm(Kj < My(&-il(cp)-‘) for 0 < E < n with some A4 depending 
on (w, @, K, x), but not on cp, and u depending on q. If we take y(t) = log 5 
for 5 > 1, then ff will satisfy the condition of logarithmic growth on K for 
all ~EJ&(UY) with N>M. 
(b) is proved similarly. 1 
The proof makes it clear that one can find in g(lV) elements of local 
logarithmic growth which are associated to more singular distributions 
also. For instance, in the case w  E W,;$;a(Rm) it suffices to take 
r(O=JlogS. 
Returning to problem (0.1) and starting with /i ELM, FE W;,‘~~(R’), 
Proposition 1.5 guarantees the existence of elements of %((w’) which are 
associated to A, F and satisfy the assumptions of Theorem 1.2. The solution 
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in %(R*) to system (0.1) will depend on the members of %(R*) which are 
chosen to represent n and F. But once these members are fixed, the 
solution is unique. We shall now mention some preliminary results of 
coherence with classical solutions. 
Assume that the coefficients A, F, G in system (0.1) are %F and /i is 
bounded. If the initial data A belong to V~([w), then the classical smooth 
solution to (0.1) is equal to the generalized solution V in the algebra 
Y(lR*). This follows from the way the solution has been constructed in 
Theorem 1.2 and the fact that every function a E Uco(R) has a repre- 
sentative in Y(R) given by the mapping cp -+ a(x). If the initial data belong 
to L{,,,(R), then the solution in 9(R*) is associated to the distributional 
solution in L&,( R2), see [S, Proposition 33. 
These and similar coherence results via association are rather easily 
obtained, in case the coefficients are assumed to be smooth. The only 
ingredient needed is a topology on the space of initial data such that 
(i) a * (poE + a for all ‘pO E L&(R) and all initial data a, and 
(ii) the solution in 9’(R*) depends continuously on the initial data. 
An example of a more delicate situation-where the coefficients are 
generalized functions-will now be presented in Section 2. 
2. A TRANSMISSION PROBLEM FROM LINEAR ACOUSTICS 
As a preliminary observation, we remark that division by nonvanishing 
elements of the algebra Y(EV) is possible. 
LEMMA 2.1. Let HE 3(lW’) have a representative h E 8,[Rm] with the 
property: 
There is NE N such that for every cp E SS$,( IX”‘) there is 
c>O,q>O with infyER, Ih(cp,,y)l>,cfor O<E<V. (2.1) 
Then H has an inverse in S(W”); i.e., there is a unique element of S(W”), 
denoted by H-l, such that HH-‘= 1. 
Proof. Uniqueness is evident. To prove existence, we consider the map 
cP+h(cp,y)-’ 
from ~&([w”) to %?“‘(lTY). If we show that this map is moderate, its class in 
??(RY’) will be an inverse to H. But 
sup Ih(cp,,y)-‘I <c-’ 
yew 
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for cp E &&l?“), 0 < E < 11, by assumption. If ) a ) = 1 then 
lW4(PEV .Y)-’ I = I -h(cp,, y)-* ~,h(cp,, v)l 
G c2 I awcp,, Y)l 
has moderate growth because a”h(cp,, y) has; the same argument applies to 
the higher derivatives. 1 
We now return to considering system (0.2). As indicated in the Introduc- 
tion, p0 and c0 shall be strictly positive and constant on the half planes 
{x<Oj and (x)0). If we view pO, c,, as elements of %(R2), then their 
respresentatives, when acting on some (pB, will constitute a net of smooth 
approximations to the piecewise constant functions pO, cO, which we now 
specify. For cp E dO( R2) we consider the smooth maps 
do(% x3 t) = (PO * &(P))(xv t) 
c”,(P, x, t) = (ccl * Q(P)Mx, t), 
where 19((p) is as in the proof of Proposition 1 S, given by formula ( 1.2) 
with (as we shall need in Theorem 2.2) y(t) = m and I,$ > 0. Since + is 
of the form $,,(x)@$,,(t), it follows that fi,,, c”,, do not depend on t. The 
way PO(qE, x), for example, approximates p0 is depicted in Fig. 1. Here 6 
is of the order (log(@))) I”. By abuse of notation, we shall denote the 
classes of PO, C0 in 9( R2) again by pO, cO. Apparently, these elements of 
3(R2) are associated to the piecewise constant functions from which they 
originated. 
THEOREM 2.2. Let pO, cO E Y(R2) be as described above. Let 
- P,(X) 
- - --- P,(lp, 
FIGURE 1 
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(U, j, p) E 9(R) with jj = (ci / {x = - 1 }) p. Then system (0.2) has a unique 
solution (u, p, p) E 3( R2) which assumes the prescribed values 
(4 P? P) = (4 P, P) at x=-l 
Proof: The representatives PO, E, as given above satisfy condition (2.1); 
in addition, $pl and c”; ’ also satisfy condition (2.1). By Lemma 2.1, system 
(0.2) is entirely equivalent within ‘9(R2) to system (0.3) with the data 
(u, p) = (U, p) given at x = - 1, provided p is calculated from p via 
p = co2p. 
We are now going to diagonalize system (0.2) as usual, introducing the 
new dependent variables (v,, v2) E 9(R2) by 
u=vl-v2 
P = %Po(V, + 021, 
This leads to the system 
(ay+c;l a,h+flb,+~,)=o 
p-~;‘a,) v~+c((v~ +~,)=o (2.2) 
vl=$4+(cop&1p), v2=+ii+(c”po)-*p) at x= -1, 
where 
P = a(coh-l a.x(coh). 
In this calculation we have used the fact that the representatives E,, PO do 
not depend on t. Again by Lemma 2.1, system (2.2) is equivalent in Q(R’) 
to system (0.3). But the representatives F,, &, constructed above are such 
that 2;’ is globally bounded according to Definition 1.1, a,(Z;‘)=O, and 
,U is locally of logarithmic growth (here the choice ~(5) = @ enters). By 
Theorem 1.2 with the roles of x and t interchanged, problem (2.2) does 
have a unique solution (v,, v2) E 9?(R2), thus so do problems (0.3) and 
(0.2). I 
We now establish the relationship of this solution to the “classical 
connected solution.” The system (0.2) has constant coefficients on either 
side of the line {x=0}. Suppose the data (U, p, p) at x= - 1 of the 
acoustic field are %?I. Then there is a unique solution to system (0.2) in 
%‘I( (- co, 0] x R). One can continue this solution uniquely on [0, co) x R, 
provided a transmission condition is imposed on (u,p, p) at x = 0. For 
physical reasons-see the Introduction-this condition is taken to be 
continuity of u and p at x = 0. For this notion of solution-the classical 
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connected solution-problem (0.2) and (0.3) are also equivalent. We may 
sum up the classical result as follows: 
PROPOSITION 2.3. Let p,,, c0 be strictly positive functions constant on 
{x<O) and {x>O}. Let (ii,&p)~%?‘(R) withp=ci(-l)p. Then there is 
a unique 
with (u, p, p) = (ii, p, 0) at x = - 1, which solves system (0.2)--or equivalently 
system (0.3Fon either side of the line (x = O}. 
For system (0.3)-but not for (0.2~it is possible to consider I?:,,,- 
solutions. By this we mean an element (u, p) E Hi,, which satisfies 
il (~,,(x)~~p,,(x)-~p~~$+u~~$)dxdt=O 
(2.3) 
ss (PO(X) ~a,$ + ~a,$) dx dt = 0 
for all test functions II/ E 9( R*). The prescribed data at x = - 1 are assumed 
to be taken, for instance, in the sense of the trace of (up) along the line 
{x = - 1 }. Alternatively, one could use the well-known fact that any H:,,- 
solution of a system like (0.3) is locally a continuous map of the x-variable 
with values in L*(R) with respect to the time variable-near the line 
{x = - 1 } where the coefficients are constant. 
Assume that the data (ii, p) belong to W:;,“(R). We interpret (ii, jj) as 
members of ‘S(R) via the canonical imbedding of 9’(R) into 9(R) given by 
for w E 9(R), q E do(R). We could just as well use the interpretation 
w  + [q + w  * @(cp)] as in Proposition 1.5; this is of no importance here. 
THEOREM 2.4. 
- - 
Let (u, p) E W,‘A,~( R). The following assertions hold: 
(a) System (0.3) has a unique solution (u,, pl) E H,‘,,(R*) whose trace 
at {x = - 1 } equals (17, p). 
(b) Setting p= cO( - l))*p, let (up, ~)Ec?J(R*) be the solution to 
- - system (0.2) given by Theorem 2.2 with (u, p, p) = (u, p, jj) at x = - 1. Then 
(up) is associated to (u,,p,). 
(c) In addition, if one defines p1 = c&‘pl E Lk,(R*), then p is 
associated to p 1. 
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Proof At first we convince ourselves that the H,‘,,-solution is unique. 
Indeed, if (u,, pr) E H:,,(R*) is a solution to (0.3) whose trace at {x = - 1) 
vanishes, then it follows from the uniqueness of Hi,,-solutions to constant 
coefficient hyperbolic systems that (ul ,p,)= (0,O) in (-co, 0) x R. But 
(u~,~,)EH~,,(R~), so it has a trace along the line {x=0}, which 
consequently equals zero. But (ui, p,) again solves a constant coefficient 
hyperbolic system on (0, co) x R, so it must be zero there as well. 
We shall now prove H:,,-existence and the association statement (b) 
simultaneously. Fix cp = q,@ cpOe s?J[W~) with N large enough. Let 
p,(x) = j&,(rp,, x), c&x) = ?(Q,, x) as constructed before Theorem 2.2, 
where we apply the observation that PO, c’O do not depend on t. By the 
construction in Theorem 1.2, the generalized solution (u, p, p) E S(R2) has 
a representative, whose values on (cp,, x, t) we denote by (zP, p”, p”), which 
is the classical smooth solution to the regularized system 
(UE, PE, P”) = (4 P, P) * 40, at x= -1. 
Observe that-due to condition (2.1) and the way the regularizations are 
constructed-this system and the regularized versions of system (0.3) and 
(2.2) are also equivalent in the case of solutions in %Y’(W’). Thus (u’, p”) 
satisfy 
and (vi, v;) given by 
UE = v”l - 0; 
P” = %CPO~(~~ + $) 
(2.4) 
(2.5) 
satisfy 
(a, + coE(x)-1 a,) v; + ps(x)(lq +vi) =o 
(8, - COAX)- * 8,) v; + PAx)(v; + 0;) = 0 (2.6) 
with 
4 = f@ * cpos + (C,P,,) -’ p * cpo,) 
v~=~(-~*(POE+(COEPOE)-‘P*(POE) at x=-l, 
where 
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PE = kkPo,)-’ ~X(COEPcd 
Consider a segment K, = [ - T, T] of the line {x = - 1 } and let K, be a 
hexagonal region which is a domain of determinacy for system (2.6) 
independently of E, see Fig. 2. This is similar as in the proof of Theorem 1.2 
with reversal of the roles of x and t; recall that the slopes of the charac- 
teristic curves are bounded independently of E. 
Integrating along the characteristic curves starting at the line {x = - 1 }, 
we obtain the estimate 
II VE II Lr(K,)~IIUEI{X=-l}IILr,K~)+ 
/J 
x I~~(t;)lllv”l’L”(Kg)~5 
-1 
valid for all x with -X- 1 < x < X - 1. By Gronwall’s inequality, 
II lf II Lm(Kx)G IId Ix= -1H~~~,~ex~ 
(J 
X-1 
-x~l 1~,(5)14 
) 
. 
But it follows from the construction of pOs, cOE that pE is bounded in Li,,( R) 
t 
FIGURE 2 
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independently of E; also, 11 uE 1 fx = - 1) I/ LXCK,,j is uniformly bounded 
because (ii, P)E JC.~~(IW). Thus we have that u’ is bounded in LX’(Kx) 
independently of E. 
Next we observe that c?,u’ satisfies precisely the same system of equations 
as II’, since its coefficients do not depend on I. We infer-now using that 
(a,& c?J,~~)EL~&IW), that a,uE is also bounded in L”(K,) independently 
of E. 
What concerns dXeE, a similar conclusion will not be obtainable in 
general. Fortunately, because of the special form of the zero-order term in 
system (2.6), it follows by subtracting the equations in (2.6) from what we 
have already calculated that a,(ut - I$) is bounded in L”(K,) independ- 
ently of E. 
From this and the relations (2.5) we obtain immediately that u’, pE, a,u’, 
a,~‘, and a,u’ are bounded in L*(K,). The boundedness of d,p” is 
obtained by using the second line of (2.4) and the fact that poC is bounded 
in L”(lR’). To be able to employ a compactness argument, we weaken 
these statements to assertions that the HI-norm of (uE,pE) on K, is 
bounded independently of E. 
At this point we may extract a subsequence (u’(“), p”“)) which converges 
to an element (ur , pl) E H’(K,) weakly in H’(K,) and strongly in L’(K,). 
It is now evident from ‘the facts that poC + pO, c&*p&’ -+ c&*p;’ in 
Li,,([w*), and that (u&, p”) are bounded in L”(K,), that (u,,p,) is a 
distributional solution in the sense of (2.3) on K,, and that its trace along 
- - 
K, equals (u,p) (observe that the trace map is, e.g., weakly continuous 
from H’(K,) to L*(K,)). But we have already seen that such a solution is 
unique, so the whole net (~8, p”) must converge to (ur , pl) as E -+ 0. Since 
K,V can be made arbitrarily large, this implies that (u, p) is associated to 
( ul, p r ), the unique H:,,-solution. 
Finally, it remains to prove that p is associated to pr. But p” = ~0,~ pE 
converges to pI and co;* converges to co* in L&(R*), and both are 
bounded in LZJ R); so certainly $ + p, in 9’(R*). 1 
We remark that the proof actually shows that (u,,p,) belongs to 
W:;,Y(R*) for any q < co. Moreover, the arguments can easily be extended 
to the case where p0 and c0 depend smoothly on (x, r) for x < 0 and x > 0 
as long as the requirement of strict positivity is not violated. 
COROLLARY 2.5. Let (ii, ji, p) E V’(R) with p = ci( - 1) p. Then the 
solution (u, p, p) E S(R*) to system (0.2) given by Theorem 2.2 is associated 
to the classical connected solution given by Proposition 2.3. 
Proof. Let (u2, p2, p2) be the clasical connected solution to (0.2). Then 
(uz,pz) solves system (0.3) on both sides of the line (x=0}, too, and is 
continuous. Thus (u,,p,) coincides with the H,‘,,-solution (ul, pl) to (0.3). 
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It follows from Theorem 2.4 that the generalized function (u, p, p) is 
associated to (uz,p2, p2). 1 
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