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Abstract
We consider simple random walks on two partially directed square
lattices. One common feature of these walks is that they are bound to
revolve clockwise; however they exhibit different recurrence/transience
behaviors. Our main result is indeed a proof of recurrence for one of the
graphs, solving a conjecture of Menshikov et al. (’17). For the other
one, we analyze the asymptotics of the return probabilities, providing
a new proof of its transience. Furthermore, we study the limiting laws
of the winding number around the origin for these walks.
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1 Models and Results
In this paper we will analyze the recurrence/transience property of random
walks on two-dimensional oriented graphs G1 and G2, illustrated in Figure
1. Precisely, we define G1 = (V,E1) with vertex set V isomorphic to Z2 and
edge set E satisfying that a directed edge (v, w) = ((v1, v2), (w1, w2)) ∈ E1 if
and only if (w1, w2) = (v1, v2±1), or (w1, w2) = (v1+1, v2) and v2 = w2 ≥ 0,
or (w1, w2) = (v1 − 1, v2) and v2 = w2 < 0. The graph G2 = (V,E2), can be
obtained with a slight modification of G1 by redefining only the orientations
of the edges leading out from x-axis, that is, ((v1, 0), (w1, w2)) ∈ E2 with
v1 = w1 and w2 = ±1 if and only if w2 = −1 and v1 = w1 > 0, or w2 = 1
and v1 = w1 < 0, or w2 = ±1 and v1 = w1 = 0.
Although G1 and G2 may look very similar, the random walks on these
graphs exhibit completely different behaviors. The graph G1 appeared for
the first time in [2], where a proof of transience was given; the other G2 was
∗University of Bologna, Bologna, Italy; gianluca.bosi4@unibo.it
†University of Washington, Seattle, USA; huypken@uw.edu
‡Microsoft Research, Redmond, Washington, USA; peres@microsoft.com
1
ar
X
iv
:1
80
7.
03
49
8v
2 
 [m
ath
.PR
]  
26
 N
ov
 20
18
(a) Graph G1 (b) Graph G2
Figure 1: The graph G1 in figure (a) is transient, whereas graph G2 in (b) is
recurrent. The arrows indicate the orientation of the corresponding edges.
introduced in [8][9] and the random walk on G2 was conjectured there to be
recurrent. Indeed, our main result will be a proof of this conjecture.
Theorem 1. The simple random walk on graph G2 is recurrent.
The main idea of the proof is to consider a continuous analogue of the
walk on G2 that admits a rather simple description in terms of Brownian
motions, and then to prove recurrence for G2 by the Lyapunov function
method (see e.g. [9]).
(a) Random walk on G1 (b) Random walk on G2
Figure 2: Simulated trajectories of 5000 steps of the random walks on G1
and G2. Note the different scaling of the axes.
Let m ∈ R+ and (BRt )t≥0 be the one-dimensional standard Brownian
motion1 starting at 0 with a reflecting barrier at 0 to stay in positive real
1The weak limit of the random walk on G2 should be constructed from a Brownian
2
line. We define a continuous-time process (Wt)t≥0 := (W
(1)
t ,W
(2)
t )t≥0 on
R2, which is the continuous analogue of random walk on G2, together with
a sequence of random times (Un)n≥0 in the following recursive manner: we
set U0 := 0 and W0 := (−m, 0) as the initial position; for every n ≥ 1,
Un := min{t > Un−1 + |W (1)Un−1 |;BRt = 0}
and
Wt :=
{
(t− U2n +W (1)U2n , BRt ) if t ∈ [U2n, U2n+1) for some n ≥ 0,
(−t+ U2n−1 +W (1)U2n−1 ,−BRt ) if t ∈ [U2n−1, U2n) for some n > 0.
Clearly, WUn = (W
(1)
Un
, 0) for every n and its x-coordinate W
(1)
Un
changes sign
alternately. It turns out that it suffices to keep track of |W (1)Un | at these
returns to x-axis, since the recurrence of Wt would follow immediately from
the recurrence of |W (1)Un |. To this purpose, we define HBn := |W
(1)
Un
| and
call this discrete-time process (HBn )n≥0 on R+ the continuous ladder height
process.
(0,0)(-m,0) H B1
Figure 3: Illustration of the first step of the ladder height process.
The ladder height process is itself a Markov chain and has a nice repre-
sentation as the product of i.i.d. random variables ηn’s defined by
HBn := ηnH
B
n−1 = m
n∏
i=1
ηi = exp
(
logm+
n∑
i=1
log ηi
)
(1)
for n ≥ 1. One way to understand log ηi’s is through the decomposition of
each step of the ladder height process into two parts, one from the starting
point on x-axis to y-axis and the other from y-axis back to x-axis. Denote
Z the standard folded normal distribution and Th the Le´vy distribution
independent of Z, i.e. the hitting time at 0 for a standard Brownian motion
started at h > 0. Then by decomposing we have
HB1
d
= T√mZ
d
= (
√
mZ)2T1 = mZ
2T1 (2)
motion with twice the quadratic variation of a standard one. In this section, we will stick
to the above definition for simplicity.
3
and thus η1
d
= Z2T1, where we use the space-time scaling of Brownian mo-
tion, see e.g. [4] Vol.2 p.170. Since by reflection principle T1
d
= 1/Z2 (see
Cor.2.22 in [7]), it follows that log η1 is symmetric and, in particular, has
mean zero. Therefore, we’ve shown that
∑n
i=1 log ηi is recurrent, which by
(1) implies the recurrence of the ladder height process and hence the recur-
rence of the continuous walk Wt. Later in Section 2, we will show how to
adapt this argument to the discrete setting and prove Theorem 1 for the
random walk on G2.
It is natural to consider the number of windings Nt up to time t for the
continuous walk Wt. We will establish in section 2.4 the scaling limit of the
winding number to be a standard Le´vy distribution. For  > 0, one can also
consider the big winding number N bt taking place outside a small ball of
radius  centered at the origin. As can be seen from [1], the big windings in
the continuous process better capture the winding phenomena in its discrete
counterpart. To facilitate the analysis of the big windings in Wt, we use the
following definition
N bt :=
1
2
2Nt−1∑
n=0
1{HBn >},
which counts one half of the number of half windings started outside a small
neighborhood of the origin.
Theorem 2. For the continuous-time process (Wt)t≥0 defined above, we
have
σ2Nt
log2 t
d
=⇒ T1
and
σ2N bt
log2 t
d
=⇒
∫ T1
0
1{βs>0}ds
as t → ∞, where βs is a standard Brownian motion and Th represents its
first hitting time at h ∈ R.
The scaling limit of N bt in Theorem 2 has the same distribution as T1 ∧
T−1, the first hitting time of a reflected Brownian motion at one, whose
Laplace transform is sech(
√
2t), see e.g. Exercise 3.27 in [7]. It follows from
the Markov property of Brownian motion that T1∧T−1 has a sub-exponential
tail, in contrast with the heavy tail of Le´vy distribution caused by the small
windings near the origin.
Theorem 2 in particular shows that for the continuous walk Wt the
number of windings grows faster than for the planar Brownian motion: in-
deed in that case it is known since [14] and [10][13] that the winding angle
rescaled by 12 log t has Cauchy limiting distribution and the big winding an-
gle under the same scaling is asymptotically hyperbolic secant with density
(1/2)sech(piu/2). The difference in order results from the fact that Wt is
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allowed to wind only in the clockwise direction, while the planar Brownian
motion winds randomly in both directions.
Consider now the simple random walk (Mi)i≥0 on G1. As already men-
tioned, the transience of this graph is known, and was originally proved
in [2] by computing the characteristic function of the walk sampled along
a sequence of random times; thereafter a second proof has been proposed
in [8] and in [9] and is based on considering the process, at the times of its
successive returns to the x-axis, as an oscillating random walk in one dimen-
sion. However, one drawback of these methods is that they don’t give any
information about the rate of decay of the return probability of the walk.
In section 3.1 we will obtain a local limit theorem for this probability, in
particular providing a new proof of transience. More precisely, let Tn be the
time just after the n-th vertical step of M , and consider the decomposition
MTn = (Ξn, Sn), (3)
such that S is the simple random walk on Z and Ξ0 := 0, Ξn :=
∑n−1
i=0 ξi
for n > 0, where ξi is the random variable representing the horizontal steps
that M performs between the i−th and the i+ 1-th vertical step; note that
|ξi| is a geometric random variable with success probability p = 2/3, and
sgn(ξi) is determined by Si. We shall prove the following.
Theorem 3. For simple random walk M on graph G1 we have
P0 (MT2n = (0, 0)) ∼
1
2
√
pin3/2
.
Finally, by exploiting this result, we can show that the winding number
NG1(n) up to the n-th step for the transient walk on G1 has a different
asymptotic behavior from that of Wt.
Theorem 4. We have
E(NG1(n)) ∼
1
2pi
log n
One could also prove an almost sure version of this theorem. For sim-
plicity, however, we address the question for a modified model that captures
the phenomenon of the winding number NG1(n) in a fairly straightforward
way. Let S be the simple random walk on Z. Recall the graph of such a
random walk is given by the path successively connecting the sequence of
vertices {(i, Si)}i≥0 on Z2 with ei representing the edge between (i, Si) and
(i+ 1, Si+1). We define an associated time process
Gn :=
n−1∑
i≥0
1{ei is above x-axis} − 1{ei is below x-axis} (4)
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to be the difference between the time spent above and below x-axis. Roughly
speaking, the simple random walk S corresponds to the vertical movement
of the random walk on G1, whereas the associated time process G mimics
the horizontal counterpart. It should be clear from the comparison that
the number of windings NG1(32n) up to time 32n is related to the number
of windings of the two-dimensional process (S,G) up to time n, which we
denote as NG(n). We state the following strong law of large number for
NG(n).
Theorem 5. For the associated time process G defined above, we have
NG(n)
log n
→ 1
2pi
a.s.
As an immediate corollary, one obtains a limiting theorem for the number
of sign changes of G up to time n by doubling 12pi , since we are counting half
windings. In this view, the above theorem has independent interest as a
result stated for simple random walks.
We remark that our proof works similarly for the random walk on G1.
In fact, the main differences in G1 are the random horizontal steps made
between successive vertical steps, which lead to the aforementioned 3/2 fac-
tor, and the asymmetry arising from the specified orientation on x-axis, but
they can be dealt with respectively by local limit theorems and generalized
Chung-Feller Theorem, as demonstrated in the proof of Theorems 3 and 4.
The structure of the paper is as follows: in section 2 we shall study the
random walk on G2 and prove Theorems 1 and 2, whereas in section 3 we
analyze G1 and prove Theorems 3, 4 and 5.
2 Recurrence of G2
Now we return to our original goal, the recurrence of the random walk
(Xi, Yi)i≥0 on the graph G2. For simplicity we assume the random walk
starts at (X0, Y0) = (−m, 0) for some fixed m ∈ Z+ and use the notation
Pm to make explicit the dependence on initial position. Sometimes we might
want to start at (X0, Y0) = (0, h) for some h ∈ Z+, in which case we write
Ph. Analogous to the Brownian motion case, we can consider the discrete
time ladder height process (Hn)n≥0 with the state space N. More rigorously,
we define Hn := |Xτn | for n ≥ 0, where {τn}n≥0 is a sequence of stopping
times defined recursively as follows: τ0 := 0 and for n ≥ 1,
τn := inf{i > τn−1;Yi = 0 and XiXτn−1 ≤ 0}.
In the following, we will stick to the convention that logH1 = 0 when H1 = 0
for simplicity. We also define for n ≥ 1,
σn := inf{i > τn−1;Xi = 0} (5)
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and Vn := |Yσn |. Note that τn−1 < σn ≤ τn for any n ≥ 1. With this
definition, in analogy with the decomposition (2) in the continuous setting,
we can further decompose each step Hn of the ladder height process into
two parts, one starting from (Xτn−1 , 0) to the (0, Vn) and the other from
the (0, Vn) to (Xτn , 0). Under Pm, we should always consider H1, H1/m
and V1 as playing the same role as H
B
1 , η1 and
√
2mZ in the continuous
case respectively. Furthermore under Ph, the correspondence is between H1
and its continuous analogue h2T1/2. Note that the extra constants
√
2 and
1/2 come from the fact that the continuous analogue of the random walk
in question should be constructed from a Brownian motion with twice the
quadratic variation of a standard one.
It is not hard to see that the process H is a Markov chain in its own right
starting at H0 = m and has the same recurrence property as the original
chain (X,Y ). The main difficulty in the combinatorial setting, however, is
that the identity Em log(H1/m) = 0 only holds in the asymptotic sense,
since one tries to approximate random walks with Brownian motions. In
fact, one can show that
Em log(H1/m)→ Em log η1 = 0
when m → ∞, with the help of some Donsker-type arcsine laws, i.e. see
[11], Prop.5.27, p.137. Unfortunately, this result is not sufficient to prove
the recurrence. Hence instead of logH1, we consider a modified function√
logH1 with the same convention at zero as above. Using the inequality√
1 + x ≤ 1 + 12x− 116x2 for x ∈ [−1, 1], we obtain on the event {1 ≤ H1 ≤
m2} that
√
logH1 =
√
logm+ log(H1/m) =
√
logm
√
1 +
log(H1/m)
logm
≤
√
logm
{
1 +
log(H1/m)
2 logm
− 1
16
[
log(H1/m)
logm
]2}
≤
√
logm+
logH1 − logm
2
√
logm
− (logH1 − logm)
2
16(logm)3/2
.
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Taking expectation, we get
Em
√
logH1 ≤
√
logm+
Em (logH1 − logm)
2
√
logm
− Em (logH1 − logm)
2
16(logm)3/2
+
Em
[
(logH1 − logm)2 ;H1 > m2
]
16(logm)3/2
+ Em
[√
logH1;H1 > m
2
]
≤
√
logm+
Em (logH1 − logm)
2
√
logm
− Em (logH1 − logm)
2
16(logm)3/2
+2Em
[
log2H1;H1 > m
2
]
=:
√
logm+ 1(m)− 2(m) + 3(m). (6)
Once we show that 1(m) + 3(m) << 2(m) for large enough m by giv-
ing reasonable bounds on their asymptotics, we can conclude
√
log x is a
Lyapunov function for (Hn)n≥0 and apply the criterion in [9], Thm.2.5.2,
p.53 to prove the recurrence. Let us make a few comments about these
errors before we proceed. The first order error 1(m) comes from the ap-
proximation of random walks with Brownian motions, the main difficulty
we mentioned above, and its upper bound will be the main focus in this
section. The approximation techniques we apply will be local central limit
theorems and the Euler-Maclaurin formula. The second order term 2(m)
is the reason behind our choice of function and it quantifies the amount we
are able to exploit from using a concave function of logH1. Observe that
Em (logH1 − logm)2 ≥ Varm(logH1), and we will show later in section 2.3
that the variance on the right hand side is uniformly bounded away from
zero for all m > 0, where some local limit theorems we prove for 1(m) are
also needed. We remark that this result shares the same spirit as the fact
that Varm(logH
B
1 ) does not depend on m. For the truncation error 3(m),
one should expect logH1 to be concentrated around logm, and we will show
in section 2.3 with Chernoff bounds that 3(m) decays polynomially and
thus negligible compared to 2(m) when m goes to infinity.
In order to estimate 1(m), it is more convenient to consider the decom-
position described by the random variables Vn’s, see (5) for definition and
the subsequent discussion of continuous analogues. Then
Em(logH1) =
∞∑
h=1
Em(logH1|V1 = h)Pm(V1 = h)
=
∞∑
h=1
[
2 log h+ Eh(logH1/h2)
]
Pm(V1 = h)
=2Em(log V1) +
∞∑
h=1
[Eh(logH1)− 2 log h]Pm(V1 = h), (7)
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so it suffices to estimate the corresponding approximation errors
Em(log V1)− E log(
√
2mZ) = Em(log V1)− (logm)/2 + γ/2 (8)
and
Eh(logH1)− E log(h2T1/2) = Eh(logH1)− 2 log h− γ, (9)
where γ is the Euler constant, Z and T1 are defined in the paragraph above
(2), and we use the result E log T1 = −2E(logZ) = γ + log 2.
To this end, we define pm,h := Pm(V1 = h) to be the probability that
the random walk starting from (−m, 0) hits the y-axis at point (0, h) and
qh,l := Ph(H1 = l) the probability that the random walk started at (0, h)
hits the x-axis at point (l, 0) for m,h, l ∈ Z+. Let fm(x) := log(x)√pim e−
x2
4m and
gh(x) := log x
h
2
√
pix3/2
e−
h2
4x be functions define on R+. Then we can rewrite
and decompose the two errors as follows:
Rf (m) :=
∞∑
h=1
log h pm,h −
∫ ∞
0
fm(x)dx =
∞∑
h=1
[log h pm,h − fm(h)] +
∞∑
h=m1/2+δ
fm(h)
+
m1/2+δ∑
h=1
fm(h)−
∫ m1/2+δ
1
fm(x)dx
+(∫ m1/2+δ
1
fm(x)dx−
∫ ∞
0
fm(x)dx
)
=: I1 + I2 + I3 + I4 (10)
and
Rg(h) :=
∞∑
l=1
log l qh,l −
∫ ∞
0
gh(x)dx =
∞∑
l=1
[log l qh,l − gh(l)] +
h2−δ∑
l=1
gh(l)
+
( ∞∑
l=h2−δ
gh(l)−
∫ ∞
h2−δ
gh(x)dx
)
+
(∫ ∞
h2−δ
gh(x)dx−
∫ ∞
0
gh(x)dx
)
=: J1 + J2 + J3 + J4, (11)
where δ > 0 is sufficiently small.
2.1 Local limit theorems
Throughout this section we shall denote the usual one-dimensional simple
random walk on Z by S. We want to establish a local limit theorem for pm,h
and qh,l. First, we shall prove the following:
Lemma 1. We have
pm,h := Pm(V1 = h) =
1√
pim
e−
h2
4m +O
 1√
mh2
∧ 1
m3/2
+
e−
h2
8m
m1−δ
 .
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Proof. Our approach is based on the fact that conditioned on the number of
vertical steps before hitting y-axis, the vertical movement has the same law
as S. To calculate the probability of n vertical steps, we hope to interpret
the number of vertical steps before hitting y-axis as the sum of m many i.i.d.
geometric random variables Gp,m :=
∑m
i=1 gi with success probability p =
1/3 and support in {0, 1, 2, . . . }. The intuition is almost correct except that
on graph G2, only vertical steps are allowed at ordinate zero. For this reason,
we modify the transition probability of S by ignoring the origin as follows:
p(1,−1) = p(1, 2) = 1/2 and p(−1, 1) = p(−1,−2) = 1/2, and write S′ for
the resulting random walk. We also consider a 2D modification, the random
walk (X ′i, Y
′
i )i≥0 on an oriented graph G′2 where all the horizontal edges are
to the right and all points on x-axis are ignored. Precisely, G′2 = (V′,E′2)
has vertex set V′ = Z2 \ Z× {0}, and E′2 consists of all edges leading to the
nearest neighbors upward, downward and to the right. Then the intuition
of geometric random variables holds for the random walk on G′2, with the
caveat that the conditional law of vertical movements has the same law as
S′. For the process (Xi, |Yi|)i≥0 with y-coordinate taking absolute value,
define p′m,h analogously as the probability that the random walk started at
(−m, 1) hits the y-axis at point (0, h) for m,h ∈ Z+. Then
pm,h = p
′
m,h =
∞∑
n=h
(
P1(S′n = −h) + P1(S′n = h)
)
P(Gp,m = n)
=
∞∑
n=h
P0(Sn = −h)P(Gp,m = n) +
∞∑
n=h
P0(Sn = h− 1)P(Gp,m = n) =: p(1)m,h + p(2)m,h.
We will focus on p
(1)
m,h, as p
(2)
m,h can be treated analogously. Let δ > 0, we
split the sum into two parts
p
(1)
m,h =
∑
|n−2m|≤m1/2+δ
P0(Sn = h)P(Gp,m = n) +O
 ∑
|n−2m|>m1/2+δ
P(Gp,m = n)
 ,
and notice that the second term in the above display decays exponentially
fast by Chernoff bound. Then, by applying the local limit theorem (see e.g.
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[6], p.36 2) to S we obtain
p
(1)
m,h =
∑
|n−2m|≤m1/2+δ
[
pn(h) +O
(
1
m3/2
)]
P(Gp,m = n) +O(e−cm2δ)
=
p2m(h) +O
 1
m3/2
+
e−
h2
8m
m1−δ
 ∑
|n−2m|≤m1/2+δ
P(Gp,m = n) +O(e−cm2δ)
=
p2m(h) +O
 1
m3/2
+
e−
h2
8m
m1−δ
 ,
where we define pn(h) :=
1√
2pin
e−
h2
2n and use the fact that if |n − 2m| ≤
m1/2+δ then pn(h) = p2m(h) +O
(
e−
h2
8m
m1−δ
)
by first order approximation. We
conclude by noting that the same proof would go through if we apply instead
the LLT in [6], eq. (2.4) on p.25.
Now we consider the second part of our decomposition and prove a local
limit theorem for qh,l.
Lemma 2. We have
qh,l := Ph(H1 = l) =
h
2
√
pil3/2
e−
h2
4l +O
(
1
l3/2h
∧ h
l5/2
+
h
l2−δ
e−
h2
8l
)
.
Proof. Let Gp,n :=
∑n
k=1 gk, with gk’s i.i.d. geometric random variables
with success probability p = 2/3 and values in {0, 1, 2...}. Decomposing and
conditioning on the number of vertical steps n, we have
qh,l =
∞∑
n=h
P0(Sn = h;Sk > 0, ∀1 ≤ k ≤ n)P(Gp,n = l)
=
∞∑
n=h
h
n
P0(Sn = h)P(Gp,n = l),
by the Ballot Theorem (see e.g. [3], p.202 Thm.4.3.2). Now, let δ > 0 and
split the sum into two parts as follows
∑
|n−2l|≤l1/2+δ
h
n
P0(Sn = h)P(Gp,n = l)+O
 ∑
|n−2l|>l1/2+δ
P(Gp,n = l)
 . (12)
2This LLT and the following ones are stated for aperiodic random walks, but it is not
difficult to deduce the analogue for bipartite walks, see e.g. pp. 26-27 of the cited book.
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Notice that
P(Gp,n = l) =
(
n+ l − 1
l
)
pn (1− p)l = n
l
P(G1−p,l = n), (13)
so for the second term of (12), we have∑
|n−2l|>l1/2+δ
P(Gp,n = l) =
∑
|n−2l|>l1/2+δ
n
l
P(G1−p,l = n)
≤E
[
G1−p,l; |G1−p,l − 2l| ≥ l1/2+δ
]
= O(e−cl2δ),
for appropriate c > 0 by the Chernoff bound. By (13) again, we can rewrite
the first term of (12) as∑
|n−2l|≤l1/2+δ
h
l
P0(Sn = h)P(G1−p,l = n)
and apply the local limit theorems and first order approximation as before.
Thanks to Lemma 1 and Lemma 2 we can estimate the errors I1 and J1:
I1 =
∞∑
h=1
log hO
 1√
mh2
+
e−
h2
8m
m1−δ
 = O( logm
m1/2−δ
)
. (14)
Here in the second term of the summation, we use a uniform bound for all
h ≤ √m and an integral to bound the sum for h ≥ √m, where the error is
monotone in h. Applying a similar splitting, we have
J1 =
∞∑
l=1
log lO
(
1
l3/2h
+
h
l2−δ
e−
h2
8l
)
= O
(
log h
h1−2δ
)
. (15)
For errors I2 and J2, as in the case h ≥
√
m mentioned above, it is
straightforward to give sub-exponential bounds with integrals:
I2 = O
(
e−cm
2δ
)
(16)
and
J2 := O
(
e−ch
δ
)
(17)
for some c > 0.
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2.2 Euler-Maclaurin approximation
In this section we will apply the Euler-Maclaurin formula to bound I3 and
J3.
Recall that fm(x) :=
log(x)√
pim
e−
x2
4m and f ′m(x) =
(
1
x − x log x2m
)
1√
pim
e−
x2
4m .
Hence, by the Euler-Maclaurin formula
I3 ≤
(1/2+δ) log2m∑
k=0
2k+1∑
h=2k
fm(h)−
∫ 2k+1
2k
fm(x)dx

=
(1/2+δ) log2m∑
k=0
[
fm(2
k) + fm(2
k+1)
2
+ rk
]
= O
(
logm
m1/2−2δ
)
, (18)
where rk denotes the k-th error term and the last equality follows from
|rk| ≤ C2k max
2k≤x≤2k+1
|f ′m(x)| ≤C2k max
2k≤x≤2k+1
(
1
x
+
x log x
2m
)
1√
pim
e−
x2
4m
≤C2k
(
1
2k
+
2k+1(k + 1)
2m
)
1√
pim
=O
(
1√
m
+
22kk
m3/2
)
.
Let gh(x) := log x
h
2
√
pix3/2
e−
h2
4x and g′h(x) =
(
1− 3 log x2 + h
2 log x
4x
)
h
2
√
pix5/2
e−
h2
4x .
By the Euler-Maclaurin formula,
J3 ≤
∞∑
k=(2−δ) log2 h
2k+1∑
l=2k
gh(l)−
∫ 2k+1
2k
gh(x)dx
 ≤ ∞∑
k=(2−δ) log2 h
[
gh(2
k) + gh(2
k+1)
2
+ r˜k
]
=
∞∑
k=(2−δ) log2 h
O
(
hk
23k/2
+
h3k
25k/2
)
= O
(
log h
h2−
5δ
2
)
, (19)
where we use the fact that
|r˜k| ≤C ′2k
(
1 +
3(k + 1)
2
+
h2(k + 1)
2k+2
)
h
2
√
pi25k/2
=O
(
hk
23k/2
+
h3k
25k/2
)
.
We conclude this section by noting that the bounds on errors I4 and J4
follow from direct calculation:
|I4| =
∫ 1
0
fm(x)dx+
∫ ∞
m1/2+δ
fm(x)dx = O
(
1√
m
)
(20)
and
|J4| =
∫ h2−δ
0
gh(x)dx = O
(
e−ch
δ
)
. (21)
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2.3 Proof of recurrence
In this section, we complete the proof of Theorem 1. By the formulas (8),
(9), (10) and (11) and the estimates (14), (15), (16), (17), (18), (19), (20)
and (21), we get
Rf (m) := Em(log V1)− (logm)/2 + γ/2 = O
(
1
m1/2−3δ
)
and
Rg(h) := Eh(logH1)− 2 log h− γ = O
(
1
h1−3δ
)
,
where γ is the Euler constant. Then, by (7) and Lemma 1
Em(logH1) =2Em(log V1) +
∞∑
h=1
[Eh(logH1)− 2 log h]Pm(V1 = h)
= logm+O
(
1
m1/2−3δ
)
+
∞∑
h=1
O
(
1
h1−3δ
)
Pm(V1 = h)
= logm+O
(
1
m1/2−3δ
)
,
so we’ve shown
1(m) :=
Em (logH1 − logm)
2
√
logm
= O
(
1
m1/2−4δ
)
. (22)
For the truncation error 3(m), we have by Lemma 1 and Lemma 2
3(m) =
∞∑
l=m2
log2 l Pm(H1 = l) =
∞∑
l=m2
∞∑
h=0
log2 lpm,hqh,l
≤
∞∑
l=m2
log2 l
 ∑
h≤√mlδ
pm,hqh,l +
∑
h>
√
mlδ
pm,h

≤
∞∑
l=m2
log2 l
 ∑
h≤√mlδ
O
(
1√
m
h
l3/2
)
+O
(
e−cl
2δ
)
=
∞∑
l=m2
log2 lO
( √
m
l3/2−2δ
)
= O
(
log2m
m1/2−4δ
)
, (23)
where for h >
√
mlδ, we apply Chernoff bounds by viewing pm,h as the sum
of m many i.i.d random variables, each of which has the same law as the
convolution of geometrically many Bernoulli distributions.
Finally, for the numerator in 2(m), we have
E (logH1 − logm)2 ≥ Varm(logH1) ≥ Varm(E[logH1 | V1]). (24)
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To estimate the rightmost term, we notice that by Lemma 1 for any a >
b > c > 0, there exist p1, p2 > 0 such that Pm(V1 ≥ a
√
m) ≥ p1 and
Pm(b
√
m ≥ V1 ≥ c
√
m) ≥ p2 for large enough m. By the above estimate on
Rg(h), we obtain that on the event V1 ≥ a
√
m,
E[logH1 | V1] ≥ 2 log a+ γ + logm+O
(
1
m(1−3δ)/2
)
.
Similarly on b
√
m ≥ V1 ≥ c
√
m,
E[logH1 | V1] ≤ 2 log b+ γ + logm+O
(
1
m(1−3δ)/2
)
.
It follows that the rightmost term in (24) is bounded away from zero by a
positive constant 4p1p2(log a − log b)2 + O
(
1
m(1−3δ)/2
)
for large enough m.
We finish our proof of Theorem 1 with (6), (22) and (23).
2.4 The scaling limits of the winding numbers
In this section we shall prove Theorem 2. Recall in (1) the ladder height
process satisfies
HBn := m
n∏
i=1
ηi = exp
(
logm+
n∑
i=1
log ηi
)
.
Let
Tn := (HB0 +HB1 ) + (HB1 +HB2 ) + ...+ (HB2n−1 +HB2n) =
2n−1∑
i=0
HBi +H
B
i+1
be the time when the continuous walk Wt just completed its n-th winding
around the origin, and let Nt be the number of windings up to time t, that
is, Nt = n iff Tn ≤ t < Tn+1. Note that we have
logµn ≤ log Tn ≤ log(4n) + log µn, (25)
where
µn := max
0≤j≤2n
HBj = m exp
(
max
0≤j≤2n
j∑
i=1
log ηi
)
.
Thus we consider N ∗t defined by the minimum n such that logµn > log t.
Since
∑2n
i=1 log ηi is the sum of i.i.d. random variables with zero mean and
finite variance σ2, by applying Donsker-type theorem on the first hitting
time at one, we get
σ2N ∗t
log2 t
d
=⇒ T1,
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where T1 represents the standard Le´vy distribution. Moreover, by (25) one
can show that Nt −N ∗t
log2 t
→ 0
almost surely as t → ∞. This completes the proof of limiting distribution
for Nt, and a similar argument works for N bt .
3 The random walk on G1
3.1 A local limit theorem for the return probabilities
In this section we shall prove Theorem 3. Recall that we denote by Tn the
time just after the n-th vertical step of M , and consider the decomposition
(3). Define
A+n := |{0 ≤ j < 2n|Sj ≥ 0}|.
and we can show that P0(A+n = k|S2n = 0) ∼ 12n for typical k’s between 0
and 2n by decomposing with respect to the first time of S entering negative
axis and using the generalized Chung-Feller Theorem 2.3.1 in [5]. Then
P0(Ξ2n = 0,S2n = 0) =
2n∑
k=1
P0(Ξ2n = 0, S2n = 0, A+n = k)
=
2n∑
k=1
P0(Ξ2n = 0 | S2n = 0, A+n = k)P0(A+n = k|S2n = 0)P0(S2n = 0)
∼ 1
2
√
pin3/2
2n∑
k=1
P0(Ξ2n = 0 | S2n = 0, A+n = k)
=
1
2
√
pin3/2
2n∑
k=1
P(Ξ2n,k = 0), (26)
with Ξ2n,k :=
∑k−1
i=0 gi−
∑2n−1
i=k gi for 1 ≤ k ≤ 2n, where (gi)i≥0 is a sequence
of i.i.d. geometric random variables with success probability p = 2/3 and
values in {0, 1, 2, ...}. Let mn,k := E(Ξ2n,k) = k − n and sn := σ2(Ξ2n,k) =
2nσ2(g1). For 0 < δ < 1/2, we split the sum in (26) into two parts∑
|k−n|≤n1/2+δ
P(Ξ2n,k = 0) +
∑
|k−n|>n1/2+δ
P(Ξ2n,k = 0) (27)
and then the first term in (27) can be estimated by means of a local limit
theorem for independent (not necessarily identically distributed) random
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variables (e.g. here we use [12], Chapter VII, Theorem 5, p.197). We obtain∑
|k−n|≤n1/2+δ
P(Ξ2n,k = 0) =
∑
|k−n|≤n1/2+δ
[
p
mn,k,sn
n (0) +O
(
1
n
)]
=
∑
|j|≤n1/2+δ
[
p0,snn (j) +O
(
1
n
)]
= 1 + o(1) +O
(
1
n1/2−δ
)
,
where p
mn,k,sn
n (x) =
1√
2pisn
e−
(x−mn,k)2
2sn .
Finally, we bound the second term of (27) through large deviations. For
k ≥ 0 define Ξˆ2n,k := Ξ2n,k −mn,k. We have
P
(
Ξˆ2n,k ≥ n1/2+δ
)
= inf
t>0
P(etΞˆ2n,k ≥ etn1/2+δ) ≤ inf
t>0
E(etΞˆ2n,k)
etn
1/2+δ
= inf
t>0
(
2e−t/2
3−et
)k (
2et/2
3−e−t
)2n−k
etn
1/2+δ
= O
(
e−
n2δ
3
)
, (28)
since, by Taylor expansion,
(
2e−t/2
3−et
)k (
2et/2
3−e−t
)2n−k
= 1 + 3n4 t
2 + O(nt3).
Analogously we obtain
P
(
Ξˆ2n,k ≤ −n1/2+δ
)
= O
(
e−
n2δ
3
)
. (29)
Then, by (28) and (29)∑
|k−n|>n1/2+δ
P(Ξ2n,k = 0) =
∑
|k−n|>n1/2+δ
P
(
Ξˆ2n,k = − (k − n)
)
= O
(
ne−
n2δ
3
)
.
This completes the proof.
Corollary 1. The random walk on graph G1 is transient.
Proof. By the transience of (Ξ, S), we can find C > 0 such that
∑
n P0(Ξn =
x, Sn = 0) ≤ C <∞ for every x ∈ Z. Whence∑
i
P0(Mi = 0) =
∑
n
∑
x≥0
P0(Ξn = −x, Sn = 0)(1/3)x ≤ C
∑
x≥0
(1/3)x <∞.
Remark 1. By a slight modification of the above argument one can actu-
ally extend the limit theorem to most of the points z = (z1, 0) ∈ Z2 with
|z1| ≤ n except for a subset of size o(n) at both endpoints, and obtain
P0 (MT2n = z) ∼ 12√pin3/2 . Similarly, for |z1| > n + n1/2+δ with δ > 0, the
probability is exponentially small.
Remark 2. From Theorem 3, one can deduce a local limit theorem for the
original chain M of the form P0(M2n = 0) ∼
√
27
32pin3
, as well as for the
typical points on x-axis in Remark 1.
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3.2 The winding number of the random walk
Let’s now prove Theorem 4. Recall that we denote by M the random walk
on G1 and by NG1(n) the number of windings completed up to time n.
Notice that however we count these windings during which the walk visits
the origin won’t change the order in question, since the random walk is
transient by Corollary 1. In light of this, we say that M performs a half
winding started at time n = T2k iff (Ξ2k, S2k) = (m, 0) for some m ∈ Z\{0},
and the next hitting of (Ξ, S) at the x-axis is at a point (m′, 0) such that
sgn(m′) = −sgn(m). Define N ∗G1(n) to be the number of half windings
started before step n. Note that we have
N ∗G1(n)
2
− 1 ≤ NG1(n) ≤
N ∗G1(n)
2
(30)
for every n. Moreover, by (3)
E(N ∗G1(T2n)) =
n∑
k=1
∑
m∈Z\{0}
P((Ξ2k, S2k) = (m, 0), sgn(Ξτk) = −sgn(m)),
where τk := min{t > 2k|St = 0}. Then by Remark 1 to Theorem 3 and by
the theorem on p.84 in [4] Vol.1, we have
E(N ∗G1(T2n)) ∼
1
4pi
n∑
k=1
1
k3/2
∑
|m|≤k
1√
m
∼ 1
pi
log n.
By (30) we deduce that E(NG1(T2n)) ∼ 12pi log n and we conclude the proof
by noting that the event T2n−n1/2+δ ≤ 3n ≤ T2n+n1/2+δ fails with small prob-
ability, by large deviations.
Now we turn to the proof of Theorem 5. Recall that in Section 1, we
define the time process G associated with a simple random walk S and we
would like to investigate the number of windings NG(n) up to time n for
the joint process (S,G) instead of the windings NG1(n) of the random walk
on G1. As explained there, these processes and quantities are essentially
the same, so the proof we give here will work in both cases except for a
few technical details. For the same reason, we could use the argument in
Theorem 3 and 4 to establish an LLN for the expected number of windings
of the joint process up to time n:
E(NG(n)) ∼ 1
2pi
log n. (31)
The proof in this case is even easier, since we are relieved of the random
horizontal steps made between vertical steps on G1 and hence the local limit
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theorem and concentration estimates. Also, the usual Chung-Feller Theorem
applies here.
Our goal now is to estimate the variance of NG(n). In particular, we will
show that
Var(NG(n)) ≤ c log n (32)
for some c > 0 and all large enough n. If this holds, then a Borel-Cantelli
argument combined with (31) and (32) would imply the desired strong LLN.
To bound the variance, we decompose the number of windings into the
sum of indicator random variables,
NG(2n) := 1
2
n∑
i=1
1A2i , (33)
where A2i is the event that the joint process just completed a half winding
at the 2i-th step. More precisely, the event A2i happens if S2i = S2τi = 0
and G2τiG2i < 0, where τi := sup{t < i;S2t = 0}. Later we will also need
a slightly larger event A˜2i where we simply replace the second condition
by ”G2τiG2i ≤ 0”. Note that for the same reason provided in (31), a more
detailed estimate holds:
P(A2i) ∼ 1
pii
. (34)
To prove (32), it suffices to bound
∑n
i=1 Var(A2i) and the cross terms∑n
i=1
∑i−1
j=1 Cov(A2i, A2j): for the former bound one directly uses (31), while
the latter requires the following almost optimality lemma. More generally,
we would like to consider the law P2z of the usual random walk S but the
associated time process G with arbitrary initial point G0 = 2z ∈ 2Z. For
n ≥ 1, we define similarly as in (4) that Gn := Gn−1 ± 1, where the sign
depends on whether the edge en−1 is above or below x-axis. We still use the
usual P without subscript to denote P0.
Lemma 3. For any z ∈ Z and i ≥ 1, the inequality holds:
P2z(A2i) ≤ P0(A˜2i).
Remark 3. The lemma states that the quantity on the left hand side is
“almost optimal” at z = 0 if we allow ourselves slightly larger events A˜2i on
the right hand side. As a result of the transience of (S,G), one might use
two events interchangeably without changing the order in (32).
Remark 4. When |z| ≥ i , a trivial but better bound is to observe that
P2z(A2i) = 0.
Proof. We will show something stronger: for every 1 ≤ k ≤ i− 1, one has
P2z[A2i, τi = 2k] ≤ P0[A˜2i, τi = 2k], (35)
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where τi is defined above together with A2i. By the Markov property of
(S,G), we shall rewrite the left hand side of (35) as the expectation of
P2z+G2k [A2i−2k, τi−k = 0] 1{S2k=0}
over the randomness of (S2k,G2k). By the Chung-Feller Theorem 1.1.3 in
[5], the conditional law of G2k on the event {S2k = 0} is exactly the uniform
distribution on the set {−2k,−2k+4, · · · , 2k−4, 2k}. We denote U a uniform
distribution on {−k,−k+2, · · · , k−2, k} and PU its law. It remains to prove
that for any i ≥ 1, the following expectation
EU
[
P2z+2U [A2i, τi = 0]
]
(36)
is “almost optimal” at z = 0 in the sense that was explained in Remark 3.
Unraveling the notations, we may express the quantity in (36) equivalently,
without mentioning the law P2z+2U of the associated time process, as the
probability under the product probability space PU ×PS of the event where
S0, · · · , S2i is an excursion from the origin such that
sgn(S1) = −sgn(2z + 2U) and i > z + U. (37)
Suppose we had A˜2i instead of A2i in (36), we would need to change the
second condition in (37) to i ≥ z + U and include the other case where
z + U = 0. Then if we condition on the length i of the excursion, which we
allow to enter both half planes, the probability of U satisfying two conditions
in (37) should be “almost optimal” at z = 0. This is due to the followling
elementary cardinality inequality, which completes the proof of (35).
Lemma 4. Suppose z ∈ Z and i ≥ 1. Let Uk be the support of U , that is,
{−k,−k + 2, · · · , k − 2, k} for some k ≥ 1. Then∣∣(−i, i) ∩ (z + Uk) \ {0}∣∣ ≤ ∣∣[−i, i] ∩ Uk∣∣.
Proof. When z is even, it is easy to see∣∣(−i, i) ∩ (z + Uk)∣∣ ≤ ∣∣(−i, i) ∩ Uk∣∣
by dividing into two cases depending on whether Uk ⊆ (−i, i). When z is
odd, we can simply reduce to the even case by setting z′ = z−1. Notice that
this is the case where a counterexample exists if we replace [−i, i] by an open
interval (−i, i), which explains why we only have “almost optimality”.
We will need another estimate. Roughly speaking, conditional on just
completing a half winding at 2m-th step, the distribution of G2m has at least
the same order as if conditioned only on S2m = 0.
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Lemma 5. For m,n ∈ N such that m > 2n,
P0[|G2m| < 2n |A2m] = O
(√ n
m
)
Proof. With the representation in (37) by taking z = 0, it is straightforward
to check that for k ≤ m/2,
P[τm = 2k |A2m] = O
( m
k1/2(m− k)3/2
)
,
and for k ≥ m/2,
P[τm = 2k |A2m] = O
( m
k3/2(m− k)1/2
)
.
Observe that
P[G2m < 2n | τm = 2k,A2m] ≤

0, 0 ≤ k ≤ (m− n)/2,
O(n/k), (m− n)/2 ≤ k ≤ m/2,
O(n/(m− k)), m/2 ≤ k ≤ m− n,
1, m− n ≤ k ≤ m− 1.
Combining both observations yields the lemma.
We finish our proof of (32) by showing that
∑i−1
j=1 Cov(A2i, A2j) is of
orderO(1/i). For some constant α ∈ (0, 1) to be chosen later and 1 ≤ j ≤ αi,
we have the following bound
Cov(A2j , A2i) = P(A2j ∩A2i)− P(A2j)P(A2i)
≤ P(A2j)P(A˜2(i−j))− P(A2j)P(A2i)
≈ P(A2j)P(A2(i−j))− P(A2j)P(A2i)
∼ O
(
1
j
( 1
i− j −
1
i
))
= O(1/i2).
Here, the first inequality is a consequence of the Markov property of (S,G)
and the almost optimality lemma; the following approximation is in the
sense of resulting in the same order in (32) and is due to the estimate (31)
and the transience of (S,G), see Remark 3; in the last line, we use (34) and
the assumption 1 ≤ j ≤ αi.
However, when αi < j < i, the above argument does not give us the
desired bound. The reason is that Lemma 3 is far from being tight if a
typical |z| is larger than i, see Remark 4. Thus we may find a better bound
by taking into account the small probability such that |z| < i. Rigorously,
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Lemma 5 shows that by picking α > 2/3,
P(A2j ∩A2i) =
∑
|z|<i−j
P(A2j)P[G2j = 2z |A2j ]P2z(A2(i−j))
. P(A2j)P[|G2j | < 2(i− j) |A2j ]P(A2(i−j))
≤ O
(
1
j
·
√
i− j
j
· 1
i− j
)
= O
(
1
i3/2(i− j)1/2
)
.
Summing over j yields O(1/i) as in the first case.
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