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Abstrakt
Gramatika prirodzene´ho jazyka je komplexna´ a cˇasto ju nie je mozˇne´ priamo, jednoznacˇne
a forma´lne pop´ısat’. Existuje niekol’ko pr´ıstupov, ako sa poku´sit’ pomocou vy´pocˇtovej tech-
niky o odhalenie a opravu gramaticky´ch chy´b. Ta´to pra´ca sa zaobera´ vytvoren´ım jed-
noduche´ho gramaticke´ho korektora, ktory´ funguje na princ´ıpe pravidiel. Zameriava sa na
nepr´ıtomnost’ cˇiarok v su´vetiach, v ktory´ch sa nacha´dzaju´ vedl’ajˇsie vety vzt’azˇne´. Ked’ taku´
cˇast’ vety korektor u´spesˇne rozpozna´, navrhne vhodne´ riesˇenie, ako je mozˇne´ danu´ vetu
opravit’. Aplika´cia funguje ako pr´ıdavny´ modul do kancela´rskeho bal´ıka OpenOffice.
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Abstract
The grammar of natural language is generally complex. Often, it is very difficult to describe
it precisely in a formal way. There are several approaches to grammar correction using
computer technologies. This thesis deals with the construction of a simple rule-based Czech
grammar checker. It focuses on subordinate relative constructions. The corrector is designed
to identify missing comma in them. If such a sentence is found the program proposes possible
suggestions how to correct it. The application operates as a plugin for OpenOffice suite.
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Pojmy kontrola gramatiky a kontrola pravopisu sa v slovencˇine cˇasto zamienˇaju´. Slovo
gramatika primerane zodpoveda´ anglicke´mu slovu grammar.
Pri slove pravopis je situa´cia menej jasna´. Samotne´ slovo nie je problematicke´. Nejasnost’
nasta´va, ked’ je potrebne´ na´jst’ vhodny´ ekvivalent pre anglicke´ pomenovanie spellchecker
alebo spelling. Pri preklade ty´chto slov sa cˇasto pouzˇ´ıva spomenute´ slovo pravopis. Aj ked’
ma´ v slovencˇine (a cˇesˇtine) sˇirsˇ´ı vy´znam.
V mojej pra´ci budem pouzˇ´ıvat’ slovo pravopis a pojem korektor pravopisu na oznacˇenie
anglicke´ho pojmu spellchecker, ktory´ je pevne zauzˇ´ıvany´ v oblasti informacˇny´ch technolo´gi´ı
ako oznacˇenie pre program, ktory´ kontroluje spra´vne poradie a vy´skyt znakov v slova´ch
dane´ho prirodzene´ho jazyka.
Vy´raz korektor gramatiky budem pouzˇ´ıvat’ na oznacˇenie anglicke´ho grammar checker.
Pod ty´mto pojmom ma´m na mysli na´stroj, ktory´ ide za hranice jedne´ho slova, napr´ıklad
ty´m, zˇe analyzuje cele´ vety. Kontroluje gramaticku´ spra´vnost’ textu, alebo naopak jej ne-
dostatok v nˇom.[10]
Prostriedkom korekcie gramatiky je pokrocˇilejˇsia analy´za textu. Do urcˇitej miery sa
snazˇ´ı lingvisticky analyzovat’ vetu a rozhodnu´t’, cˇi ju mozˇno povazˇovat’ za spra´vnu alebo
nie.
1.2 Postup riesˇenia
Pri hl’adan´ı vhodne´ho riesˇenia bolo potrebne´ zvolit’ vhodny´ programovac´ı jazyk pre imple-
menta´ciu aplika´cie, pr´ıpadne zistit’, cˇi podobna´ aplika´cia uzˇ nebola vytvorena´.
Integra´cia korektora do vhodne´ho textove´ho editora si kladie za ciel’ ul’ahcˇit’ jeho pouzˇ´ı-
vanie bezˇny´m uzˇ´ıvatel’om. Podl’a zadania bolo potrebne´ pouzˇit’ kancela´rsky bal´ık Open-
Office1 (V cˇase riesˇenia projektu bola dostupna´ verzia 2.2). Pojednanie o vy´hoda´ch a
nevy´hoda´ch zvolene´ho riesˇenia je mozˇne´ na´jst’ v podkapitole 3.1.
Samotne´ vytvorenie kvalitne´ho rozsˇiruju´ceho modulu do OpenOffice by bola cˇasovo
na´rocˇna´ u´loha. Preto som venoval urcˇity´ cˇas hl’adaniu vhodne´ho a funkcˇne´ho riesˇenia, ktore´
by moju pra´cu ul’ahcˇilo, aby som sa mohol venovat’ priamo zadaniu pra´ce. Tento postup




trolu gramatiky viacery´ch jazykov. Doˆlezˇite´ pre moju pra´cu bolo to, zˇe uzˇ jeden slovansky´
jazyk (pol’ˇstinu) podporoval. Bolo ho taktiezˇ mozˇne´ pouzˇit’ ako pr´ıdavny´ modul do bal´ıka
OpenOffice. Jeho popisu je venovana´ podkapitola 3.2.
Tu som sa mohol zacˇat’ venovat’ rozsˇ´ıreniu LanguageTool tak, aby podporoval cˇesˇtinu.
Moˆj pr´ınos a popis samostatnej pra´ce sa nacha´dza v cˇasti II. Kapitola 4 obsahuje popis
rozsˇ´ırenia LanguageTool. Bolo potrebne´ vytvorit’ potrebne´ morfologicke´ da´ta pre cˇesˇtinu,
implementovat’ zjednoznacˇnˇovaciu cˇast’ korektora a definovat’ pravidla´ na kontrolu inter-
punkcie.
Uzˇ pocˇas rozsˇirovania LanguageTool vyvstala potreba vhodny´ch testovac´ıch da´t. Potre-
boval som zhromazˇdit’ dostatocˇne vel’ke´ mnozˇstvo gramaticky spra´vnych viet, ktore´ obsaho-
vali vzt’azˇne´ vety. Problematike z´ıskania kvalitny´ch testovac´ıch da´t a samotne´mu testovaniu
je venovana´ kapitola 5. Je tu tiezˇ vyhodnotena´ u´spesˇnost’ implementovane´ho riesˇenia.
V za´verecˇnej 6. kapitole su´ zhrnute´ vy´sledky pra´ce. Uva´dzam tu aj z´ıskane´ sku´senosti






Podklady pre kontrolu gramatiky
P´ısany´ text je celok, ktory´ pozosta´va z jednotlivy´ch cˇast´ı. Jeho jednotlive´ cˇasti sa daju´ delit’
na d’alˇsie mensˇie cˇasti. Text je preto mozˇne´ povazˇovat’ za hierarchicku´ sˇtruktu´ru:
• Dany´ text sa obycˇajne sklada´ z odstavcov. Kazˇdy´ odstavec by mal sprostredkovat’
jednu u´plnu´ mysˇlienku.
• Odstavec sa sklada´ z viet. Veta je obycˇajne definovana´ tak, zˇe sa v nej mus´ı nacha´dzat’
sloveso. (Existuje niekol’ko pr´ıpadov, ked’ to nemus´ı platit’.)
• Vetu mozˇno rozdelit’ na d’alˇsie celky – slova´. Tie reprezentuju´ jednotlive´ vy´znamove´
jednotky.
• Slova´ je mozˇne´ delit’ esˇte d’alej na slabiky a hla´sky.
Je mozˇne´ vsˇeobecne tvrdit’, zˇe prirodzeny´ jazyk je znacˇne komplikovany´. Samotna´
komplikovanost’ nespoˆsobuje vy´pocˇtovej technike proble´m v spracovan´ı jazyka. Obtiazˇe su´
spoˆsobene´ ty´m, zˇe je problematicke´ vytvorit’ u´plny´ forma´lny popis jazyka, a ty´m zabezpecˇit’
u´plnu´ a presnu´ kontrolu gramatiky.
2.1 Stav problematiky v su´cˇastnosti
Pri kontrole pravopisu a gramatiky je podstatny´m faktorom jazyk, v ktorom je text nap´ısany´.
Roˆzne jazyky maju´ roˆzne vlastnosti a na to je potrebne´ mysliet’ pri implementa´cii spome-
nuty´ch na´strojov.
Napr´ıklad anglicˇtina je charakteristicka´ pevnou stavbou vety a charakteristicky´mi slov-
ny´mi spojeniami. Naopak v cˇeskom jazyku sa poradie vetny´ch cˇlenov men´ı, cˇesˇtina patr´ı
do katego´rie jazykov flex´ıvnych, cˇo je podmnozˇina jazykov afiguju´cich – pouzˇ´ıvaju´cich afixy
(pr´ıpony)[12], z cˇoho vyply´va bohate´ tvaroslovie. To naznacˇuje, zˇe ku kazˇde´mu zo spome-
nuty´ch jazykov je potrebne´ zaujat’ iny´ pr´ıstup.
Su´cˇasne´ korektory pravopisu pracuju´ na slovnej u´rovni. Maju´ k dispoz´ıcii vhodne spra-
covanu´ databa´zu korektny´ch slov. S nˇou porovna´vaju´ kontrolovany´ text. Ak sa slovo v texte
nena´jde v databa´ze, korektor ho oznacˇ´ı za nespra´vne. Dˇalej je bezˇne´, zˇe korektor ponu´kne
niekol’ko mozˇnost´ı ako jednoduchou zmenou aktua´lneho slova (typicky zmenou male´ho pocˇtu
p´ısmen) uzˇ slovo zna´me bude.
Korektor gramatiky si kladie za ciel’ urcˇit’ spra´vnost’ (resp. nespra´vnost’) textu po gra-
matickej stra´nke. Aby to bolo mozˇne´, je nutne´ vziat’ do u´vahy va¨cˇsˇie celky textu. Ty´mito
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celkami moˆzˇu byt’ v najjednoduchsˇej forme slovne´ spojenia. Obycˇajne vsˇak gramaticky´
korektor pracuje na u´rovni viet.
Pre u´plnost’ esˇte uvediem, zˇe existuje esˇte vysˇsˇia u´rovenˇ. A to u´rovenˇ se´manticka´. Na
tejto u´rovni je doˆlezˇity´ vy´znam nap´ısanej, pr´ıpadne inak predanej informa´cie. Na´stroj pra-
cuju´ci na se´mantickej u´rovni sa nazy´va sˇtylisticky´ korektor.
Dva najzna´mejˇsie korektory cˇeskej gramatiky su´ Lingea Grammaticon a Kontrola cˇeske´
gramatiky pre MS Office. Lingea Grammaticon pracuje na vsˇetky´ch spomenuty´ch u´rovniach
- snazˇ´ı sa kontrolovat’ pravopisne´, gramaticke´ a aj sˇtylisticke´ chyby. Je mozˇne´ ho pouzˇ´ıvat’
ako rozsˇ´ırenie MS Office, alebo ako samostatnu´ aplika´ciu. Korektor sa dostal na trh v roku
2003 a jeho vy´voj sta´le pokracˇuje.[2]
Spolocˇnost’ Microsoft vyvinula v spolupra´ci s cˇesky´mi odborn´ıkmi na´stroj Kontrola cˇeske´
gramatiky, ktory´ je mozˇne´ nainsˇtalovat’ ako doplnok MS Office 2003.1 Na´stroj sa taktiezˇ
snazˇ´ı kontrolovat’ gramatiku a sˇty´l. (Kontrola pravopisny´ch chy´b bola v MS Office integro-
vana´ uzˇ v predosˇly´ch verzia´ch).[1]
V su´vislosti so sˇpecificky´mi vlastnost’ami jazyka, konkre´tne cˇesˇtiny, je potrebne´ spo-
menu´t’ nasleduju´cu skutocˇnost’. Pri snahe o korekciu gramatiky sa cˇasto sta´va, zˇe syntak-
ticka´ znalost’ textu je nedostatocˇna´. Na spra´vne rozhodnutie je potrebne´ poznat’ vy´znam
nap´ısane´ho. Urcˇity´ text moˆzˇe byt’ nap´ısany´ spra´vne, cˇo sa gramaticky´ch pravidiel ty´ka.
V skutocˇnosti vsˇak cˇitatel’ovi nemus´ı da´vat’ zˇiadny zmysel. Uvediem pr´ıklad z [4]
Ra´no vydeˇl Veˇru.
Na prvy´ pohl’ad sa v nej vyskytuje gramaticka´ chyba v slove ”vydeˇl“. Je tomu tak, pokial
’ma´
autor vety na mysli slovo ”videˇt“. V skutocˇnosti je vsˇak mozˇne´ slovo ”vydeˇl“ interpretovat
’
ako rozkazovac´ı spoˆsob od slova ”vydeˇlit“. V tom pr´ıpade veta po gramatickej stra´nke chybu
neobsahuje. Uvedena´ veta je typicky´m pr´ıkladom, kde je potrebna´ znalost’ vy´znamu, aby
bolo mozˇne´ urcˇit’ jej spra´vnost’. Potom je zrejme´, zˇe ”Veˇra“ je meno osoby, ktore´ nema´
zmysel ”vydeˇlit“; ”videˇt Veˇru“ vsˇak zmysel ma´.
V tejto cˇasti som sa snazˇil strucˇne spomenu´t’ oblasti, ktory´mi sa treba zaoberat’ pri
tvorbe gramaticke´ho korektora. Vsˇeobecne mozˇno poznamenat’: Aby mohol gramaticky´ ko-
rektor fungovat’ cˇo najpresnejˇsie
1. Potrebuje rozdelit’ kontrolovany´ text na vhodne´ celky.
2. Mus´ı vykonat’ kvalitnu´ morfologicku´ analy´zu vstupne´ho textu. Iny´mi slovami, mal by
vediet’ spra´vne rozpoznat’ cˇo najviac slovny´ch tvarov.
3. A na koniec by mal na za´klade z´ıskany´ch da´t rozhodnu´t’, cˇi je analyzovana´ cˇast’ textu
gramaticky spra´vna alebo nie je.
Dˇalej nasleduje podrobnejˇs´ı popis jednotlivy´ch su´cˇast´ı gramaticke´ho korektora.
2.2 Vhodne´ rozdelenie vstupne´ho textu
Pre potreby gramaticke´ho korektora je nutne´ vstupny´ text vhodne rozdelit’. Ked’zˇe veta by´va
ukoncˇena´ jedny´m z charakteristicky´ch interpunkcˇny´ch znamienok, je logicke´ riadit’ sa pra´ve
podl’a nich pri rozdel’ovan´ı textu na vety. Aj tak sa spomenuty´ postup mus´ı vysporiadat’
s nasleduju´cimi proble´mami:
1Korektor je dostupny´ na stra´nkach firmy Microsoft. Najnovsˇia verzia kancela´rskeho bal´ıka by mala
kontrolu gramatiky obsahovat’ sˇtandardne.
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• Najcˇastejˇsie znamienko pouzˇ´ıvane´ na ukoncˇenie vety ”.“ (bodka) sa pouzˇ´ıva aj na
ine´ u´cˇely. Konkre´tne sa jedna´ o skratky, za´pis da´tumov. Dˇalej treba vziat’ do u´vahy
znamienko pokracˇovania ”...“.
• Vetu nie je potrebne´ ukoncˇit’ ani po znamienkach ”!“ a ”?“, ked’ sa jedna´ o vety
s priamou recˇou. Napr´ıklad
”Jed
’ nejrychleji jak mu˚zˇesˇ!“, krˇicˇela.
Tieto vy´nimky je potrebne´ pri rozdel’ovan´ı textu na jednotlive´ vety brat’ do u´vahy.
Analy´za okolia znakov, ktore´ ukoncˇuju´ vetu, by mala dostatocˇne poslu´zˇit’ na spra´vne
rozoznanie konca danej vety.
2.3 Morfologicke´ znacˇkovanie
Je proces pri ktorom su´ slova´m pridelene´ slovne´ druhy a d’alˇsie gramaticke´ katego´rie, ktore´
mozˇno pri jednotlivy´ch slovny´ch druhoch urcˇit’. Zvycˇajne sa tieto u´daje reprezentuju´ mor-
fologicky´mi znacˇkami.
Potrebny´ text je mozˇne´ oznacˇkovat’ automaticky. Na´stroj, ktory´ je na to urcˇeny´, sa
nazy´va morfologicky´ analyza´tor. Ten vyuzˇ´ıva urcˇite´ znalosti dane´ho jazyka a na ich za´klade
prirad´ı slova´m v texte adekva´tne znacˇky.
Moˆzˇe sa stat’, zˇe analyza´tor urcˇite´ slovo nerozpozna´. Taka´ situa´cia nastane obycˇajne
vtedy, ked’ sa slovo vymyka´ pravidla´m, podl’a ktory´ch analyza´tor funguje. Alebo ak sa
jedna´ o cudzie slovo. Ak dane´mu slovu nie je mozˇne´ priradit’ zˇiadnu znacˇku, existuju´ dve
mozˇnosti ako vzniknutu´ situa´ciu vyriesˇit’:
1. Analyza´tor slovu prirad´ı sˇpecia´lnu ”pra´zdnu“ znacˇku. Ta´ pln´ı jedinu´ funkciu: Infor-
muje na´stroje, ktore´ budu´ oznacˇkovany´ text d’alej spracova´vat’, zˇe parametre dane´ho
slova nie su´ zna´me.
2. Analyza´tor sa poku´si slovu znacˇku priradit’. To je mozˇne´ vykonat’ bud’ na za´klade
vlastnost´ı samotne´ho slova, alebo na za´klade jeho okolia. Kombina´cia obidvoch meto´d
prina´sˇa najlepsˇie vy´sledky.
Rea´lne morfologicke´ analyza´tory dosahuju´ takmer u´plne´ pokrytie tvarov v danom ja-
zyku. U´plne´ pokrytie nie je mozˇne´, pretozˇe jazyk sa postupne men´ı. Napr´ıklad prenikaju´
do neho slova´ s cudz´ıch jazykov. Dˇalej nie je mozˇne´ pokryt’ vsˇetky vlastne´ mena´ a slova´ od
nich utvorene´.
Cˇasto nastane pra´ve opacˇna´ situa´cia, ked’ slovo v danom tvare mozˇno interpretovat’
viacery´mi spoˆsobmi. Sta´va sa to preto, lebo slova´ v prirodzenom jazyku nie su´ vy´znamovo
jednoznacˇne´. Napr´ıklad vo vete
Ten zmatek se deˇl kv˚uli vystrˇelen´ı z deˇl v bl´ızkosti galerii vy´znamny´ch deˇl.
ma´ slovo deˇl tri roˆzne vy´znamy:
• Sloveso d´ıt se
• Podstatne´ meno deˇlo
• Podstatne´ meno d´ılo
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Existuje viac taky´chto pr´ıpadov, no tie su´ vel’mi zriedkave´ v porovnan´ı so situa´ciami,
ktore´ sa vyskytuju´ systematicky. To sa sta´va preto, lebo v cˇesˇtine existuje mnoho gra-
maticky´ch katego´ri´ı, do ktory´ch mozˇno dane´ slovo zaradit’. Napr´ıklad muzˇske´ nezˇivotne´
podstatne´ mena´ maju´ v nominat´ıve a akuzat´ıve rovnaky´ tvar.
Ak je slovo morfologicky nejednoznacˇne´, nie je mozˇne´ na za´klade samotne´ho slova vy-
brat’ spra´vnu znacˇku zo vsˇetky´ch mozˇny´ch. Na rozhodovanie je potrebne´ vyuzˇit’ d’alˇsie
informa´cie. Exituju´ roˆzne pr´ıstupy:
1. Meto´dy zalozˇene´ na pravidla´ch. Ciel’om je zostavit’ mnozˇinu pravidiel tak, aby na
za´klade kontextu dane´ho slova bolo mozˇne´ urcˇit’, ktore´ znacˇky su´ (resp. nie su´) pri-
jatel’ne´. Pravidla´ su´ vytva´rane´ bud’ rucˇne, alebo automaticky vyuzˇit´ım textove´ho
jazykove´ho korpusu2.
Vy´hodou rucˇne´ho vytva´rania pravidiel je mozˇnost’ vyjadrenia skutocˇny´ch grama-
ticky´ch za´konitost´ı jazyka. Pretozˇe je zna´me, zˇe niektore´ zoskupenia slovny´ch druhov
su´ nespra´vne. Napr´ıklad sloveso nemoˆzˇe nasledovat’ hned’ po predlozˇke.
Naopak pouzˇit´ım automatiza´cie je cˇlovek odl’ahcˇeny´ od vymy´sˇl’ania pravidiel. Nut-
nou podmienkou tu je syste´m, ktory´ doka´zˇe pravidla´ generovat’. Napr´ıklad analy´zou
jazykove´ho korpusu. Tento postup je bl´ızky nasleduju´cemu typu meto´d.
2. Sˇtatisticke´ meto´dy. Principia´lne vyberu´ taku´ znacˇku pre dane´ slovo, ktora´ sa v danom
kontexte vyskytuje najcˇastejˇsie. Z toho vyply´va, zˇe tieto meto´dy taktiezˇ potrebuju´ do-
datocˇne´ informa´cie. V najjednoduchsˇom pr´ıpade to moˆzˇe byt’ percentua´lne rozdelenie
skutocˇne´ho pouzˇitia znacˇiek dane´ho slova.
V praxi sa cˇasto pouzˇ´ıvaju´ pokrocˇilejˇsie rozhodovacie techniky, napr´ıklad Skryte´ Mar-
kovove modely (HMM z angl. Hidden Markov models) spolu s Viterbiho algoritmom.
Tieto postupy vyzˇaduju´ tre´ning na spra´vne oznacˇkovany´ch modelovy´ch da´tach. Vo
fa´ze tre´novania je vytvorena´ databa´za slov a ich vza´jomny´ch prechodov. Kazˇde´ slovo
a jeho prechod k d’alˇsiemu je ohodnoteny´ urcˇitou pravdepodobnost’ou.
Ked’ su´ pouzˇite´ na zjednoznacˇnenie neoznacˇkovane´ho textu, ich princ´ıp spocˇ´ıva v pred-
poklade, zˇe spra´vna znacˇka dane´ho slova existuje, ale nie je zna´ma. Spracu´vaju´ jed-
notlive´ slova´ v texte, ich kontext a porovna´vaju´ ich so svojou databa´zou. Na za´ver
zvolia riesˇenie s najva¨cˇsˇou pravdepodobnost’ou.
Esˇte pred pouzˇit´ım urcˇitej meto´dy je vhodne´ zva´zˇit’ jej pouzˇitel’nost’ na dany´ jazyk.
Napr´ıklad anglicˇtina nie je jazyk s bohatou morfolo´giou a cˇasto sa v nej vyskytuju´ usta´lene´
fra´zy. Nie je preto prekvapuju´ce, zˇe pouzˇit´ım sˇtatisticky´ch meto´d tu mozˇno dosiahnut’ pres-
nost’ azˇ 97 %3.[3]
V cˇesˇtine je situa´cia zlozˇitejˇsia. Hlavne´ doˆvody su´: Bohata´ morfolo´gia, sloveso v cˇesˇtine
moˆzˇe napr´ıklad nadobu´dat’ azˇ 50 roˆznych tvarov.[5] Dˇalej va¨cˇsˇie mnozˇstvo gramaticky´ch
katego´ri´ı (cˇo ma´ za na´sledok va¨cˇsˇie mnozˇstvo unika´tnych morfologicky´ch znacˇiek) a volne´
poradie slov vo vete. Experimenty ukazuju´, zˇe sˇtatisticke meto´dy su´ pouzˇitel’ne´, ale ich
u´spesˇnost’ je nizˇsˇia ako v anglicˇtine.[3]
2Rozsiahly su´bor vzorovy´ch textov, ktore´ su´ podl’a mozˇnost´ı cˇo najspra´vnejˇsie oznacˇene´ metajazykovy´mi
znacˇkami, aby poslu´zˇili ako pr´ıklad spra´vneho znacˇkovania.
3Vy´sledky su´ za´visle´ na pouzˇitom pravdepodobnostnom modeli: unigram 85,5 %, bigram 93 % azˇ 97 %,
trigram 97,14 %
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2.4 Vhodne´ da´tove´ sˇtruktu´ry
Mozˇno konsˇtatovat’, zˇe kvalitna´ morfologicka´ analy´za cˇesˇtiny vyzˇaduje rozsiahlu a znacˇne
objemnu´ databa´zu slov. Da´ta z morfologicke´ho analyza´toru AJKA[8], ktore´ boli pouzˇite´
v tejto pra´ci, obsahuju´ 6 milio´nov slovny´ch tvarov (80 MB v textovej podobe). Ked’ sa ku
kazˇde´mu tvaru priradia za´kladny´ tvar (lemma) a morfologicke´ znacˇky, vel’kost’ vy´sledny´ch
da´t vzrastie na 1,2 GB (120 MB po kompresii programom gzip).
Je nevyhnutne´ tieto da´ta reprezentovat’ v kompaktnom forma´te o vel’kosti jednotiek
megabajtov. Dˇalˇsia doˆlezˇita´ pozˇiadavka sa ty´ka ry´chlosti pr´ıstupu k da´tam. U´lohou tejto
cˇasti je na´jst’ riesˇenie na uvedene´ pozˇiadavky ty´m, zˇe tu budu´ predstavene´ vhodne´ spoˆsoby












Obra´zek 2.1: Model trie uchova´vaju´ci cˇeske´ slova´ dal, dala, dalˇs´ı, d˚um, dva, ne, nebe, nebo,
nos, nova, novy´
Cˇasto pouzˇ´ıvanou sˇtruktu´rou je trie4. V pama¨ti je realizovana´ ako zoradeny´ N-a´rny
strom ako mozˇno vidiet’ na obra´zku 2.1. Prechod od nadradene´ho uzlu k podradene´mu je
definovany´ znakom. Kazˇdy´ znak je vlastne p´ısmeno zo slova, ktore´ je v danej sˇtruktu´re
ulozˇene´. Ty´mto su´ dosiahnute´ dve hlavne´ vy´hody sˇtruktu´ry trie:
1. Efekt´ıvne ulozˇenie slovn´ıkovy´ch da´t. Znizˇuje redundanciu ty´m, zˇe slova´ obsiahnute´
v da´tovej sˇtruktu´re zdiel’aju´ spolocˇnu´ predponu (prefix ).
2. Ry´chle vyhl’ada´vanie. Vsˇeobecne sa uda´va O(l), kde l je pocˇet znakov hl’adane´ho slova.
2.5 Optimaliza´cia u´dajov
Sˇtruktu´ra trie je vhodna´ na spomenute´ u´cˇely. To ale neznamena´, zˇe je najlepsˇia, alebo
maxima´lne efekt´ıvna. Existuju´ nasleduju´ce nevy´hody[11]:
4Jej na´zov je odvodeny´ z anglicke´ho retrieval. Cˇo sa da´ prelozˇit’ ako z´ıskavanie, vy´ber, alebo prehl’ada´vanie.
Vy´slovnost’ je bl´ızka slovu tree, cˇo naznacˇuje ako je da´tova´ sˇtruktu´ra reprezentovana´ v pama¨ti.
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• Efektivita moˆzˇe klesnu´t’, pri ukladan´ı nevhodny´ch da´t. Toto sa ty´ka napr´ıklad ukla-
dania dlhy´ch slov, ktory´ch predpony sa cˇasto l´ıˇsia. Alebo pri ukladan´ı male´ho pocˇtu
vel’mi dlhy´ch slov.
Takto by mohlo doˆjst’ azˇ k extre´mnemu pr´ıpadu, ked’ nevhodne zvolene´ da´ta ne-
budu´ obsahovat’ zˇiadnu spolocˇnu´ predponu. Vtedy by sa z trie v podstate stal su´bor
linea´rnych zoznamov.
• V za´kladnej forme sˇtruktu´ra zabezpecˇuje, aby slova´ zdiel’ali predpony, neriesˇi vsˇak
ako efekt´ıvne ulozˇit’ zhodne´ pr´ıpony.
• Algoritmy pracuju´ce s trie su´ zlozˇitejˇsie ako algoritmy pracuju´ce s bina´rnym vyhl’a-
da´vac´ım stromom.
• Nie je jednoduche´ reprezentovat’ ake´kol’vek da´ta ako textove´ ret’azce.
Preto trie predstavuje skoˆr za´kladnu´ mysˇlienku alebo smer, ktory´ je d’alej rozv´ıjany´.
Degrada´ciu na linea´rny zoznam riesˇi sˇtruktu´ra s na´zvom Patricia trie5 Ta´ umozˇnˇuje
ulozˇenie viac ako jedne´ho znaku v jednom uzle. To sa pouzˇije v pr´ıpade zˇe rodicˇovsky´ uzol
obsahuje jedine´ho potomka. Vtedy su´ tieto dva uzly zlu´cˇene´.
Na zdiel’anie pr´ıpon su´ potrebne´ d’alˇsie optimalizacˇne´ algoritmy. Tie z poˆvodnej sˇtruktu´ry
vytvoria smerovany´ acyklicky´ graf slov – DAWG6.
Na tieto sˇtruktu´ry je mozˇne´ nazerat’ ako na konecˇne´ automaty (KA). Potom je mozˇne´
aplikovat’ d’alˇsie optimaliza´cie. Ich ciel’om je na´jst’ automat s minima´lnym pocˇtom precho-
dov, ktory´ za´rovenˇ pln´ı rovnaku´ funkciu ako poˆvodny´ automat [9].
Toto pouzˇ´ıva skupina aplika´ci´ı FSA7. Autor vyuzˇ´ıva niektore´ pokrocˇile´ algoritmy. Ciel’om
je zmensˇenie cˇasovej a pama¨t’ovej na´rocˇnosti spracovania konecˇne´ho automatu a jeho vy´-
slednej vel’kosti.
2.6 Spoˆsoby kontroly gramatiky
U prirodzene´ho jazyka existuje niekol’ko pr´ıstupov ku kontrole gramatiky. Ako je uvedene´
v [6], je mozˇne´ zvolit’ nasleduju´ce postupy:
1. Kontrola zalozˇena´ na analy´ze syntaxe. Analyza´tor sa v tomto pr´ıpade snazˇ´ı k vete
pristupovat’ z jazykovedne´ho hl’adiska. Poku´sˇa sa vytvorit’ syntakticky´ strom. Ak sa to
u´spesˇne podar´ı, oznacˇ´ı vetu za gramaticky korektnu´. V pr´ıpade, zˇe sa strom z nejake´ho
doˆvodu nepodarilo zostavit’, vyhla´si vetu za chybnu´.
Vy´hodou tohoto postupu je skutocˇnost’, zˇe potencia´lne moˆzˇe zachytit’ gramaticke´
chyby, ktore´ nie su´ sˇpecificke´ urcˇitou postupnost’ou slov vo vete. Na druhej strane
vytvorenie u´plne´ho forma´lneho popisu urcˇite´ho jazyka je vel’mi komplikovana´ u´loha.
2. Kontrola zalozˇena´ na sˇtatistike a pravdepodobnosti. Priamo su´vis´ı z pouzˇit´ım sˇta-
tisticky´ch meto´d v morfologickej analy´ze. Vycha´dza z toho, zˇe postupnosti urcˇity´ch
morfologicky´ch znacˇiek su´ vel’mi cˇaste´. Naopak ine´ su´ tak zriedkave´, zˇe take´to postup-
nosti slov mozˇno oznacˇit’ ako chybu.
Jej u´spesˇnost’ je zrejma´ napr´ıklad v anglicˇtine a iny´ch jazykoch, kde sa mozˇno spo-
l’ahnu´t’ na pevnu´ sˇtruktu´ru vety a usta´lene´ slovne´ spojenia.
5Niekedy oznacˇovana´ aj ako Patricia tree, radix tree, alebo crit bit tree.
6 Z anglicke´ho Directed acyclic word graph
7http://www.eti.pg.gda.pl/katedry/kiw/pracownicy/Jan.Daciuk/personal/fsa.html
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3. Kontrola zalozˇena´ na pouzˇit´ı pravidiel. Najprv sa slova´m vo vete pridelia cˇo naj-
presnejˇsie morfologicke´ znacˇky. Potom su´ na vety aplikovane´ pravidla´. Na rozdiel
od predcha´dzaju´ceho spoˆsobu, pravidla´ su´ vytva´rane´ rucˇne a mozˇno v nich vyjadrit’
skutocˇne´ gramaticke´ pravidla´ pre dany´ jazyk.
Dˇalej je mozˇne´ korektory hodnotit’ z hl’adiska pozit´ıvneho, respekt´ıve negat´ıvneho pr´ı-
stupu ku spra´vnosti nap´ısanej vety. Pozit´ıvny pr´ıstup je mozˇne´ stotozˇnit’ s 1. postupom.
Korektor s taky´mto pr´ıstupom pozna´ spra´vnu gramatiku a snazˇ´ı sa podl’a nej danu´ vetu
spracovat’. Ak uspeje, vyhla´si vetu za spra´vnu. Ak nastane pocˇas spracovania chyba, oznacˇ´ı
danu´ vetu za nespra´vnu.
Negat´ıvny pr´ıstup je zamerany´ na opacˇnu´ cˇinnost’. Snazˇ´ı sa vyhl’adat’ tie vety (alebo
ich cˇasti), ktore´ doka´zˇe rozoznat’ ako nespra´vne. Sem patria posledne´ dva, ale hlavne 3. zo
spomenuty´ch typov kontroly gramatiky.
Vy´hodou negat´ıvneho postupu by malo byt’, zˇe nielen zist´ı zˇe veta je gramaticky ne-
spra´vna, ale doka´zˇe presnejˇsie navrhnu´t’ aj riesˇenie danej chyby. V rea´lnych gramaticky´ch
korektoroch sa pouzˇ´ıva kombina´cia spomenuty´ch pr´ıstupov.
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Kapitola 3
Spoˆsob pra´ce s aplika´ciou
V zadan´ı bolo pozˇadovane´, aby bol vy´sledny´ korektor su´cˇast’ou kancela´rskeho bal´ıka. Tu
vyvsta´va ota´zka vy´hod, pr´ıpadne nevy´hod take´hoto riesˇenia. Poku´sim sa tiezˇ zhrnu´t’, ake´
vy´hody by priniesla implementa´cia korektora ako samostatnej aplika´cie.
Ak je korektor vytvoreny´ formou pr´ıdavne´ho modulu, potom
+ Prina´sˇa uzˇ´ıvatel’ovi d’alˇsie mozˇnosti a na´stroje k zna´memu softve´ru.
+ Moˆzˇe pouzˇit’ prostriedky kancela´rskeho bal´ıka.
+ Je va¨cˇsˇia pravdepodobnost’ jeho pouzˇitia. Toto za´vis´ı od popularity a rozsˇ´ırenosti
kancela´rskeho bal´ıka, ktore´ho je su´cˇast’ou.
– Niektore´ vlastnosti sa moˆzˇu zlozˇito implementovat’, pr´ıpadne je mozˇne´, zˇe sa nedaju´
implementovat’ voˆbec. Modul moˆzˇe pracovat’ len taky´m spoˆsobom, aky´m to rozhranie
kancela´rskeho bal´ıka dovol’uje.
– Ak chce uzˇ´ıvatel’ pouzˇit’ gramaticky´ korektor, potrebuje najprv nainsˇtalovat’ kan-
cela´rsky bal´ık. Cˇo moˆzˇe byt’ nezˇiaduce, napr´ıklad pri nedostatku volne´ho miesta na
ciel’ovom pocˇ´ıtacˇi, alebo ak je bal´ık na´rocˇna´ aplika´cia, ktora´ pocˇ´ıtacˇ privel’mi vyt’azˇ´ı.
Na druhej strane korektor ako samostatna´ aplika´cia
+ Je obycˇajne kompaktnejˇs´ı a l’ahsˇie pouzˇitel’ny´ program.
+ Nemus´ı byt’ obmedzeny´ rozhran´ım kancela´rskeho bal´ıka. Uzˇ´ıvatel’ovi moˆzˇe poskytnu´t’
detailnejˇsie informa´cie ohl’adom kontrolovane´ho textu. Napr´ıklad moˆzˇe chyby od-
stupnˇovat’ na niekol’ko u´rovn´ı (chyby, varovania, sˇtylisticke´ chyby) a intuit´ıvnym
spoˆsobom ich rozl´ıˇsit’.1
+ Nie je potrebne´ insˇtalovat’ zˇiaden d’alˇs´ı softve´r.
– Je potrebne´ vytvorit’ cely´ program od ”nuly“.
– Existuje obrovske´ mnozˇstvo maly´ch sˇpecificky´ch programov. Ak nie je mozˇne´ korektor
zaradit’ pod meno zna´meho kancela´rskeho bal´ıka, mohlo by sa nanˇ l’ahko zabudnu´t’.
1Bal´ık MS Office toto v su´cˇastnosti podporuje. Vy´vojovy´ ty´m OpenOffice pracuje na rozhran´ı, ktore´ by
sˇtandardizovalo korekciu gramatiky.
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Ako idea´lne riesˇenie sa jav´ı vytvorit’ korektor, ktory´ doka´zˇe fungovat’ obidvoma spoˆsobmi.
Je mozˇne´ ho zacˇlenit’ do kancela´rskeho bal´ıka, kde spr´ıstupn´ı uzˇ´ıvatel’ovi kontrolu gramatiky
v zna´mom programe. V pr´ıpade potreby ho ale uzˇ´ıvatel’ moˆzˇe spustit’ aj ako samostatnu´
aplika´ciu. Tu korektor uzˇ nemus´ı byt’ obmedzovany´ vlastnost’ami bal´ıka. V pama¨ti sa kan-
cela´rsky bal´ık voˆbec nemus´ı vyskytovat’, ked’ nie je potrebny´.
Zvoleny´ postup napr´ıklad pouzˇ´ıva Lingea Gramaticon. A taktiezˇ LanguageTool, ktory´
bol pouzˇity´ v tejto pra´ci.
3.1 Kancela´rsky bal´ık OpenOffice
V su´cˇastnosti va¨cˇsˇina l’ud´ı pohybuju´cich sa v oblasti informacˇny´ch technolo´gi´ı OpenOffice
pozna´, pr´ıpadne s n´ım ma´ aj priame sku´senosti. Jeho predchodcom je StarOffice suite,
ktory´ bol v roku 1999 ku´peny´ firmou Sun Microsystems. Ta´ je aj v su´cˇastnosti jedny´m zo
sponzorov projektu OpenOffice a hlavny´m prispievatel’om zdrojove´ho ko´du.[7]
Integra´ciu vy´sledne´ho gramaticke´ho korektora do OpenOffice som si zvolil hlavne pre
dostupnost’ bal´ıka, ktory´ je sˇ´ıreny´ pod LGPL licenciou. OpenOffice je taktiezˇ dostatocˇne
zna´my a rozsˇ´ıreny´.
V su´cˇastnosti podporuje pokrocˇily´ syste´m rozsˇ´ıren´ı, cˇo bolo pre moˆj projekt tiezˇ doˆlezˇite´.
Rozsˇ´ırenia je mozˇne´ vytvorit’ hlavne v jazykoch C++, JAVA alebo Python. OpenOffice
riesˇi rozsˇ´ırenia formou UNO2 komponentov. Rozsˇiruju´ci modul je mozˇne´ naprogramovat’
napr´ıklad v jazyku JAVA, v ktorom je podporovane´ UNO rozhranie. A ked’zˇe aj OpenOffice
podporuje UNO rozhranie, je mozˇne´, aby bolo rozsˇ´ırenie vytvorene´ v inom jazyku (JAVA)
ako samotny´ kancela´rsky bal´ık (C++).
3.2 Charakteristika aplika´cie LanguageTool
Ako uzˇ bolo spomenute´, gramaticky´ korektor moˆzˇe pracovat’ na princ´ıpe analy´zy syntaxe,
na za´klade sˇtatistiky, alebo je jeho kontrola zalozˇena´ na pouzˇit´ı pravidiel. Korektor Lan-
guageTool pouzˇ´ıva posledny´ z vymenovany´ch pr´ıstupov. Je vytvoreny´ v jazyku JAVA. Nie je
preto proble´m s prenositel’nost’ou aplika´cie. Za´rovenˇ aplika´cia poskytuje dostatocˇny´ vy´kon
pri kontrole.
Vstupny´ text je postupne spracovany´ jednotlivy´mi triedami ako je uvedene´ na obra´zku 3.1.
• Vstupny´ text je nacˇ´ıtany´ po jednotlivy´ch odstavcoch
• Odstavec textu je rozdeleny´ na jednotlive´ vety.
• Veta je rozdelena´ na slova´ a neslovne´ su´cˇasti ako napr´ıklad interpunkcia.
• Kazˇda´ takto rozdelena´ veta je spracovana´ morfologicky´m analyza´torom, ktory´ slova´m
prirad´ı znacˇky.
• Vetu na´sledne spracuje zjednoznacˇnˇovacia cˇast’ LanguageTool a odstra´ni nepotrebne´
morfologicke´ znacˇky.
• Na takto pripravene´ vety su´ aplikovane´ pravidla´. Ak sa nejake´ pravidlo podar´ı uspesˇne




























Výsledný zoznam objektov RuleMatch, ktoré obsahujú údaje
o chybách a ich návrhoch na opravu v jednotlivých vetách
Vstupný text
Obra´zek 3.1: Diagram postupnosti opera´ci´ı v LanguageTool
Po spracovan´ı textu su´ uzˇ´ıvatel’ovi zobrazene´ odhalene´ chyby spolu s na´vrhom ich
opravy. Uzˇ´ıvatel’ ma´ mozˇnost’ urcˇite´ pravidla´ podl’a potreby dezaktivovat’ v nastaveniach
programu.
Pravidla´ je mozˇne´ definovat’ dvoma spoˆsobmi. Pokial’ to povaha pravidla dovol’uje, je
mozˇne´ ho definovat’ v externom XML su´bore. Jedna´ sa o definovanie postupnosti slov, ktora´
bude oznacˇena´ za gramaticku´ chybu. Je mozˇne´ odvolat’ sa aj na informa´cie z morfologicke´ho
analyza´tora: morfologicku´ znacˇku alebo za´kladny´ tvar slova. Polozˇka moˆzˇe obsahovat’ aj
regula´rny vy´raz namiesto konkre´tneho ret’azca. Su´cˇast’ou defin´ıcie je nespra´vny pr´ıklad –
pouzˇitie danej postupnosti vo vete. A spra´vny pr´ıklad, cˇo je opravena´ fra´za. Uzˇ´ıvatel’ovi je
ponu´knuta´ oprava, ktoru´ moˆzˇe prijat’, alebo zamietnut’.
Pravidla´, ktore´ nie je mozˇne´ definovat’ v externom su´bore, sa daju´ naprogramovat’
v jazyku JAVA, potom sa stanu´ su´cˇast’ou aplika´cie LanguageTool. (Nie je mozˇne´ ich vo
vy´slednom bal´ıku menit’.)
Vy´hodou externy´ch pravidiel zap´ısany´ch v XML su´bore je ich prehl’adnost’. Dˇalej Lan-
guageTool podporuje automaticku´ kontrolu ty´chto pravidiel. Namiesto kompila´cie programu
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je mozˇne´ spustit’ testovanie, ktore´ sa stara´ o automaticke´ preverenie definovany´ch cˇast´ı
aplika´cie. Do testov su´ automaticky zahrnute´ vsˇetky XML pravidla´, ktore´ maju´ definovanu´
spra´vnu a nespra´vnu modelovu´ vetu. Testovanie prebieha tak, zˇe na modelove´ nespra´vne
vety je aplikovane´ pravidlo ku ktore´mu patria. Kontroluje sa, cˇi pravidlo chybu na´jde a cˇi
aj spra´vne oznacˇ´ı jej rozsah. Na spra´vne modelove´ vety je pravidlo tiezˇ pouzˇite´, v nich sa
gramaticka´ chyba nesmie na´jst’.
Ako uzˇ bolo spomenute´, LanguageTool je mozˇne´ pouzˇit’ samostatne, alebo ako pr´ıdavny´
modul do bal´ıka OpenOffice. Samostatne sa spra´va ako konzolova´ aplika´cia ked’ je spustena´
pr´ıkazom
java -jar LanguageTool.jar (parametre)
LanguageTool je vsˇak mozˇne´ spustit’ aj ako aplika´ciu s graficky´m uzˇ´ıvatel’sky´m rozhran´ım.
Na to je potrebny´ pr´ıkaz
java -jar LanguageToolGUI.jar
V pr´ıpade, zˇe je zˇiadu´ce pouzˇit’ LanguageTool ako su´cˇast’ OpenOffice, je potrebne´ ho
insˇtalovat’3 (menu Na´stroje → Spra´vca Rozsˇ´ıren´ı... v slovenskej lokaliza´cii). Do katego´rie
Moje rozsˇ´ırenia je potrebne´ pridat’ nove´ rozsˇ´ırenie. Po kliknut´ı na tlacˇ´ıtko Pridat’ je potrebne´
lokalizovat’ v su´borovom syste´me arch´ıv LanguageTool.zip, potvrdit’ dialo´g a na´sledne
resˇtartovat’ OpenOffice.
Potom by sa v hlavnom menu aplika´cie uzˇ malo vyskytovat’ d’alˇsie menu LanguageTool.
Tam je mozˇne´ nastavit’ korektor a aj spustit’ samotnu´ kontrolu gramatiky.
3Podrobnejˇs´ı postup insˇtala´cie sa nacha´dza na prilozˇenom me´diu. Je tam pop´ısany´ aj postup ako sa







Podpora cˇesˇtiny v LanguageTool
Aplika´cia LanguageTool je navrhnuta´ modula´rne, cˇo priamo su´vis´ı s jej implementacˇny´m
jazykom. Poskytuje rozhrania jazyka JAVA zobrazene´ na obra´zku 3.1. Tie je potrebne´
implementovat’, alebo pouzˇit’ sˇtandardne implementovane´ riesˇenie.
• SentenceTokenizer rozdel´ı odstavec vstupne´ho textu na jednotlive´ vety. Sˇtandardna´
implementa´cia pre anglicky´ jazyk vie spracovat’ aj zlozˇitejˇsie su´vetia a vety s pria-
mou recˇou. Osˇetruje pr´ıpady ked’ znak, ktory´ obycˇajne znamena´ koniec vety, ma´
v skutocˇnosti iny´ vy´znam. Dˇalej moˆzˇe docha´dzat’ k omylom, ak sa vo vete nacha´dzaju´
skratky. LanguageTool sa snazˇ´ı automaticky rozoznat’ jednop´ısmenove´ skratky. Vi-
acp´ısmenove´ su´ za´visle´ na jazyku. Tu bolo potrebne´ rozhranie reimplementovat’. Vy-
tvoril som triedu CzechSentenceTokenizer, ktora´ pouzˇ´ıva postupy na rozoznanie viet
spolocˇne´ vsˇetky´m implementa´cia´m v LanguageTool. Naviac som do nej pridal zoznam
cˇesky´ch skratiek, aby k spomenuty´m omylom pri kontrole cˇeske´ho textu nedocha´dzalo.
(Respekt´ıve aby sa pocˇet odstavcov nespra´vne rozdeleny´ch na vety cˇo najviac zn´ızˇil.)
• Tokenizer ma´ za ciel’ rozdelit’ vetu na jednotlive´ cˇasti (slova´ a neslovne´ su´cˇasti vety
ako cˇiarky a medzery medzi slovami). Tu som pouzˇil sˇtandardny´ WordTokenizer.
• Tagger na vstupe z´ıska slovne´ cˇasti vety. Jeho u´lohou je pridelit’ slova´m morfologicke´
znacˇky. Jedne´mu slovu je mozˇne´ pridelit’ neobmedzeny´ pocˇet znacˇiek.
LanguageTool na znacˇkovanie vyuzˇ´ıva externy´ da´tovy´ su´bor spracovany´ spomenuty´mi
aplika´ciami FSA. Nacˇ´ıtanie da´t zo su´boru zabezpecˇuje externy´ JAVA bal´ık Stempe-
lator/Lametyzator1.
Vytvoril som triedu CzechTagger, ktora´ spomenute´ rozhranie implementovala. Cˇeske´
morfologicke´ da´ta boli optimalizovane´ (kap 4.1), aby vel’kost’ vy´sledne´ho su´boru bola
cˇo najmensˇia. Preto ma´ obsah da´tove´ho su´boru sˇtruktu´ru odliˇsnu´ od da´tovy´ch su´borov
ostatny´ch jazykov. Doˆsledkom toho je, zˇe aj telo triedy CzechTagger sa od ostatny´ch
implementa´ci´ı l´ıˇsi.
• Disambiguator je rozhranie, ktore´ som vytvoril a pridal do aplika´cie. Ako je uve-
dene´ v nasleduju´cej sekcii, pri pouzˇit´ı cˇesky´ch morfologicky´ch da´t docha´dza cˇasto
k nejednoznacˇnosti pridelen´ım viacery´ch znacˇiek. Preto bolo potrebne´ vytvorit’ zjed-
noznacˇnˇovac´ı krok, kde som sa poku´sil nespra´vne znacˇky odstra´nit’.
1Jedna´ sa o prep´ısanie cˇasti FSA aplika´ci´ı do jazyka JAVA. Autorom je David Weiss. Aplika´cia part´ı
k projektu Morfologik (http://sourceforge.net/projects/morfologik/)
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4.1 Tvorba morfologicky´ch da´t
Ako vstup som pouzˇil da´ta zo spomenute´ho morfologicke´ho analyza´tora AJKA [8]. V pod-
state to bol textovy´ su´bor, ktory´ pozosta´val z riadkov vo forma´te
<slovo>#<lemma>#<morfologicke´ znacˇky>
Prva´ znacˇka je slovo v urcˇitom tvare, potom nasleduje jeho za´kladny´ tvar (lemma) a po-
sledne´ su´ morfologicke´ znacˇky patriace k slovu. Databa´za obsahuje 6 milio´nov tvarov. No
mnoho slov ma´ v danom tvare viac vy´znamov, a preto bol tento tvar cˇasto zduplikovany´
(mal priradene´ ine´ morfologicke´ znacˇky, pr´ıpadne aj iny´ za´kladny´ tvar). Z tohoto doˆvodu
databa´za obsahovala 31 564 560 za´znamov a jej vel’kost’ bola priblizˇne 1,1 GB.
Tieto da´ta som spracoval pomocou aplika´cie fsa_build2. Vy´sledny´ su´bor vsˇak nebol
dostatocˇne kompaktny´ (jeho vel’kost’ bola priblizˇne 100 MB). Bolo preto potrebne´ databa´zu
vopred optimalizovat’ a azˇ potom ju zostavit’ do podoby konecˇne´ho automatu.
V bal´ıku FSA sa okrem samotny´ch aplika´ci´ı nacha´dzali aj roˆzne skripty v jazykoch
PERL a AWK. Boli urcˇene´ na optimaliza´ciu vstupny´ch da´t. Ich princ´ıp spocˇ´ıval v tom,
zˇe konkre´tny tvar slova je cˇasto podobny´ za´kladne´mu tvaru. Jeden zo skriptov napr´ıklad
vykonal zmenu z predosˇle´ho na
<slovo>#X<koncovka>#<morfologicke´ znacˇky>
Kde X zastupuje ake´kol’vek vel’ke´ p´ısmeno abecedy. Znacˇ´ı kol’ko p´ısmen sa ma´ zo slova
<slovo> zmazat’ z konca, aby sa potom k nemu mohla pridat’ <koncovka>. P´ısmeno A znacˇ´ı,
zˇe sa nema´ zmazat’ zˇiadne p´ısmeno, B zˇe sa ma´ zmazat’ jedno p´ısmeno, C treba zmazat’ dve
atd’. Napr´ıklad
pora´zˇce#pora´zˇka#k1gFnSc3 → pora´zˇce#Cka#k1gFnSc3
Ty´mto bolo mozˇne´ dosiahnut’ urcˇitu´ kompresiu da´t pri uchovan´ı tej istej informa´cie.
Bal´ık FSA obsahoval aj d’alˇsie skripty, ktore´ vykona´vali podobne´ nahradenia aj ohl’adom
prefixu a infixu. Toto vsˇak sta´le nepostacˇovalo. Vel’kost’ vy´sledne´ho su´boru bola sta´le v de-
siatkach MB.
Nakoniec sa ako vhodny´ uka´zal nasleduju´ci postup.
1. V su´bore lokalizovat’ za´znamy, ktore´ obsahuju´ rovnaky´ slovny´ tvar a za´kladny´ tvar.
Vytvorit’ z nich iba jeden za´znam, ktory´ obsahoval morfologicke´ znacˇky zret’azene´ za





vznikne po tejto kompresii jeden riadok
prsty´nky#prsty´nek#k1gInPc1+k1gInPc4+k1gInPc5+k1gInPc7
2. Potom sa pouzˇila spomı´nana´ kompresia prefixov, infixov a postfixov.
3. Nakoniec boli da´ta spracovane´ aplika´ciou fsa_build.
Takto z´ıskany´ su´bor mal vel’kost’ 10 MB, cˇo uzˇ bolo pouzˇitel’ne´.
2Jedna z aplika´ci´ı bal´ıka FSA
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4.2 Morfologicky´ analyza´tor
Kazˇdy´ jazyk podporovany´ v LanguageTool ma´ mozˇnost’ implementovat’ vlastny´ morfolo-
gicky´ analyza´tor. V pr´ıpade, zˇe taky´to analyza´tor nie je implementovany´, je mozˇne´ pouzˇit’
sˇtandardny´. Ten vsˇak rob´ı len jedinu´ vec – prirad´ı kazˇde´mu slovu pra´zdnu morfologicku´
znacˇku.
Pre cˇesˇtinu som vytvoril triedu CzechTagger, v ktorej je analyza´tor implementovany´.
Rozhranie analyza´tora je navrhnute´ tak, zˇe jeho vstupom je veta. (Presnejˇsie zoznam slov
nacha´dzaju´cich sa v nej – interpunkcˇne´ znamienka su´ vynechane´.) A vy´stupom je da´tova´
sˇtruktu´ra AnalyzedSentence. Model AnalyzedSentence je zna´zorneny´ na obra´zku 4.1.





















Obra´zek 4.1: Diagram da´tovej sˇtruktu´ry, ktora´ v pama¨ti uchova´va vetu.
©1 AnalyzedToken je da´tova´ sˇtruktu´ra, ktora´ uchova´va informa´cie o jednej morfologickej
znacˇke.
©2 V sˇtruktu´re AnalyzedTokenReadings su zoskupene´ jednotlive´ sˇtruktu´ry AnalyzedTo-
ken, ktore´ patria k tomu iste´mu slovu vo vete.
©3 Nakoniec AnalyzedSentence obsahuje v sebe zoradene´ sˇtruktu´ry AnalyzedTokenRea-
dings podl’a poradia vy´skytu slov vo vete.
Funkcˇnost’ triedy spocˇ´ıva v inicializa´cii spomı´nanej aplika´cie Lametyzator s parame-
trami ako cesta k da´tove´mu su´boru a ko´dovanie znakov, ktore´ sa ma´ pouzˇit’. Na´sledne je
Lametyzator dotazovany´ na pozˇadovane´ slova´. Ak sa dane´ slovo v databa´ze na´jde, vyberu´
sa vsˇetky jeho za´kladne´ tvary a znacˇky. Ak sa nena´jde, pouzˇije sa pra´zdny za´kladny´ tvar a
pra´zdna znacˇka.
Analyza´tor som esˇte rozsˇ´ıril o jednu vlastnost’. Ta´ su´vis´ı s ty´m, zˇe morfologicka´ databa´za
neobsahuje slovesa´ koncˇiace na -li (napr. jsou-li, je-li, ma´m-li atd’.). Ak sa take´to slovo
v texte vyskytne, analyza´tor z neho odstra´ni spomenutu´ koncovku a nacˇ´ıta jeho morfolo-
gicke´ znacˇky ako keby to bolo obycˇajne´ sloveso. Ked’ je d’alej potrebne´ vytvorit’ sˇtruktu´ru
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AnalyzedSentence, koncovka je k slovesu znovu pripojena´ a ku kazˇdej morfologickej znacˇke
je pridany´ atribu´t qC.
4.3 Zjednoznacˇnenie morfologicky´ch znacˇiek
Vy´stup spomenute´ho analyza´tora je ulozˇeny´ v da´tovej sˇtruktu´re AnalyzedSentence. Dˇalej
je predany´ na vstup zjednoznacˇnˇovacej triede (CzechDisambiguator). Jej u´loha je zrejma´ zo
samotne´ho na´zvu: dosiahnut’, aby mali slova´ cˇo najjednoznacˇnejˇsie pridelene´ morfologicke´
znacˇky.
Pre potreby zjednoznacˇnˇovania som rozsˇ´ıril sˇtruktu´ru AnalzyedSentence, ktora´ je su´-
cˇast’ou LanguageTool tak, zˇe som navrhol a vytvoril objekt zna´zorneny´ na obra´zku 4.2. Pri
vytva´ran´ı objektu je potrebne´ ako parameter zadat’ konkre´tnu sˇtruktu´ru AnalzyedSentence,
ktorej da´ta sa na vytvorenie objektu pouzˇiju´. Spomı´nane´ sˇtruktu´ry AmbiguousSentence
a AnalzyedSentence su´ podobne´, vzhl’adom na hierarchiu ich vnoreny´ch objektov. Ambi-
guousSentence vsˇak disponuje mnozˇstvom pomocny´ch meto´d, ktore´ maju´ za ciel’ zjedno-
znacˇnˇovanie ul’ahcˇit’ a sprehl’adnit’. Niektore´ meto´dy objektov su´ spomenute´ v nasleduju´com

























Obra´zek 4.2: Diagram da´tovej sˇtruktu´ry vhodnej na pra´cu s jednotlivy´mi morfologicky´mi
znacˇkami.
©1 EnrichedTag je ekvivalent sˇtruktu´ry AnalyzedToken. Naviac si uchova´va informa´cie
ako pravdepodobnost’ konkre´tnej znacˇky a jej platnost’. Obsahuje meto´dy na zmenu
pravdepodobnosti, pr´ıpadne zmenu znacˇky, ak to je potrebne´.
©2 EnrichedToken zoskupuje jednotlive´ znacˇky (resp. da´tove´ sˇtruktu´ry EnrichedTag)
a ponu´ka rozhranie na ry´chlu pra´cu s nimi. Je mozˇne´ vybrat’ najpravdepodobnejˇsiu
znacˇku z dostupny´ch. Odstra´nit’ znacˇky, ktore´ maju´ pravdepodobnost’ nizˇsˇiu ako dana´
hranica. Dˇalej ponu´ka mozˇnost’ zistit’ predcha´dzaju´ce a nasleduju´ce slovo (presnejˇsie
token, cˇizˇe atomicku´ cˇast’ vety, ktora´ nie je zlozˇena´ z bielych znakov).
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©3 AmbiguousSentence je na najvysˇsˇej u´rovni. Zapu´zdruje predosˇle´ sˇtruktu´ry a poskytuje
rozhranie k pra´ci s celou vetou. Napr´ıklad je mozˇne´ vyhl’adat’ urcˇite´ slovo a pohybo-
vat’ sa po jednotlivy´ch slova´ch vety. (Automaticky´m preskakovan´ım medzier medzi
slovami, ktore´ su´ taktiezˇ v sˇtruktu´re obsiahnute´)
Na inicializa´ciu AmbiguousSentence je potrebna´ spomenuta´ sˇtruktu´ra AnalyzedSen-
tence. Po vykonan´ı samotne´ho zjednoznacˇnˇovania AmbiguousSentence obsahuje meto´du,
ktora´ jednotlive´ cˇasti vety a ich morfologicke´ znacˇky, ktore´ boli zachovane´, znovu preve-
die na sˇtruktu´ru AnalyzedSentence. S taky´mto vy´sledkom potom zvysˇok aplika´cie pracuje.
Vd’aka tomuto postupu je zjednoznacˇnˇovacia cˇast’ transparentna´ pre zvysˇok aplika´cie.
Ako bolo uzˇ spomenute´, morfologicky´ analyza´tor disponuje rozsiahlou databa´zou cˇesky´ch
slov. Preto vel’kej va¨cˇsˇine slov v kontrolovany´ch veta´ch doka´zˇe priradit’ zodpovedaju´ce mor-
fologicke´ znacˇky. Napriek tomu sa stane, zˇe urcˇity´m slova´m nedoka´zˇe pridelit’ zˇiadnu znacˇku.
V zjednoznacˇnˇovacej cˇasti som sa na take´to slova´ zameral. Vycha´dzal som z predpo-
kladu, zˇe va¨cˇsˇina z nich su´ vlastne´ mena´, na´zvy a roˆzne skratky. Ak je dane´ slovo bez
znacˇiek, su´ nanˇ aplikovane´ nasleduju´ce pravidla´:
• Ak je slovo zlozˇene´ len z vel’ky´ch p´ısmen abecedy, prirad’ mu znacˇku kA (skratka).
• Ak sa dane´ slovo nenacha´dza na zacˇiatku vety a za´rovenˇ zacˇ´ına vel’ky´m p´ısmenom
abecedy, prirad’ mu znacˇku k1 (podstatne´ meno).
Dˇalej som zjednoznacˇnˇovanie zameral na niektore´ slova´ obsahuju´ce viac znacˇiek. Isˇlo
hlavne o slova´, ktore´ je mozˇne´ interpretovat’ ako slovesa´ a za´rovenˇ ako iny´ slovny´ druh. Pri
na´slednom vytva´ran´ı pravidiel na spra´vne urcˇenie vzt’azˇnej vety su´ totizˇ doˆlezˇite´ slovesa´.
Pr´ıtomnost’ slova, ktore´ slovesom nebolo, ale napriek tomu znacˇku slovesa obsahovalo, mala
cˇasto za na´sledok nespra´vnu aplika´ciu pravidla.
Nasleduju´ce slova´ patria do spomenutej katego´rie. Pri kazˇdom z nich je uvedena´ mysˇlien-
ka, na ktorej som zalozˇil odstra´nenie nespra´vnej znacˇky dane´ho slova.
se Je vsˇeobecne jedno z najcˇastejˇsie sa vyskytuju´cich slov v cˇesˇtine. Medzi jeho morfolo-
gicky´mi znacˇkami sa s´ıce nevyskytuje sloveso, no jeho zjednoznacˇnenie som implemen-
toval hlavne pre jeho cˇasty´ vy´skyt. Vy´sledne´ pravidlo vzˇdy zistilo slovo vyskytuju´ce
sa za se. Ak sa za n´ım nacha´dzalo podstatne´ meno, pr´ıdavne´ meno, za´meno alebo
cˇ´ıslovka v 7. pa´de, zvy´sˇila sa pravdepodobnost’ znacˇky ”predlozˇka“. Pravdepodobnost
’
predlozˇky bola zvy´sˇena´ aj v pr´ıpade, ked’ sa za se nacha´dzalo slovo zacˇ´ınaju´ce na s
alebo z.
prˇi Je slovo zauj´ımavejˇsie. Moˆzˇe to byt’ podstatne´ meno (mnozˇne´ cˇ´ıslo od prˇe), sloveso
(rozkazovac´ı spoˆsob od prˇ´ıt se;) a predlozˇka. Poslednej mozˇnosti som dal prednost’
v pr´ıpade, zˇe sa za nˇou nacha´dzalo slovo v sˇiestom pa´de. Sloveso to byt’ nemohlo, ak sa
bezprostredne pred aktua´lnym slovom uzˇ jedno sloveso nacha´dzalo. A podstatne´ meno
som riesˇil analogicky. Ak sa pred alebo za aktua´lnym slovom nacha´dzalo podstatne´
meno (bez oddelenia cˇiarkami), tak bola pravdepodobnost’ pods. mena zmensˇena´.
opeˇt Moˆzˇe znamenat’ pr´ıslovku alebo sloveso. Ak sa uzˇ jedno sloveso v okol´ı nacha´dza, je
uprednostnena´ pr´ıslovka.
prechodn´ıky Napr´ıklad slova´ ako dobrˇe, jisteˇ, pravdeˇpodobneˇ, rychle, dokonale atd’. Ak slovo so
znacˇkou prechodn´ıku obsahovalo za´rovenˇ aj znacˇku pr´ıslovky, uprednostnil som tu´to
znacˇku a odstra´nil som informa´ciu o slovese v tvare prechodn´ıku.
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4.4 Pravidla´ na vyhl’adanie chy´b
Navrhol som pravidla´, ktory´ch u´lohou bolo na´jst’ vedl’ajˇsiu vetu vzt’azˇnu´, ktora´ nie je
ohranicˇena´ cˇiarkami. Definoval som ich v externom XML su´bore urcˇen´ım charakteristicky´ch
postupnost´ı slov, ktore´ moˆzˇu naznacˇovat’, zˇe na danom mieste vo vete je vedl’ajˇsia veta
vzt’azˇna´. Vy´sledkom bolo 11 pravidiel, ktory´ch u´spesˇnost’ a pokrytie su´ vyhodnotene´ v pod-
kapitole 5.3.
Naviac som definoval nasleduju´ce pravidla´, ktore´ riesˇia d’alˇsie gramaticke´ chyby. Pri
kazˇdom z nich je uvedena´ modelova´ nespra´vna veta. Dˇalej je naznacˇene´, ako korektor danu´
vetu oprav´ı. Presˇkrtnute´ slovo znamena´, zˇe korektor navrhne jeho odstra´nenie. Podcˇiarknute´
slovo (respekt´ıve cˇiarka) je na´vrh korektora, ako danu´ vetu opravit’.
• Nespra´vne pouzˇitie stupnˇovania. Ak sa je slovo v´ıce (resp. me´neˇ) pred pr´ıdavny´m
menom v 2. stupni (komparat´ıve), je to chyba. Napr´ıklad
Toto auto je v´ıce kra´sneˇjˇs´ı nezˇ tamhleto.
• Nespra´vne pouzˇitie za´mena tyto pre stredny´ rod.
Rozeznal tyto tato vy´znamna´ slova.
• Nespra´vne pouzˇitie predlozˇiek s/se3 s 2. pa´dom.
Strach s z nezna´me´ho.
• Nespra´vne pouzˇitie predlozˇiek z/ze so 7. pa´dom.
Byl spokojen z s pa´ty´m mı´stem.
• Chy´baju´ca cˇiarka pred spojovac´ımi vy´razmi zacˇ´ınaju´cimi na a. Napr´ıklad a dokonce,
a proto, a prˇece, a tak, a to, a tud´ıˇz.
Nezˇijeme v minulosti, a proto se mus´ıme snazˇit.
Do aplika´cie je mozˇne´ pridat’ d’alˇsie pravidla´ u´pravou XML su´boru s cˇesky´mi pravidlami,
ktory´ sa nacha´dza v adresa´ri rules/cs/.
3Pravidlo rozozna´vaju´ce predlozˇku se je v su´bore definovane´, ale je dezaktivovane´, pretozˇe spoˆsobovalo
falosˇne´ poplachy. Bolo by potrebne´ upravit’ zjednoznacˇnˇovaciu cˇast’ aplika´cie, aby toto slovo doka´zala lepsˇie
rozoznat’. Su´cˇasna´ verzia zjednoznacˇnˇovania je u´spesˇna´, pokial’ sa pouzˇije na korektne´ vety. Pri pouzˇit´ı na





Na overenie funkcˇnosti korektora bolo potrebne´ vytvorit’ databa´zu vhodny´ch viet. Ako zdroj
som pouzˇil textovy´ korpus na FIT VUT.
5.1 Pr´ıprava vhodny´ch testovac´ıch da´t
Fakultny´ korpus je uchova´vany´ vo forma´te, kde sa v texte nacha´dzaju´ meta-informa´cie vo
forme SGML znacˇiek. Dˇalej su´ tieto da´ta ulozˇene´ tak, zˇe sa na jednom riadku nacha´dza
vzˇdy iba jedno slovo alebo znacˇka.
Pri testovan´ı som LanguageTool nepouzˇ´ıval ako modul OpenOffice, ale ako konzolovu´
aplika´ciu. V tomto pr´ıpade LanguageTool akceptuje ako vstup su´bor s textom, ktore´ho
gramatiku ma´ overit’. Vstupny´ text nesmie obsahovat’ zˇiadne meta-informa´cie a mal by byt’
rozdeleny´ na odstavce. Oddelenie odstavcov sˇtandardne znacˇ´ı znak nove´ho riadku zopako-
vany´ dvakra´t (\n\n).
Bolo preto potrebne´ previest’ text z fakultne´ho korpusu do ciel’ove´ho forma´tu a potom
v nˇom vyhl’adat’ vhodne´ vety. Navrhol som nasleduju´ce kroky na z´ıskanie potrebny´ch da´t:
1. Vytvoril som skript v jazyku Python. Ten z vertika´lneho textove´ho korpusu vybral
text, ktory´ sa nacha´dzal medzi pa´rovy´mi znacˇkami <p> a </p>. Tieto znacˇky vymedzo-
vali sˇtandardny´ odstavec textu. Z tohoto odstavca skript odstra´nil d’alˇsie vyskytuju´ce
sa metaznacˇky a spojil riadky, aby vznikol su´visly´ odstavec. Skript da´ta nacˇ´ıtal zo
sˇtandardne´ho vstupu a vy´stup zap´ısal na sˇtandardny´ vy´stup. Odstavce oddelil dvoma
znakmi nove´ho riadku.
2. Odstavce textu bolo d’alej potrebne´ rozdelit’ na mensˇie celky – jednotlive´ vety. Aby
bolo potom mozˇne´ vybrat’ len vhodne´ vety. Konkre´tne tie, v ktory´ch sa nacha´dzali
vedl’ajˇsie vety vzt’azˇne´.
Bolo uzˇ spomenute´, zˇe rozdelenie textu na jednotlive´ vety nie je trivia´lna za´lezˇitost’.
Komplika´cie vznikaju´ ty´m, zˇe sa vo veta´ch vyskytuju´ napr´ıklad skratky a da´tumy,
v ktory´ch sa tiezˇ nacha´dzaju´ interpunkcˇne´ znamienka.
Tu som vhodne vyuzˇil su´cˇast’ LanguageTool ktora´ uzˇ danu´ funkcˇnost’ ma´ – spomı´nanu´
triedu CzechSentenceTokenizer. Ta´ uzˇ mala implementovane´ postupy na rozoznanie
konca vety pre cˇesky´ jazyk.
Vytvoril som d’alˇsiu JAVA aplika´ciu SentenceFinder, ktora´ vyuzˇ´ıva spomenute´ rutiny
z LanguageTool na rozdelenie odstavcov na vety. Aplika´cia je znovu riesˇena´ tak, zˇe
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odstavce nacˇ´ıtava zo sˇtandardne´ho vstupu. Na vy´stup zap´ıˇse text rozdeleny´ do viet.
Kazˇdu´ vetu ukoncˇ´ı znakom nove´ho riadku.
3. Posledny´ krok zabezpecˇuje d’alˇs´ı skript v jazyku Python. Ten na sˇtandardny´ vstup
ocˇaka´va vy´stup predcha´dzaju´cej aplika´cie. Potom pomocou regula´rnych vy´razov vy-
berie vety, ktore´ obsahuju´ cˇiarku a za nˇou vzt’azˇne´ za´meno. Vy´sledok zap´ıˇse na
sˇtandardny´ vy´stup.
Kazˇda´ zo spomenuty´ch aplika´ci´ı spracu´va da´ta po odstavcoch, pr´ıpadne po veta´ch. Ne-
zhromazˇd’uje si zˇiadne dielcˇie informa´cie. Toto riesˇenie som zvolil preto, aby boli na´roky na
pama¨t’ cˇo najmensˇie a aby bolo mozˇne´ spracovat’ aj objemne´ da´ta. Prepojen´ım sˇtandardne´ho
vy´stupu jednej aplika´cie so vstupom d’alˇsej som dosiahol pozˇadovany´ vy´sledok – su´vetia,
ktore´ obsahuju´ vety uvodene´ vzt’azˇny´m za´menom.
5.2 Postup testovania pravidiel na z´ıskany´ch da´tach
Prvy´m krokom pri testovan´ı bolo odstra´nenie cˇiarok vo vzorovy´ch veta´ch. Vytvorene´ pra-
vidla´ boli zamerane´ na doplnenie cˇiarok vo veta´ch, kde sa cˇiarka nacha´dza za vzt’azˇny´m
za´menom, pr´ıpadne je vo vete vlozˇena´ veta uvodena´ vzt’azˇny´m za´menom. Preto som z viet
neodstranˇoval vsˇetky cˇiarky. Odstra´nil som cˇiarku nacha´dzaju´cu sa pred vzt’azˇny´m za´menom
a cˇiarku bezprostredne po nej nasleduju´cu (ak sa vo vete vyskytovala).
Tento postup bol implementovany´ formou skriptu v jazyku Python. Skript zo sˇtandard-
ne´ho vstupu nacˇ´ıta vety. Na sˇtandardny´ vy´stup zap´ıˇse vety vy´sledne´, ktore´ maju´ adekva´tne
cˇiarky zmazane´.
Databa´za viet s odstra´neny´mi cˇiarkami je potom predana´ na vstup aplika´cie Language-
Tool. Ked’ je aplika´cia LanguageTool spustena´ z pr´ıkazove´ho riadku, jej vy´stupom je textovy´
zoznam. Tento zoznam obsahuje vsˇetky u´spesˇne aplikovane´ pravidla´ spolu s cˇast’ou vety, kde
sa podarilo dane´ pravidlo aplikovat’. Jeho u´cˇel je zrejme upozornit’ uzˇ´ıvatel’a na potencia´lne
gramaticke´ chyby. Napr´ıklad polozˇka
1.) Line 2, column 7, Rule ID: CS_COMMA_04
Message: oprava ’smeˇrem ktery´m’ na ’smeˇrem, ktery´m’;; oprava ’sˇel je’ na ’sˇel, je’
Suggestion: smeˇrem, ktery´m; sˇel, je
Trˇetı´m smeˇrem ktery´m vy´vojovy´ ty´m sˇel je vedle novy´ch technologiı´...
^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
obsahuje informa´cie o tom, zˇe v opravovanom texte na druhom riadku a v siedmom
st´lpci bolo u´spesˇne pouzˇite´ pravidlo CS_COMMA_04. Nasleduje spra´va, ktora´ je definovana´
pri pravidle. Nakoniec je zvy´raznena´ cˇast’ textu, ktorej sa za´znam ty´ka.
Mojim ciel’om bolo ı´st’ d’alej, automaticky spracovat’ vytvoreny´ zoznam a aplikovat’
vsˇetky opravy, ktore´ boli navrhnute´ pouzˇity´mi pravidlami, na text v ktorom boli odstra´nene´
cˇiarky. Potom uzˇ zosta´val len posledny´ krok: Porovnat’ poˆvodne´ spra´vne vety z vetami,
ktore´ presˇli procesom: odstra´nenie cˇiarok — analy´za na´strojom LanguageTool — aplikova-
nie opra´v.
Na obnovenie cˇiarok vo veta´ch a ich porovnanie s poˆvodny´mi vetami som vytvoril d’alˇs´ı
skript. Na jeho sˇtandardny´ vstup je potrebne´ zaslat’ vy´stup aplika´cie LanguageTool. Dˇalej
prij´ıma dva povinne´ parametre. Prvy´m je na´zov su´boru, v ktorom sa nacha´dzaju´ vety
z odstra´neny´mi cˇiarkami – v nich budu´ vykonane´ za´meny. Druhy´ parameter mus´ı byt’ na´zov
su´boru z poˆvodny´mi spra´vnymi vetami.
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Skript postupne prevedie doporucˇene´ na´hrady. Pri tom si uchova´va pocˇet pouzˇit´ı jed-
notlivy´ch pravidiel. Kazˇdu´ opravenu´ vetu porovna´ z jej spra´vnym origina´lom. Ak sa vety
rovnaju´, pravidlu je inkrementovane´ pocˇ´ıtadlo spra´vnych pouzˇit´ı.
Zo spomenuty´ch u´dajov je na koniec vypocˇ´ıtana´ sˇtatistika. Najprv su´ to informa´cie





kde PT je pocˇet viet v testovacej databa´ze a PP pocˇet viet, v ktory´ch bolo aplikovane´ asponˇ
jedno pravidlo.
Dˇalej skript pre kazˇde´ pravidlo vypocˇ´ıtal u´spesˇnost’ u vyjadrenu´ vzt’ahom 5.2. Tu RC






Testovanie prebehlo na vzorke 2083 su´vet´ı, kazˇde´ z nich obsahovalo vzt’azˇnu´ vetu. Pocˇas
morfologickej analy´zy 94,94% slov z´ıskalo asponˇ jednu morfologicku´ znacˇku. Z ty´ch, ktory´m
nebola zˇiadna znacˇka pridelena´, bolo 67,16% rozoznany´ch zjednozacˇnˇovacou cˇast’ou ana-
lyza´tora bud’ ako podstatne´ meno, alebo skratka. Zvysˇok zostal nedefinovany´.
V sˇtatistike u´spesˇnosti boli zahrnute´ pravidla´ ty´kaju´ce sa vzt’azˇny´ch za´men. Tieto
pravidla´ dosiahli spolu pokrytie p = 20.5%. Cˇo na uvedenej vzorke znamenalo 427 viet.
V tabul’ke 5.1 su´ uvedene´ pocˇty vsˇetky´ch viet, na ktore´ boli aplikovane´, a zodpovedaju´ce
u´spesˇnosti jednotlivy´ch pravidiel.












Tabulka 5.1: Vyhodnotenie u´spesˇnosti pravidiel
Vy´sledne´ u´daje zna´zornˇuju´ nasleduju´cu vlastnost’ pravidiel: Cˇ´ım je pravidlo sˇpecifickejˇsie




V tejto pra´ci som zdokumentoval vytvorenie jednoduche´ho gramaticke´ho korektora pre
cˇesky´ jazyk. Implementa´cia sa ty´kala rozsˇ´ırenia korektora LanguageTool tak, aby podporo-
val cˇesˇtinu. Ked’ je ta´to podpora implementovana´, je mozˇne´ d’alej korektor rozv´ıjat’ aj bez
znalosti programovacieho jazyka doplnen´ım d’alˇs´ıch pravidiel do externe´ho XML su´boru.
Aplika´ciu je mozˇne´ pouzˇit’ ako pr´ıdavny´ modul do kancela´rskeho bal´ıka OpenOffice, ale
aj ako samostatnu´ aplika´ciu.
Vy´sledne´ pokrytie testovac´ıch da´t je dost’ male´. Domnievam sa, zˇe to je spoˆsobene´ ty´m,
zˇe pravidla´ boli optimalizovane´ tak, aby dosahovali cˇo najva¨cˇsˇiu u´spesˇnost’, druhou stra´nkou
tohoto riesˇenia je to, zˇe su´ viac sˇpecificke´. Z toho potom vyply´va ich mensˇie pokrytie.
Uvedene´ vy´sledky treba cha´pat’ aj v kontexte jazyka, na ktory´ bol korektor zamerany´.
Najva¨cˇsˇ´ım proble´mom pravdepodobne bolo volne´ poradie slov (resp. vetny´ch cˇlenov) vo
vete. Preto bolo pomerne na´rocˇne´ odhalit’ miesto, kde jedna veta koncˇ´ı a zacˇ´ına druha´, len
pomocou znalosti kde sa aky´ slovny´ druh nacha´dza.
Pri d’alˇsej pra´ci na tomto gramatickom korektore by som navrhol odliˇsny´ postup pri
kontrole gramatiky. Je potrebne´ vytvorit’ kvalitnejˇsiu zjednoznacˇnˇovaciu cˇast’, ktora´ doka´zˇe
pracovat’ presnejˇsie a vo va¨cˇsˇom rozsahu. Dˇalej by bolo zauj´ımave´ ako su´cˇast’ zjedno-
znacˇnˇovania pridat’ vyhl’ada´vacˇ slovesny´ch skup´ın a jeho vy´sledky vlozˇit’ do vety pomocou
sˇpecia´lnych znacˇiek. To by mohol byt’ kvalitnejˇs´ı za´klad pre u´spesˇne´ vyhl’adanie vedl’ajˇs´ıch
viet vzt’azˇny´ch a samozrejme aj pre ostatne´ pravidla´.
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