It was found recently that processes of multidimensional tunneling are generally described at high energies by unstable semiclassical trajectories. We study two observational signatures related to the instability of trajectories. First, we find an additional power-law dependence of the tunneling probability on the semiclassical parameter as compared to the standard case of potential tunneling. The second signature is substantial widening of the probability distribution over final-state quantum numbers. These effects are studied using modified semiclassical technique which incorporates stabilization of the tunneling trajectories. The technique is derived from first principles. We obtain expressions for the inclusive and exclusive tunneling probabilities in the case of unstable semiclassical trajectories. We also investigate the "phase transition" between the cases of stable and unstable trajectories across certain "critical" value of energy. Finally, we derive the relation between the semiclassical probabilities of tunneling from the low-lying and highly excited initial states. This puts on firm ground a conjecture made previously in the semiclassical description of collision-induced tunneling in field theory. *
Introduction
Tunneling in systems with several degrees of freedom is an exceptionally rich subject of investigation [1, 2] . The features and probability of multidimensional tunneling depend crucially on the properties of underlying system, or rather on the degree of complexity of its classical dynamics. In particular, expressions for the tunnel splittings of energy levels are qualitatively different in the cases of integrable [3, 4, 5] and near-integrable [6, 7, 8, 9] dynamics. The other drastically different case, tunneling in irregular (chaotic or mixed) systems, has been a subject of continuous theoretical [10, 11, 12, 13, 14, 15, 16, 17] and experimental [18, 19, 20, 21] research for the last few decades.
The basic concept in multidimensional tunneling is dynamical tunneling [22, 23] . It is related to the classical dynamics and reflects the fact that transitions of a multidimensional system between the in-and out-regions of phase space may be classically forbidden even if there is no energy barrier separating the regions. In this case the quantum probability P of transition is on general grounds exponentially suppressed,
where F and A are the suppression exponent and prefactor respectively. The transition itself is called dynamical tunneling [23] , since the reasons for its exponential suppression are hidden in the particularities of classical dynamics.
A new mechanism of dynamical tunneling has been independently discovered in Refs. [24, 25] and [26] . It governs tunneling in non-separable systems with multiple degrees of freedom at energies exceeding certain critical energy E c . The value of the latter energy depends on the details of the system dynamics but is always greater than the height of the potential barrier between the in-and out-states of the process. The new mechanism is general: it is relevant for tunneling in regular [26, 27, 28] and irregular [24, 16] scattering problems, for transitions in time-dependent one-dimensional potentials [25, 29, 30] , in the case of chaotic tunneling 1 [12, 31] . Another example emerges in field theory where the new mechanism is generically inherent in the processes of collision-induced tunneling at high energies [32, 33] .
The defining characteristics of the new mechanism have been given within the semiclassical approach. It was noted that the semiclassical trajectories describing tunneling transitions acquire qualitatively new properties at E > E c . Instead of connecting directly the in-and out-regions of the process, the trajectories end up performing unstable motion on the boundary between the regions. In the simplest case of two degrees of freedom this unstable motion proceeds along the periodic orbit describing oscillations on top of the saddle point of the potential. Following Ref. [26] , we call the latter orbit sphaleron 2 (or simply unstable periodic orbit).
In general case of systems with more than two degrees of freedom the boundary between the in-and out-regions is normally hyperbolic invariant manifold (NHIM) [35] ; the trajectories in the new mechanism get attracted to this manifold. In this case we use the term sphaleron in the sense equivalent to NHIM.
Due to the above property of the trajectories, tunneling at E > E c proceeds in two stages. First, the long-living sphaleron "state" gets created. Second, the sphaleron decays into the final asymptotic region with the probability of order one. The overall transition remains exponentially suppressed, since creation of the sphaleron costs exponentially small probability factor. We call the overall transition sphaleron-driven tunneling.
The aim of the present paper is twofold. First, we analyze the possibility of direct experimental observation of the the mechanism of sphaleron-driven tunneling. To the best of our knowledge, such observation has not been performed so far. We study two signatures of the new mechanism which may be helpful in future experiments. Second, we systematically develop modified semiclassical method for the calculation of tunneling probability in the sphaleron-driven case.
We discuss two experimental signatures of the new tunneling mechanism. In Ref. [28] we have found that the probability of sphaleron-driven tunneling contains additional power-law dependence on as compared to the ordinary case of potential tunneling. The additional factor is 1/2 in the case of inclusive tunneling processes, i.e. processes without specification of the out-state. In this paper we review the result of Ref. [28] and extend the analysis to the new case of exclusive processes, i.e. processes with fixed out-state quantum numbers. We show that the additional factor is in this case. For example, consider two-dimensional inclusive processes. Then, the prefactor A in Eq. (1) is proportional to 1/2 and in the cases of potential and sphaleron-driven tunneling respectively. For exclusive processes this dependence is (
2 ) in the potential (sphaleron-driven) case. It is important to stress that the dependence of the tunneling probability on can, in principle, be studied experimentally. Indeed, the semiclassical parameter, which we denote by for convenience, is in fact a certain dimensionless combination of the Planck constant and parameters characterizing the system. Changing the latter parameters one varies the value of effective .
The second manifestation of the new mechanism is spreading of the out-state of the tunneling process over an anomalously wide range of quantum numbers. This effect was originally observed in Ref. [25] in the case of a one-dimensional system with time-dependent potential; here we show that it is present in the multidimensional case, cf. Ref. [30] . Physically, the widening of the out-state is related to the fact that the intermediate sphaleron orbit is classically unstable; thus, classical trajectories describing sphaleron decay spread exponentially over phase space. In quantum case this corresponds to the final state wave function which is almost constant in some region of quantum numbers.
In the second part of this paper we develop the modified semiclassical technique which is essential in the case of sphaleron-driven tunneling. The motivation for the new technique becomes clear if we try to apply the standard method of complex trajectories to the problem of inclusive sphaleron-driven tunneling in the scattering setup. Since the overall time interval of the scattering problem is infinite, one generically finds two different trajectories corresponding to the two stages of the new tunneling mechanism: one trajectory starts in the in-region and tends to the sphaleron orbit as t → +∞, and the second trajectory starts at the sphaleron at t → −∞ and arrives into the out-region. The first of these trajectories is unstable: it can be destroyed by infinitesimally small changes in the initial Cauchy data. 3 It is problematic to find unstable trajectories numerically. Besides, one wonders how to join the two trajectories in order to describe the overall two-stage process. Finally, it is not clear how to calculate the prefactor A of the tunneling probability. Indeed, the standard formula for the prefactor deals with the linear perturbations above the tunneling trajectory. When the trajectory in question is unstable these perturbations grow exponentially with time. Then the standard formula gives A = 0, which is obviously incorrect.
Our modified semiclassical method overcomes the above difficulties. The main idea of the method was proposed in Refs. [26, 28] ; here we present its detailed derivation. The modified method is summarized as follows. We evaluate the Feynman path integral for the tunneling amplitude in two steps. First, we restrict the integral to paths which arrive into the out-region in a fixed time interval τ . Second, we integrate over τ . The integration at step 1 can be done by the standard saddle-point method, since all trajectories at finite τ are stable and interpolate between the in-and out-regions. On the other hand, the ordinary integral over τ at step 2 should be evaluated with care. In particular, we find that in the case of sphaleron-driven tunneling this integral is saturated in the region τ → +∞, rather than at the saddle point at finite τ .
The above manipulations with the path integral lead to a notably simple semiclassical description of sphaleron-driven tunneling. Namely, we show that the constraint in the path integral leads to the deformation of the semiclassical equations of motion with the imaginary term proportional to the small parameter ǫ = ǫ(τ ). The evaluation of the integral over τ corresponds to taking the limit ǫ → +0 in both cases of stable and unstable trajectories. However, the resulting expressions for the tunneling probability are different in the two cases, since the integral over τ is saturated in two different regions. In particular, the probability formula in the case of sphaleron-driven tunneling involves additional factor 1/2 mentioned above. We call the modified semiclassical technique by the method of ǫ-regularization.
The new mechanism of tunneling is relevant only at sufficiently high energies, E > E c . Below E c transitions proceed via the ordinary mechanism of potential tunneling. In accordance with our results, the semiclassical expression for the prefactor A changes discontinuously across the critical energy. In particular, in the inclusive case in two dimensions A ∝ 1/2 and at E < E c and E > E c respectively. This implies that both expressions break down in a small vicinity of E c , where the correct uniform approximation should be invoked. In the present paper we derive the required formula, which is continuous and applicable in the entire energy range. At |E − E c | ≫ 1/2 this formula coincides with the respective "potential" and "sphaleron-driven" semiclassical expressions. In this regard it is similar to the uniform approximation [9] for the tunnel level splitting at the point of transition from integrable to near-integrable systems.
Next, we study semiclassically exclusive tunneling processes in the sphaleron-driven case. We find that the new mechanism leads to proliferation of complex trajectories describing a given exclusive process. These trajectories form an infinite sequence and have the following structure: they get attracted to the sphaleron orbit, follow it for an integer number of periods and then slide away. The tunneling amplitude is the sum of the contributions of all these trajectories. In analogy to the case of inclusive probability the sum is saturated by the trajectories which spend an infinite time at the sphaleron. It is worth noting that, in contrast to the inclusive case, the individual trajectories describing exclusive process are stable. Thus, a priori, there is no need for the modified semiclassical technique in the case of exclusive transitions. Still, in this paper we demonstrate that our modified technique turns out to be useful in finding and organizing the tunneling trajectories. It also provides the link between the semiclassical descriptions of inclusive and exclusive processes.
Finally, for the sake of completeness we study the processes of tunneling from low-lying in-states. Naively, such states and hence the corresponding tunneling processes cannot be described semiclassically; still, we show that the probabilities of these processes are given by the semiclassical formula (1) . In addition, we show that the suppression exponent and prefactor of tunneling from the low-lying states can be obtained as certain limits of the corresponding quantities in the case of highly excited states. The limiting relation for the suppression exponent is known in field theory as the Rubakov-Son-Tinyakov conjecture [36] ; it plays an important role in the semiclassical description of collision-induced tunneling [37] . We prove this conjecture in quantum mechanical setup. Our limiting formula for the prefactor shows that the probability of tunneling from the low-lying states contains a factor −1/2 as compared to the case of highly excited in-states.
We illustrate our findings by considering tunneling transitions in a simple model with two degrees of freedom. For this model we compare predictions of the modified semiclassical technique with the exact quantum mechanical results. The latter are extracted from the numerical solution of the stationary Schrödinger equation. We find perfect agreement between the two sets of results.
The outline of the paper is as follows. After presenting the model in Sec. 2 we summarize the experimental signatures of sphaleron-driven tunneling in Sec. 3. In Sec. 4 we introduce the modified semiclassical technique: we review the standard semiclassical method in Sec. 4.1, introduce ǫ-regularization in Sec. 4.2 and derive the uniform formula in Sec. 4.3. Application of the modified semiclassical method to the exclusive tunneling processes is discussed in Sec. 5. Finally, we study tunneling from low-lying in-states in Sec. 6. Section 7 contains discussion. Technical details are described in appendices.
The model
We start by introducing the scattering model of Refs. [38, 26] . It will be used throughout the paper for illustrative purposes. The model describes motion of a particle with unit mass in the potential The potential represents two-dimensional harmonic waveguide extended along the x direction and intersected at an angle by the potential barrier. The contour plot of the potential is shown in Fig. 1a . In this and other figures we use the value ω = 1/2 for the waveguide frequency. Note that potentials similar to (2) typically arise in the studies of collinear chemical reactions [22] . We are interested in tunneling transitions of quantum particle between the asymptotic regions x → −∞ and x → +∞ of the potential (in-and out-regions respectively). In the in-region the particle evolves with constant momentum in the x direction oscillating along the y axis. The corresponding in-state is fixed by the total energy E and the energy of y oscillations E y . Similarly, the out-state can be fully characterized by E and E f y , where E f y is the final oscillator energy. In what follows we will often omit the specification of the out-state and consider the total (inclusive) probability of tunneling into the region x → +∞.
The height of the potential barrier separating the in-and out-regions is V 0 = 1. It is given by the value of the potential at the saddle point (x, y) = (0, 0). At E < V 0 the classical transitions between the regions are forbidden energetically, and their underlying mechanism is potential tunneling. On the other hand, it is shown in Ref. [38] that classical over-barrier transitions between the asymptotic regions take place at E > E b (E y ), where E b (E y ) is larger than V 0 . Hence, at intermediate energies V 0 < E < E b (E y ) the transitions are in the regime of dynamical tunneling, which we are interested in.
As we have already discussed in the Introduction, the multidimensional processes of dynamical tunneling, such as ours, generically proceed via sphaleron-driven mechanism at sufficiently high energies. Let us illustrate the new mechanism in the model (2) comparing the behavior of semiclassical solutions at low and high energies [26] . Consider the inclusive tunneling transition from the state |E, E y into the out-region x → +∞. We postpone the consistent formulation of the semiclassical method till Sec. 4. The only fact we need here is that any tunneling process is specified by a certain complex trajectory -solution to the (complexified) classical equations of motion. The latter should interpolate between the inand out-regions of the process. Fig. 1b shows the complex trajectories describing tunneling transitions at E y = 0.05 and two values of total energy, E = 0.9 and 1.3. [The real part of the trajectory with E = 1.3 is also depicted in Fig. 1a .] The behavior of the two trajectories is drastically different. While the low-energy trajectory interpolates between the asymptotic regions x → ±∞, the solution with E = 1.3 gets stuck at finite x approaching the unstable periodic orbit as t → +∞. The latter orbit is precisely the sphaleron discussed in the Introduction; it describes oscillations around the saddle point of the potential, see Fig. 1a . Clearly, the high-energy trajectory of Fig. 1 describes only half of the transition process, since it does not arrive into the out-region. Trajectory corresponding to the other half can be obtained by adding to the unstable periodic orbit infinitesimally small momentum in the direction of the out-region and evolving the system classically. Thus constructed, the overall semiclassical evolution involves two trajectories which describe creation and subsequent decay of the sphaleron 4 . This evolution corresponds to the mechanism of sphaleron-driven tunneling.
One finds [26] that there exists the critical value E = E c (E y ) of total energy which separates the regions of qualitatively different behavior of tunneling trajectories. Namely, the trajectories interpolate between the in-and out-regions at E < E c (E y ) and approach the sphaleron orbit at E c (E y ) < E < E b (E y ). This means that the mechanism of transition changes from potential to sphaleron-driven tunneling as the energy crosses the critical value. From the physical viewpoint E c (E y ) can be understood as the energy of "phase transition" between the two regimes of tunneling. We remark that the energies of sphaleron orbits and thus the critical energy for the sphaleron-driven tunneling exceed the height of the potential barrier. Therefore, the new mechanism is relevant only in the case of dynamical tunneling.
The region E c (E y ) < E < E b (E y ) corresponding to the sphaleron-driven tunneling in the model (2) is shown in Fig. 2 . The value of E c (E y ) is found numerically by computing the complex trajectories at different energies and investigating their stability.
Experimental signatures
In this Section we show that the mechanism of sphaleron-driven tunneling leads to two observable effects which in principle can be used for identification of the new mechanism in future experiments. Both effects are related to the fact that the relevant semiclassical solutions are unstable. We illustrate our findings in the model (2) using the exact quantum mechanical results. The exact calculations of this and the subsequent sections are based on the numerical solution of time-independent Schrödinger equation, see Refs. [38, 16, 39] The first signature of sphaleron-driven tunneling is the direct consequence of the semiclassical analysis which will be presented in Sec. 4 . We find that the sphaleron-driven mechanism changes the power-law dependence of the transmission probability on compared to the case of potential tunneling. To be concrete, let us discuss inclusive tunneling transitions in the model (2) . Then, the prefactor A of the probability is proportional to 1/2 and in the cases of potential and sphaleron-driven tunneling respectively.
The physics behind the additional power-law suppression becomes clear if one uses the qualitative analogy with the classically allowed creation of unstable state. The latter process considered at the classical level requires fine tuning of the Cauchy data. As a consequence, only a small part of the in-state wave function contributes into the amplitude of the process. This results in the additional suppression of the probability. On general grounds one expects similar formal suppression in the case of sphaleron-driven tunneling.
Experimentally, one can try to observe the unusual power-law dependence on by analyzing the probability graph P( ). Note that the value of the semiclassical parameter which we denote by is, in principle, adjustable in experiments. Indeed, the magnitude of quantum fluctuations is measured by the dimensionless ratio of the Planck constant to a certain combination of parameters characterizing the system. Changing the latter parameters in an appropriate way, one alters the value of the semiclassical parameter without affecting the classical dynamics of the system.
To illustrate this point consider the system (2). The key quantity which enters into the semiclassical expansion is the ratio of the action of the system to the Planck constant. Restoring the dimensionful units we obtain
where 0 stands for the physical Planck constant. In terms of dimensionless variables this expression reads
The effective frequency ω completely determines the classical dynamics. On the other hand, the effective Planck constant is given by an independent combination of parameters.
One can hardly hope to extract directly the additional factor 1/2 from the experimental data on transmission probability: it is almost impossible to identify the weak power-law dependence on top of the leading semiclassical exponent. We suggest an indirect method. Namely, consider the quantity
In the regime of potential tunneling (A ∝ 1/2 ) F QM is almost independent of at small values of the latter. On the other hand,
log +const whenever the new tunneling mechanism is involved. The difference between the two cases is seen in Fig. 3 , where the dependences of F QM on the total energy E are shown for several values of . The graphs in Fig. 3 coincide at energies somewhat smaller than E c (say, at E 1), while at E > E c a clear difference between the graphs appears. We remark that the change in the behavior of the exact tunneling probability is gradual, in spite of the fact that the complex trajectories have distinct structure at E < E c and E > E c . We discuss this point and derive the appropriate uniform formula in Sec. 4.3. Another signature of the sphaleron-driven mechanism was first pointed out in Refs. [25, 30] . One notes that the second stage of sphaleron-driven transition, the decay of the sphaleron orbit, proceeds classically and does not affect the leading suppression exponent F of the probability. In addition, the sphaleron, being unstable, can evolve at the classical level into the out-states with different values of oscillator energy E f y . Classical trajectories corresponding to these evolutions are obtained by adding small momentum in the direction of the out-region at different points of the sphaleron orbit. One concludes that in the case of sphaleron-driven tunneling the distribution over final oscillator energies is almost constant in some region E f y,1 < E f y < E f y,2 . The latter region corresponds to the decays of the sphaleron along different classical trajectories.
Note that the above feature is in sharp contrast with the properties of final states in the standard case of potential tunneling. Namely, in a typical situation the complex trajectory describing transmission through the barrier is unique, and the corresponding out-state wave function forms sharply peaked Gaussian distribution around some optimal value E f y = E f y . To illustrate explicitly the effect of anomalously wide final states in the case of sphalerondriven tunneling, we consider transitions between the exclusive in-and out-states which have definite energies of y oscillator, E y and E f y respectively, and the same total energy E. Then, we fix the initial state (E and E y ) and analyze the dependence of the exact exclusive probability P e on E f y . This dependence is shown in Fig. 4 in logarithmic scale for several values of E. One immediately sees in Fig. 4a that the width of the out-state distribution grows as the value of total energy approaches E c (E y ) from below. In particular, a flat plateau gradually develops in the right side of the distribution. At energies higher than critical the plateau is wide and corresponds to the maximum probability of tunneling. Moreover, the graphs become flatter as the value of decreases, see Fig. 4b .
One sees another feature of the new tunneling mechanism: the short-scale fluctuations in the right and left parts of the plateaux in Fig. 4b . This is the hallmark of quantum interference phenomena, which seem to be important for complete understanding of exclusive processes at E > E c (E y ). We discuss this point in Sec. 5.
Modified semiclassical technique
In this section we describe the semiclassical technique adapted to the analysis of sphalerondriven tunneling. We start by reviewing the path integral derivation of the standard method of complex trajectories [22] . Then, we manipulate with the path integral and obtain the modified semiclassical expressions in the case of sphaleron-driven tunneling.
For simplicity we assume that the system undergoing tunneling transition is similar to the model of Sec. 2. Throughout this section we consider tunneling between the asymptotic inand out-regions of two-dimensional waveguide potential, where the in-state of the process |E, E y is fixed and the final state is inclusive. It is worth noting that both the standard and modified semiclassical methods are completely general and the semiclassical formulas of this section can be generalized to other systems. In particular, the modified method was applied to the case of chaotic tunneling in Ref. [16] and to field theory in Ref. [32] . 
The standard method
Semiclassical calculations within the method of complex trajectories proceed as follows. One reduces the problem of computing the tunneling probability to a problem of finding the complex trajectory x (s) (t) -complex solution to the classical equations of motion with certain boundary conditions. In practice this solution is obtained numerically. Then, tunneling probability is given by Eq. (1) where F and A are certain functionals of x (s) (t). In this section we derive the boundary conditions for x (s) (t) and expressions for the functionals F , A in the standard case of potential tunneling.
In order to compute the inclusive tunneling probability we first obtain the semiclassical expression for the final state of the tunneling process. The wave function Ψ f of the final state has the form,
where x = (x, y), while Ψ i (x i ) = x i |E, E y is the in-state wave function. Below we assume implicitly that Ψ i and Ψ f have support in the in-and out-asymptotic regions respectively. One uses the path integral representation for the quantum propagator in Eq. (3) and writes,
where S stands for the classical action of the system. One observes that at small the integrand in Eq. (4) contains fast-oscillating exponent; thus, the respective integral can be evaluated by the saddle-point method. To keep the discussion short, we defer the details of the saddle-point integration to appendix A; here we quote the result. One finds the extremum of the leading exponent in Eq. (4), which is represented by the trajectory x (s) (t) going between the in-and out-regions. This trajectory is generically complex. It satisfies the classical equations of motion δS/δx(t) = 0 and arrives at a given point x = x f at t = t f . The boundary conditions at t = t i for x (s) (t) are obtained from the saddle-point integration over x i ; they fix the values of in-state quantum numbers,
where the subscript i marks the quantities evaluated at t = t i . For brevity we omit the superscript (s) of the semiclassical trajectory in Eq. (5) and in what follows.
As the result of integration in Eq. (4), one finds the semiclassical wave function of the final state,
where B i is the in-state contribution to the exponent and D represents the prefactor determinant, see Eqs. (50), (58) in appendix A for explicit expressions. Note that the leading exponent S + B i in Eq. (6) is evaluated on the saddle-point trajectory x(t).
The inclusive probability P of transmission is equal to the total flux 5 of the out-wave (6) through the distant line
is large and positive. Semiclassically, one writes,
where we used the fact that ∂S/∂x f =ẋ f . The integral in the above expression is again computed by the saddle-point technique. In appendix A we show that the extremum of the leading exponent in Eq. (7) is achieved when
Equations (8) fix the boundary conditions at t = t f for the semiclassical trajectory. After the saddle-point integration in Eq. (7) one finally arrives at the familiar semiclassical expression (1) for the tunneling probability, where the leading exponent is
Note that we mark all the standard semiclassical expressions with the subscript pot which stands for "potential tunneling". The prefactor A pot is computed as follows (see appendix A for the derivation). One finds two independent perturbations δx (1) (t) and δx (2) (t) in the background of the complex trajectory x(t). These perturbations satisfy the linearized classical equations of motion,
with certain Cauchy data 6 at t = t f . After evolving δx (n) (t) back in time from t = t f to t = t i , one computes the prefactor by the formula
where the linear functional
measures the change in the initial oscillator energy E y due to the perturbation δx(t). We stress that δE y [δx (n) ] involves perturbations in the in-region, while the Cauchy data for δx (n) (t) are set at t = t f . We also note that the prefactor (11) is explicitly proportional to 1/2 ; this fact was used in the previous section.
The standard semiclassical calculation is summarized as follows. One finds the complex trajectory x(t) satisfying the classical equations of motion with the boundary conditions (5), (8) . Our numerical method for finding the trajectory is presented in appendix B. The suppression exponent F pot of the probability is given by the value of the functional (9) on the trajectory x(t). Then, one considers the linear perturbations around the semiclassical trajectory and finds the prefactor A pot using the expression (11). Before proceeding to the case of sphaleron-driven tunneling, we demonstrate explicitly that the semiclassical expressions (9), (11) produce correct values of suppression exponent 6 First, the perturbations are real at t = t f . Second, they do not change the value of total energy, δE[δx
where Ω is the canonical symplectic form. 7 As discussed in appendix A, this formula is canonically covariant. and prefactor. To this end, we calculate the exact probability of transition by solving numerically the stationary Schrödinger equation (see Refs. [38, 16] for the numerical method).
The exact values of P are computed at several 8 . Then, the dependence P( ) is fitted 9 with the formula
where γ = 1/2 and the last term accounts for the higher-order semiclassical corrections. The fit produces the "exact" values F f it , A f it of the suppression exponent and prefactor; they should coincide with the corresponding semiclassical quantities. In Fig. 5 we compare the semiclassical results computed by Eqs. (9), (11) with those extracted from the fit (13) . One observes remarkable agreement. It is worth noting that the fit (13) is extremely sensitive to the assumed -dependence of the prefactor. In particular, if one erroneously uses γ = 0 or γ = 1 in Eq. (13), the value of prefactor extracted from the fit becomes close to zero or extremely large. Hence, the graph in Fig. 5b confirms, in particular, the qualitative formula
Modification
At high energies tunneling proceeds by the new mechanism based on qualitatively new properties of semiclassical trajectories. Namely, at E > E c (E y ) the trajectories get attracted to the unstable sphaleron orbit and thus become unstable themselves. The instability of complex trajectories sets obstacles for the semiclassical description. The most important difficulty is related to the calculation of the prefactor A pot . Equation (11) implies that A pot is inversely proportional to the values of linear perturbations δx (n) at t = t i , while the Cauchy data for δx (n) are set at t = t f . On the other hand, linear perturbations in the background of unstable trajectory contain exponentially growing part. Thus, at E > E c (E y ) when the complex trajectory spends infinite time interval in the vicinity of the sphaleron, the formula (11) gives A pot = 0. This means that Eq. (11) is incorrect in the case of sphaleron-driven tunneling and suggests that the prefactor is suppressed by an additional power of .
The main idea of the modified semiclassical method was proposed in Ref. [28] ; it is close in spirit to the constrained instanton technique of Ref. [40] . Namely, we evaluate the path integral (4) for the tunneling amplitude in two steps. First, we integrate over paths spending a given time τ in the vicinity of the sphaleron. Second, we integrate over τ .
The above manipulations with the path integral lead to the following method. At the first step we obtain certain modified boundary value problem for a family of complex trajectories labeled by the parameter τ . These trajectories are stable and interpolate between the asymptotic regions x → ±∞. The second step produces expressions for the suppression exponent F sph and prefactor A sph in the sphaleron-driven case. These expressions relate the values of F sph and A sph to limits τ → +∞ of certain functionals evaluated on the modified trajectories.
One introduces the functional τ = T int [x] which, roughly speaking, measures the time spent by the path x(t) in the region of non-trivial dynamics. We call T int interaction time. It has the following properties. First, T int is positive-definite for real paths. Second, it is finite for any real path satisfying x → ±∞ as t → ±∞ and infinite otherwise. The simplest choice is
where the function f (x) > 0 vanishes at x → ±∞. We use
in the model (2) . Consider the path integral (4) for the final state. One inserts into the integrand of Eq. (4) the unity factor
where the Fourier representation of the δ-function was used in the second equality. Expression (4) takes the form,
where we changed the order of integrations. One notes that the integral in brackets is exactly the same as in Eq. (4) up to the substitution
This integral is evaluated by the saddle-point method in the same way as the integral in Eq. (4). Namely, one finds the regularized trajectory x ǫ (t) which extremizes the modified action S ǫ and arrives at the point x f at t = t f . The initial conditions for the trajectory are still given by Eqs. (5), since the evolution in the in-region is not affected by the functional T int . The result of integration in Eq. (16) is
cf. Eq. (6) . The prefactor D ǫ in this equation is given by the same determinant formula as D, but with the substitution S → S ǫ , x(t) → x ǫ (t). Let us remark on the representation (18) . One keeps in mind that the integrand in Eq. (18) accounts for the contribution of paths which spend a given time τ in the region of finite x (interaction region). In particular, this is true for the saddle-point trajectory x ǫ (t). The latter interpolates directly between the in-and out-regions x → ±∞ and thus is stable. Note that the stabilization of complex trajectory is achieved by the modification of the classical equations of motion. Namely, the substitution (17) modifies the potential of the system
We will see below that the relevant values of ǫ are real; thus, x ǫ (t) describes evolution in complex potential. The rest of the calculation proceeds as follows. One evaluates the saddle-point integral with respect to ǫ. The integral over interaction time is kept in front of the formula. This ensures stability of complex trajectories. The resulting expression for Ψ f is substituted into the tunneling probability (7) . A subtle point is that, since P involves the square of the outstate, one obtains at this stage two integrals over interaction times τ , τ ′ , where the latter comes from Ψ * f . One of these integrals can be computed by the saddle-point technique. Indeed, returning to the original expression for the tunneling probability in terms of the integral over real paths, one sees that fixing the sum τ + = (τ + τ ′ )/2 is sufficient to make both interaction times τ and τ ′ finite. Thus, we change the integration variables to τ + and τ − = τ − τ ′ and evaluate the saddle-point integrals over τ − and over the final state. In this way we are left with the single integral over τ + .
We leave the details of the above computation to appendix C and discuss the result. First, one arrives at the saddle-point conditions
which come from the integrals over ǫ and τ − respectively. The integral over out-states produces, as before, the boundary conditions (8) at t = t f for x ǫ (t). Note that the first of Eqs. (19) implies, in particular, that x ǫ (t) is stable. The result for the probability is
where the suppression exponent F pot,ǫ and prefactor A pot,ǫ are computed by the same formulas (9) and (11) as before, but with the substitution S → S ǫ . Note that the latter substitution implies that both the classical equations of motion and linearized equations (10) are modified. We now proceed to the second step of the calculation and consider the integral over the interaction time τ + . One makes an important observation: the values of τ + and ǫ(τ + ) are related by the Legendre transformation. Indeed, by construction the configuration {x ǫ (t), ǫ(τ + )} corresponds to the extremum of the leading exponent F ǫ = F pot,ǫ − 2ǫτ + in Eq. (20) , and the respective derivatives of F ǫ are equal to zero. Thus,
where only the explicit dependence of F ǫ on τ + was taken into account in the last equality. Due to the property (21), the integral in Eq. (20) is saturated at ǫ = 0. This point corresponds to the original semiclassical equations: recall that the modification term in the classical action, Eq. (17), is proportional to ǫ. One concludes that the integral for the tunneling probability is saturated in the vicinity of the original complex trajectory at ǫ = 0. So far in our calculation we did not make any reference to the particular tunneling mechanism. Thus, Eq. (20) can be used in cases of both potential and sphaleron-driven tunneling. The difference between the two mechanisms becomes crucial in the evaluation of the integral over τ + . In the standard case of potential tunneling the trajectory at ǫ = 0 is stable and corresponds to the finite value of interaction time τ + ; one takes the integral in Eq. (20) by the saddle-point method and arrives at the expressions (9), (11) from the previous subsection. The case of sphaleron-driven tunneling is considerably different, because the time interval spent by the trajectory in the vicinity of the sphaleron tends to infinity as ǫ → +0. Thus, the integral in Eq. (20) is saturated by the end-point of the integration interval τ + → +∞. Using the appropriate asymptotic expression 10 for the integral, one obtains Eq. (1) with
where we mark the quantities corresponding to the new mechanism with the subscript sph.
Note that the prefactor A pot, ǫ is computed by the formula (11) with modification (17), while the exponent
is given by the value of the original action on the modified trajectory. Let us remark that the limit ǫ → +0 in Eqs. (22) does actually exist; this is shown analytically in appendix D. One observes that the expression (22b) for the prefactor is very different from that in the case of potential tunneling. In particular, A sph ∝ 1/2 A pot . To summarize, we derived the following method of calculating the probability of sphalerondriven tunneling. One modifies the classical action of the system by adding purely imaginary term proportional to the small regularization parameter ǫ > 0, see Eq. (17) . Then one solves the modified equations of motion with the original boundary conditions (5), (8) and finds the modified complex trajectory x ǫ (t). This trajectory interpolates between the asymptotic regions x → ±∞ and is stable. The modified values of the suppression exponent F pot, ǫ and prefactor A pot, ǫ are computed by the same formulas as before, Eqs. (9) and (11), but with the substitution S → S ǫ . The final result for the tunneling probability is obtained 11 in the limit ǫ → +0, see Eqs. (22) . We call the above modified semiclassical method by ǫ-regularization technique [26] . We perform straightforward check of the modified semiclassical method by comparing the semiclassical predictions (22) with the results of the exact quantum mechanical computations. The latter are used to extract the values of the suppression exponent and prefactor by the fitting procedure described in the previous subsection, where γ = 1 in Eq. (13) . The comparison is shown in Fig. 6 . The observed agreement between the semiclassical and quantum mechanical results supports the modified semiclassical technique. In particular, we checked that the fit (13) produces unacceptably large values of the prefactor if one erroneously assumes the same -dependence γ = 1/2 as in the case of potential tunneling. Thus, the scaling A sph ∝ is confirmed.
Uniform approximation
Our expressions for A pot and A sph imply apparent discontinuity of the semiclassical probability across the critical energy; on the other hand, the exact quantum probability is a smooth function of energy. As a consequence, the -dependences A pot ∝ 1/2 and A sph ∝ fail to describe the quantum mechanical data in the immediate vicinity of E c (E y ). [This is seen in Figs. 5b, 6b , where the quality of the fit (13) becomes worse as E → E c (E y ).] One observes that both the standard and modified formulas are invalid at E ≈ E c (E y ). 11 In practice the limit in Eqs. (22) is taken by considering small values of the regularization parameter, ǫ ∼ 10 −6 . At these ǫ the values of the suppression exponent F sph and prefactor A sph stabilize at the level of accuracy 10 −5 .
In this section we derive the uniform asymptotic formula for the tunneling probability which is applicable in the vicinity of E c (E y ). Our formula has the form (cf. Ref. [9] ),
where M pot and M sph are the correction factors in the cases of potential and sphalerondriven tunneling respectively. We will find that M pot, sph ≈ 1 at |E − E c | ≫ 1/2 ; thus, the formula (23) is relevant in the small region of width ∆E ∼ 1/2 around the critical point. We stress that the uniform probability P uni is continuous at E = E c (E y ).
We obtain the desired approximation by examining the integral over τ + for the tunneling probability, Eq. (20) . Recall that Eq. (20) is applicable in both cases of potential and sphaleron-driven tunneling. To make the discussion transparent, we change the integration variable to
Note that the limiting values τ + = 0 and τ + → +∞ correspond respectively to w = w 0 > 0 and w → +0. In new terms the integral (20) takes a particularly simple form,
where the leading semiclassical exponent is now considered as function of w.
The difference between the two mechanisms of tunneling is now understood as follows. At small energies the integral (25) is saturated by the saddle point w = w s > 0. The value of w s decreases with energy, so that at E = E c (E y ) the saddle point crosses the boundary w = 0 and leaves the integration interval. At E > E c (E y ) the saddle point w s is situated outside the region of integration.
Consider the Taylor series expansions of the semiclassical exponent F ǫ around the points w = w s and w = 0,
where the primes denote derivatives with respect to w and we marked by F pot , F sph the values of the exponent at w = w s and w = 0. The semiclassical expressions of Secs. 4.1 and 4.2 are obtained from the expansions (26) and (27) respectively. Namely, at E < E c (E y ) one implements the saddle-point method, i.e. substitutes Eq. (26) into Eq. (25) and extends the interval of integration to the entire w axis. At energies higher than critical the minimum value of the exponent F ǫ is achieved at w = 0, and one uses the expansion (27) , where only the zeroth-and first-order terms are kept. It is straightforward to check that in this way one obtains the expressions (9), (11) of Sec. 4.1 and (22) of Sec. 4.2.
One observes that the above two integration methods are not applicable if the saddle point w s is close to the end-point w = 0. Indeed, in the saddle-point technique at E < E c (E y ) the interval of integration cannot be extended to the entire w axis, since the contribution from the additional interval w < 0 is not negligible. In the end-point integration at E > E c (E y ) the third term in Eq. (27) is not small in comparison with the second term, because the first derivative F ′ (0) vanishes in the limit w s → 0. Given these reasons, one easily remedies the formulas keeping the finite integration interval at E < E c (E y ) and three terms in the expansion (27) at energies higher than critical. The resulting expressions for the correction factors are
Here Φ is the Fresnel integral, Φ(z) (26), (27) used in the integration coincide. Second, at |E − E c (E y )| ≫ 1/2 the arguments of the Fresnel integrals are large. Using the asymptotics of Φ(z), one finds that M pot, sph ≈ 1 outside the immediate vicinity of the critical energy. Third, one notes that in the region |E − E c (E y )| ∼ 1/2 the "potential" and "sphaleron-driven" parts of the uniform formula coincide up to higher-order semiclassical corrections. Indeed, in this region the central points w = w s and w = 0 of respective Taylor expansions are parametrically close to each other, w s ∼ 1/2 ; thus, the results obtained from Eqs. (26) and (27) are close as well.
Numerically, one extracts the quantities entering the correction factors (28) by studying the dependence of F ǫ and A pot, ǫ on ǫ. We discuss this calculation in appendix E.
To summarize, we derived the continuous asymptotic formula for the tunneling probability, Eq. (23), which works at energies close to critical and interpolates between the two semiclassical expressions corresponding to the cases of potential and sphaleron-driven tunneling. In Fig. 7 we compare the uniform approximation (23) (solid line) with the semiclassical probabilities P pot and P sph (dashed lines), as well as with the exact quantum probability (points).
Exclusive processes
Here we study semiclassically the effect of the new tunneling mechanism on exclusive processes, i.e. processes with completely fixed out-states. We discuss the application of the modified semiclassical technique to the exclusive case and obtain expressions, analogous to Eqs. (22) , for the suppression exponent and prefactor of exclusive probability. We show that in the semiclassical limit of vanishingly small the exclusive prefactor A e,sph is proportional to 2 in the sphaleron-driven case. This should be compared with the dependence A e,pot ∝ in the case of potential tunneling. 
Exclusive trajectories
We consider tunneling transitions between the exclusive states |E, E y and |E, E f y specified by the same value of total energy E and definite energies E y , E f y of y-oscillator. The standard semiclassical method in the case of exclusive transitions is formulated in Ref. [22] . Its derivation is completely analogous to that carried out in Sec. 4.1 for inclusive processes. Fixation of the out-state changes the final boundary conditions for the complex trajectory: instead of Eqs. (8) one has,
The initial conditions remain the same, Eqs. (5). The exclusive suppression exponent is given by the action functional
computed on the trajectory, cf. Eq. (9) . Note that the new term B f in Eq. (30) is related to the out-state of the process; it is given by the same expression as B i , but at t = t f and with the out-state quantum numbers E, E f y . We do not write here the formula for the prefactor A e,pot ; it can be found in Ref. [22] . Importantly, this formula implies that A e,pot ∝ .
We apply the above method in the case of potential tunneling, E < E c (E y ). In Fig. 8a  (lines) we plot the out-state distributions of the exclusive exponent (30) for several values of energy E. The exact results (points) are extracted from the fit (13) with γ = 1. The semiclassical and exact data coincide. One observes that well below the critical energy E c (E y ) ≈ 1.1 the function F e,pot (E f y ) has a clear minimum corresponding to a sharp maximum of the quantum probability. As the energy tends to E c (E y ), a flat plateau develops in the right side of the graph. As discussed in Sec. 3, this behavior is copied by the exact quantum probability, cf. Fig. 4a .
Before introducing the semiclassical method for exclusive tunneling in the sphalerondriven case, we preview the result for the suppression exponent F e,sph in Fig. 8b (solid line) . At E > E c (E y ) the exclusive exponent is exactly constant in the region E f y,1 < E f y < E f y,2 ; clearly, this feature corresponds to a wide and flat maximum of quantum probability, cf. the exact graphs in Fig. 4b . Thus, the distribution of the exclusive probability over the outstate quantum numbers becomes anomalously wide when the sphaleron-driven mechanism is involved. So far the semiclassical study of this property was restricted to one-dimensional systems with non-autonomous potentials [25, 30] . Here we find the same effect in the twodimensional setup of Sec. 2.
Returning to the semiclassical description of exclusive tunneling processes, we find the following manifestation of the sphaleron-driven mechanism. In contrast to the case of potential tunneling where the exclusive trajectory is unique, at E > E c (E y ) there is an infinite sequence of complex trajectories corresponding to the same final oscillator energy E f y . In Fig. 9 we plot the first four trajectories for E f y = 0.6. One observes the following behavior: the trajectories reach the unstable periodic orbit (sphaleron), perform several oscillations there (i.e. around the point x = 0) and then slide off describing the sphaleron decay into the final state. Importantly, in order to arrive into the out-state with given E f y , the trajec- 
tory must leave
12 the sphaleron at a particular oscillation phase ϕ. More precisely, there are two choices 13 of phase per sphaleron period. We conclude that the interaction time τ + spent by the exclusive tunneling trajectories at given E f y is restricted to two values plus an integer number of sphaleron periods. This gives rise to an infinite family of tunneling trajectories which describe the same exclusive process but differ by the number of "half-period" oscillations on top of the unstable periodic orbit.
To investigate the properties of exclusive trajectories in the sphaleron-driven case, we proceed as follows. For each trajectory we compute the value of the interaction time functional τ + = Re T int [x], Eq. (14) . In this way we characterize the trajectories by points in the plane (E f y , τ + ), see Fig. 10 . A comment is in order. The exclusive tunneling trajectories are stable even in the sphaleron-driven case. Thus, they can be found without ǫ-regularization. Still, as we will discuss shortly, it is convenient to use the modified semiclassical technique at the intermediate steps of the computation and remove the regularization afterwards. To avoid confusion, let us stress that the solid line in Fig. 10 corresponds to trajectories which are obtained after removal of the regularization. Consequently, the functional T int [x] does not enter the equations of motion for these trajectories and is used only to characterize their temporal behavior.
From Fig. 10 one sees that the exclusive trajectories are naturally divided into two classes. The trajectories from the first class lie in the interval E f y,1 < E f y < E f y,2 corresponding to the plateau in Fig. 8b . In Fig. 10 they form a sin-like curve extended to the infinite values of τ + . All these trajectories describe creation and subsequent decay of the sphaleron. Moreover, we find that the latter decay proceeds classically since the imaginary part of the trajectories 12 This notion can be given precise meaning by saying that the trajectory leaves the sphaleron once the distance |x(t) − x sph (t)| between the trajectory and the sphaleron orbit reaches a certain value δ ≪ 1.
13 This follows from the fact that the final oscillator energy E becomes small after one sphaleron oscillation. As a consequence, the value of the functional (30) is almost independent of the individual trajectory from the first class. Besides, it is clear from the figure that these trajectories form an infinite sequence of branches marked with the integer number m of "half-period" oscillations in the vicinity of the sphaleron.
The trajectories from the second class represent the "wings" E Fig. 8b . They correspond to the case when the decay of the sphaleron orbit into the out-state with given E f y cannot proceed classically. Consequently, the probability of this decay is exponentially suppressed. Due to the additional suppression, the exponent (30) strongly depends on the out-state at E In practice the exclusive trajectories are conveniently found using the regularization method of Sec. 4.2. The procedure is based on the following observation. Consider ǫ-regularized trajectories corresponding to the inclusive tunneling process. They describe creation and subsequent classical decay of the sphaleron. The final state of the decay depends on the value of ǫ. Changing ǫ one covers the whole range of final oscillator energies E f y,1 ≤ E f y ≤ E f y,2 accessible in the classical sphaleron decay. This consideration is illustrated by the dashed curve in Fig. 10 which represents the modified inclusive trajectories at different values of ǫ in the (E f y , τ + ) -plane. We see that the graph closely follows the sin-like curve of exclusive trajectories from the first class, and the value of ǫ decreases towards large τ + (along arrows). Thus, the modified solutions with different ǫ form a single branch which smoothly interpolates between the branches of exclusive trajectories.
Numerically, we exploit the above property by applying the deformation procedure of appendix B. Namely, we start with the modified trajectory at a given E f y = E f y,0 . Suppose it has topology m. Then, the trajectory with topology m + 1 (m − 1) is obtained by decreasing (increasing) the value of ǫ until the final oscillator energy arrives to E f y,0 again (see Fig. 10 ). Repeating this procedure, we find the sequence of modified trajectories at E f y = E f y,0 . Finally, we impose the boundary conditions (29) and set ǫ = 0. In this way we find all exclusive trajectories from the first class sorted by the topological number m. The solutions at the "wings" are obtained by taking the trajectories corresponding to E 
Exclusive probability
Let us derive the expression of the form (1) for the exclusive tunneling probability in the sphaleron-driven case. We start with the semiclassical formula
where the sum runs over all complex trajectories describing the same process. Note that the terms due to interference between different trajectories are neglected in Eq. (31); we will discuss them later. One recalls that the number m of exclusive trajectory increases with the time interval τ + spent by the trajectory in the vicinity of the sphaleron orbit. In accordance with the new tunneling mechanism this implies that the sum in Eq. (31) is saturated at m → +∞: the individual suppressions F (m) e,pot decrease with m and reach the minimum at m → +∞. This minimum is the overall suppression exponent of the process,
Note that the value of F e,sph is the same for all trajectories from the first class 14 and equal to the suppression F sph of inclusive tunneling probability. This property gives rise to the plateau in the dependence F e,sph (E f y ) in Fig. 8b . Let us now turn to the prefactor. Since the suppressions F (m) e,pot change at large m in small steps, one may be tempted to replace the sum in Eq. (31) by the integral and evaluate it in a straightforward way. However, this replacement is in general incorrect: even for small change of F We proceed carefully. In what follows we restrict our attention to the plateau case E 
This formula is obtained as follows. One changes the integration variables from τ + to E f y in the expression (20) for inclusive probability,
where the derivative is taken along the dashed line in Fig. 10 . Comparing the resulting integral with the relation
between the inclusive and exclusive probabilities, one expresses the modified suppression exponent and prefactor in terms of
e,pot ,
Note that the value of ǫ in these formulas is fixed by the specification of the final oscillator energy E f y and topological number m of the respective trajectory. Now, one notes that the limit in Eq. (22b) can be computed by considering the subclass of modified trajectories with fixed E e,pot on m at large m. It is shown in appendix D that the suppressions approach the limiting value F sph exponentially,
where the coefficient β =βT sph is related to the positive Lyapunov exponentβ and period T sph of the sphaleron orbit. Clearly, β does not depend on the final oscillator energy. Substituting Eqs. (35), (33) into the formula (31), we find,
Let us concentrate on the first term in braces, the second term is treated in the same way. The sum is saturated near the point n 0 corresponding to the maximum of the exponent,
Generically, n 0 is not integer. Factoring out the value of the summand at n = n 0 , one writes,
where in the r.h.s. we extended the sum to all integer n by noting that the terms at n < 0 are negligibly small. Substituting this relation into Eq. (36), one finally obtains expression for the exclusive prefactor,
where
is a periodic function of ξ with period β. Let us discuss our result. The dependence of the exclusive prefactor (39) on is different in the cases β ≪ 1, β ∼ 1, β ≫ 1. At β ≪ 1 the sum in Eq. (40) can be replaced by the integral and one obtains s(β, ξ) ≈ 1/β. Then the -dependence of A e,sph reduces to the simple proportionality law 15 A e,sph ∝ 2 . In the generic case β ∼ 1 one observes, besides the overall scaling A e,sph ∝ 2 , the modulation of the prefactor by the periodic function of log . The latter modulation is elusive, however, in models with β ≫ 1. Namely, the periodic nature of s(β, ξ) becomes apparent only at |ξ| = | log( /α even )| ∼ β which corresponds to exponentially small values of ∼ e −β . Realistically, at large β one works in the regime β ≫ |ξ|. In this case the formulas (32), (39) are not applicable, since they are derived under the assumption n 0 1, see Eq. (37) . At n 0 ≪ 1 one uses the original expression (31) , where the sums over even/odd m are saturated by the first terms. Then A e,sph ∝ . Let us roughly estimate the relative size of the terms with m = 0 and m = 1. One takes
where c is a coefficient of order 1, and uses Eq. (33) to estimate the prefactors. This yields that the trajectory with m = 1 is relevant when
15 Recall that A sph ∝ . and is negligible at larger . One concludes that, depending on the value of , the term with m = 0 or m = 1 dominates.
The characteristic values of the parameter β are related to the properties of the unstable periodic orbits, which are fixed in the model under consideration. As estimated in appendix D, in the setup (2) β ∼ 24. On the other hand, the numerical quantum mechanical computations are feasible only down to 10 −2 . Thus, we are in the regime ≫ e −β , where the exclusive probability is saturated by the trajectories with m = 0, 1.
To see this explicitly, we compare the first suppression exponent F
e,pot and the limiting exponent 16 F e,sph with the exact suppression. Since in our case A e,sph ∝ , one extracts the exact suppression from the fit (13) with γ = 1. We consider separately the exact data with ≥ 1/120 and < 1/120. Using the first set of data, we obtain the points in Fig. 11 . The results of the fit closely follow F (0) e,pot and differ substantially from the limiting exponent F e,sph in the left part of the graph. One concludes that at ≥ 1/120 the trajectory with m = 0 saturates the tunneling probability.
Second, we analyze the exact quantum data with < 1/120. Consider Fig. 4b where the logarithm of the exact tunneling probability is plotted at several values of . One sees that the graph at = 1/140 is notably different from the graphs at larger . We attribute this difference to the contribution of the trajectory with m = 1. Indeed, at E e,pot − F e,sph ∼ 0.2. Then, the estimate (41) implies that at 1/120 the first odd trajectory enters into the game. The results of the fit of exact data with small are shown in Fig. 8b . As expected, they coincide with F e,sph in the leftmost part of the graph.
Finally, let us briefly discuss interference between exclusive trajectories. Consider first the case β ∼ 1. The sum (40) for the prefactor is then saturated by the fixed number of 16 In our case F (1) e,pot = F e,sph with good accuracy.
terms, ∆n = O( 0 ). Since each term corresponds to the complex trajectory, the number of trajectories giving substantial contribution into the probability is finite, and the interference between the trajectories is important. This gives rise to oscillations in the dependence of the probability on the in-and out-state quantum numbers E, E y , E f y . The period of these oscillations tends to zero as → 0; thus, they become indiscernible in the semiclassical limit. However, at finite the interference is important.
In our case of large β the exclusive probability is dominated by two complex trajectories, and the interference picture is seen whenever the contributions of these trajectories are comparable. In accordance with the above discussion, this happens at ∼ 1/140 and E f y ≈ E f y,1 , see Fig. 4b . The small-scale oscillations in the right part of the plateau in Fig. 4b are explained as follows. Let us take a look at Fig. 10 . One observes that at E f y ≈ E f y,2 the trajectory with m = 1 is almost coincident with the dominant one. Thus, this trajectory gives substantial contribution into the probability in the vicinity of E f y,2 , and the interference between the two trajectories is seen in this region.
The limit of small quantum numbers
According to the common lore low-lying quantum states are "not semiclassical." Indeed, one cannot use the semiclassical expressions for the wave functions of these states in the majority of applications: at E ∼ the momentum is parametrically small and the semiclassical approximation is not justified. One finds, however, that tunneling processes are very special in regard of low-lying states. Namely, the semiclassical tunneling probability depends only on exponentially small tails of in-and out-state wave functions; these tails can be computed semiclassically even at small values of respective quantum numbers.
In this section we generalize the semiclassical method to the case of tunneling from the low-lying in-states of y-oscillator, E y ∼ . At the same time the total energy is assumed to be semiclassically large, E ∼ 1. To be concrete, we take E y = ω/2, which corresponds to the oscillator ground state. Note, however, that the method of this section can be used for other low-lying oscillator states as well.
Let us address the following questions: (i) Is it legitimate to use the semiclassical approximation for the wave function of the oscillator deep inside the classically forbidden region, |y| ≫ 1/2 ? (ii) Is the integral over initial states in Eq. (4) saturated deep inside the classically forbidden region at small E y ? If the answers to the above questions are positive, one can use the semiclassical expressions for the probability of tunneling from the ground state of y-oscillator (e.g. Eqs. (9), (11) in the case of potential tunneling).
To answer the first question, we compare the semiclassical and exact oscillator wave functions in the case of ground state, E y = ω/2:
In the above expressions |y| is large and p y,i (y) = 2E y − ω 2 y 2 . Equations (42) and (43) look quite different: the exact wave function involves the factor −1/4 which is not present in the semiclassical expression. However, substituting E y = ω/2 into the leading exponent of Eq. (42), one finds,
Thus, up to high-order semiclassical corrections
One concludes that the two wave functions are related by the simple renormalization factor (π/e) 1/4 . The relation (44) is not surprising. Indeed, the standard derivation of the semiclassical wave function (42) proceeds in two steps. First, one solves the Schrödinger equation with ψ y,s (y) = C · e iσ(y)/ considering σ/ ≫ 1. This is certainly valid deep inside the classically forbidden region, even for E y = ω/2. The second step is the evaluation of the normalization constant C by taking the integral |ψ y,s (y ′ )| 2 dy ′ = 1. At small E y the latter integral is saturated at y ≈ 0, i.e. right in the vicinity of the turning points, where the semiclassical expression (42) is not applicable. Consequently, the semiclassical calculation produces an incorrect value for the constant C at E y = ω/2. Equation (44) shows that the correct value is (π/e) 1/4 times larger than the one obtained semiclassically. We have the following answer to the question (i): the semiclassical expression (10) can be used at E y = ω/2 deep inside the classically forbidden region; however, the final result for the probability should be multiplied by the correction factor (π/e) 1/2 . Let us address the question (ii). Consider the complex trajectory x(t) in the in-region. One finds,
The initial boundary conditions (5) guarantee that the quantities p x,i = 2(E − E y ) and aā = E y /2ω 2 are real. Therefore, one can define two real parameters T , θ by the relations
As discussed in Refs. [38, 26] , these parameters are in one-to-one correspondence with the in-state quantum numbers E, E y . In other words, T and θ provide an alternative parameterization of tunneling trajectories. Note that T = θ = 0 represent classically allowed transitions, x(t) ∈ R. On the other hand, the limit θ → +∞ corresponds to E y → 0. Indeed, in this limit one obtains a → 0 andā finite [38, 26] , which are the Feynman boundary conditions for tunneling from the ground state. From Eq. (45) one finds that |y i | → |ā| ≫ 1/2 . Thus, the integral over initial states in Eq. (4) is saturated deep inside the classically forbidden region, where the semiclassical expression for the in-state wave function is trustworthy.
One concludes that, apart from the additional multiplier (π/e) 1/2 , the semiclassical expressions for the tunneling probability (1), such as Eqs. (9), (11) , are still applicable at E y = ω/2.
Note that in the considered case of tunneling from the ground state the expressions (9), (11) depend on in non-trivial way through E y = ω/2. It is convenient to extract this dependence explicitly and bring the expression for the tunneling probability into the form (1) with F independent of and A having only the power-law dependence. This is done in appendix F, the result is
where F pot and A pot are the standard semiclassical expressions for the suppression exponent and prefactor. The quantity θ 0 entering Eq. (47) is extracted from the small-E y asymptotic of the leading exponent
Let us remark on Eqs. (47). First, note that A pot,0 contains the additional factor
as compared to the case of highly excited in-states. Second, we did not use the dynamical properties of complex trajectories in the derivation of Eqs. (47). Thus, the above expressions are valid both for inclusive and exclusive processes. They also hold in the case of sphalerondriven tunneling, where one substitutes F pot → F sph , A pot → A sph in Eqs. (47). In particular, for the prefactors of inclusive processes one has A pot,0 ∝ 0 and A sph,0 ∝ 1/2 . Finally, it is worth mentioning that the first of Eqs. (47), namely, the limiting relation between the suppression exponents of tunneling from the low-lying and highly excited instates is known in field theory as the Rubakov-Son-Tinyakov conjecture [36] . We proved this conjecture in quantum mechanical setup.
We close this section by comparing the semiclassical results for the suppression exponent and prefactor, Eqs. (47), with the results extracted by the fit Eq. (13) (a) (b) Figure 13 : Comparison between the exact (points) and semiclassical (lines) results for the suppression exponent of exclusive processes at E y = ω/2 in the cases of (a) potential and (b) sphaleron-driven tunneling. In the case (b) the exact data coincide with the first exponent F
e,pot,0 . Errorbars represent uncertainty of the fit (13).
Summary and Discussion
In this paper we investigated the mechanism of tunneling via unstable semiclassical solutions (sphaleron-driven tunneling) which governs the processes of multidimensional tunneling at energies higher than some critical value E c . There were two aspects in our study. First, we analyzed the experimental signatures of sphaleron-driven tunneling. These are suppression of the tunneling probability by the additional power of the semiclassical parameter and substantial widening of the final-state distributions as compared to the case of ordinary barrier tunneling. The second aspect of this paper was related to the development of the modified semiclassical technique (the method of ǫ-regularization), which is applicable in the case of sphalerondriven tunneling. This method is completely general; it was derived from first principles using the formal operations with the path integral. Similar modified technique has been implemented in several quantum mechanical [26, 16] and field theoretical [32] tunneling problems. Using the modified method, we obtained expressions for the inclusive and exclusive tunneling probabilities in the case of sphaleron-driven mechanism, investigated the "phase transition" between the cases of potential and sphaleron-driven tunneling. We also derived relation between the probabilities of tunneling from the low-lying and highly excited in-states.
Our results for the power-law dependences of the semiclassical prefactor are summarized in Table 1 .
Exclusive, E y ∼ 1/2 3/2 Table 1 : Summary: the power-law dependences of the tunneling probability in two dimensions.
Let us comment on the relation between the mechanism of sphaleron-driven tunneling and Wilkinson formula for the tunnel energy splitting [6, 7, 8, 9] . The latter formula is applicable in the cases of near-integrable (as opposed to completely integrable) systems with double-well potentials. It is based on the following property of near-integrable dynamics: tunneling trajectories stemming from the wells of near-integrable system do not end up in opposite wells (as in the integrable case), but rather get attracted to a certain unstable periodic orbit 17 . Due to this feature the splitting in Wilkinson formula is suppressed by the additional factor 1/2 as compared to the case of completely integrable system. One observes that, technically, the reason for this factor is similar to that in the mechanism of sphalerondriven tunneling considered in this paper. However, the two cases are physically different: transition to the sphaleron-driven regime is unrelated to the transition from integrable to non-integrable dynamics. In addition, the relevant periodic orbit in the Wilkinson formula is complex while the sphaleron orbit is real.
We finish this paper with remarks on the recent observation [29] that the new tunneling mechanism generically leads to anomalously large times of tunneling. Indeed, the semiclassical trajectories describing sphaleron-driven transitions spend infinite time interval in the vicinity of the sphaleron orbit. Clearly, the time scale ∆t of such transitions should be large, in particular, one expects ∆t → +∞ as → 0. A rough estimate of ∆t can be obtained as follows. Due to quantum fluctuations the system cannot approach the sphaleron orbit in the phase space closer than at the distance determined by the uncertainty principle, ∆p∆x ∼ . The semiclassical trajectories starting in the vicinity of unstable sphaleron go away from it exponentially with time; thus it takes them the time ∆t ∼ log |∆p|, log |∆x| to leave the sphaleron neighborhood. This translates into the characteristic lifetime of the sphaleron ∆t ∝ | log |, which sets the characteristic time scale for sphaleron-driven tunneling. The dependence of tunneling time on provides another possible experimental signature of the new tunneling mechanism. Yet more signatures can be found by analyzing the probability distribution over tunneling time. The modified semiclassical method proposed in this paper allows comprehensive study of these issues which will be published elsewhere [41] .
A Semiclassical tunneling probability
In this appendix we give details of the standard method of complex trajectories. The main idea of the method is presented in Sec. 4.1.
Our starting point is the path integral representation (4) for the out-state wave function Ψ f . This representation contains two main ingredients, the in-state Ψ i and the quantum propagator written as a path integral. In accordance with the discussion in the main body of the paper, the in-state has definite values of the total energy E and y-oscillator energy E y . One writes Ψ i (x, y) as a product ψ x (x) · ψ y (y), where ψ x is a plane wave with momentum p x,i = 2(E − E y ) and unit flux normalization, while ψ y represents the semiclassical wave function of the oscillator with energy E y . Combining ψ x and ψ y , one obtains,
In this formula p y,i (y) = 2E y − ω 2 y 2 is the y component of the momentum in the in-region x → −∞, while
stands for the classical action in this region. Note that in Eq. (49) we keep only one of the two exponents entering the standard expression for the oscillator wave function. The reason is that Ψ i (x, y) will be used deep inside the classically forbidden region, where the omitted exponent is negligible 18 . At small the path integral for the quantum propagator is evaluated by the saddle-point technique. The result is given by the Van Vleck formula [43, 22] ,
We refer the interested reader to Ref. [44] for derivation. The formula (51) is written in terms of the semiclassical trajectory x (s) (t), which has the meaning of a saddle-point path saturating the path integral. This trajectory satisfies the classical equations of motion; it starts from x = x i at t = t i and arrives to x = x f at t = t f . Below we omit the superscript (s) of the semiclassical trajectory.
We substitute the semiclassical expressions (49) and (51) into Eq. (4) and take the saddlepoint integral over x i . The result for the out-state wave function has the exponential form (6) , where D −1/2 collects all prefactors including the determinant due to the saddle-point integration; we will evaluate D below. Note that integration over x i changes initial conditions for the trajectory x(t). Namely, the extremum of the leading exponent S + B i with respect to x i is achieved whenẋ
One finds that these conditions are equivalent to the fixation of the in-state quantum numbers, Eqs. (5) . A remark is in order. We consider the case of classically forbidden transitions which implies that there is no real solutions starting in the in-region with fixed E, E y and arriving into the out-region at t = t f . Accordingly, the saddle-point trajectory x(t) is complex.
Given the final state wave function, one evaluates the inclusive probability of tunneling performing the saddle-point integration over y f in Eq. (7). One obtains the familiar semiclassical formula (1) for the inclusive tunneling probability, where the leading exponent F pot is given by the value of the action functional (9) evaluated on the complex trajectory x(t). The prefactor will be discussed shortly.
Let us comment on the final boundary conditions (8) obtained after integration over y f . One finds that all of them have different origin. Namely, the final value of x f is already fixed in the probability formula (7); the conditionẏ f =ẏ * f corresponds to the extremum of the leading semiclassical exponent with respect to y f . The third condition, namely, reality of y f , follows from uniqueness of complex trajectory, which is assumed 19 . One also notes that the trajectory x(t) is real in the out-region. Indeed, x f , y f ,ẏ f are real due to the boundary conditions at t = t f , whileẋ f ∈ R due to conservation of total real energy E.
We finish the discussion of the complex trajectory x(t) by remarking shortly on the important issue of non-trivial contour in complex time [22, 38] . We noted already that x(t) is real in the out-region. Solving the classical equations of motion backwards in time, one concludes that at t ∈ R the trajectory is real as well. Thus, x(t) in real time corresponds to classically allowed reflection from the barrier; clearly this solution is not relevant for the description of tunneling. One observes, however, that the semiclassical trajectory has a branch point in the complex time plane, see 
where the three multipliers in the first line correspond respectively to the prefactors of the in-state (49), propagator (51) and the determinant due to the saddle-point integration over initial coordinates x i . In the second equality we combined the multipliers. One substitutes the explicit form of B i into Eq. (53) and represents the factorẏ iẋi as the determinant of diagonal matrix. The result is
19 The condition y f = y * f should be relaxed if several complex trajectories contribute into the out-state of the process. In this case the trajectories with complex y f give rise to interference terms in the tunneling probability.
This last determinant can be evaluated by considering the set of linear perturbations δx(t), which satisfy the linearized equation of motion (10) in the background of complex trajectory x(t). The two basic perturbations will be particularly important, ψ
(1) (t) = ∂x(t)/∂ẋ f and ψ (2) (t) = ∂x(t)/∂ẏ f , where the derivatives are taken at x f = const. One can explicitly check that ψ (n) (t) satisfy Eq. (10). Consider linear energy increment due to perturbation δx(t),
where the increment δE y [δx] of the initial oscillator energy is given by Eq. (12) . Clearly, δE is conserved; in particular, it can be computed at t = t f . Using the energy increments, one rewrites the determinant (54) as
where in the last two equalities we added the second row to the first, computed explicitly δE[ψ (1) ] =ẋ f , δE[ψ (2) ] =ẏ f and used linearity of δE y . Let us introduce the linear combination
This vector satisfies the linearized equations of motion with the Cauchy data at t = t f ,
δẋ
(1)
Note that δE[δx (1) ] = 0. Using δx (1) , one finds,
So, we have obtained the final state prefactor D −1/2 in Eq. (6). Let us proceed with the probability prefactor A pot . Taking the saddle-point integral in Eq. (7), one arrives at the following formula,
where the factor coming from the integration is
perturbations δx (n) in the basis of the old perturbations, substituting them into Eq. (11) and using the properties (i)-(iii).
Let us note the following property of the formula (11) for A pot . The perturbations δx (n) (t) leave unchanged all boundary conditions of the complex trajectory except for one, fixation of E y . It is precisely the change in this datum which enters the formula for the prefactor. In the limit of separable system, when E y becomes a conserved quantity, δE y [δx (n) ] becomes real due to the condition (i) and A pot tends to infinity. This indicates the change of the -dependence of the prefactor in this limit, cf. Refs. [6, 8, 9] .
B Numerical method for semiclassical calculations
Here we describe the numerical method of finding the trajectories x(t). The method has two useful properties. First, it is applicable to systems with arbitrary number of degrees of freedom, up to the field theory case (N = ∞). Second, it naturally incorporates the modified semiclassical technique of Sec. 4.2. Originally, the method was proposed in the field theoretical context [45, 32] . It was adapted for quantum mechanical problems in Ref. [38] .
We compute x(t) by solving numerically the classical equations of motion with the boundary conditions (5) and (8) imposed at t = t i and t = t f respectively. To this end we introduce non-uniform lattice {t k , k = 1 . . . N k }, where t 1 = t i , t N k = t f , and discretize the classical equations of motion and boundary conditions in a straightforward manner. We find that the second-order discretization works well enough. As mentioned in appendix A, the time variable t runs along the contour in complex time plane, see Fig. 14 . Accordingly, the sites t k of the lattice belong to this contour.
After discretization one obtains the system of 2 × N k complex non-linear algebraic equations for the same number of unknowns x k = x(t k ). Let us denote the unknowns collectively by z a , where a = 1 . . . 2N k , and equations by F b (z) = 0. We solve the equations by the Newton-Raphson iterative method, see e.g. Ref. [46] . In this method one starts with some approximation z = z (0) for the solution. Then the approximation is repeatedly refined by finding corrections ∆z from the system of linear equations
Note that the coefficient matrix of this system is block three-diagonal and can be inverted efficiently. At the end of each iteration one redefines the approximation, z (0) → z (0) + ∆z. After 3 − 6 iterations the method converges provided the original approximation was good enough.
The drawback of the Newton-Raphson method is the small radius of convergence. Namely, the method does not produce correct solution unless the approximation z (0) is sufficiently close to it. We solve this difficulty in the following way. Suppose the solution is known for some values (E, E y ) of the in-state quantum numbers. Then, one finds solution at (E+∆E, E y +∆E y ) by the Newton-Raphson iterations, with the original solution at (E, E y ) serving as the initial approximation. Using this approach one walks in the (E, E y ) plane by changing the values of quantum numbers in small steps and finding the respective solutions. Moreover, in this method one can gradually change any parameter of the problem including the regularization parameter ǫ of Sec. 4.2.
The final ingredient of our numerical procedure is the method of finding the semiclassical solution at some special values of E and E y . We start the procedure by computing the instanton trajectory which describes tunneling at E = E y = 0. This trajectory is real in Euclidean time and can be obtained by minimization of Euclidean action 20 . After finding the Euclidean instanton, one bends the time contour in a way shown in Fig. 14 and finds the in-and out-parts of the trajectory by solving the Cauchy problem from points B and C of the contour.
Note that there are several methods of starting the numerical procedure. In particular, a greater class of Euclidean solutions (periodic instantons) can be used for that purpose, see Ref. [38] . In the cases when neither instanton nor periodic instantons exist one can exploit classical over-barrier solutions [16] .
C Saddle-point integrals in the modified method
The integral over ǫ in Eq. (18) is evaluated as follows. One notes that by construction the trajectory x ǫ (t) extremizes the functional S ǫ + B i . Thus,
where in the second equality we used δ(S ǫ + B i )/δx ǫ = 0. Using this relation, one finds that the saddle point of the leading exponent in Eq. (18) with respect to ǫ is achieved when
The result for the final wave function is
Note that the saddle-point value of ǫ does not need to be purely imaginary. The probability formula (7) involves, besides Ψ f , the complex conjugate out-state Ψ * f . One derives the analog of Eq. (66) for Ψ * f considering the path integral, which is complex conjugate to Eq. (4). We substitute expressions for Ψ f and Ψ * f into Eq. (7) and obtain,
where the integral over τ ′ comes from the conjugate out-state. Note the opposite signs of ǫ and ǫ ′ in Eq. (67); the difference is related to the fact that the modified action (17) depends 20 Say, with the algorithm of conjugate gradients [46] .
on the combination iǫ which changes the sign under complex conjugation. As a consequence, the saddle-point condition for ǫ ′ reads T int [x −ǫ ′ ] = τ ′ , cf. Eq. (65). The integral over y f in Eq. (67) is evaluated in the same way as in appendix A. Below we consider the integrals with respect to the interaction times τ and τ ′ . One changes the integration variables to τ − = τ − τ ′ and τ + = (τ + τ ′ )/2. We noted in the main body of the paper that fixing τ + one stabilizes both trajectories x ǫ and x ǫ ′ . The integral over τ − is taken by the saddle-point method. One finds the extremum of the leading exponent with respect to τ − ,
where the relation (64) was used. Note that after the integration over τ − the value of ǫ is defined by the implicit relation
One finds that for real τ + the solution ǫ = ǫ(τ + ) of this equation is real. To show this we assume that the complex trajectory x ǫ (t) is unique. Then, it is straightforward to check that the semiclassical equations following from S ǫ imply 21 that x * ǫ = x −ǫ * . Therefore the l.h.s. of Eq. (69) is real for real ǫ, and so is the function τ + (ǫ). This entails the reality of the inverse function ǫ(τ + ). The condition ǫ = ǫ * and Eq. 
D Evolution near the sphaleron
In this appendix we study the evolution of the system in the vicinity of the sphaleron orbit. The aim of this analysis is to extract the behavior of the suppression exponent and prefactor in the regime when the tunneling trajectory spends a long time near the sphaleron. This is the case for the (regularized) inclusive trajectories at ǫ ≪ 1 (Sec. 4.2) and exclusive trajectories with large topological numbers m (Sec. 5).
Let us start with the limit ǫ → +0 in the modified expressions (22) . We work in the approximation of small sphaleron amplitude. Though this approximation is justified only at energies slightly exceeding the minimum height V 0 of the potential barrier, we believe that the qualitative features of F ǫ and A pot, ǫ remain the same at higher energies.
In small vicinity of the saddle point the potential is approximated by
where the Cartesian coordinates x + and x − run along the stable and unstable directions of the potential, while ω ± represent the respective frequencies. 22 The sphaleron orbit describes 21 If the trajectory is not unique, the relation x * ǫ = x −ǫ * is no longer valid for the terms in the tunneling probability which account for the interference between different trajectories. We do not consider interference effects in the present paper. periodic oscillations along x + ,
where a + is related to the sphaleron energy. Now consider the modified complex trajectory x ǫ (t). At small ǫ it has two distinctive parts corresponding to the two stages of the tunneling process. First, the trajectory arrives into the vicinity of the sphaleron orbit. Second, it leaves the sphaleron and evolves into the out-region. In the vicinity of the saddle point one writes
x +,ǫ (t) = x sph + (t) , x −,ǫ (t) = a − e −ω − t + ǫã − e +ω − t .
In writing down Eq. (70) we took into account two facts. First, at ǫ = 0 the exponentially growing term in the equation for x −,ǫ vanishes and the trajectory stays forever in the vicinity of the sphaleron. Second, this term is proportional to ǫ due to the linear dependence of the modified equations of motion on ǫ. At small ǫ Eq. 
Using the Legendre transformation (21) we find,
Therefore, F ǫ tends linearly to its limiting value. Consider now the limit ǫ → +0 of the prefactor. One finds A pot, ǫ by considering linear perturbations δx (n) (t) in the background of the modified trajectory. Namely, one fixes the Cauchy data for δx (n) at t = t f and evolves them backwards in time. As one reaches the stage of near-sphaleron evolution, the perturbations start growing: they contain the part η(t) ∼ e −ω − t which grows exponentially as t decreases. One writes,
where the last term stay bounded as t decreases. The coefficients d (n) are real due to the final Cauchy data. Consider now the perturbations δx (n) (t) at t = t i . One observes that the two terms in Eq. (72) behave differently in the limit ǫ → +0. Namely, η(t i ) ∼ e ω − τ + ∼ O(1/ǫ), while the second term is finite, δx ). This fact and Eq. (71) imply that the limit (22b) for A sph exists.
Our next goal is to prove Eq. (35) . In what follows we drop the assumption of small sphaleron amplitude. Consider the sphaleron orbit x sph (t). This orbit is a periodic solution of the equations of motion with period T sph , x sph (t+T sph ) = x sph (t). It is completely specified by two parameters, the total energy E and time origin t 0 . A small perturbation δx around x sph satisfies the equation δẍ + V ′′ (x sph )δx = 0 .
This equation has two obvious solutions, δx 1 = ∂x sph /∂E, δx 2 =ẋ sph ; these are the derivatives of the sphaleron orbit with respect to its two parameters. The two remaining solutions of Eq. (73) describe the formation and decay of the sphaleron. According to Floquet theorem, δx − (t) = δx − (t)e −βt , δx + (t) = δx + (t)eβ t ,
where δx − (t), δx + (t) are periodic functions with period T sph andβ is the Lyapunov exponent.
In what follows we restrict our attention to the perturbations (74): we omit the mode δx 1 because we are interested in perturbations preserving the total energy; the mode δx 2 is removed by the trivial time shift. The tunneling trajectory x(t) with energy E has the following form in the vicinity of the sphaleron,
x(t) = x sph (t) + C − δx − (t) + C + δx + (t) .
The coefficients C − , C + completely parameterize the trajectory. Varying these coefficients one goes over the possible values of the initial and final oscillator energies, E y and E f y . Let us consider the suppression F calculated on the tunneling trajectory as a function of E y , C + . The choice C + = 0 corresponds to the trajectory which stays at the sphaleron forever. Clearly, F (E y , C + = 0) = F sph . At small but non-zero values of C + one has,
Consider now two exclusive trajectories which have the same E f y and the topological numbers 23 m and m+ 2. As discussed in Sec. 5, the (m+ 2)-th trajectory performs one additional oscillation in the vicinity of the sphaleron orbit as compared to the m-th trajectory. This implies that the coefficients C 
Note that the Lyapunov exponentβ in this expression depends on the properties of the sphaleron orbit only; in particular, it is independent of the final oscillator energy. Substituting the relation (76) into Eq. (75) yields Eq. (35) . Using the results of this appendix, one estimates the parameter β in Eq. (35): β = T sphβ ≈ 2πω − /ω + . In the model (2) β ≈ 24.
E Implementation of the uniform formula
The quantities entering the uniform correction factors (28) are computed as follows. 23 We restrict our attention to the trajectories of the first class in the terminology of Sec. 5.
Consider first M pot . One obtains the saddle-point value w s by taking the integral in Eq. (24) where it is convenient to change the integration variable to ǫ,
Here ǫ = ǫ i < 0 corresponds to τ + = +∞ and we used the fact that the saddle point is achieved at ǫ = 0. Note that the integrand I(ǫ) = −dτ + /dǫ · A pot,ǫ of Eq. (77) is singular at ǫ = ǫ i , since it contains the derivative of τ + in the nominator. We plot this integrand (points in Fig. 15a) for several values of energy and E y = 0.05. We find that the function I(ǫ) is well fitted by the formula I(ǫ) ≈ A/(ǫ − ǫ i ) 1/2 + B (lines in Fig. 15a ). We exploited this fact in the numerical computation of the integral in Eq. (77). The relative numerical error of w s was always smaller than 10 plotted in Fig. 15b . As expected, w s is positive, decreases with energy and reaches w s = 0 at E = E c (E y ) ≈ 1.096. The second derivative of the suppression exponent entering Eq. (28a) is computed using the formula
which follows from the definition of w, Eq. (24). Using w s and F ′′ (w s ), one finds the argument κ pot of the Fresnel integral and thus M pot , see Eq. (28a).
Consider now M sph . From Eqs. (24), (21) one derives in a straightforward way the following expressions for the derivatives of the suppression exponent at w = 0, .
Note that κ sph is real and positive. One finds it by plotting F ǫ as a function of log A sph, ǫ at small ǫ (Fig. 16 ) and fitting the graph with the linear function.
F Semiclassical probability at small E y
We showed in Sec. 6 that the probability of tunneling from the ground state of y-oscillator is given (up to the overall factor (π/e) 1/2 ) by the standard semiclassical expression, where one should use E y = ω/2. Let us determine explicitly the -dependence of this expression, i.e. extract the leading exponent and prefactor of the probability.
First, we rewrite F pot using the parameters T and θ. Namely, we evaluate the in-state term B i by taking the integral in Eq. (50), 2Im B i [x] = Im (y iẏi + x iẋi ) + Im x iẋi + (2E y /ω) arccos(ωy i / 2E y ) = Im(y iẏi + x iẋi ) − 2ET − E y θ/ω , where in the last equality the asymptotic form (45) , (46) of the trajectory was used. For the suppression exponent (9) one obtains,
whereS
is the classical action integrated by parts. The second observation is as follows. Consider the differential of the action (82) with respect to the in-state quantum numbers E, E y . One writes, d2ImS = dIm (2S + x iẋi + y iẏi ) = Im (x i dẋ i −ẋ i dx i + y i dẏ i −ẏ i dy i ) = 2EdT + E y dθ/ω .
This equation together with Eq. (81) show that the parameters (T, θ) are related to (E, E y ) by the Legendre transformation. Consequently,
Thus, (−2T ) and (−θ/ω) are equal to the derivatives of the suppression exponent with respect to E and E y .
Using the above observation, we expand the suppression exponent around the point E y = 0,
The function θ(E y ) at small E y is determined by noting that
where we used the fact that |ā| has a well-defined limit as E y → 0. This yields the expression (48) for the suppression exponent. Finally, substituting Eq. (48) into Eq. (1) and recalling the additional factor (π/e) 1/2 one arrives at the expressions (47).
