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We study a parametrically driven nonlinear oscillator where the driving frequency is close to
twice the oscillator eigenfrequency. By judiciously choosing the frequency detuning and adiabati-
cally increasing the driving strength, one can prepare any even quasienergy state starting from the
oscillator ground state. This is a consequence of a specific behavior of the quasienergy levels related
to the oscillator symmetry. We find the Wigner distribution of the prepared states. We also discuss
the Landau-Zener transitions in the Floquet dynamics and show that one can prepare on demand
a superposition of quasienergy states via controlled nonadiabaticity. We find the spectrum of the
transient radiation emitted by the oscillator after it has been prepared in a quasienergy state.
I. INTRODUCTION
Periodically driven quantum systems are described by
quasienergy (Floquet) states, which are a time-domain
analog of Bloch states in spatially periodic systems [1–
4]. The new physics associated with quasienergy states
has been attracting much interest recently. Examples
include topological Floquet states, artificial gauge fields,
and new many-body phases [5–15].
Preparation of Floquet states is often discussed in the
adiabatic framework assuming that the periodic field is
slowly turned on, cf. [16–19] and references therein.
The analysis for many-body systems is complicated by
the effect of heating, and much progress has been made
by studying systems that display many-body localiza-
tion, as it may alleviate the heating. Recently adiabatic
state preparation was considered also for a parametri-
cally driven nonlinear oscillator [20, 21]. In contrast to
many-body systems, the energy spectrum here is dis-
crete, which simplifies the problem. However, a potential
complication, and also potentially new and interesting
features stem from the fact that the quasienergy levels
for weak driving can display degeneracy or what we call
reduced-band (RB) degeneracy, see below. The analysis
[20, 21] referred to the parameter range where there was
no degeneracy.
The goal of this paper is to study preparation of
quasienergy states in a small quantum system in the case
where the quasienergy states can display degeneracy or
RB degeneracy for weak driving. This case is of particu-
lar physical importance. In optics terms, it corresponds
to either a multiphoton or a parametric resonance, where
the distance between the energy levels of the system is
close to either a multiple or a fraction of the radiation
frequency multiplied by ~. Multiphoton resonance leads
to Rabi oscillations described in Ref. 22 for a nonlin-
ear oscillator using perturbation theory. In terms of the
Floquet states, when the driving frequency is close to the
oscillator eigenfrequency, the oscillator can display simul-
taneous multiple anticrossing of the quasienergy levels
[23].
The model of a driven quantum oscillator is interest-
ing as it describes a broad range of physical systems,
from molecular vibrations [22] to the modes of nonlin-
ear optical and microwave cavities to Josephson junctions
[24]. Here we study the features of the Floquet dynamics
that emerge when an oscillator is driven parametrically
and the drive frequency ωF is close to twice the oscilla-
tor eigenfrequency. The oscillator then can display reso-
nance, if the distance between its energy levels En − Em
is a multiple of ~ωF /2.
To explain the relation to the Floquet states, we note
that quasienergies are defined modulo ~ωF . Therefore
the resonance condition means that εn − εm is either
zero or ~ωF /2, where in the limit of zero driving the
quasienergy is εn = En mod (~ωF ). The case εn = εm
corresponds to the standard multiphoton resonance and
the degeneracy of the quasienergy levels, whereas the case
|εn−εm| = ~ωF /2 corresponds to a parametric resonance
of an oscillator, |En−Em| = (k+1/2)~ωF with integer k.
The latter case is the RB degeneracy, as the quasienergies
would coincide if they were defined modulo ~ωF /2.
In what follows we show that, by slowly turning on
resonant parametric drive, it is possible to prepare on de-
mand various quasienergy states starting from the ground
state of the oscillator (n = 0). We believe this is a gen-
eral feature of Floquet systems. We also study prepa-
ration of a superposition of quasienergy states starting
from the ground state. This can be accomplished using
non-adiabatic transitions for the driving frequency ωF
tuned close to multiphoton resonance, so that εm − ε0 is
small for the targeted m. Our results for the driving pro-
tocol refer, but are not limited to a linear in time increase
of the amplitude of the driving, a scenario that is easy
to implement in the experiment and that brings the sys-
tem to the regime of stationary driving in a finite time.
The nonadiabatic dynamics in this case differs from the
conventional Landau-Zener dynamics.
The paper is organized as follows. In Sec. II, we present
the model of a parametric nonlinear oscillator and dis-
cuss its quasienergy spectrum. We show the evolution
of the spectrum with the varying driving frequency in
the limit of zero drive amplitude and the occurrence of
the degeneracy and RB degeneracy of the quasienergy
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2levels as the system goes through multiphoton or sub-
harmonic resonance. In Sec. III, we present the Wigner
distribution for the quasienergy states prepared from the
oscillator ground state by slowly ramping up the ampli-
tude of the driving in the absence of degeneracy. We
demonstrate the possibility to prepare a Floquet state
“on demand” and the rich structure of its Wigner distri-
bution. The only constraint is that the resulting Floquet
states are “even” with respect to inversion in phase space.
In Sec. IV, we consider preparation of a superposition
of two quasienergy states via a non-adiabatic transition
when the system is close to degeneracy for weak field. In
Sec. V, we briefly discuss the adiabaticity in the presence
of dissipation. In Sec. VI we study fluorescence of the
oscillator driven into a Floquet state, and in particular
the characteristic transient spectrum of the fluorescence.
Sec. VI contains concluding remarks.
II. RWA HAMILTONIAN AND QUASIENERGY
SPECTRUM
The Hamiltonian of a weakly nonlinear parametric os-
cillator with coordinate q and momentum p reads
H(t) =
p2
2
+
1
2
q2[ω20 + F cos(ωF t)] +
γ
4
q4. (1)
We assume that the driving amplitude F and the nonlin-
earity are comparatively small, F, γ〈q2〉  ω20 , and the
driving frequency ωF is close to resonance, |ωF − 2ω0| 
ω0; without loss of generality, we consider F, γ > 0. A
quantum parametric oscillator described by Eq. (1) has
been realized in various platforms, from optical and mi-
crowave cavities to nanomechanical systems, cf. [24–27].
Floquet theorem says that, for a periodically modu-
lated quantum system, there exists a complete set of so-
lutions to the Schro¨dinger equation called Floquet states,
which are eigenfunctions of the operator TtF of time
translation by the modulation period tF ,
ψε(t) = e
−iεt/~uε(t), uε(t+ tF ) = uε(t), (2)
Parameter ε is called quasienergy or Floquet eigenvalue.
For the considered parametric oscillator in Eq. (1), tF =
2pi/ωF .
A standard procedure to find quasienergy states and
quasienergies is to plug the solution Eq. (2) into the
Schro¨dinger equation, and then solve the resulting equa-
tion for uε(t) using Fourier series expansion; see Ap-
pendix. Another much simpler way to find quasienergy
is to go to the rotating frame at frequency ωF /2 by
applying the standard unitary transformation U(t) =
exp[−iωFa†at/2], where a and a† are the oscillator ladder
operators. In the rotating wave approximation (RWA) we
disregard fast oscillating terms in the transformed Hamil-
tonian U†HU − i~U†U˙ , which gives the RWA Hamilto-
nian
HRWA = −~δωF nˆ+ ~V
2
(nˆ2 + nˆ) +
~F˜
2
(a2 + a+2) (3)
where nˆ = a†a, δωF = ωF /2 − ω0 is the detuning fre-
quency, F˜ = F/4ω0, and V = 3γ~/4ω20 .
The Hamiltonian HRWA commutes with occupation
number parity operator Pˆ = exp(−ia†api)[28]. There-
fore, an eigenstate φE of HRWA has definite parity PE =
±1; here E is an eigenvalue of HRWA, which can be
called the RWA energy. As a consequence, the corre-
sponding time dependent state in the lab frame ΦE(t) ≡
exp(−iEt/~)U(t)φE is a Floquet state of Eq. (2). The
quasienergy ε and the periodic factor in the Floquet wave
functions uε are immediately expressed in terms of the
RWA energy E and the eigenfunction φE ,
ε = [E + (1− PE)~ωF /4] mod (~ωF ),
uε(t) = exp[i(1− PE)ωF t/4]U(t)φE ,
where PE =
{ −1, φE is odd
1, φE is even.
(4)
We note that if HRWA has degenerate states φE with the
opposite parity, which is possible [29], the corresponding
Floquet states have quasienergies differing by ~ωF /2. A
state, which is a superposition of these states, is a period-
two state; the expectation values of dynamical variables
of the oscillator in this state oscillate with period 2tF
[30].
HRWA
Q
FIG. 1. The cross-section of the RWA Hamiltonian function
HRWA(Q,P ) given by Eq.(5) by the plane P = 0 and the
RWA energy levels.
The understanding of the spectrum of HRWA can be
gained by looking at the Hamiltonian function HRWA in
the phase space of the oscillator in the rotating frame,
i.e., by writing HRWA in terms of the scaled quadra-
tures P and Q defined as Q = i(a − a†)√λ/2, P =
(a† + a)
√
λ/2. Here, λ = V/2F˜ is the dimensionless
Planck constant. In these variables
HRWA(Q,P ) = (F
2/6γ)g(Q,P ),
g(Q,P ) =
1
4
(P 2 +Q2)2 − 1
2
µ(P 2 +Q2) +
1
2
(P 2 −Q2),
(5)
where µ = 2ωF (δωF )/F [29]. The eigenstates of the
Hamiltonian HRWA can be written in the Q-basis, φE ≡
φE(Q). The parity operator Pˆ is then the inversion op-
erator, Pˆ φE(Q) = φE(−Q).
For µ+1 > 0, function HRWA(Q,P ) has two minima lo-
cated at P = 0, Q = ±√µ+ 1. Function HRWA(Q,P =
30) is shown in Fig. 1. For sufficiently strong driving,
where the two wells become deep and well-separated,
the low-lying eigenstates of HRWA are symmetric or anti-
symmetric superpositions of intra-well states.
Further insight into the structure of the spectrum of
HRWA can be gained by considering the limit F → 0.
In this limit, HRWA is diagonalized in the basis of the
oscillator Fock states. The order of the RWA eigenstates
in the rotating frame can be changed compared to the
order of the Fock states in the laboratory frame. From
Eq. (3), for F = 0 the eigenvalues En of HRWA are
En = E¯n − E¯0, E¯n = 1
2
~V
(
n+
1
2
− δωF
V
)2
. (6)
From Eq. (6), En is a parabolic function of n; see Fig. 2.
For δωF /V < 1/2, En monotonically increases with the
increasing n (black dots in Fig. 2). As the ratio δωF /V
increases, En as a function of a continuously varying n
bends over and has a minimum at some positive n. When
δωF /V > 1, the state with the lowest RWA energy is no
longer the Fock state |0〉. For instance, for δωF /V = 1.8
(blue dots in Fig. 2), this state is |1〉.
The reordering of the quasienergy states described by
Eq. (6) is essential for preparing quasienergy states on de-
mand. Indeed, if the oscillator is initially in the ground
state, then by tuning the driving frequency and increas-
ing the driving strength, we make this state an arbitrary
even in Q quasienergy state, i.e., an arbitrary superpo-
sition of Fock states |m〉 with even m. We also note
that, for certain values of δωF /V , there can be degener-
ate RWA levels (the green and brown dots in Fig. 2). We
will discuss such degeneracy later in details.
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FIG. 2. RWA energies En in the limit F → 0. The curves
from top down correspond to δωF /V = 0 (black), 1.8 (blue), 2
(green), and 2.5 (brown). The solid lines are guides for eyes;
the values of the energies are indicated by the dots, which
refer to integer values of n. The dashed lines are intended
to show the degeneracy: E0 = E3, E1 = E2 (green curve);
E0 = E4, E1 = E3 (brown curve).
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FIG. 3. Evolution of the RWA energy spectrum
with the increasing driving amplitude F . for δωF =
0(a), 1.8(b), 2(c), 2.5(d). The solid and dashed lines refer to
the RWA energy levels of even and odd parity, respectively.
In panel (c), the solid and dashed line coincide.
The driving mixes Fock states with the same parity.
The evolution of the RWA spectrum with the increasing
F is shown in Fig. 3 for different values of the detun-
ing δωF /V . A common trend is that RWA energy levels
of the same parity repel each other, whereas neighbor-
ing levels of opposite parity attract each other and form
pairs for large F˜ /V . As mentioned above, such pairs for
large F˜ /V are even and odd superposition of “intra-well”
states of HRWA. The distance between the states within
the pairs is determined by interwell tunneling [29].
We emphasize that the RWA levels do not cross each
other as F changes. Therefore any gaps that are present
at F → 0 will remain open for any finite F . For in-
stance, Figs. 3a and b refer to the cases where the Fock
state |0〉 is the first and the third lowest RWA eigenstate
at F → 0, respectively. As F increases, it remains the
first and the third lowest RWA eigenstate. Such non-
crossing feature will be important for the preparation of
quasienergy states by adiabatically turning on the driv-
ing.
A remarkable feature of the RWA spectrum is that,
when the ratio δωF /V is a positive integer, there is a
set of simultaneously doubly-degenerate levels of oppo-
site parity regardless of the value of F . For F → 0, this
can be readily seen from Eq. (6) (cf. [23] where a similar
feature was found in the case of the driving at frequency
close to ω0). When δωF /V = k, k = 1, 2, 3.., the mini-
mum of En as a continuous function of n is reached at
half odd integer n = k − 1/2. Because of the symmetry
of the parabola with respect to the minimum, the lev-
els separated by ∆n = 2m + 1 are degenerate, that is,
4Ek+m = Ek−(m+1), for m = 0, 1.., k−1. The green curve
in Fig. 2 refers to the case k = 2.
The degeneracy of the RWA energy levels persists for
nonzero F , as can been seen in Fig. 3c. At weak driving,
this follows from the perturbation theory. To the second
order in F , the correction δEn to En is
δEn = −~V F˜
2
4V 2
2E¯n/~V − (δωF /V )2 − 3/4
2E¯n/~V − 1 (7)
The dependence of δEn on the level number n is exactly
the same as that of En. cf. Eq. (6). Therefore, if En =
En′ , then δEn = δEn′ . Note that the perturbation theory
still applies even if there are degenerate levels of opposite
parity since there is no coupling between them. At strong
driving, such degeneracy corresponds to the vanishing of
tunnel splitting found in Ref. [29].
For the special case δωF /V = 1, HRWA can be factored
[21],
HRWA =
~V
2
(
a+2 +
F˜
V
)(
a2 +
F˜
V
)
− ~F˜
2
2V
.
In this case the coherent states | ±α〉, α =
√
−F˜ /V , are
exact degenerate eigenstates of HRWA for arbitrary driv-
ing strength. However, no such eigenstates are known for
other values of δωF /V .
If the ratio δωF /V is a half-integer, δωF /V = (2k +
1)/2, k = 1, 2, 3, ..., the minimum of function En for
F → 0 is reached at integer n = k. Again, due to
the symmetry of the parabola, levels Ek±m are degen-
erate for m = 1, 2, ..., k. For instance, the brown curve
in Fig. 2 refers to the case k = 2. The degeneracy of
the levels of the same parity occurs when the driving fre-
quency equals to one of the transition frequencies of the
undriven oscillator. This can be seen by rewriting En as
En = −n~ωF /2 + En, where En = n~ω0 + ~V n(n+ 1)/2
is the nth energy level of the oscillator in the absence
of driving. Clearly, the degeneracy condition Ek+m =
Ek−m is equivalent to Ek+m−Ek−m = mωF , which is the
m-photon resonance condition for transition from Ek−m
to Ek+m. The degeneracy is lifted at finite F due to level
repulsion, as shown in Fig. 3d.
III. ADIABATIC PREPARATION OF
QUASIENERGY STATES AND THE WIGNER
DISTRIBUTION
The observation that the quasienergy levels of the same
parity do not approach each other with the increasing
field F is critical for state preparation. It allows one
to prepare a quasienergy state by adiabatically turning
on the field, provided the states are non-degenerate for
F → 0.
We consider ramping up the driving amplitude F˜ lin-
early with speed s starting at t = 0, F˜ (t) = s0t. If
√
s0 is
FIG. 4. The density matrix of the oscillator at time F˜final/s0
in the Wigner representation for a linear ramp, F˜ (t) = s0t.
The oscillator is in state |φ(Q)〉, which is obtained from
the time-dependent Schro¨dinger equation (8) assuming that
φ(Q) = |0〉 for t = 0. The parameters are: (a) δωF /V =
0, F˜final/V = 5, s0/V
2 = 1, and (b) δωF /V = 1.8, F˜final/V =
3, s0/V
2 = 0.06.
small compared to ω0, the time evolution of the oscillator
wave function φ(t) can be described in the RWA,
i~∂tφ(t) = HRWA(t)φ(t). (8)
We will solve this equation assuming that initially, for
zero driving, the system is in the ground state of the
oscillator, φ(Q, t = 0) = |0〉.
The results of the numerical solution of Eq. (8) are il-
lustrated in Fig. 4. The values of δωF /V were chosen
in such a way that, in one case (δωF = 0), the state re-
mains close to the eigenstate of HRWA with the lowest
eigenvalue En, whereas in the other case (δωF /V = 1.8)
it is close to the third lowest-En state, cf. Fig. 3(b).
The quality of the adiabatic approximation for the cho-
sen parameters can be characterized by the inner product
of the state φ(Q) at the end of ramp-up and the corre-
sponding stationary RWA eigenstate φE(Q) calculated
5for F˜ = F˜final. This inner product is 0.997 and 0.98 for
the cases shown in Fig. 4a and Fig. 4b, respectively, which
shows that the adiabatic approximation is very good.
The final value of the field amplitude F˜final in Fig. 4
refers to the case where the Hamiltonian function
HRWA(Q,P ), Eq. (5), has a pronounced double-well
structure, cf. Fig. 1. For δωF = 0, the state φ(Q) is
well described by a symmetric superposition of the low-
est intra-well states in Fig. 1, φ(Q) = (φL + φR)/
√
2
where φL and φR refer to the left and right well, re-
spectively. Near their maxima, functions φL,R are given
by squeezed coherent states with equal amplitude and
opposite phases, φL,R ∝ exp[−(Q ± Q0)2/2λη] where
Q0 =
√
µ+ 1 is the position of the right well and
η = 1/
√
µ+ 1 characterizes the state squeezing, see Ap-
pendix B. The adiabatic preparation of such “cat” state
has been discussed in Refs. ([20, 21]).
In contrast, for the case in Fig. 4b, the driving brings
the system to an excited state of HRWA. The state
φ(Q) for t = F˜final/s0) is no longer a superposition of
the lowest intra-well states but, for the chosen δωF /V ,
the superposition of the second lowest intra-well states,
φ(Q) = (φ′L + φ
′
R)/
√
2. Near their maxima, functions
φ′L,R are well described by a displaced and squeezed Fock
state |1〉: φ′L,R ∝ (Q±Q0) exp[−(Q±Q0)2/2λη].
IV. PREPARING A SUPERPOSITION OF
QUASIENERGY STATES NONADIABATICALLY
As the driving amplitude F is ramped up, the non-
adiabaticity can mix quasienergy states of the same par-
ity. The mixing is particularly strong if the quasienergy
gap that separates the states is small. As shown in
Sec. II, this gap is controlled by the driving frequency.
In this section, we consider a situation where two near-
est quasienergy states of the same parity have close
quasienergies for F → 0, whereas the quasienergies of
other states are significantly different, so that mixing
with these states can be disregarded for slowly varying
F (t). We show that, by ramping up the driving ampli-
tude linearly in time, we can prepare a desired coherent
superposition of the chosen two quasienergy states.
We assume that the states with close quasienergies
for F → 0 are |n − 1〉 and |n + 1〉, which means that
δωF /V ≈ n + 1/2. As the drive is ramped up, these
states are mixed with each other. Concurrently, they are
mixed with other states of the same parity. However, this
mixing is nonresonant and therefore is weaker.
The picture of the state evolution is as follows. The res-
onant mixing leads to a redistribution of the initial pop-
ulation between the resonating states and to a separation
of their quasienergies already for a comparatively weak
field, see Fig 5. The increase of the field afterwards does
not change the state populations, even though it modi-
fies the states by increasingly strongly admixing them to
nonresonant states.
To describe the initial stage of the evolution we project
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FIG. 5. A schematic of two resonating quasienergy states in
the adiabatic picture. The plot refers ∆ > 0.
the Hamiltonian HRWA onto the subspace formed by the
functions |n − 1〉 and |n + 1〉, subtract the mean RWA
energy (En+1 + En−1)/2, and disregard the coupling to
other states. Then the Hamiltonian becomes
HRWA(t) = ~
(
∆ ν(t)
ν(t) −∆
)
, (9)
where ∆ = (En−1 − En+1)/2~, ν(t) =
√
n(n+ 1)F˜ (t).
For a field that linearly increases in time ν(t) = st.
It is convenient to re-write the Hamiltonian (9) in the
conventional form used in the analysis of the Landau-
Zener tunneling. Making a unitary transformation Uσ =
(1/
√
2)(σz + σx) (σx,z are Pauli matrices), we obtain
U†σHRWAUσ = HLZ = ~
(
ν(t) ∆
∆ −ν(t)
)
. (10)
Note that the vectors
(
1
0
)
and
(
0
1
)
for the Hamiltonain
(10) are, respectively, the wave functions (|n− 1〉+ |n+
1〉)/√2 and (|n− 1〉 − |n+ 1〉)√2.
The only difference of the evolution of the states we
consider here from the standard Landau-Zener scenario
is that the initial condition for the Schro¨dinger equation
i~φ˙(t) = HLZφ(t) is set for t = 0 and the problem is con-
sidered on the semi-axis t ≥ 0. It is convenient to seek
the wave function as φ(t) = (1/
√
2)
∑
α=± Cα(t)[|n −
1〉+ α|n+ 1〉]. We will be interested in the solution that
corresponds to the initial condition where the smaller-
n state is occupied while the larger-n state is empty,
C+(0) = C−(0) = 1/
√
2. As in the Landau-Zener prob-
lem, the solution to the Schro¨dinger equation can be ex-
pressed in terms of the parabolic cylinder functions, see
Appendix C.
In Fig. 6 we show the result for the coefficient C↑(t),
which is equal to the projection 〈φad↑ (t)|φ(t)〉 of the
wave function φ(t) on the upper branch (the higher en-
ergy branch in Fig. 5) of the adiabatic solutions φ↑,↓(t)
of the Schro¨dinger equation, HLZφ
ad
↑,↓(t) = ±[ν2(t) +
∆2]1/2φad↑,↓(t) . The result is in full agreement with the
numerical solution of the Schro¨dinger equation.
Of primary interest is the long time behavior of C↑,↓(t).
It can be obtained from the asymptotic expansion of the
60 2 4 6 8 10
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st/| |
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(t
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2
FIG. 6. Time evolution of the probability |C↑(t)|2 to be on
the upper branch of the adiabatic eigenstates of the Landau-
Zener Hamiltonian HLZ, Eq. (10), cf. Fig. 5. The curves of
different color refer to ∆2/s = 1.5 (purple), 0.25 (blue), 0.05
(red), 0.01 (black), i.e., from top down for the solid curves
and from bottom up for the dashed curves. The curves of the
same color refer to the same value of ∆2/s. The solid and
dashed curves are for ∆ > 0 and ∆ < 0, respectively. The
sum of the values of |C↑|2 on the solid and dashed curves of
the same color add up to 1 for each time. The initial condition
is φ(0) = |n− 1〉.
parabolic cylinder functions,
C↓(t) ≈ α↓eiθ(t) + β↓e−iθ(t)(2st2)−1/2,
C↑(t) ≈ α↑e−iθ(t) + β↑eiθ(t)(2st2)−1/2, (11)
The expressions for α↑,↓, β↑,↓ in terms of ∆2/s follow
from the general solution of the Schro¨dinger equation
in Appendix C. Function θ(t) is the dynamical phase∫ t
0
dt′
√
ν2(t′) + ∆2 associated with the adiabatic solu-
tions in Fig. 5,
θ(t) =
st2
2
+
∆2
2s
log
(
2st
|∆|
)
+
∆2
4s
. (12)
The coefficients C↑,↓(t) approach their asymptotic val-
ues ∝ α↑,↓ as 1/t and oscillate as exp[±iθ(t)]. We note
that C↑ = C+(t) and C↓ = C−(t) for t→∞.
Figure 7 shows the asymptotic value |C↑(∞)|2 = |α↑|2
as a function of the Landau-Zener parameter ∆2/s. In
the adiabatic limit ∆2/s  1 and for the case ∆ > 0,
where the system starts from the upper branch, φ(0) =
φad↑ (0), we have
α↑ ≈ 1− i
12
s
∆2
, α↓ ≈ − i
4
s
∆2
(13)
(|α↑|2 + |α↓|2 = 1). In distinction from the Landau-Zener
problem, where the non-adiabatic transition probability
approaches zero exponentially as exp[−pi∆2/s], here it
approaches zero as (∆2/s)−2. This special feature is due
to the different initial condition in considered problem,
which is set at t = 0 rather than t→ −∞.
In the strongly non-adiabatic limit, ∆2/s  1, in the
long-time limit the system becomes an equal superposi-
tion of the eigenstates φad↑,↓ of HLZ: |α↑| ≈ |α↓| ≈ 1/2.
This can be readily seen from Eq. (10). For the case
∆→ 0, the states (|n− 1〉± |n+ 1〉)/√2 are exact eigen-
states for any time t. Therefore φ(t) will remain in an
equal superposition of these two states for any time.
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FIG. 7. The probability |C↑(∞)|2 to be on the upper branch
of the eigenstates of HLZ in Fig. 5 at large time. The solid
and dashed lines refer to ∆ > 0 and ∆ < 0, respectively. The
initial condition is φ(0) = |n− 1〉.
An instructive case is that of the oscillator, which is
in the ground state before the driving is applied, and
of the detuning of the driving frequency δωF , which is
close to 3V/2. Here, if the field is ramped up fast,
the oscillator will end up in equally populated adiabatic
states, which corresponds to two equally populated even
intrawell states in Fig. 1.
V. ADIABATICITY IN THE PRESENCE OF
DISSIPATION
Coupling to the environment leads to decoherence of
the quasienergy states. It reduces the fidelity of the state
preparation. Here we consider the constraint on the dis-
sipation in the case of adiabatic state preparation by
ramping up the driving field. To achieve high fidelity,
one needs to increase the field faster than the relaxation
rate, but slower than the reciprocal spacing of the rel-
evant RWA energies divided by ~. For a state φE , this
means that the decay rate of this state ΓE should be
small compared to ∆−1E , where ~∆E is the instantaneous
energy difference with the nearest state of the same par-
ity. The parity constraint here is the consequence of the
fact that the field mixes only the same-parity states.
7The RWA level spacing ~∆E can be estimated where
the driving is weak, F˜  V , or strong, F˜  V . For
weak driving, the RWA eigenstates are close to the Fock
states. From the results of Sec. II, ∆E ∼ V and depends
on the ratio δωF /V , cf. Fig. 2. At strong driving, ~∆E is
given by the spacing of the intrawell energy levels of the
Hamiltonian HRWA(Q,P ), see Fig. 1. It is determined
by the frequency ωmin of oscillations about the minima
of HRWA(Q,P ), which gives ∆E ≈ 2[(δωF + F˜ )F˜ ]1/2, see
Appendix B.
We illustrate the effect of dissipation using the well-
known model [31] where the kinetics in the rotating frame
is described by the Markov master equation for the den-
sity matrix ρ of the form
∂tρ = i~−1[ρ,HRWA]− Γˆρ,
Γˆρ = Γ(aˆ†aˆρ− 2aˆρaˆ† + ρaˆ†aˆ). (14)
Here, Γ is the oscillator relaxation rate and we assume
that the temperature of the environment is sufficiently
low, kBT  ~ω0.
The decay rate ΓE of an RWA eigenstate φE can be
estimated as the decay rate of the diagonal matrix ele-
ment of the density matrix 〈φE |ρ|φE〉. Assuming that
the system is in state φE , i.e., ρ = |φE〉〈φE |, and taking
into account that the matrix elements of the ladder op-
erators on the states of the same parity are zero, we find
from Eq. (14) ΓE = 2Γ〈φE |a†a|φE〉. At weak driving,
ΓE ∼ Γ. At strong driving ΓE is determined by the rate
of transitions between the intrawell states of HRWA [32],
ΓE ∼ ΓF˜ /V .
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FIG. 8. Solid lines from top down: the instantaneous de-
cay rate ΓE = 2Γ〈φE |a†a|φE〉 of the RWA eigenstate φE for
Γ/V = 2 (green), 1 (blue) and 0.5 (red). Dashed line: the
instantaneous level spacing ~∆E between the states with the
same parity. The scaled detuning is δωF /V = 0. The state
φE is chosen to be the lowest RWA state, φE = |0〉 for F = 0.
The inset shows the evolution of the RWA spectrum with in-
creasing F .
From the above estimates, the adiabaticity condition
ΓE  ∆E requires that Γ  V, |δωF | for weak driving
and Γ  V for strong driving. Fig. 8 illustrates the
evolution of ∆E and ΓE of an RWA eigenstate φE with
the varying driving amplitude F . For the case shown in
the figure, the state φE has the lowest RWA eigenenergy.
At large F˜ /V , both ∆E and ΓE increase linearly with F
as we expect from the analysis above. The slope of ΓE as
a function of F˜ increases as Γ/V increases. It coincides
with the slope of ∆E for Γ/V ≈ 2 as shown by the green
curve. For the condition ΓE  ∆E to be satisfied for
any F , one needs to have Γ/V  2. For Γ/V & 2, in the
considered case ΓE and ∆E as a function of F˜ can cross
each other.
VI. TRANSIENT RADIATION FROM
QUASIENERGY STATES
Decay of a parametrically driven oscillator is accom-
panied by emitting excitations into the surrounding
medium. The most familiar picture is decay of opti-
cal/microwave cavity modes into propagating electro-
magnetic waves. Detection of the radiation from the
cavity provides a way of characterizing the cavity modes.
Radiation from the modes in a non-steady state, such as
a quasienergy state, is transient. After a time of the or-
der of the mode relaxation time, the system relaxes to a
steady state, the radiation becomes steady and does not
depend on the quasienergy state the system had been
staying in. To identify a quasienergy state from the ra-
diation, one needs to collect the transient radiation.
We model the radiation field by a set of oscillators enu- merated by subscript k, with quasi-continuous frequen-
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FIG. 9. Transient and steady state spectra of radiation emitted by a parametrically driven oscillator. The scaled detuning
is δωF /V = 1.8; the scaled decay rate is Γ/V = 0.1. Panels (a) and (b): The transient spectrum Erad(Ω) for the initial
quasienergy state prepared from the vacuum |0〉 by adiabatically increasing the driving amplitude from zero to F˜ /V = 0.1 in
(a) and to F˜ /V = 1 in (b). The insets show the evolution of the RWA energy spectrum with the increasing F in this case.
The blue dashed and solid lines refer to odd and even states, respectively. The black dashed lines indicate the final driving
amplitudes. Panels (c) and (d): The steady state power spectrum with the same parameters as in (a) and (b), respectively.
cies ωk and with Hamiltonian Hrad =
∑
k ~ωkb
†
kbk. We
assume that the coupling of the considered oscillator to
this field is bilinear in the ladder operators of the oscilla-
tor and the radiation, Hi =
∑
k µk(bk+b
†
k)(a+a
†), where
µk are the coupling parameters. The total Hamiltonian is
Htotal = H0+Hrad+Hi. Operator H0 is the Hamiltonian
of the oscillator and the non-radiative thermal reservoir
to which the oscillator is coupled. We assume that this
reservoir and the radiation field are at the same temper-
ature, which in what follows we assume to be sufficiently
low, kBT  ~ω0. The coupling to the reservoir leads to
relaxation of the oscillator, which we will characterize by
the relaxation rate Γ, cf. Eq. (14).
If the coupling to the radiation field is weak, it can be
considered as a perturbation to the non-radiative dynam-
ics. The power of the radiation emitted into a spectral
range dΩ around frequency Ω is given by the change of
the energy of the radiation field in this interval per unit
time W (Ω, t)dΩ = ddt
∑
k δ(ωk − Ω)dΩ〈~ωkb†kbk〉. To the
lowest order in the coupling strength µk, we have in the
resonant region where Ω is close to ωF /2 [33]
W (Ω, t) = Q[Ω, t− t0, ρ0(t0)]Ωµ2(Ω),
Q[Ω, t− t0, ρ0(t0)] = 2Re
∫ t
t0
dt′ei(Ω−ωF /2)(t−t
′)
× Tr[a†(t′ − t0)a(t− t0)ρ0(t0)], (15)
where µ2(Ω) = ~−1
∑
k |µk|2δ(Ω− ωk).
In Eq. (15) we assumed that the coupling to the ra-
diation is switched on at time t0; ρ0(t0) is the den-
sity matrix of the oscillator and the non-radiative en-
vironment, it is independent of the state of the radi-
ation. Equation (15) is written in the rotating frame;
the transition to this frame is performed by the operator
U(t− t0) = exp[−iωF (t− t0)a†a/2].
The two-time correlation function in Eq. (15) can be
found by solving the quantum kinetic equation. Such
equation requires an initial condition. To obtain it we
note that, physically, the coupling of the oscillator to
the radiation field and to the non-radiative environment
9should be switched on at the same time t0; corrections to
the dynamics due to the switching are well-understood,
they are small in the considered case [33]. Respectively,
ρ0(t0) is the product of the oscillator density matrix ρ(t0)
and the density matrix of the non-radiative environment
in thermal equilibrium. The time evolution of the oscil-
lator density matrix in the rotating frame is then often
described by Eq. (14). To study transient radiation, we
set ρ(t0) = |φE〉〈φE〉, where φE is a RWA eigenstate in
which the oscillator has been prepared.
For not very strong driving, F˜ . V , function φE has
a contribution of only a few Fock states. Respectively,
the oscillator will radiate only a few photons as it comes
to the stationary state. Thus, rather than measuring the
radiation power W (Ω, t) it is more feasible to measure
the total energy emitted over the transient time. The
observation time should exceed the relaxation time to
enable sufficient spectral resolution.
The energy of the transient radiation has to be sep-
arated from the energy that the oscillator emits in the
stationary state. This can be done by noting that the lat-
ter energy is proportional to the observation time. The
spectral power density (power per unit frequency) in the
stationary regime is given by Eq. (15) written for t→∞
[24]. Therefore one can define the transient radiation
spectral density as Ωµ2(Ω)Erad(Ω), where
Erad(Ω) =
∫ ∞
t0
dtQ[Ω, t− t0, ρ0(t0)− ρst]. (16)
Here, ρst is the stationary density matrix of the driven
oscillator and the non-radiative environment.
The spectral density Erad(Ω) can be positive or nega-
tive. As the oscillator decays from the initial state φE , it
emits radiation at frequencies ωF /2 + (E −E′)/~, where
E′ is the RWA energy of a state φE′ into which the oscilla-
tor can make a dipolar transition from φE . In contrast,
in the stationary state, the oscillator generally can be
found in the both states φE , φE′ , and therefore it radi-
ates at both frequencies ωF /2± (E−E′)/~. As a result,
in the spectrum Erad(Ω) one may expect a peak or a dip
at ωF /2 + (E − E′)/~ and a dip at ωF /2− (E − E′)/~.
Figure 9 (a) and (b) show the spectrum Erad(Ω) when
the oscillator is initially in a RWA eigenstate φE prepared
from the vacuum |0〉 by adiabatically ramping up the
driving field. The driving frequency is chosen so that φE
has the second lowest RWA energy among even states;
see the insets. The transient radiation is dominated by
transitions from the state φE to the lowest odd state
φE′ . As expected, the spectrum Erad(Ω) displays a peak
at ωF /2 + (E −E′)/~ for relatively strong driving and a
small dip at this frequency for weak driving, as well as a
dip at ωF /2− (E − E′)/~ in the both cases.
For weak driving, the large dip is located close to the
frequency ω0 + V of the transition from the first excited
to the ground state of the oscillator in the absence of
driving, whereas the small dip is located at its mirror
frequency with respect to ωF /2. For strong driving, the
peak/dip are located at the frequencies ωF /2±ωmin, cor-
responding to transition between the first excited and
the ground intrawell states of HRWA. For strong driving,
there is also a negative narrow peak at ωF /2 due to the
interwell transitions [24].
For a comparison, Fig. 9 (c) and (d) show the steady-
state radiation power spectrum Qst(Ω) = Q(Ω,∞, ρst)
for the same parameters as in Figure 9(a) and (b), re-
spectively. We notice that the steady state spectrum is
symmetric with respect to ωF /2. This is a consequence
of the detailed balance present in the system at zero tem-
perature, see [32, 34].
VII. CONCLUSIONS
We studied preparation of quasienergy states of a non-
linear oscillator by varying the strength of the paramet-
ric driving. The driving frequency ωF was chosen to
be close to twice the oscillator eigenfrequency ω0. This
allowed us to use the rotating wave approximation, as
strong excitation of the oscillator could be achieved for
a comparatively weak driving field. The strategy for
the state preparation sensitively depends on the inter-
relation between the detuning of the driving frequency
δωF = ωF /2−ω0 and the nonequidistance of the oscilla-
tor energy levels due to the nonlinearity. We found that,
depending on this interrelation, the state evolution with
slowly varying field can be adiabatic or nonadiabatic.
An important factor for state preparation is that the
quasienergy states are separated into even and odd with
respect to inversion in the phase space. The states of
different parity are not coupled by the driving. A re-
markable consequence of this symmetry is that the oscil-
lator energy levels calculated in the RWA do not cross
or anti-cross with varying driving amplitude. Rather the
RWA energy levels of even and odd states approach each
other pairwise with the increasing amplitude. At the
same time, these levels for states of opposite parity can
cross with varying δωF . This crossing does not lead to
crossing of the quasienergy levels. Where the RWA en-
ergy levels cross, the quasienergy levels are separated by
~ωF /2.
Another important factor for state preparation is that,
in the limit of zero driving, the RWA energy spectrum
displays simultaneous multiple degeneracy due to multi-
photon resonance or the subharmonic resonance. By tun-
ing the driving frequency, one can bring pairs of the RWA
energy levels close to or away from degeneracy, or make
them cross each other. Such tunability allows one to pre-
pare on demand an arbitrary even quasienergy state just
by slowing ramping up the driving, if the oscillator is
initially in the ground state. The resulting quasienergy
states can have a very different structure in phase space,
as evidenced by the Wigner tomography.
We found that an effective way of preparing superpo-
sitions of quasienergy states is to use non-adiabatic tran-
sitions induced by the increasing driving amplitude. By
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tuning the driving frequency, one can bring quasiener-
gies of two states of the same parity close to each other
for weak field. Then the field can lead to their mixing
even if it increases comparatively slowly. The problem
differs from the standard Landau-Zener problem, since
the initial state is prepared at a finite time rather than
at t → −∞. As a result, for a linearly increasing driv-
ing, the non-adiabatic transition rate falls off as a power
law, rather than exponentially, with the Landau-Zener
parameter ∆2/s, where ∆ is the level spacing and s is
the ramping speed.
We investigated the transient radiation of the oscilla-
tor prepared in a given quasienergy state. The transient
spectrum provides a tool to characterize the quantum
state of the system, which is complimentary to the com-
monly used Wigner tomography. This tool can be partic-
ularly useful for investigating quasienergy states of cavity
modes in microwave cavities, the area of much current in-
terest.
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Appendix A: Fourier series for quasienergy states
The eigenvalue problem for the periodic part uε(t) of
the Floquet wave function defined in Eq. (2) reads
εuε(t) = (H(t)− i~∂t)uε(t). (A1)
Since uε(t) and H(t) are both periodic in time, it is
convenient to expand them in Fourier series. It is also
convenient to write uε(t) in the basis of the Fock states
|n〉 of the harmonic oscillator with frequency ω0. Then
uε(t) =
∑
k,n uk,n exp(−ikωF t)|n〉 and Eq. (A1) takes
the form of the standard eigenvalue problem
εuk,n =
∑
k′,n′
Mk
′,n′
k,n uk′,n′ ,
Mk
′,n′
k,n =(En − k~ωF )δk,k′δn,n′
+
1
4
Fq2nn′(δk′,k+1 + δk′,k−1) (A2)
where q2nm = 〈n|q2|m〉 and En is the nth energy level of
the Duffing oscillator in the absence of driving; to the
leading order in the nonlinearity En = ~[ω0n + V (n2 +
n)/2]. The sum runs over k = 0,±1,±2, ... and n =
0, 1, 2, ....
The matrix elements q2nm are nonzero for n = m and
n = m ± 2. Therefore the driving term ∝ F couples
uk,n to uk±1,n±2, uk±1,n. However, only the coupling to
uk+1,n+2 and uk−1,n−2 is resonant, since the diagonal
elements of matrix Mˆ for such u are close; for example,
(En−k~ωF )−(En+2−(k+1)~ωF ) = 2~δωF −~V (2n+3)
is small compared to ~ωF . Therefore, one can limit the
analysis to a set Gk,n of the variables uk′,n′ resonantly
coupled to uk,n. It has the formGk,n = {uk+k′,n+2k′ , k′ ∈
Z and k′ ≥ −n/2}. This is the rotating wave approxima-
tion in the Floquet formulation (A1).
The setsGk,n with different k but the same n are equiv-
alent: indeed, changing k → k1 corresponds to changing
ε → ε + (k − k1)~ωF in Eq. (A2). Since ε is defined
modulo ~ωF , such change makes no difference. We can
then simplify Gk,n as follows. Consider first even n, i.e.,
n = 2n′, and set k = n′,
Gk,2n′ ≡ Gn′,2n′
= {un′+k′,2n′+2k′ , k′ = −n′,−n′ + 1, ...} = G0,0. (A3)
In the last equation, we simply redefined k′ to absorb n′
in the new definition.
Similarly, for odd n, where n = 2n′ + 1,
Gk,2n′+1 ≡ G0,1. (A4)
The simplification described by Eqs. (A3) and (A4)
allows one to reduce Eq. (A2) to two sets of equations,
(ε− E2k + k~ωF )uk,2k
= F˜ [k(2k − 1)uk−1,2k−2 + (k + 1)(2k + 1)uk+1,2k+2]
(ε− E2k+1 + k~ωF )uk,2k+1
= F˜ [k(2k + 1)uk−1,2k−1 + (k + 1)(2k + 3)uk+1,2k+3]
(A5)
where F˜ = F/4ω0 ≈ F/2ωF and we used the explicit
form of the matrix elements 〈n|q2|n± 2〉.
Equation (A5) coincides with the RWA Schro¨dinger
equation EφE = HRWAφE if one writes φE in the basis
of the Fock states and replaces ε with E using Eq. (4).
Appendix B: Semiclassical analysis of RWA
Hamiltonian
For completeness, here we present, following [32], the
description of the scaled RWA Hamiltonian function
g(Q,P ) for large driving. For µ < −1, function g has
one minimum at (Q,P ) = (0, 0). For −1 < µ < 1, the
minimum at (0,0) becomes a saddle point and there ap-
pears two minima located at (Q,P ) = (±Q0, 0), Q0 =√
µ+ 1. For µ > 1, the saddle point at (0, 0) becomes
a minimum again and there appear two saddle points at
(Q,P ) = (0,±√µ− 1).
Of primary interest in this paper is the regime 0 < µ <
1. We expand g about the minimum at (Q0, 0) to second
order in Q−Q0 and P ,
g ≈ (µ+ 1)(Q−Q0)2 + P 2 + gmin, (B1)
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where gmin = −(µ+ 1)2/4.
Introducing ladder operators b, b† defined as
Q−Q0 =
√
λ
2
(µ+ 1)−1/4(b† + b),
P = i
√
λ
2
(µ+ 1)1/4(b† − b)
([b, b†] = 1), we write the Hamiltonian g(Q,−iλ∂Q) for
low-lying intrawell eigenstates in the form
g ≈ λωmin(b†b+ 1/2) + gmin,
ωmin = 2
√
µ+ 1. (B2)
The eigenstates of operator b†b give the intra-well states
used in the main text.
Appendix C: Non-adiabatic transition amplitude
The equations for C±(t) can be rescaled to the form of
Weber differential equation,
d2C±
dz2±
+
[
−z
2
±
4
∓ ip+ 1
2
]
C± = 0,
p = ∆2/2s, z± =
√
2se±ipi/4t. (C1)
The general solution to this equation is a linear com-
bination of two parabolic cylinder functions [35],
C±(z) = A±D±ip−1(∓iz±) +B±D∓ip(z±). (C2)
Coefficients A±, B± can be found from the initial values
of C±(0) with account taken of the relation i~C˙±(0) =
∆C∓(0).
Using the asymptotic expansion Dq(z) ≈
exp(−z2/4)zq for |z| → ∞, |arg z| < 34pi, we find to
the first order in 1/t
C±(t) ≈ B±α±e∓iθ(t) +A±α∗±e±iθ(t)+ipi/4(~/2st2)1/2,
α+ = exp
[
ppi
4
− ip
2
(log p− 1)
]
= α∗−, (C3)
where θ(t) is given by Eq. (12).
For |∆|  ν(t) we have C↑ ≈ C+ + (∆/2ν)C− and
C↓ ≈ C− − (∆/2ν)C+. One can then immediately find
the coefficients α↑,↓, β↑,↓ in Eq. (11). In particular, α↑ =
B+α+, α↓ = B−α−.
Of primary interest to us is the limiting value
C↑,↓(∞) ∝ α↑,↓. For the considered initial condition
C+(0) = C−(0) = 1/
√
2, we find that
α↑,↓ = Λ±
[√
pΓ
(
∓ ip
2
)
+ sgn(∆)(±1 + i)Γ
(
1∓ ip
2
)]
,
Λ+ = Λ
∗
− = (2p/e)
−ip/2(e3pip/4 − e−5pip/4)
×√pΓ(ip)/4
√
2pi. (C4)
where the upper sign refers to α↑ and the lower sign refers
to α↓; Γ(x) is the gamma-function.
The expressions for α↑,↓ in the adiabatic limit p→∞
can be obtained from Eqs. (C4) using the asymptotic
form of the gamma function Γ(z) for |z| → ∞, cf. [36].
They were used in Eq. (13).
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