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Abstract 
Andreae, T., Some results on visibility graphs, Discrete Applied Mathematics 40 (1992) 5-17. 
A graph is a visibility graph if its vertices Y,,. .,~a, can be associated with disjoint horizontal line segments 
s,,...,s, in the plane such that v, and v, are joined by an edge iff there exists a vertical line segment 
connecting s, with .r, without intersecting any other sk. Several authors have studied visibility representa- 
tions ofgraphs in thecontext of integrated circuit layout. In particular, visibility graphs were investigat- 
ed in the context of VLSI layout compaction. Among other results on visibility graphs we provide 
answers to questions posed in a paper of Tamassia and Tollis; for example we show that deciding 
whether a given graph is a visibility graph is an NP-complete problem. 
1. Introduction 
Several authors have studied visibility representations of graphs in the context of 
integrated circuit layout and closely related areas; see [2,4,6,8,10-14,16-19,211 and 
the literature mentioned there. For example in the papers [7,10,15,16], Wong and 
coauthors studied algorithms for VLSI layout compaction together with related 
combinatorial and computational problems on visibility graphs. A graph is a 
visibility graph if its vertices v,, . . . , v, can be associated with disjoint horizontal 
line segments sir . . . , s, in the plane such that vi and Vj are joined by an edge if and 
only if there is a vertical line segment connecting Si to Sj without intersecting any 
other Sk. In [lo], Luccio, Mazzone and Wong considered the problem of character- 
izing the visibility graphs: they found a solution for the special case that the x- 
coordinates of the extremes of s ,, . . . ,s, are all distinct. For the general case, a 
characterization was given by Tamassia and Tollis [ 17, Corollary 21. 
In the above definition it is essential that all Si contain their extremes. If we allow 
that the si may or may not contain one or both of their extremes, i.e., we are 
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considering intervals instead of just segments, then we arrive at the notion of a 
Mefnikov visibility graph, named after L.S. Melnikov who posed the problem of 
characterizing these graphs [ 111. (Our terminology is different from the one used by 
Tamassia and Tollis [17]: what we call a visibility graph (Melnikov visibility graph) 
is called a graph that admits an s-visibility representation (&-visibility representation) 
there.) A partial solution to Melnikov’s problem was obtained by Thomassen [20] 
who proved that each 3-connected planar graph is a Melnikov visibility graph. A 
full solution of Melnikov’s problem was obtained by Tamassia and Tollis [17] and, 
independently, by Wismath [21]: a graph G is a Melnikov visibility graph if and only 
if it can be embedded in the plane such that all cutpoints of G are on the boundary 
of the outer face. Tamassia and Tollis [17] also obtained a linear time algorithm 
which tests whether a given graph is a Melnikov visibility graph and produces (if 
existing) a representation as a Melnikov visibility graph. 
At this point the question arises whether similar results can also be obtained for 
visibility graphs rather than Melnikov visibility graphs. In [ 171 Tamassia and Tollis 
obtained (among other results on visibility graphs) the following: 
Theorem A (Tamassia and Tollis). Let G be a 2-connected planar graph. If G is a 
visibility graph then 
there is no pair u, v of nonadjacent vertices uch that the removal 
of u and v separates G in four or more components. (1) 
This result prompted Tamassia and Tollis [17] to pose the following question. 
Question 1.1 (Tamassia and Tollis). Is (1) also sufficient for a 2-connected planar 
graph to be a visibility graph? 
Fig. 1. A 3-connected planar graph which is not a visibility graph. 
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Note that by Theorem A it is easy to find 2-connected planar graphs which are 
no visibility graphs: the complete bipartite graph K2,4 provides an example. On the 
other hand another result of Tamassia and Tollis [17] states that every 4-connected 
planar graph is a visibility graph. This gives rise to the following 
Question 1.2. Are there 3-connected planar graphs which are not visibility graphs? 
Note that an affirmative answer to Question 1.2 implies that the answer to 
Question 1.1 is no. Another question which arises in the present context was posed 
by Tamassia and Tollis [17]. 
Question 1.3 (Tamassia and Tollis). Is there an efficient algorithm for deciding 
whether a given graph is a visibility graph? 
In the present paper we prove three theorems on visibility graphs from which we 
obtain as corollaries the following two results providing answers to the above 
questions. 
1. The graph depicted in Fig. 1 is an example for a 3-connected planar graph 
which is not a visibility graph. 
2. Given a 3-connected planar graph G as input it is an NP-complete problem to 
decide whether G is a visibility graph. 
Our terminology is standard. For graph theoretic concepts not defined here we 
refer to [l]. For a graph G, V’(G) and E(G) denote the vertex set and edge set of 
G, respectively. The graphs considered in this paper are finite undirected and do not 
have loops or multiple edges. When multiple edges are allowed then we shall use the 
term multigraph rather than “graph”. If in a multigraph we suppress the multiple 
edges then we obtain the underlying graph. A path is a graph which consists of a 
sequence uo, ol, . . . , u, of distinct vertices together with the edges (ui, ui+ t), i= 
0 ,*.*, n - 1; if u. = s and u, = t then we shall also speak of an s, t-path. The degree 
of a vertex u E V(G) is the number of edges of G which are incident with u. G is 
called k-regular if all vertices of G have degree k. 
For a graph G, let V(G) = {u,, . . . , u,}. A visibility representation r of G is a 
mapping which associates with ui, . . . , u, a set of disjoint horizontal line segments 
s,, . . . ,s, in the plane such that Ui and Uj are joined by an edge of G iff “Ui and Uj 
see each other”, i.e., there is a vertical line segment connecting si with Sj without 
intersecting any other sk. A visibility representation will be called representation 
for short. If in a representation r the vertex u is represented by the segment s, then 
we denote by xl(u) (x1(u)) the x-coordinate of the left (right) endpoint of s; 
similarly, y(u) denotes the y-coordinate of S. From [lo] we adopt the notion of a 
visibility zone: a visibility zone between si and Sj is the interior of a rectangle R 
such that (i) two opposite sides of R are contained in si and Sj, and the interior of 
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R does not intersect any other segment Sk, and (ii) no other rectangle exists, 
satisfying (i) and containing R. 
For a graph G, let V(G)={u,,..., o,} and let r be a representation of G. As 
above we denote by si the horizontal line segment that corresponds to Ui. For each 
edge (u;, uj) of G, let us insert exactly one vertical line segment sij along which ui 
and Oj can see each other. Then one can obtain as follows an ordinary embedding 
of G into the plane, which we shall refer to as an associated ordinary embedding. 
For i= 1, . . . . n pick an arbitrary point P, on s;. Choose E> 0 such that 2c< 1 y(uj) - 
Y(Oj)l for all i, j (1 ri<j<n) with Y(U;)=Y(uj). For (u,,uj)~E(G), let US assume 
without loss of generality that y(ui)<~(vj). Let PU (Qij) be the point on sU which 
has distance E from s;(sj), and defineaijas the polygonal arc which is determined 
by the line segments Pip,, PtiQu, QijPj. Then clearly, the points Pi (i= 1, . . ..n) 
and the polygonal arcs a;j (which correspond to the edges of G) determine an 
ordinary embedding of G. In particular this shows that every visibility graph is 
planar. (Similarly one finds that every Melnikov visibility graph is planar.) 
2. Results on s,t-visibility graphs 
Definition 2.1. Lets, t be distinct vertices of a graph G. G is called s, t-constructable 
if there exists a sequence Go c G, c a.1 C Gk of multigraphs together with associated 
paths Pi c Gj (i = 0, . . . , k) such that 
(i) S, t E I/(Gi) and Pi is an s, t-path (i = 0, . . . , k), 
(ii) Go = PO, 
(iii) G is the underlying graph of Gk, 
(iv) for each fixed i (0 pi 5 k - l), G;, , and Pi+ 1 result from G; and P, by one of 
the following two operations (O,), (0,): 
(0,) We pick an edge e E Pi which connects, say, the vertex a with the vertex 
b. Thereafter we add to Gj an a, b-path P of length at least two, hereby 
assuming that Gj and P are disjoint up to a and 6. By Gi+, we denote 
the resulting multigraph; Pi+ I denotes the s, t-path that results from Pi 
when e is deleted from Pi and P is inserted instead. 
(02) This operation is dual to (0,). We pick a subpath P of Pi such that P 
has length at least two; by a and b we denote the endvertices of P. Then 
we add a new edge e connecting a with 6. By Gi+, we denote the 
resulting multigraph, and by Pi+, we denote the s, t-path that results 
from Pi when P is replaced by e. 
Definition 2.2. For distinct s, t E V(G), the graph G is called an s, t-visibility graph 
if G has a representation for which the following hold: 
(i) The segment representing s is bottommost and the segment representing t is 
topmost, i.e., y(s)<y(u)<y(t) for all vertices u other than s and t. 
(ii) x,(~)=x~(t)<x,(u), xZ(u)<x2(s)=x2(t) for all UE V(G). 
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Theorem 2.3. Let G be a graph and let s, t be distinct vertices of G. Then G is an 
s, t-visibility graph if and only if G is s, t-constructable. 
Proof. Consider a representation r of G as an s, t-visibility graph. We want to show 
that G is s, t-constructable. Consider all values x such that x=x,(u) or X=X*(D) for 
some u E V(G) and denote these values by xo<xl < ... <$<.Q+~. By f; denote the 
vertical line with x-coordinate Xi (i = 0, . . . , k+ 1). For each i in order, from the bot- 
tom to the top, let Pi, ,,Pj,z, . . . , Pi,A(i) be the intersection points of 1; with the 
horizontal segments of r. We call Pi,j a left point (right point, inner point), if Pi,j 
is a left endpoint (right endpoint, inner point) of its associated horizontal segment. 
One easily sees that it may be assumed without loss of generality that, for i = 1, . . . , k, 
statement (2) below holds: all one has to do in order to get a representation of G 
for which (2) holds is to make (in an appropriate way) some of the horizontal 
segments of r a bit longer. (Leaving the easy details to the reader, we just mention 
that for this construction it is essential that we are assuming that all segments con- 
tain their extremes.) 
The set of points Pi, ,, Pj,2r . . . , Pi,n(;) consists of three disjoint non- 
empty classes, the lower part A = {Pi, 1, . . . , Pi, vci)}, the middle part 
B=(Pi,“(i)+1,.*., Pi,D(;)_,}y and the upper part C=(P,,,,,, . . . , 
Pi,lci,} such that (i) A U C contains only inner points, and such 
that (ii) one of the following holds: either all points of B are left 
points or all points of B are right points. (2) 
Now by making use of the following idea, it is easy to see that G is s, t-constructable 
(for a similar sweep-line argument see [16, page 2791): We consider a vertical 
“sweep-line” 1 which is moved from the left to the right. Anytime 1 encounters a 
new segment (a new visibility zone) we accordingly add a new vertex (a new edge) 
to the multigraph constructed so far. Then by (2) this process results into sequences 
GocG1c **- c Gk, PO, P,, . . . , Pk as required by the definition of s, t-constructability. 
We now make this idea precise by giving the exact definition of Gj and Pi 
(i = 0, . . . , k). For this purpose we need the following preliminaries. 
(a) By Ui,j we denote the vertex of G which corresponds to the horizontal seg- 
ment of r containing Pi, j (i = 0, . . . , k + 1 ;j = 1, . . . , A(i)). 
(b) By f/ we denote the vertical line with x-coordinate (Xi + xi+ ,)/2, i = 0, . . . , k. 
(c) Let Hi be the set of points in the plane which are either on 1,’ or on the left 
side of 1; (i=O, . . . . k). For i=O ,..., k we denote by G/ a subgraph of G which is 
defined as follows. V(G;) consists of all vertices u E V(G) for which the correspon- 
ding horizontal segment has nonempty intersection with Hi, and two vertices 
u, WE V(G/) are joined by an edge of G/ iff there is a vertical line segment s which 
is contained in Hi such that s connects the horizontal segments for u and w without 
intersecting a horizontal segment for any other vertex of G/. 
(d) Let (in order from the bottom to the top) 01 1, ulZ, . . . , Us, be the vertices of 
G that correspond to the horizontal segments of r which intersect I; (i= 0, . . . , k). 
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We shall refer to this sequence as the sequence of vertices corresponding to 1:. If 
ej (j= 1, . . . . r(i)- 1) are edges such that ej joins “ij with “i,j+i, then the path con- 
sisting of vi, j (j = 1, . . . , r(i)) and ej (j = 1, . . . , r(i) - 1) is called a path corresponding 
to I/. 
Now, we are ready for the definition of Gi and Pi (i=O, . . . , k). 
1. We define GO = PO as a path corresponding to 16. 
2. Let 1~ i<k and assume that we have already defined the multigraph Gj_ 1 
and an S, t-path Pi_, c Gj_ 1 such that (i) G/_ 1 is the underlying graph of Gi- 1, and 
(ii) P,_, is a path corresponding to l;_,. Recall that by (2), B={Pi,“(;)+,,...,P~,~(i)_,} 
either consists of right points or of left points. 
Case 1: B consists of left points. Then (by (2) and by the definition of I/_, and 
ll) “i,lj “i,2,***,“i,v(i)7 Oi,~(i)~“~,~(i)+l~~~~~vi,i(i) is the sequence of vertices correspon- 
ding to l/-i and ~i,~,u,,2, . ..y “LA(i) is the sequence of vertices corresponding to I/. 
Let P be a path with vertices Vi,+(;), Vi, y(i)+ ,, . . . , v;,~(;) and edges between Ul,j and 
vi,j+l (j=W,..., p(i)- l), and let e be the edge of PipI which joins “i,v(i) with 
vi, p(i) * We define G; = Gi_ 1 UP and Pi = (Pip 1 -e) U P. 
Case 2: B consists of right points. Then Vi, 1, Vi,27 . . . , Vi,~(i) is the sequence of ver- 
tices corresponding to l/_ 1 and v,, 1, Ui,2, . . . , Vi, v(r), Vi,/r(i)y Vi,o(i)+ 1, . . . , Ui,l(i) is the se- 
quence of vertices corresponding to I/. Let P be the subpath of Pi-, with vertices 
“i,v(i)v “i,v(i)+ 19 ***y “i,@(i) and let e$E(G;- i) be an edge connecting “i,“(i) to “i,~c(i). 
Then we define Gi = G,- 1 U e, and we define Pi as the path that results from Pi_ 1 
when we replace the edges and vertices of P (except for Vi,“(i) and “i+(i)) by e. 
Clearly this defines sequences GO, . . . , G, and PO, . . . , Pk as required by the defini- 
tion of s, t-constructability. 
We omit the proof of the converse direction for the following two reasons: (i) 
the proof of the converse employs the same idea as the first direction and thus the 
reader should have no difficulty to find his own proof just by reversing the above 
argument, (ii) for the proofs of the following Theorems 2.4 and 3.1 and its cor- 
ollaries we do not need the converse direction. 0 
We remark that in [17, Theorem 81 Tamassia and Tollis gave a different charac- 
terization of the s, t-visibility graphs and, as a corollary, obtained a characterization 
of the visibility graphs [ 17, Corollary 21. Along the same lines, our characterization 
of the s, t-visibility graphs can be used to obtain a characterization of the visibility 
graphs, too. In order to state this characterization, we need the notion of an s, t- 
extension which was introduced in [17]: an s, t-extension of G is a 2-connected 
planar graph G’ obtained from G by adding two new vertices s and t, the edge (s, t) 
and edges connecting s and t to G. Now, we can obtain from Theorem 2.3 the 
following characterization of the visibility graphs. 
A graph G is a visibility graph if and only if there is an s, t- 
extension G’ of G which is s, t-constructable. (*) 
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The proof of (*) is straightforward: If G has a visibility representation r, then one 
can add to r segments s and t such that (i) and (ii) (Definition 2.2) hold and such 
that s and t can see each other. Then clearly, the resulting s, t-visibility graph G’ is 
an s, t-extension of G which (by Theorem 2.3) is s, t-constructable. Conversely, let 
us assume that G has an s, t-extension G’ which is s, t-constructable. Then by 
Theorem 2.3, G’ has a representation r as an s, t-visibility graph and, deleting the 
segments for s and t from r, we obtain a representation of G as a visibility graph. 
This proves (*). (Of course neither (*) nor the characterization of the visibility 
graphs by Tamassia and Tollis [17, Corollary 21 is a “good characterization” in the 
sense of [3,9], i.e., these characterizations do not show that the corresponding deci- 
sion problem “Given G as input, is G a visibility graph?” is in co-NP. Indeed, the 
NP-completeness result of the present paper can be viewed as an indication that a 
“good characterization” of the visibility graphs is unlikely to exist; for a detailed 
discussion on the role of “good characterizations” in combinatorics, we refer to the 
book of Lovasz and Plummer [9].) 
In [17] Tamassia and Tollis proved the following result. (See [17, Corollary 31 and 
its proof.) 
Let G be a planar graph with at least two vertices. Assume that G 
has a Hamiltonian path H such that, for an appropriate embedding 
of G into the plane, the two endvertices .s, t of H are on the boun- 
dary of the outer face. Then G is an .s, t-visibility graph. (3) 
The graphs G,, G, of Figs. 2 and 3 both do not have a Hamiltonian path H with 
the property described in (3). (Actually it is easy to check that Gi and G, do not 
have Hamiltonian paths at all.) However. for annrnnrintdv rhncen P 2nJ f fl -=A 
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Fig. 3. An S, t-visibility graph showing that the converse of statement (3) is not true for graphs with max- 
imum degree four. 
plane, the endvertices of H are on the boundary of the outer face. In addition if 
{s, t} is not a cutset of G, it can be achieved that s and t are the endvertices of H. 
Proof. Let G be an s, t-visibility graph with maximum degree at most three (for 
fixed s, t E V(G)). By Theorem 2.3, G is s, t-constructable. Let Gi and Pi be as in 
Definition 2.1 (i = 0, . . . , k). For a E V(G;), let US denote by d’(a, Gi) the degree of 
a in the underlying graph of Gi. Note that d’(a, Gi) I 3 (i = 0, . . . , k). 
Case 1: {s, t} is not a cutset of G. We say that Gi has property (P) if Gi has a 
Hamiltonian s, t-path Hi and if there exists an embedding of Gi into the plane such 
that 
all vertices and edges of Pi are on the boundary of the outer 
face, and (4.1) 
if i<k and if eEE(Pi)\E(Hi) is an edge which connects (say) a 
with 6, then max{d’(a, Gi), d’(b, Gi)} L 3. (4.2) 
Clearly, Go has (P) when we define H,,=PO. Furthermore, if we show that Gk has 
(P), then Case 1 is settled. We now assume that Gi has (P) for some i< k and show 
that this implies that G;+r also has (P). 
First we consider the case that Gi+, results from Gi by (Or); let e, a, b, and P be 
as described in (Or). Let us extend the embedding of Gi by drawing P into the outer 
face of Gi. This is possible since a and b are on the boundary of the outer face of 
Gi (by (4.1)). By the definition of Pi+ 1 this results into an embedding of G;, 1 such 
that all vertices and edges of Pi+ 1 are on the boundary of the outer face. Note also 
that ee:E(Hi) since otherwise eeE(P;)\E(Hi) and (4.2) would imply that d’(a, Gi+1)~4 
or d’(b, Gi+ ,)~4, which is impossible. Thus we obtain a Hamiltonian S, t-path 
Hi+ 1 of Gj+ 1 by replacing in Hi the edge e by the path P. Summarizing we find that 
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Gi+ 1 also has (P). (For this note that E(Pi+ l)\E(Hi+ 1) is a subset of E(Pi)\E(Hi) 
and thus (4.2) is true for i+ 1 instead of i.) 
Now we consider the case that Gi+ 1 results from Gi by (0,); let e, a, b, and P as 
in (0,). We define Hi+ 1 = Hi. From the embedding of Gi we obtain an embedding 
of Gi+ 1 by drawing e into the outer face of Gi. Then (4.1) is true for i+ 1 instead 
of i. In order to show that (4.2) holds for i-t 1 instead of i, let e’E E(Pi+ l)\E(Hi+ I). 
If e’E E(Pi), then (because Hi= Hi+ 1) e’E E(Pi)\E(Hi) and we are clearly done. 
Hence let us assume that e’$E(Pi). Then by the definition of Pi+, , e’=e. If 
a$ {s, t} then d’(a, Gi+ i) > d(a, Pi) + 1 = 3, and thus we are done. Similarly we are 
done if b $ {s, t}. Hence let us assume, say, a = s and b = t. We claim that in this case 
i+ 1 =k (and thus (4.2) is trivially true for i+ 1). For a contradiction assume that 
i + 1 <k. Observe that Pi+ i j ust consists of the single edge e. It follows that Gi+z 
results from Gi+ 1 by (0,) and, therefore, we can pick a vertex XE I’(Gi+Z)\ I’(Gi+ i). 
Moreover we can pick a vertex y E V(Gi)\ {s, t} since P has length at least two. 
Now it follows from the definition of the operations (O,), (0,) that x and y are in 
distinct components of the graph G - {s, t}. (This denotes the graph that results 
from G by deletion of s, t and the edges incident with s or t.) This contradicts the 
hypothesis of Case 1. Hence i+ 1 = k and Case 1 is settled. 
Case 2: {s, t} is a cutset of G. Observe that it follows from the definition of the 
operations (0,) and (0,) that there exists an r E { 0, . . . , k - 2) such that G,, 1 results 
from G, by adding an edge e* which connects s with t. Since the maximum degree 
of G is at most three it follows that there is exactly one such r. Let G; be the graph 
that consists only of s, 1, and e *. Starting with GA we can define a sequence of 
multigraphs Gh c Gi c ~1’ c Gi_,- 1 by carrying out the same operations which are 
used to build up the sequence G,., I c Gr+2 c .+. c Gk. From the uniqueness of r we 
conclude that {s, t} is neither a cutset of G,+i nor of GL_,_,. Thus we can apply 
the result of Case 1 to find that both, G,, 1 and G;_,_ 1, have Hamiltonian s, t- 
paths. Note that G = G,., 1 U Gi_,_, and I/(G,+ ,) (l V(Gk_,_ ,) = {s, t}. Thus, glue- 
ing the Hamiltonian s, t-paths for G,, 1 and GL-,_ 1 together, we obtain a Hamilto- 
nian cycle C of G. Let (u, o) be an arbitrary edge of C. Obviously one can always 
embed G into the plane such that (u, u) is on the outer face. Thus the claim of the 
theorem follows immediately. 0 
3. Consequences for visibility graphs 
We now apply our results on s, t-visibility graphs to visibility graphs. In particular 
we shall obtain answers to the questions posed in the introduction. For a graph G 
let u E V(G) be a vertex of degree three. Let Xi (i = 1,2,3) be the neighbors of u. Let 
us denote by G(“) the graph that results from G by replacing u by a triangle T, i.e., 
we delete u and its incident edges and insert three new vertices ui (i = 1,2,3) together 
with the edges (ui, u2), (uz, us), (ui, us) and (Ui,x;) (i= 1,2,3). Let G’ be a copy of 
G- u (to make G’ and G (‘) disjoint) and denote by xi the vertex of G’ that cor- 
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responds to Xi (i = 1,2,3). By G, we denote the graph that results from G(‘) and G’ 
by inserting edges between vi and xi’ for i = 1,2,3. 
Theorem 3.1. Let G be a planar graph with maximum degree three, and let v be a 
vertex of degree three such that G - v is connected. Then G has a Hamiltonian cycle 
if and only if G, is a visibility graph. 
Proof. We use the notations G (“), T, G’, vlr u2, o3 as above. Observe that G has 
a Hamiltonian cycle if and only if G (‘) has a Hamiltonian path with two vertices 
of T as its endvertices. It is also clear that G(“) can be embedded into the plane 
such that T is the boundary of the outer region; moreover note that two vertices ui, 
UjE V(T) do not form a cutset of G(“) since G - u is connected. Hence it follows 
from Theorem 2.4 and (3) that G has a Hamiltonian cycle if and only if (5) holds. 
G(“) is an s, t-visibility graph for some s, t E V(T). (5) 
We now prove that G, is a visibility graph if and only if (5) holds. In order to 
establish the “only if part” of this claim, let us consider a visibility representation 
of G,. Let us insert for each edge (a, b) of G, exactly one vertical line segment 
along which the horizontal segments for a and b can see each other. The horizontal 
and vertical segments representing the vertices and edges of G, fall into three dis- 
joint classes: the class $ which contains the six segments representing the vertices 
and edges of T, the class d of segments representing vertices and edges of G(‘) 
which are not in g, and the class &? of the remaining segments. Observe that the 
segments of gdivide the plane into an unbounded region R, and a bounded region 
Rb; observe also that, since G - v is connected, the members of 4 must all belong 
to one region and the members of ~$7 to the other. These observations readily follow 
from well-known facts on an associated ordinary embedding of G,. Furthermore 
we may assume without loss of generality that the members of d belong to Rb: this 
follows from the way G, is composed from two isomorphic parts which have Tin 
common. Let us denote by s (t) the vertex that corresponds to the bottommost (top- 
most) horizontal segment of Z Then (5) readily follows by considering the segments 
of gU&. (If necessary enlarge the segments for s and t.) 
Conversely let us now assume that (5) holds. Consider a representation r of G(“) 
as an s, t-visibility graph such that, say, s = v1 and t = v3. Draw exactly one vertical 
line to represent each edge of G (‘) We may assume without loss of generality that . 
T is represented such that the vertical line representing (ut, v3) is to the right of the 
vertical lines representing (vi, u2) and (v2, v3). Note that in every ordinary embed- 
ding of G (“) the triangle T forms the boundary of some face (since G - v is con- 
nected). Hence in an ordinary embedding of G(“) associated with r, T forms the 
boundary of the outer face. From this it follows that we may assume xi(v2) =xl(vl) 
( =x,(v3)) since we can move the left extreme of the segment for v2 to the left 
without producting any new (or destroying any old) visibilities. Let I be the vertical 
line with x-coordinate xi(ut). Reflecting the representation of G(‘) at 1, we obtain 
the desired visibility representation of G,,. 0 
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From Theorem 3.1 we obtain the following two corollaries. 
Corollary 3.2. There exists a 3-connected planar graph on 77 vertices which is not 
a visibility graph. 
Proof. Let G be a 3-regular 3-connected planar graph without a Hamiltonian cycle 
such that / V(G)1 = 38. (The smallest number of vertices for which such a graph is 
known to exist is 38; see [l].) Let u E V(G) be arbitrary. Then by Theorem 3.1, G, 
is a graph with the desired properties. Figure 1 displays such a graph G,, where G, 
results from the Grinberg graph G. (See [l].) 0 
Corollary 3.3. Given a 3-connected planar graph G as input it is an NP-complete 
problem to decide whether G is a visibility graph. 
Proof. The following decision problem was shown by Garey, Johnson and Tarjan 
[5] to be NP-complete. 
Problem. HC IN 3-CONNECTED 3-REGULAR PLANAR GRAPHS. 
Input: A 3-connected 3-regular planar graph G. 
Question: Does G possess a Hamiltonian cycle? 
The decision problem we are interested in is the following. 
Problem. 3 VIS. 
Input: A 3-connected planar graph G. 
Question: Is G a visibility graph? 
Clearly 3 VIS is in NP since we only have to guess a visibility representation of 
G and verify in polynomial time that it is in fact a visibility representation. Now, 
let G be an input for HC IN 3-CONNECTED 3-REGULAR PLANAR GRAPHS. 
Let u E I/(G) be arbitrary. Then G, is 3-connected and planar, i.e., G, is an input 
for 3 VIS. By Theorem 3.1, G has a Hamiltonian cycle iff G, is a visibility graph, 
and clearly G, can be constructed from G in polynomial time. It follows that 3 VIS 
is NP-complete. q 
Corollaries 3.2 and 3.3 provide answers to the questions posed in the introduc- 
tion. In particular note that the graph of Fig. 1 is an example which shows that (1) 
is not sufficient for a 2-connected planar graph to be a visibility graph. We mention 
that we have also found smaller examples showing the same: the graph shown in 
Fig. 4 is such an example. 
We add a short indication why the graph shown in Fig. 4 is not a visibility graph: 
This is an immediate consequence of the following two facts (a) and (b) which can 
easily be proved. (a) Let G be a graph with six vertices s, x,, x2, x3, x4, f and 
E(G) = {(x,, x2), (x2, x3), (x,, x4), (x4, xl), (s, xl), (t, x3>}. Then G is not an s, t-visibility 
graph. (b) Let G be a 2-connected graph and let s, t be a pair of nonadjacent vertices 
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Fig. 4. A 2-connected graph which satisfies condition (l), but is not a visibility graph. 
of G such that G - {s, t} consists of three components Ct , C,, C,. Let C;+ be the 
subgraph of G which results from Cj by adding to C; the vertices s and t together 
with all edges of G connecting a vertex of Ci with one of the vertices s or t 
(i = 1,2,3). Assume that G is a visibility graph. Then at least one of the graphs Ci+ 
is an s, t-visibility graph. 
Note added in proof 
The construction of the graph depicted in Fig. 1 is not based on the Grimberg 
graph (as was erroneously claimed in the proof of Corollary 3.2) but on the graph 
of Barnette, Bosak and Lederberg (see e.g. B. Grtinbaum, Convex Polytopes 
(Wiley, London, 1967)). 
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