Scale-Dependent Coupling Between Aeolian Form And Flow by Gunn, Andrew Lewis
University of Pennsylvania 
ScholarlyCommons 
Publicly Accessible Penn Dissertations 
2021 
Scale-Dependent Coupling Between Aeolian Form And Flow 
Andrew Lewis Gunn 
University of Pennsylvania 
Follow this and additional works at: https://repository.upenn.edu/edissertations 
 Part of the Atmospheric Sciences Commons, Geology Commons, and the Geomorphology Commons 
Recommended Citation 
Gunn, Andrew Lewis, "Scale-Dependent Coupling Between Aeolian Form And Flow" (2021). Publicly 
Accessible Penn Dissertations. 4022. 
https://repository.upenn.edu/edissertations/4022 
This paper is posted at ScholarlyCommons. https://repository.upenn.edu/edissertations/4022 
For more information, please contact repository@pobox.upenn.edu. 
Scale-Dependent Coupling Between Aeolian Form And Flow 
Abstract 
Where there are erodible and durable grains and sufficiently strong winds to move them, erosion and 
deposition produces dunes. Dune fields are a coarsening pattern that defines large swaths of planetary 
landscapes. They exchange momentum and heat with the atmosphere, which in turn alters winds, 
creating a coupling between flow and form at the planetary surface. In this dissertation I investigate how 
surface properties of dune fields alter the winds that produce them, what conditions are necessary for 
dune growth and if it saturates, and how dune fields may respond to changing climate in the near future. 
These studies use a blend of scientific methods and are framed as problems in dynamics; investigations 
of non-uniformity, non-stationarity, saturation and thresholds. I show how the atmospheric boundary 
layer’s response to the roughness and low thermal inertia of dune fields creates spatial and temporal 
heterogeneity in dune-field activity, respectively. I argue that Earth’s dune coarsen indefinitely, predict that 
they will become less active during this century, and put bounds on the requisite winds and grain 
properties for their existence on bodies in the Solar System. This dissertation offers novel and generic 




Doctor of Philosophy (PhD) 
Graduate Group 
Earth & Environmental Science 
First Advisor 
Douglas J. Jerolmack 
Keywords 
Atmospheric Boundary Layer, Dune fields, Land-Atmosphere Feedback, Planetary Science, Sand Dunes, 
Sediment Transport 
Subject Categories 
Atmospheric Sciences | Geology | Geomorphology 
This dissertation is available at ScholarlyCommons: https://repository.upenn.edu/edissertations/4022 




Earth and Environmental Science
Presented to the Faculties of the University of Pennsylvania
in
Partial Fulfillment of the Requirements for the
Degree of Doctor of Philosophy
2021
Supervisor of Dissertation:
Dr. Douglas J. JEROLMACK
Professor, Earth and Environmental Science
Professor, Mechanical Engineering and Applied Mechanics
Graduate Group Chairperson:
Dr. David Goldsby
Associate Professor, Earth and Environmental Science
Dissertation Committee:
David Goldsby, Associate Professor, Earth and Environmental Science
Paulo E. Arratia, Professor, Mechanical Engineering and Applied Mechanics
David Mohrig (external), Professor, University of Texas – Austin








To view a copy of this license, visit
http://creativecommons.org/licenses/by-nc-sa/3.0/
Dedicated to Fi, mum and dad.
iii
ACKNOWLEDGMENTS
Foremost I must thank my parents, Cheryl and Hugh, for constantly striving to give my
sister and I the best upbringing possible. They have poured everything into us but still let
us choose our own paths; I am so grateful for their and my amazing sister Fi’s support.
Feeling so far away from them has been the hardest part of my PhD. I thank my aunties,
uncles and cousins for all their support (even though they think it’s crazy I care this much
about sand dunes). I wish my grandparents and uncle Paul were here to see this milestone,
but I know they’d be proud and that has kept me going.
Thank you to my friends outside of university for keeping me sane during this half-
decade, especially Peter, Emily, Sean, Pat, Wynter and the TTSOs. Most of all I thank Claire
for all the special memories and making Philly feel like a home.
I have been so fortunate to learn alongside some talented peers throughout my educa-
tion. Hannah, Adele, Hugo, Fraser and Guy in high school; Matt G. and Ben in undergrad;
Hadi, Lotem, Jacob and Tom at Penn outside EES; Priya, Erynn, Aja, Mike, Chris, John,
Travis and the rest of the grad group within EES and outside PennSed; and Nate, Pauline,
Cyril, John and Cole in the wider discipline. I couldn’t have made it through each step
without sharing the highs and lows, late nights and early starts, competition and collab-
oration. Lastly I have to pay special thanks to my brother-in-academia Darrick: I doubt
we’d have made it through our PhDs unless we had each other to lean on.
I am indebted to Mr. Nevens, Ms. Brophy, Mr. Honnens, Prof. Lane, and Prof. Sader,
my high school and undergraduate teachers whose belief in me and style of thought I
constantly revisited throughout my PhD. I also thank Profs. Park, Barishnikov, Durian,
iv
Liu and Murray for teaching me concepts from their respective fields during my graduate
coursework which I have already found so valuable in mine.
I also have benefited enormously from the mentorship of some inspirational scien-
tists and educators: Drs. Dalton-Brown, Nikurashin, Whadcoat and Dmochowski, and
Profs. Strutton, Yoshimori, Hogg, Marinov, Pérez-Rodríguez, Pfefferkorn, Ewing, Nield,
Dunne, Passalaqua, and Lapôtre. They’ve each invested time into providing me advice,
feedback and encouragement, and my determination to prove to them that it was worth it
has been—and will continue to be—a major source of motivation for me. I acknowledge
the special roles of my committee; Profs. Goldsby, Arratia and Mohrig for their dependable
support inside and outside their formal role in my PhD. Thank you all.
I thank Ani, Nick, Huan, Gus and Jim for being so amazing at their jobs and patient
with me. I also want to acknowledge everything Dana Tobin did for our department, a
truly special person; rest in peace. Finally, Penn EES matriarch, Joan Buccilli: thank you
for everything and I will miss you dearly.
I am indebted to my co-authors and colleagues for their important contributions to-
ward the research in this thesis: Profs. Schmutz, Edmonds, Bou-Zeid, Kocurek, Lancaster,
Narteau, Claudin, Andreotti, Burr, Pähtz and Duran; Drs. David, Falcini, Casasanta, Di
Liberto, Rozier and East; and Matt W. and Keaton. I want to highlight the roles of David
Bustos and Patrick Martinez at White Sands National Park in facilitating our fieldwork,
we are truly thankful for their continued support of research at the dune field.
PennSed: what a bunch of characters. I am so proud to be part of this talented group.
I especially want to thank Larry, Drs. Lee, Dunne, Seiphoori, Ferdowsi, Ortiz, Martin, and
Profs. Masteller, Glade, Qian and Bester for their support as active and past members.
Foremost though I have toiled away on this degree with the ceaseless encouragement of
one person: my close friend and lab partner Nakul—thank you so much.
And finally, my boss Prof. Jerolmack. Doug has had profound impact on how I see the
world. I didn’t know what a delta was when I started in Doug’s lab (and was promptly
v
‘fired’ for that!), I never thought twice about a river channel or a dune. Now when I
walk across a landscape I see an expression of process in form. I see hierarchy, causality,
feedback; something to puzzle over. What was I even thinking when I was ‘admiring the
scenery’ before? Thank you Doug for guiding me toward this fulfilling curiosity for tangi-
ble science, for allowing me intellectual freedom, and having confidence in my ideas and
abilities. Being your student has been such a privilege. Here’s to the few ideas we con-
verted into papers and the many ephemeral or regretfully neglected ideas we’ve thought
about together—let’s hope there’s many more down the road.
Funding support: I was supported by the University of Pennsylvania’s Benjamin Franklin
Fellowship, and an American Chemical Society Petroleum Research Fund New Directions
Grant to Douglas Jerolmack, during my degree. Funding to; Douglas Jerolmack awarded
by the National Science Foundation (NRI INT award #1734355) and Army Research Office
(Grant #569074), Ryan Ewing awarded by the National Park Service (NPS-GC-CESU Co-
operative Agreement #P12AC51051) and the National Science Foundation through the Na-
tional Center for Airborne Laser Mapping (EAR award #1043051), Andrew Gunn awarded
by the International Society of Aeolian Research (Elsevier Aeolian Research Scholarship),
the GEOL305 class from the University of Pennsylvania Earth and Environmental Science
department, facilitated research in this thesis.
vi
ABSTRACT
SCALE-DEPENDENT COUPLING BETWEEN AEOLIAN FLOW AND FORM
Andrew GUNN
Douglas J. JEROLMACK
Where there are erodible and durable grains and sufficiently strong winds to move them,
erosion and deposition produces dunes. Dune fields are a coarsening pattern that defines
large swaths of planetary landscapes. They exchange momentum and heat with the at-
mosphere, which in turn alters winds, creating a coupling between flow and form at the
planetary surface. In this dissertation I investigate how surface properties of dune fields
alter the winds that produce them, what conditions are necessary for dune growth and if it
saturates, and how dune fields may respond to changing climate in the near future. These
studies use a blend of scientific methods and are framed as problems in dynamics; inves-
tigations of non-uniformity, non-stationarity, saturation and thresholds. I show how the
atmospheric boundary layer’s response to the roughness and low thermal inertia of dune
fields creates spatial and temporal heterogeneity in dune-field activity, respectively. I ar-
gue that Earth’s dune coarsen indefinitely, predict that they will become less active during
this century, and put bounds on the requisite winds and grain properties for their existence
on bodies in the Solar System. This dissertation offers novel and generic contributions to
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Aeolian dune fields are expanses of a planetary surface where loose and erodible grains
have been blown by wind into repeating topographic patterns (Pye and Tsoar, 2008). These
patterns occur at multiple scales and manifest through instabilities in the flow of air, of
grains, and interaction of these flows (Durán, Claudin, and Andreotti, 2011). There are
three key ingredients in the recipe for a dune field: a source of grains, winds to move
them, and everything needs to be dry most of the time. The two former ingredients are
required to be in a ‘goldilocks’ state, and the drier the better (not like porridge).
The first ingredient, grains, have to walk a line that is laid out by the way in which
the wind moves them. Wind blows grains in a process called ‘saltation’, where they are
forced to constantly bombard one another in hops that are in the same average direction as
the wind’s. The line they walk is one of structural integrity; they can’t be too easy to break
down during collisions otherwise they will turn into dust too quickly, and nor can they not
break down at all—or worse still, sinter together and get larger—because then it is very
difficult for wind to erode into a source of grains. Grains are typically minerals, i.e. ice or
rock, that satisfy this ‘goldilocks’ criteria, and are usually sourced from sediment deposits
created by past geomorphic work (Pye and Tsoar, 2008), or sometimes from precipitation
of vapor or liquid (Kocurek et al., 2007; Hörst and Tolbert, 2013).
The second ingredient, wind, also plays a balancing act (Jerolmack and Brzinski III,
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2010). If it’s too forceful relative to the grain’s weight it can cause the grains to suspend
instead of saltate, which is no good for building patterns since grain deposition will be
diffuse. If it’s too weak, it can’t nudge the grains into, or maintain, a hopping state, and
no patterns can be made without grain movement either. While winds do decrease as they
get close to the grains, and they are exponentially less probable to be faster in the vicinity
of the latter bound, they do meet the ‘golidlocks’ criteria sometimes, around 5% of the
time on Earth (Narteau et al., 2009). The momentum for near-surface winds across Earth’s
sand dune fields is sourced from geostrophic flow in the free-atmosphere (Garratt, 1994),
and can be treated as a boundary condition for the dune field. In other more exotic cases,
density currents produce dune-forming winds and aren’t necessarily uncoupled from the
dune field (Ewing et al., 2010).
These three ingredients are found in the same place and time often on Earth, presently
and in the past (Pye and Tsoar, 2008). Remarkably, or perhaps not since they all have
drier surfaces, dune fields have been identified on other planetary bodies in our Solar
System too (Hayes, 2018). Despite the great diversity in these landscapes, from ephemeral
Antarctic snow dunes to Australia’s expansive Red Center on Earth, and from dune fields
on Titan of organic volatiles to those on Pluto made of solid methane far away from Earth,
dune fields everywhere share universal and striking phenomenology across spatial scales.
On the order of microns, all dune fields are constituent of grains which have shapes and
sizes that manifest from the style of sediment transport and the source material (Jerolmack,
Reitz, and Martin, 2011). At the scale centimeters, the interplay of drag and weight during
a grain hop gives rise to an entire class of topographic pattern—impact ripples (Bagnold,
1941a). At yet larger scales, dunes form at a wavelength made unstable through the spatial
lag between near-surface wind and saltation intensities (Durán, Claudin, and Andreotti,
2011). These dunes then coarsen and interact at the kilometer scale (Bacik et al., 2020), and
finally, dynamics are bounded at the largest scale by the size of the dune field itself.
I put forward these nested phenomena not just to illustrate the beautiful hierarchy
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of dynamics in aeolian landscapes, but to point out that there is a separation of scales
between them such that what goes on at one scale is not exquisitely sensitive to what’s
happening at another. Indeed, this insensitivity is partly responsible for the ubiquity of
aeolian landscapes in the Solar System; threshold winds, hop lengths, fluid densities, etc,
can all vary by orders of magnitude yet the dune instability is generic enough that we
continue to find the patterns manifest (Paola et al., 2009; Narteau et al., 2009). In this thesis
I liberally act on that mandate by Nature—to push the details from other scales to one
side and apply findings broadly—but recognise that there are notable exceptions, such as
cascade-up and memory effects, that have been identified in aeolian systems with more
subtle approaches (Lee, Ferdowsi, and Jerolmack, 2019; Yizhaq, Ashkenazy, and Tsoar,
2007).
Dynamics at one scale in aeolian systems has arguably received less attention by gen-
eralists than others: those at the scale of the system itself. Maybe this is because it is much
larger than the human scale, more likely it is because there are a lot less dune fields to gen-
eralize with than there are dunes or grains. Field case-studies have highlighted remarkable
dynamics at the system-scale however, and are shown to often introduce boundary con-
ditions for dynamics at lower scales (Jerolmack et al., 2012; Kocurek and Lancaster, 1999).
The body of work presented here is focused particularly on generalizing system-scale dy-
namics of aeolian landscapes, those with which still exist when all complexity at smaller
scales is boiled down to a couple of scalars.
Figure 1.1 includes a schematic that lays out a framework for dune-field dynamics at
the system-scale. Here we view the dune-field surface and the part of the atmosphere that
feels its presence—the atmospheric boundary layer (ABL)—as a coupled environment that
is nested within an external coupled surface-ABL environment. This pair of environments
have the same momentum source forcing them, but since by definition flow in the ABL
depends also on the surface properties of the environment, they have unique wind profiles
(Garratt, 1994). The near-surface winds that an ABL profile sets the stage for, those that are
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on the scale of the grain hop or an incipient dune, are the ones that do geomorphic work
if they are within the ‘goldilocks’ zone of wind strength. The ABL and surface coupling
in dune fields exists through this work; it produces topographic detail that then impinges
on the ABL and introduces drag. The direct impact of this ‘roughness’ on momentum
at the ABL scale is often parameterized simply as a single lengthscale. The surface has
properties that effect heat in the ABL also, which in turn alter momentum in the ABL
indirectly through the promotion or suppression of vertical mixing. Viewing the dune-
field system in this framework illustrates that there are many knobs and switches that
control evolution at the system-scale.
This thesis is an attempt to understand a few of those knobs and switches. Figure 1.1
places distilled results from each of this dissertation’s chapters in the shared context pro-
vided by the framework schematic. In Chapter 2, the role of non-uniformity at the interface
between the external and dune-field environments for dune-field evolution is discussed.
Chapter 3 is focused on how non-stationarity in the dune-field ABL is critical for pro-
ducing ‘goldilocks’ winds. Chapter 4 shows that, despite the potential for dune fields to
have regions driven with spatially homogeneous forcing laid out in Chapter 2, dune-field
surfaces don’t—as previously hypothesized (Andreotti et al., 2009)—reach an equilibrium
state, and topographic patterns in fact coarsen indefinitely over realistic timescales of ex-
ternal forcing persistence. Chapter 5 is a case study on how non-stationarity in Earth’s con-
temporary external forcing may impact dune-field surfaces. In Chapter 6 a fresh treatment
of the ‘goldilocks’ zones for wind and grains is put forward, outside of which nothing else
discussed could occur, and is applied to some bodies in the Solar System that host dune
fields. Finally the thesis ends with a conclusion (Chapter 7) and supplementary material
(Appendices A–E).
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FIGURE 1.1: Thesis framework and key results. In the center left schematic, a dune-field’s surface
(yellow) and atmospheric boundary layer (ABL, purple) are nested within an external environ-
ment (green, surface; blue, ABL), both are forced by an external free-atmosphere flow (grey). The
forcing and surface properties give rise to equilibrium wind profiles (blue, external; purple, dune-
field) that span the ABL height H , and that flow transitions between within Ssat (lighter dune-field
environment). Chapter 2 is concerned with the non-uniformity within Ssat (an example variable
(10-m wind speed) transect is shown), while Chapter 3 is concerned with the non-stationarity of
the dune-field wind profile (example diurnal variability is shown). Chapter 4 shows dunes coarsen
indefinitely under constant forcing and aren’t limited in size (wavelength x shown) by H . Non-
stationarity of the external forcing is discussed in Chapter 5, and conditions for aeolian transport
(threshold friction velocity shown) are discussed in Chapter 6.
Chapter 2
Macroscopic flow disequilibrium over
aeolian dune fields
Chapter published as:
A. Gunn, P. Schmutz, M. Wanker, D. A. Edmonds, R. C. Ewing, D. J. Jerolmack (2020),
Macroscopic flow disequilibrium over aeolian dune fields, Geophysical Research Letters.
Abstract:
Aeolian dune fields are self-organized patterns formed by wind-blown sand. Dunes are
topographic roughness elements that impose drag on the atmospheric boundary layer
(ABL), creating a natural coupling between form and flow. While the steady-state influence
of drag on the ABL is well studied, non-equilibrium effects due to roughness transitions
are less understood. Here we examine the large-scale coupling between the ABL and an
entire dune field. Field observations at White Sands, New Mexico, reveal a concomitant
decline in wind speed and sand flux downwind of the transition from smooth playa to
rough dunes at the upwind dune-field margin, that affects the entire ∼10-km long dune
field. Using a theory for the system that accounts for the observations, we generalize to
other roughness scenarios. We find that, via transitional ABL dynamics, aeolian sediment
aggradation can be influenced by roughness both inside and outside dune fields.
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2.1 Introduction
Aeolian dune fields are patterned areas of sand that express an aerodynamic coupling
between the Earth’s erodible surface and the atmospheric boundary layer (ABL) (Bagnold,
1941b; Kocurek and Ewing, 2005). For a single dune, this coupling is clear: flow accelerates
on the stoss which erodes sand, and sand deposits on the lee where flow separates (Pye and
Tsoar, 2008). For a pair of dunes, the flow wake generated by an upwind dune influences
the flow over a dune downwind, creating short-range interaction (Bristow et al., 2019;
Bacik et al., 2020). For many dunes, the sum of their wakes imparts a collective drag
(Stevens, Gayme, and Meneveau, 2015), creating a roughness sublayer in the ABL a few
dune-heights high (Ghisalberti, 2009). When there is a separation of scales between the
bodies and the flow, we parameterize this many-body effect on the ABL inertial layer aloft
with a roughness length z0 (Nikuradse et al., 1950; Stull, 2012; Nield et al., 2013). This
is done extensively for dune-sized bodies in the ABL when flow is in equilibrium with
the surface below (Garratt, 1990). Dune fields have edges, however, and the mismatch
of roughness imparted by the dunes and the external surface can lead to a breakdown of
equilibrium conditions downwind of the edge. This transient phenomena is rarely studied
in geomorphology, with a few exceptions (Bauer, 1991; Jerolmack et al., 2012).
In the field of boundary layer meteorology, however, there has been significant work
on how ABL flow changes due to a Lagrangian transition in surface properties; be it heat,
water vapor flux, or roughness (Garratt, 1990; Bou-Zeid, Meneveau, and Parlange, 2004;
Dupont and Brunet, 2009). Observations, empirical relations and numerical models all
describe a common pattern: when flow meets an edge between two surfaces, there is some
transient disequilibrium between flow and the surface downwind of the edge. While this
work has many valuable applications, in urban weather and renewable energy for example
(Barlow, 2014; Stevens, Gayme, and Meneveau, 2015), none of these efforts have focused
on flow crossing a dune-field boundary. This is a notable case, however, since the flow
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creates the form, which in turn alters the flow.
Jerolmack et al., 2012 presented the idea of an internal boundary layer developing over
the White Sands Dune Field in New Mexico, USA. This dune field has a uni-directional
sediment flux (Figs. 2.1a & A.1) and a well-defined dune-field boundary, where a consis-
tently ‘smooth’ upwind playa transitions to active ‘rough’ dunes (McKee, 1966; Kocurek et
al., 2007). Jerolmack et al., 2012 hypothesized that the transition creates flow deceleration
across the dune field, causing measured changes in dune migration that control vegetation
density and even the groundwater table. They did not make direct wind observations,
however; in lieu of this, Jerolmack et al., 2012 drew upon empirical closures from classical
boundary-layer studies that seldom apply to the ABL. Furthermore, since their study, al-
ternative hypotheses for the observed dune migration patterns at White Sands have arisen
that dispute the influence of the roughness transition (Baitis et al., 2014; Pelletier, 2015). To
resolve this conflict, we apply a recent transient ABL theory to White Sands (Momen and
Bou-Zeid, 2016), finding the wind adjustment due to roughness change and the associated
lengthscale. We then present measurements of winds and topography at White Sands (Fig.
2.1) that agree with the theoretical prediction. We examine near-surface winds at three lo-
cations on a stream-wise transect, winds up to 300 m at two locations (Gunn et al., 2021a),
and dune migration patterns from three topographic surveys. Our work shows that at
White Sands the ABL is out-of-equilibrium with the dune roughness creating stream-wise
gradients in sediment flux. Finally, with theory we suggest this mechanism is significant
for most dune fields on Earth.
2.2 Materials and Methods
2.2.1 ABL theory
We first seek to develop a physically-informed expectation of the flow adjustment at the
leading edge of a dune field. Models of the ABL cover a broad range of complexity. Often,
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computationally expensive Large Eddy Simulations (LES) are chosen to understand the
temporal response of the ABL to forcing. The richness of each LES experiment, however,
comes at the expense of limiting the number of forcings examined. Instead we chose to
employ an analytical model extending from Momen and Bou-Zeid, 2016, opting for the
ability to generalize and interpret. Such a model seems appropriate also given the limited
data available for comparison.
The main assumption of this model is that the turbulent stresses responsible for mixing
momentum vertically in the ABL are linearly proportional to the local horizontal flow




Here u is horizontal wind speed, w is vertical wind speed, z is altitude, and α is a damp-
ing frequency that is proportional to how easily momentum is transferred. An identical
equation is assumed for the orthogonal horizontal wind speed v. We further assume that
the ABL is neutral, barotropic and locally planar-homogeneous. Then, if we let A = u+ iv,
where i is the imaginary unit, and set the geostrophic wind vector to Ag = G + i · 0 the
ABL flow equation is:
Ȧ = if(G−A)− αA, (2.2)
where the over-dot indicates change in time and f is the Coriolis frequency. Steady-state
flow therefore takes the form A = G/(1− iα/f).
Now consider the case where a Lagrangian column of air that is in equilibrium, Aout,
encounters a step-change in environment characterized by αin at t = 0 such that it tends
toward a new equilibrium Ain; the solution to Eqn. 2.2 is:
A = xAout︸ ︷︷ ︸
homogeneous
+ (1− x)Ain︸ ︷︷ ︸
particular
, (2.3)
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where x = e−t(αin+if). Assuming Taylor’s hypothesis, we can switch from a Lagrangian
reference frame to an Eulerian one. A parcel in the column travels with the flow U where
U = |A|, such that t = S/U where S is the stream-wise distance from the step-change in
environment.
Using Eqn. 2.3 in an Eulerian reference frame, we can describe the transience that is
caused by flow encountering a change in roughness between the inside and outside of a
dune field – all that is required is a model that links momentum with roughness via α.
Here we choose the following model used by others (Momen and Bou-Zeid, 2016; Lentz,





where there are three characteristic length-scales: L0 for turbulent mixing, z0 for rough-
ness, and Z for ABL height. To apply Eqs. 2.3 and 2.4, we choose values for the free
parameters L0, Z, z0,out, z0,in, and f . Following verification from LES we choose L0 = 50 m
(Momen and Bou-Zeid, 2016). At White Sands the average ABL height is approximately
Z = 1000 m (Hinds and Hoidale, 1977) (red line Fig. 2.1d), and the latitude constrains
f = 7.91 · 10−5 s−1. We assume z0,out = 10−4 m for the playa and z0,in = 10−1 m for the
dune field. These follow typical values for boundary layer studies of similar landscapes
(Stull, 2012), and the classical result from hydraulically rough flow where z0 = ks/30 and
ks is the element height (a ripple and a dune for upwind and downwind, respectively, Fig
2.1d) (Nikuradse et al., 1950). With these elements in place, we are able to predict the mag-
nitude and distance of the expected downwind decrease in wind speed at White Sands.
2.2.2 ABL observations
We observed the winds at White Sands Dune Field using two separate systems: a set
of three 10-m meteorological towers measuring near-surface concurrently, and a single
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upward-facing doppler wind lidar measuring wind profiles at heights 10 m ≤ z ≤ 300 m
at two separate locations on consecutive years. The periods of observation for all instru-
ments overlapped with the ‘windy season’, in which strong southwesterly winds emanat-
ing from the Pacific cross New Mexico between February and June (Hinds and Hoidale,
1977).
The three meteorological towers were erected in 2015 along a transect approximately in
the ‘formative’ wind direction (cyan triangles at Ua, U b, and U c in Fig. 2.1a, respectively).
These towers measured wind speeds at 2, 5 and 10 m elevation, and wind direction at 10 m
elevation, using cup and vein anemometers (cyan line Fig. 2.1d). Data were stored for the
10-minute means. The harsh environment at White Sands Dune Field (heat waves, dust
storms, lightning, etc.) has limited when these towers were able to measure all variables
concurrently, to 160 days. Only these periods are reported here.
A Zephir300 lidar recorded data adjacent to Tower A for 59 days in 2016, and to Tower
B for 18 days in 2017, and was used to measure the winds between 10 and 300 m elevation
(magenta triangles at Ua and U b in Fig. 2.1a, respectively). Means for 17-s intervals at ten
elevations between 10 and 300 m (magenta line Fig. 2.1d) were taken. Here we only report
the horizontal wind speeds.
2.2.3 Topography observations
We analyze three White Sands Dune Field terrestrial airborne lidar survey DTMs to un-
derstand the dune direction and sediment fluxes. These surveys are publicly available on
OpenTopography.org and were taken in January 2009, September 2009, and June 2010 (La,
Lb, and Lc in Fig. 2.1a, respectively). Dune direction, i.e. the direction a dune migrates,
θd, was found by analyzing the slip-face orientations using a cross-correlation technique
(Appendix A.2, Fig. A.1) (Pedersen et al., 2015; Swanson, Mohrig, and Kocurek, 2016).
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Sediment flux, qs, was found by integrating the Exner equation,






where φ is the packing fraction, s is some distance along a line of constant yd, dη is a change
in elevation over some time interval dt, and qs(s) is the sediment flux qs at some location s.
If qs(s0) is known, then qs(s) can be found by performing the integral on the RHS of Eqn.
2.5 (Appendix A.2, Figs. A.2 & A.3).
2.3 Results
The impact of the roughness transition can be seen in both form and flow at White Sands
(Fig. 2.2). To illustrate the difference in topographic variability that induces flow drag, we
plot the span-wise average transect in standard deviation over a 100 m2 moving-window
(yellow line). The playa outside the dune field, Sd < 0, is smooth relative to the dunes,
which can also be seen in an example elevation transect (grey background in Fig. 2.2).
Average downwind flow deceleration in 10-m wind is shown for concurrent Met tower
measurements (cyan in Fig. 2.2b). These speeds are filtered such that for a given time,
wind direction is within θd ± n · 15◦ where n = {1, 2, 3} for Ua, Ub and Uc, respectively,
meaning flow is approximately aligned with the dunes everywhere. The idealized model
(grey line in Fig. 2.2b) gives fair agreement with the observed deceleration. This theory
line is the weighted average of an ensemble of lines with different G values such that it
has the same observed probability of Ua10 values. This averaging is important because flow
deceleration is non-linearly related to the upwind speed (Eqn. 2.2). The coupling between
flow and form is then closed by sediment flux, which we illustrate in three independent
calculations (Fig. 2.2c). Explicit measurement of sediment flux comes from DTM pairs,
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which show transport diminishing downwind. We compare this to sediment flux calcula-
tions determined from measured U10 winds at met towers U b and U c (for θ ∈ {θd ± 15◦}),


















where u∗ is the friction velocity, κ is von Karman’s constant, ρ is the density of the sub-
scripts, g is gravity, and u∗,cr is the critical friction velocity above which sediment trans-
port is initiated. Eqn. 2.6 has been used elsewhere (Kok et al., 2012; Durán, Claudin, and
Andreotti, 2011), and here Kq = 2.87 is inferred mean value of two experimental studies
(Ho et al., 2011; Li et al., 2010). Our choice of u∗,cr = 0.3 m/s is within the range previously
used at White Sands (Reitz et al., 2010; Jerolmack, Reitz, and Martin, 2011; Eastwood et al.,
2012); z0 used in this flux calculation is 10−4 m, since wind at the saltation scale ‘feels’
the ripple-scale drag, consistent with other studies from White Sands (Jerolmack et al.,
2006; Martin et al., 2013; Gunn et al., 2021a). The chosen parameter values predict a flux
decline that reasonably follows the DTM-derived trend, while parameterizing roughness
as z0 ∼ ση(Sd), following previous work (Shockling, Allen, and Smits, 2006; Anderson
et al., 2012; Garratt, 1994), measured with the DTM marginally improves the prediction
(Appendix A.3, Fig. A.4).
The roughness transition at White Sands also affects ABL flow structure (Fig. 2.3).
To show the downwind evolution of near-surface wind, residuals of aligned concurrent
wind speeds measured by the towers are plotted in Figure 2.3a. Consistent with theory,




2 . The magni-
tudes of these residuals are large enough to indicate that sediment flux sometimes occurs
at upwind locations, but not downwind, in the dune field. Doppler lidar flow profiles
far above the dunes are also altered substantially for dune-aligned winds, such that for
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a given speed aloft the near-surface shear is diminished inside the dune field relative to
outside (Fig. 2.3b). In turn, this ensures that flow aloft must be greater over the dune field
to achieve the same near-surface speed, with this compensation growing with magnitude
(Fig. 2.3c). The damping frequency α paramaterizes how much shear-induced turbulent
mixing there is given mean flow speed (Eqn. 2.1). Theoretical profiles of α consistent with
Momen and Bou-Zeid, 2016; Momen and Bou-Zeid, 2017 for the constants at White Sands
and G = 20 m/s are compared to profiles inferred from assumed-equilibrium flows in
Figure 2.3d (Jerolmack et al., 2012). The inferred α profiles are found using wind profiles
and rearranging Eqn. 2.3 with Ȧ = 0. This assumption, that flow is locally steady, should
hold for the average profile measured by the doppler wind lidar at Ua, and an LES simula-
tion over a periodic sub-domain of White Sands dunes performed by Wang and Anderson,
2019. The lidar and LES should be compared to the theoretical profiles outside and inside
the dune field, respectively. They show that the parameterization for α in Eqn. 2.4 under-
estimates the vertical gradient in damping but is consistent at 10 m, where the ABL theory
is tied to sediment flux with Eqn. 2.6 (Appendix A.3, Fig. A.4).
The results from White Sands indicate that the roughness disparity at the dune-field
boundary has geomorphic consequences. This could occur in dune fields with differ-
ent dune and external roughness lengths. We broaden our results by varying roughness
lengths inside and outside a hypothetical region in the idealized theory with G = 20
m/s (Fig. 2.4). This exercise approximates the isolated coupling of flow and the erodi-
ble form that impinges upon it. In Figure 2.4a, example cases of non-equilibrium flow
speeds downwind of a transition from z0,out to z0,in are shown. The trajectories highlight
that equilibrium depends uniquely on the local roughness, but the approach depends on
both roughness values (Eqn. 2.3). By Eqn. 2.5, convergence of sediment causes deposition,
meaning that in a uni-directional wind regime, a decrease (increase) in flux with distance
downwind causes aggradation (degradation) in the dune field. Plotting the deposition
rate a fixed distance from the roughness transition (here the stream-wise length of White
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Sands dune field, Sws) for different pairs of roughness lengths illustrates that for domains
rougher inside than outside, deposition occurs inside because flow is decelerating (Fig.
2.4b). For the pair of roughness lengths assumed for White Sands, the predicted aggra-
dation rate agrees with optically stimulated luminescence (OSL) dating by Kocurek et al.,
2007 of 0.5 mm/yr, when the flux intermittency factor (0.05) is chosen so the upwind flux
matches Fig. 2.2. The distance downwind Ssat needed to achieve equilibrium between
z0,in and U10 is defined graphically as the distance Sd such that U10 is first within 1% of
Usat (grey bands in Fig. 2.4a). This length-scale is shown for roughness length pairs in
Figure 2.4c, with Ssat for White Sands (32 km, red dot) far exceeding Sws (5 km, yellow
line), implying that flow across the entire White Sands dune field is out of equilibrium.
2.4 Discussion
Our interpretation of the White Sands results is that the majority of the downwind decrease
in sediment flux, and associated dune migration rate, can be related to the roughness tran-
sition at the dune field boundary. While these dynamics were anticipated by Jerolmack
et al., 2012, our work provides: (i) the first direct wind measurements demonstrating flow
adjustment; (ii) application of a more physically-informed model; and (iii) an improved
treatment of sand flux. We suspect that the flow disequilibrium extends well beyond the
dune field at White Sands, as indicated by the theoretical results (Sws  Ssat) and the ob-
served aggradation across the entire dune field (Fig. 2.2). We also expect that the observed
downwind gradients in vegetation density, grain-size, dune morphology and water-table
depth at White Sands (Jerolmack et al., 2012; Ewing and Kocurek, 2010b; Lee, Ferdowsi,
and Jerolmack, 2019) would all be dramatically different if the upwind conditions were
altered.
Limitations exist on the application and interpretation of Chapter 2. The influence of
roughness transitions on flow can be outweighed by other land-ABL interactions, notably
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the exchange of heat can dominate ABL flow profiles on short timescales (Stull, 2012).
Indeed, at White Sands flow profiles are extremely sensitive to the diurnal cycle (Gunn
et al., 2021a; Frank and Kocurek, 1994); however, we expect the spatial imprint of these
properties during sediment transport to be small relative to that of the roughness. Flow
direction and the dune-field boundary are clear at White Sands, but other cases are less
conducive to this form of analysis. Some dunes, such as giant and isolated star dunes or
compound dunes, likely fail to behave as roughness elements in the flow and therefore fall
outside the constraints of this analysis. Finally, flow that is out of equilibrium with the
surface outside a dune field will not behave as outlined here as it evolves over the dunes.
This case probably exists for some dune fields, however we are confident that Eqn. 2.3
applies at White Sands, and the observations of flow deceleration and profile alteration
are robust.
More generally, this macroscopic length-scale of flow and form disequilibrium, Ssat,
can be considered alongside other fundamental lengths in aeolian landscape evolution and
is similar to Lsat, the saturation length of saltation that sets the dune instability wavelength
(Durán, Claudin, and Andreotti, 2011). Ssat can be considered the minimum length a dune
field must be to attain equilibrium with the ABL. An important distinction, however, is
that Ssat depends on conditions outside the dune field as well as those within (highlighted
by the diagonal asymmetry in Fig. 2.4c). Dune interaction and migration within Ssat of the
dune-field windward edge is fundamentally different from when the ABL is equilibrated
with the macroscopic dune roughness. Based on the relative length of Ssat values (Fig 2.4c)
and typical dune-field lengths (101 − 103 km), we hypothesize that a significant portion of
Earth’s dunes exist within this out-of-equilibrium edge of dune fields (also suggested by
Gao, Narteau, and Rozier, 2015).
Interestingly, the theory suggests that the flux and wind vector directions also change
alongside their length inside Ssat due to the evolving importance of drag relative to geostro-
phy (Fig. A.5). White Sands does not have sufficient stream-wise extent to observe this
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effect (a 22◦ deflection at equilibrium Ssat = 32 km, in theory); however, in larger domains
the dune direction may be affected (suggested by Warren, 1976). All else equal, deflection
would increase with latitude, akin to other large Rossby-number dependent geomorphic
forms like turbidity current channels (Wells and Cossu, 2013). Another untested indication
from this theory lies in the evolution of incipient dune fields where the coupling between
z0,in and qs is most sensitive. As dunes develop, a dune field may switch from net ero-
sion to deposition if its roughness crosses the external roughness (right to left in Fig. 2.4b).
Future tests of this idea could extend to the relative effects of heat flux and roughness tran-
sitions at coastal dune fields, or where the surface upwind of a unidirectional dune field
has coarse span-wise heterogeneity.
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FIGURE 2.1: (a) A composite aerial photograph of White Sands Dune Field,
New Mexico, annotated with; three topographic lidar dataset boundaries
in green (La, Lb, Lc), three ABL measurement locations (Ua, U b, U c) for
meteorological towers (cyan arrows) and doppler lidar (magenta arrows),
the roughness transition delineating the ‘smooth’ playa and dune field (blue
line), two pairs of axes [x, y] (black, cardinal) and [xd, yd] (yellow) that are
offset by the dune direction θd. Axes lines are 5 km centered on [32.854◦,
-106.369◦]. A sediment flux probability rose calculated from the tower at Ua
(red), black line gives scale. (b,c) 500 m2 sub-DTMs (locations in black in
(a)) contrast playa and dune topography (note the different color-scales of
elevation relative to sub-DTM minimum, δη). (d) The approximate range of
elevations for dune-field topography (yellow), meteorological tower obser-
vations (cyan), wind lidar (magenta), and ABL height (red).
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FIGURE 2.2: White Sands transects in Sd, the stream-wise direction where
the roughness transition is at the origin. Bumpy shaded background is an
example DTM elevation, η, transect illustrating the roughness transition and
net deposition. (a) The span-wise mean local topographic standard devia-
tion (yellow line), ση , shown here for the June 2010 DTM, is low upwind of
the margin and consistently high downwind. This causes a deceleration in
10-m wind, U10, shown for theory (upper grey line) and concurrent obser-
vations (cyan; triangles, average; lines, interquartile range) in (b). In turn,
(c) the sediment flux, qs, diminishes downwind, as measured explicitly from
DTM pairs (red, blue and green; lines, span-wise average; envelopes, span-
wise interquartile range) and calculated from theory (lower grey line) and
dune-aligned 10-m winds (cyan triangles). Sediment flux calculated with
Ua10 is not shown due to limited sediment supply on the playa.
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FIGURE 2.3: (a) A histogram of residuals between concurrent 2-m wind
speeds, Ua2 , U b2 and U c2 , at the three meteorological towers, with theory (grey
line) overlaid. (b) Mean doppler lidar wind speed profiles between 10 and
77 m (for θ10 ∈ {θd± 15◦}) from the playa (Ua, red line) and within the dune
field (U b, blue line), normalized and plotted with interquartile range en-
velopes. (c) Mean (lines) and interquartile ranges (envelopes) of U300 given
U10. (d) Theoretical profiles of the damping frequency, α, for the playa (red)
and the dune field (blue) for a fixed geostrophic condition, and inferred pro-
files from the playa doppler lidar (red dotted line) and LES simulations by
Wang and Anderson, 2019 (blue dashed line).
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FIGURE 2.4: (a) Theoretical scenarios of the evolution of 10-m wind speed
(U10) with distance downwind (Sd) of a transition from roughness lengths
of z0,out to z0,in. Line color indicates z0,in from the left color-bar, and black
lines indicate equilibrium speeds, Usat (small grey envelopes are within 1%
ofUsat). (b) Theoretical deposition rates, dη/dt, at distance Sws downwind of
the transition for a given ratio of outside and inside (line color) z0. Overlaid
is the prediction for White Sands (red dot) and measured deposition rate
(yellow; line, present-day; envelope, interquartile range over last ∼7.3 ka)
using OSL dating by Kocurek et al., 2007. (c) The theoretical distance Ssat
downwind of a roughness transition to achieve U10 that is in equilibrium
with z0,in, where color has a log-scale. Stream-wise length of White Sands
Dune Field at the measured wind transect is Sws = 5 km (yellow line); and
the assumed White Sands z0,out and z0,in (red dot), are shown.
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Abstract:
Wind-blown sand dunes are both a consequence and a driver of climate dynamics; they
arise under persistently dry and windy conditions, and are sometimes a source for air-
borne dust. Dune fields experience extreme daily changes in temperature, yet the role
of atmospheric stability in driving sand transport and dust emission has not been estab-
lished. Here we report on an unprecedented multi-scale field experiment at the White
Sands Dune Field (New Mexico, USA), where by measuring wind, humidity and temper-
ature profiles in the atmosphere concurrently with sediment transport we demonstrate
that a daily rhythm of sand and dust transport arises from non-equilibrium atmospheric
boundary layer convection. A global analysis of 45 dune fields confirms the connection
found in situ between surface wind speed and diurnal temperature cycles, revealing an
unrecognized climate feedback that may contribute to the growth of deserts on Earth and
dune activity on Mars.
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3.1 Introduction
Wind-blown sediments define the regional climate and topography of large swaths of
Earth and other planets (Hayes, 2018; Lancaster, 2006; Andreotti et al., 2009; Jerolmack
et al., 2012). Dune fields evolve alongside climate via land-atmosphere feedbacks — some-
times growing to envelop entire continents, and other times fading away (Rodríguez-
López et al., 2014) — with vast impacts in other components of the Earth system (Lambert
et al., 2008). Ripples and dunes form by the near-surface transport of sand in saltation
(Kok et al., 2012), while dust lofted high into the atmosphere serves as a catalyst for other
Earth-system processes like cloud nucleation and phytoplankton growth (Lambert et al.,
2008; DeMott et al., 2003; Mahowald et al., 2005). Appropriate descriptions of sediment
dynamics are important for revealing both past climate, through aeolian stratigraphic in-
terpretations (Rodríguez-López et al., 2014), and future climate, through dust in Earth-
system models (ESMs) (Kok et al., 2012). The latter is an especially important challenge
considering predictions of increased aridity in Earth’s future (Berg et al., 2016).
Tying together the essential elements of sediment transport and atmospheric boundary
layer (ABL) mechanics, in a computationally efficient way, is of central importance for dust
emission prediction in ESMs (Zender, Bian, and Newman, 2003; Dyer, 1974; Hu, Nielsen-
Gammon, and Zhang, 2010). Current ESMs used to estimate dust and sand fluxes employ
sediment transport algorithms to find the critical friction velocity, u∗,cr, required to initiate
particle motion (Zender, Bian, and Newman, 2003). Friction velocity, u∗, is a parameter that
represents the shear of wind impinging on a rough boundary (Garratt, 1994). In sediment
transport studies, u∗ is usually derived by fitting time-averaged vertical profiles of hori-
zontal wind velocity with the so-called Law of the Wall (or log law) theory (Sterk, Jacobs,
and Van Boxel, 1998; Martin and Kok, 2017), which is derived under the assumptions of a
steady and uniform, turbulent boundary-layer flow of an unstratified fluid. Although this
theory may approximate flow in some portions of the Atmospheric Boundary Layer (ABL)
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sometimes, vertical density gradients create buoyancy forces that lead to large deviations
(Garratt, 1994; Monin and Obukhov, 1954; Dyer, 1974; Frank and Kocurek, 1994). Empiri-
cal functions have been developed in studies of the ABL to characterize this deviation via
the Monin-Obukhov similarity theory (MOST) (Garratt, 1994; Monin and Obukhov, 1954;
Dyer, 1974), which predicts enhanced u∗ aiding sand transport in unstably stratified con-
ditions, and suppressed u∗ in stable conditions (Lanigan, Stout, and Anderson, 2016). In
essence, MOST is dimensional analysis implying that for wind and potential temperature
profiles, u(z) and θ(z), ∂u/∂z(z) and ∂θ/∂z(z) are uniquely and universally related (given
appropriate non-dimensionalization, see Appendix B.7 for details), but it assumes steady-
state stratification and is therefore unable to capture the daily evolution of the boundary
stress imparted by the ABL if there is sufficiently strong periodic solar heating (Cheng,
Parlange, and Brutsaert, 2005). Moreover, knowledge of u∗ is necessary but not sufficient
to forecast sand and dust transport. Winds must exceed the critical shear velocity set by
sediment properties (u∗,cr) for transport and erosion to occur, and this threshold increases
rapidly with soil moisture due to formation of liquid bridges (Nield, Wiggs, and Squirrell,
2011; McKenna Neuman, 2003; Ravi and D’Odorico, 2005). Fast and warm surface winds
drive evaporation and a lower u∗,cr, while calm and cool conditions facilitate condensation
and a rise in u∗,cr.
There is a wealth of literature connecting various weather events associated with ABL
convection and sediment transport. Most of this literature focuses on North African dust
where dry convection, alongside haboobs and low-level jets, supply the majority of Earth’s
modern airborne dust (Knippertz and Todd, 2012; Koren et al., 2006; Fiedler et al., 2016;
Allen, Washington, and Engelstaedter, 2013; Washington and Todd, 2005). While these
studies are relevant for the contemporary impact of dust, they focus more on regional
weather patterns that set up long-range dust transport — and less on generic near-surface
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mechanics that create above-critical friction velocities, especially for dune sand. Nonethe-
less, there are clear and numerous observed links between the daily cycle of ABL convec-
tion (and the weather that promotes it) and dust emission events (Knippertz and Todd,
2012). Respective theory for sediment transport and ABL surface stresses, however, are
not adequately coupled and therefore cannot explain these observations (Kok et al., 2012;
Cheng, Parlange, and Brutsaert, 2005; Fiedler et al., 2016). To make progress here, obser-
vation of key variables used for calibration and hypothesis testing are required. Unfortu-
nately, the challenge of in situ measurement in remote and inhospitable dune fields means
such data are lacking, and most observations have relied exclusively on large-scale remote
sensing (Koren et al., 2006; Knippertz and Todd, 2012; Washington and Todd, 2005).
In this paper we present an unprecedented multi-scale observational dataset character-
izing the daily cycle of ABL convection and sediment response from both the dune-surface
and orbit. These observations suggest that a solar-driven daily cycle of wind, heat and hu-
midity variation in the ABL can lead to a circadian rhythm of dune-field activity as follows
(Fig. 3.1). As the Sun warms the ground from sunrise into the day, that strong radiative
flux evaporates water and heats air at the surface. This leads to thermal instability where
near-surface vertical temperature gradients become out of equilibrium with the rest of the
ABL. This departure from classical MOST, since the connection between momentum and
heat throughout the column is lost, is due to the low thermal-inertia of the dune field.
Convective forcing enhances turbulent mixing, eventually bringing momentum sourced
from aloft down to the surface. As a result, surface winds speed up in the afternoon once
the ABL has been fully mixed, by which point any surface moisture has been evaporated.
Sand and dust transport are most likely to occur at this point, when surface winds are
fast and the ground is dry. From sunset onward, surface air cools with the land faster
than air aloft, slowly setting up stable thermal stratification that blocks vertical mixing of
momentum—and hence sediment transport from this mechanism—at night (Garratt, 1994;
Monin and Obukhov, 1954; Dyer, 1974). Finally, night-time cooling eventually increases
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humidity and leads to condensation of water within surface sediments. With a case-study
of these dynamics in hand, we extend our understanding from detailed measurements to
other dune fields across Earth using global observations.
3.2 Results
3.2.1 In situ
We report concurrent observations of the ABL, sand saltation and dust emission at the
White Sands Dune Field (New Mexico, U.S.A.) that strongly support our hypothesis. For
24 days during the known March-April windy season associated with dune activity (Ew-
ing and Kocurek, 2010b), we conducted a field campaign we call Field Aeolian Transport
Events (FATE) (Fig. 3.2 & B.1) that measured: sand saltation impacts; humidity; atmo-
spheric stability; and horizontal wind speeds at 16 elevations in situ. We developed a
novel machine-learning dust-detection algorithm operating on images from the GOES-16
satellite (see Appendix B.2, Fig. B.9 and Movie B.10) to obtain synchronous synoptic-scale
data on atmospheric dust. Together, these data provide a comprehensive view of the gen-
esis of transport events that sculpt dunes and pump dust into the atmosphere at White
Sands.
Our data confirm previous findings that sand saltation is initiated around a threshold
wind speed, and on average becomes more intense as winds pick up (Fig. 3.3a) (Kok et al.,
2012; Sterk, Jacobs, and Van Boxel, 1998; Martin and Kok, 2017). This behavior is variable,
however, in part due to additional role of humidity. We find that the probability of oc-
currence of saltation diminishes with humidity; little to no transport occurs when relative
humidity exceeds 40% (Fig. 3.3b). Similar trends are also observed for atmospheric dust
(Fig 3.3c-d), confirming the expected link between sand saltation and dust emission (Kok
et al., 2012). Having demonstrated high wind speed and low humidity at the surface in-
deed necessitate transport at White Sands, we now consider daily cycles in ABL dynamics
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that drive those surface conditions. In particular, we average data from all 24 days to pro-
duce a daily ‘climatology’ of the windy season. Our highest wind measurement is from
300 m elevation (u300). The ABL thickness varies from ∼ 102 m to ∼ 103 m over a 24-hr
period (Norton and Hoidale, 1976); although this implies that u300 is sometimes within
the ABL, it is our closest approximation to the free-stream synoptic-controlled winds. The
closest measurement to the surface occurs at 0.32 m (u0.32). We see that on the average day,
u300 and u0.32 do not co-vary (Fig. 3.3e). Instead, high-elevation winds are fastest at night
while low-elevation winds peak in the afternoon, a dynamic also observed in other arid
landscapes (Hu, Nielsen-Gammon, and Zhang, 2010). We believe this is due to thermal
instability. We quantify stability using the potential virtual temperature lapse rate at 5.5
m (see Appendix B.3), γ5.5, and find that peak negative stability occurs around the solar
insolation maximum at noon, triggering enhanced surface winds that strengthen as the
ABL is progressively mixed. Also in the afternoon, near-surface humidity reaches its daily
minimum, indicating the desert surface is at its driest. As hypothesized, these dynamics
culminate in sand saltation and dust emission that is focused in the afternoon (Fig. 3.3e).
At sunset (roughly 18:00) the atmosphere becomes positively stable, the surface winds and
transport activity die off, and the upper atmospheric winds speed up.
These observations are hard to reconcile with the Law of the Wall theory, which is
often used in sand and dust transport studies (Kok et al., 2012; Sterk, Jacobs, and Van
Boxel, 1998; Martin and Kok, 2017). Indeed, friction velocities derived from this method
are poor predictors of saltation, although prediction is enhanced when MOST equations
are used to compute u∗ (see Appendix B.3 and Fig. B.3). Nonetheless, the best predictor of
saltation is the surface wind velocity, as observed in other studies (Martin and Kok, 2017).
Although MOST explicitly incorporates atmospheric stability conditions, the steady-state
assumption is broken in the strongly transient daily dynamics of the desert ABL (Appendix
B.7, Figs. B.4 & B.5).
One way to demonstrate violation of equilibrium is to examine the daily evolution of
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wind speed vs. stability as a trajectory in state-space (Fig. 3.4 and a longer Doppler lidar
wind-velocity profiler deployment in 2017 shown in Fig. B.6 (Gunn et al., 2020)). A MOST-
ideal ABL with constant free-stream winds would have no path dependence, and hence a
unique time-invariant relation between the variables. We compare wind speed measured
at three elevations—the lowest (u0.32) and highest (u300), and a popular reference (u10)—
to low-level ABL virtual potential temperature lapse rate (γ5.5), where negative (positive)
values imply thermal instability (stability) (Fig. 3.4a). It is clear that the ABL exhibits path
dependence and hence a memory of state; winds at all elevations are slower at dawn than
dusk for equal stability. We observe similar dynamics at White Sands on a nearby, low-
roughness playa during an earlier field deployment in 2017 (Fig. B.6). We find that such
hysteresis does not arise for weakly-forced conditions, such as the authoritative CASES99
experiment (Poulos et al., 2002) (Appendix B.4, Fig. B.7). The loops (Fig. 3.4a) have an
internal area because of this hysteresis; however, the loop skews toward a positive relation
between stability and speed aloft, and is opposite for near-surface winds. This is because
daytime instability ‘props open the door’ for momentum to be mixed down toward the
ground, and nighttime stability closes it allowing a nocturnal jet to skim over the underly-
ing cold air (Garratt, 1994; Hu, Nielsen-Gammon, and Zhang, 2010; Cheng, Parlange, and
Brutsaert, 2005; Poulos et al., 2002). On average the fastest near-surface winds are not seen
during the strongest instability, but actually at neutral stability. This is a consequence of
the hysteresis: it takes time for thermal plumes to entrain free-stream momentum. Scaling
u300 and u0.32 by their expected values derived from the Law of the Wall (see Appendix
B.3) highlights their distinctly opposing state-space trajectories (Fig. 3.4b). This provides
insight that the neutral-stability assumption breaks down at the most crucial time for sed-
iment transport (when the surface ABL momentum is greatest) and, paradoxically, is most
correct at times when buoyancy influence is extreme.
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3.2.2 Global
We now generalize the insight from our field site by scrutinizing the diurnal ABL cycle
over 45 dune fields during the past decade. We pair a newly constructed comprehensive
atlas of active dune fields with a global hourly 32-km gridded reanalysis of meteorological
observations from 2008-2017 derived from the ERA-5 dataset ((C3S), 2017) (see Appendix
B.5 and Fig. B.8). The magnitude of the diurnal near-surface temperature cycle is rep-
resented by the daily 2-m temperature range (δT2), while the daily maximal 10-m wind
speed (u10,max) is our proxy for formative near-surface winds for sand transport that day.
Dune-field size is represented by area (A), mapped from satellite data (see Appendix B.5).
As expected, we see that dune fields correspond to regions of the planet having the largest
diurnal temperature ranges (Fig. 3.5c).
The relation between u10,max and δT2 for each dune f ield exhibits a striking threshold
behavior (Fig. 3.5a). Below a critical temperature range δT2,cr ≈ 18 K, the day’s fastest
winds do not vary with changes in the daily heat cycle for any dune field. For strongly
forced days where δT2 > δT2,cr, however, fast winds are overwhelmingly positively cor-
related with the daily temperature range. We posit that this is a macroscopic signature of
the onset of convective instability, a non-equilibrium phenomenon that arises only under
sufficiently large thermal forcing. At White Sands, these dynamics correspond to observed
wind profiles (Fig. 3.4) that deviate from a steady-state description such as MOST (Cheng,
Parlange, and Brutsaert, 2005); we expect similar behavior at other dune fields, but in situ
measurements are lacking. We use a classical ABL model to determine the maximum value
for near-surface δT at which a well-mixed characteristic ABL can maintain equilibrium
(Garratt, 1994). We find a critical value of δT2,cr = 18.1 K, consistent with the proposed
onset of non-equilibrium dynamics in the global data (see Appendix B.3 and Fig. B.9).
A secondary trend in the global data is that the relation between u10,max and δT2 ap-
pears to be stronger for larger dune fields beyond δT2,cr (Fig. 3.5a). We hypothesize this is
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due to the ABL residence time over the dune field; the larger the dune field, the longer a
column of air will experience its daily heat cycle. We compare the slope K of the relation
u10,max = KδT2+c, for δT2 > δT2,cr, to a characteristic residence time of the ABL (Fig. 3.5b).
The overall positive trend indicates that longer residence times lead to maximal daily wind
speeds that are more sensitive to diurnal temperature range. Therein lies a potential—and
previously unidentified—positive climate-land feedback: larger sand seas create stronger
winds by fostering non-equilibrium ABL dynamics through their high-amplitude daily
temperature cycles (Fig. 3.5c), in turn promoting dune activity and the outward migration
of the sand-sea boundary. We attribute the scatter in this relationship, which grows with
area, to coincident controls on dune field growth unique to each region (Kocurek and Lan-
caster, 1999; Ewing and Kocurek, 2010a); be they orographic, coastal, lithologic, biologic,
tectonic or climatic (∼ 104 yr and greater). In short, we suggest that very large sand seas
are more likely to be affected in their extent by sediment supply, basin boundaries, and
long-term climate change.
3.3 Implications
White Sands’ season of geomorphic work, when the most dust is emitted and dunes mi-
grate most (Hinds and Hoidale, 1977; Ewing and Kocurek, 2010b), is also the driest and has
the largest diurnal temperature range (Norton and Hoidale, 1976). FATE provides a mech-
anistic explanation for this observation: both atmospheric instability and low humidity are
necessary to initiate sediment transport. Our in situ study is a comprehensive demonstra-
tion of these dynamics and shows how they can introduce bias into traditional sediment
transport calculations, while the accompanying global study of many active dune fields
on Earth serves to generalize them. Desert environments have the highest aridity and di-
urnal temperature ranges on Earth (Lancaster, Lancaster, and Seely, 1984). We posit that
the dynamics reported here are not unique to the modern dune fields and time periods we
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studied, and point out that previous research has hinted at similar behavior in other dune
fields (Frank and Kocurek, 1994; Lanigan, Stout, and Anderson, 2016; Garcia-Carreras et
al., 2015). Further, we suggest that dune fields nurture the ABL properties that lead to
wind-blown sand, and that this coupling may strengthen as they grow, in-turn creating
a positive feedback. In some cases this feedback may outpace stabilizing mechanisms for
dune field boundaries, such as vegetation growth (Durán and Herrmann, 2006; Reitz et al.,
2010; Ashkenazy and Shilo, 2018).
The understanding gained through this work may help to explain other phenomena.
The positive feedback likely acts over geologic timescales in the expansion of sand seas, ex-
tending to the large dune systems during the Last Glacial Maximum and across subtropical
supercontinents (Rodríguez-López et al., 2014). We also expect the Martian ABL to adhere
to these dynamics. Based on recent data we believe that Nili Patera, a well-studied and
representative active dune field on Mars (Millour et al., 2012; Forget et al., 1999; Ayoub
et al., 2014), has a daily near-surface temperature range approximately 25% greater than
δT2,cr during the dusty season (Banfield et al., 2020) (Appendix B.6). We hypothesize that
enhancement of surface winds by non-equilibrium ABL dynamics may help to resolve a
current riddle on Mars, where surface winds simulated with MOST are too weak to exceed
u∗,cr predictions and explain actively migrating bed forms (Newman et al., 2017; Bridges
et al., 2017; Silvestro et al., 2020).
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FIGURE 3.1: Schematics of contrasting stability and humidity behavior of
the ABL. (a) In the top corners, dry (left) and wet (right) grains are depicted
aside wind profiles of corresponding ABL states. (b) Characteristic unstable
(red) and stable (blue) wind speed (u) profiles are shown aloft White Sands
(3x vertical extent) with raw instantaneous Doppler lidar data (circles; Ap-
pendix B.2) from times below (dashed lines) overlaid. Note profiles are ac-
tually spatially co-located, but are shifted for visualization. (c) Schematic
of daily ABL cycle; from sunset a stable layer (blue) grows slowly from the
surface into the residual layer (green) which loses vertical extent, then at
sunrise the surface warms initiating a rapidly growing unstable layer (red)
until sunset, ad infinitum.
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FIGURE 3.2: FATE campaign systems and extent. (a) White Sands Dune
Field captured in true color by the GOES-16 satellite during dust emission
to the northeast, with RGB channels of the machine learning algorithm re-
gion predicting dust (red) overlaid. Inset, images of each system: Sen-
sit H14-LIN sand saltation sensor (star); ZephIR 300 Doppler lidar wind-
velocity profiler (circle); cup anemometer mast for near-surface wind speed
(square); Met One meteorological tower for temperature, humidity and ad-
ditional wind speed (up-triangle); and GOES-16 satellite for dust (down-
triangle). (b) Transport activity at White Sands during campaign installa-
tion. (c) Elevation of sand saltation (yellow), atmospheric state (red), wind
speed (turquoise) and dust emission (magenta); measurements are marked
by symbols unique to each system.
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FIGURE 3.3: Requisites for aeolian activity. 2D occurrence histograms (log-
scale, n = 0 where white) of saltation power PS against concurrent (a) 10-m
horizontal wind speed u10 and (b) humidity h10; (c) and (d) are similar his-
tograms for dust suspension probability χd. Average relations, i.e. mean
horizontal value for each vertical bin, is overlaid (cyan line). (e) The aver-
age 1-hr smoothed daily timeseries of horizontal wind speed at 300 m (u300,
green), potential virtual temperature lapse rate (γ5.5, grey), horizontal wind
speed at 0.32 m (u0.32, blue), humidity at 10 m (h10, red), dust probability (χd,
purple) and saltation power (PS , yellow) (interquartile ranges are shaded).
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FIGURE 3.4: Daily ABL trajectories. Each plot shows average 1-hr smoothed
daily trajectories coloured by day-hour t and outlined in solid color by mea-
surement height (legend of (a)). Shaded regions surrounding the trajectories
are the union of interquartile range rectangles for all times. Trajectories are
cast on a space spanned vertically by potential virtual lapse rate γ5.5 and
horizontally by; (a) horizontal speed u, (b) u300 and u0.32 scaled by a neutral
Law of the Wall prediction (uLotW = u10 log10/z0(z/z0)) given the observed
u10 and a roughness length (z0) of 0.1 m, and (c) relative humidity h10.
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FIGURE 3.5: climate-land feedback via the aeolian diurnal cycle. (a) Aver-
age relationships between daily 2-m temperature range and 10-m maximum
wind speed for each of the 45 dune fields examined (Fig. B.8), coloured by
area. The average for all global land (cyan) is shown for reference, and a crit-
ical daily temperature range δT2,cr (see Appendix B.3) is marked (dashed
line). (b) Characteristic atmospheric residence time is plotted against the
slope of lines in (a) for δT2 exceeding δT2,cr for each dune field. (c) Dune
field locations marked on a map coloured by the time-averaged δT2. In (b)
and (c), markers are coloured by dune field area. White Sands is starred in
all panels. Atmospheric data are from the ERA-5 reanalysis of the decade
2008-2017 ((C3S), 2017).
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Abstract:
Wherever a loose bed of sand is subject to sufficiently strong winds, aeolian dunes form at
wavelengths and growth rates that are well predicted by linear stability theory. As dunes
mature and coarsen, however, their growth trajectories become more idiosyncratic; nonlin-
ear effects, sediment supply, wind variability and geologic constraints become increasingly
relevant, resulting in complex and history-dependent dune amalgamations. Here we ex-
amine a fundamental question: do aeolian dunes stop growing and, if so, what determines
their ultimate size? Earth’s major sand seas are populated by giant sand dunes, evolved
over tens of thousands of years. We perform a global analysis of the topography of these
giant dunes, and their associated atmospheric forcings and geologic constraints, and we
perform numerical experiments to gain insight on temporal evolution of dune growth. We
find no evidence of a previously proposed limit to dune size by atmospheric boundary
layer height. Rather, our findings indicate that dunes may grow indefinitely in principle;
but growth slows with increasing size, and may ultimately be limited by sand supply. We
also demonstrate that giant dune size depends on both wind climate and sand supply
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through their control on dune morphology, revealing a topographic signature of geologic
and climatic forcing in Earth’s sand seas.
4.1 Introduction
Earth’s major sand seas are often populated with giant dunes, up to hundreds of meters in
height and kilometers in wavelength. These massive sediment piles, visible from space on
our planet and across the Solar System, indicate that conditions conducive to sand trans-
port have persisted for millenia. Unraveling how giant dunes form therefore has implica-
tions for understanding atmospheric flows and climatic stability. The initial wavelength
and growth rate of aeolian dunes from a flat sand bed are well understood; aerodynamic
theory developed for idealized conditions has recently been extended and successfully ap-
plied to predict dune formation in nature (Ping et al., 2014; Gadal et al., 2020; Delorme
et al., 2020). Once dunes grow large enough to perturb the flow nonlinearly, however,
size regulation becomes more complicated. Dunes calve and merge through collisions and
wake interactions (Pye and Tsoar, 2008); but the net effect is pattern coarsening through
time (Eastwood et al., 2011; Andreotti et al., 2009; Gao, Narteau, and Rozier, 2015). Is there
any limit to the size that aeolian dunes can grow, besides time? One elegant hypothesis is
that the size of giant dunes is limited by the averaged mixed layer height (MLH), where
a stable resonance condition is found between topographic and capping-layer waves (An-
dreotti et al., 2009). This prediction is appealing because it suggests a general and physical
(rather than site specific and geological) control by atmospheric forcing, and that the scale
of giant dunes can be used to infer the MLH on other planets (Lorenz et al., 2010). An
alternative hypothesis, however, is that dune growth just slows logarithmically with time,
as dunes grow larger and their migration rates diminish (Eastwood et al., 2011). As real
dune fields evolve over century and longer timescales, additional site-specific boundary
Chapter 4. What sets aeolian dune height? 39
conditions have been suggested to exert a control on dune size: sediment supply, geo-
logic constraints, wind variability, and climatic stability. Neither the MLH control, or the
logarithmic slowing hypothesis, have been directly tested in nature.
Here we develop a two-pronged approach to examine the growth, and possible sat-
uration, of giant aeolian dunes on Earth. We assemble a global data set of large (> 100
m wavelength) dunes, and their associated (modern) atmospheric conditions, for 38 dune
fields that includes: dune field area and age; dune geometry (height, width and wave-
length) and morphology (barchanoid, transverse, linear and star); MLH; and sand flux.
We find no evidence of the proposed control of MLH on dune wavelength. Data reveal,
however, that dune size is controlled in part by variability in wind direction, through its in-
fluence on dune morphology. Modern dune fields present only a snapshot of the trajectory
of dune evolution. To gain insight into temporal dynamics, and potential controls of sand
supply and wind variation, we conduct numerical experiments using the well-regarded
cellular dune model ReSCAL under a range of geologically-relevant boundary conditions
(Narteau et al., 2009). These experiments corroborate our field interpretations, and sug-
gest that aeolian dune growth has no hard physical limit. Rather, our findings support the
logarithmic slowing hypothesis and suggest that sand supply, and potentially the stability
of climatic conditions favorable for aeolian transport, may ultimately limit the maximum
size dunes can achieve in a particular dune field.
4.2 Observations
Global LANDSAT imagery was used to manually identify and delineate the boundaries
of 38 dune fields (Appendix C.1.1). We utilized ERA-5 reanalysis data to determine 10-
m hourly wind velocity for the 2008–2017 decade on a 32-km2 horizontal grid (Hersbach
et al., 2020). Potential sand flux (~q) was estimated from these data with a linear excess
stress model that explicitly incorporates an entrainment threshold (Durán, Claudin, and
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Andreotti, 2011; Bagnold, 1941a) (Appendix C.1.2); it is important to note that this corre-
sponds to the saturated sand flux, and true flux could be less if supply is limited. We uti-
lized SRTM ASTER GDEM V3 topography to determine the characteristic dune geometry
— wavelength, x, height, z and width, y — within each 32-km2 tile (NASA, 2009) (Figs. 4.1
& C.1; Appendix C.1.3); topographic resolution prohibits detection of dunes with x < 100
m. Corresponding dune morphology was manually categorized into the canonical types;
barchanoid, transverse, linear and star (Pont, Narteau, and Gao, 2014; Bagnold, 1941a;
Wasson and Hyde, 1983). Taken together, our analysis produces estimates of modern sand
flux, and dune geometry and morphology, for 2,093 32-km2 tiles on Earth. Where possible,
we used published data to estimate dune-field age (Appendix C.1.1). Mixed layer height
was determined using all available daytime CALIPSO satellite measurements collected
from 2006 to 2019 over each dune field (Appendix C.1.4). These are always collected in the
early afternoon, where the boundary layer is convective and most likely to promote sand
transport (Gunn et al., 2021a), but there is still a clearly identifiable delineation between
the aerosol-laden mixed layer at the free-atmosphere above (Vaughan et al., 2004).
We first examine patterns in dune geometry for the global dataset. Although previous
studies have documented self-similar scaling of barchan dune geometry (Elbelrhiti, An-
dreotti, and Claudin, 2008), those observations did not include other dune geometries or
giant dunes. Our compiled data show that dune geometry is not self similar for largest
wavelengths where very high aspect-ratio dunes are observed (Fig. 4.2a). Plotting width
against wavelength produces distinct clouds of data that correspond to dune morphology;
barchanoid and star dunes follow a 1:1 line, while linear dunes are the widest and trans-
verse dunes show intermediate behavior (Fig. 4.2d). Another distinction is that the highest
dunes in the dataset (z > 100m) are disproportionately represented by star dunes, which
also appear to only form at large wavelengths (Lancaster, 1988; Lancaster, 1989) (generally
> 1 km) (Fig. 4.2a). In contrast, aspect-ratio scaling for barchanoid and transverse dunes
generally follows observed patterns for subaqueous dunes (Cisneros et al., 2020; La Forgia
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et al., 2019).
It is well established that dune morphology is a consequence of variability in wind
direction: predominantly unidirectional sand flux results in barchanoid and transverse
dunes under conditions of relatively low and high sand supply, respectively; oblique and
bi-directional sand flux creates linear dunes; and highly variable sand flux directionality
gives rise to star dunes (Pont, Narteau, and Gao, 2014; Bagnold, 1941a; Wasson and Hyde,
1983). How this variability influences dune geometry and ultimate size, however, has not
been fully examined. We compute a flux directionality measure that varies from 0 associ-
ated with net-zero flux, to 1 corresponding to unidirectional flux (Wilson, 1971) (Fig. 4.1f).
Perhaps unexpectedly, ostensibly unidirectional barchanoid and transverse dunes exhibit
a wide range of values for flux directionality (Fig. 4.2b). We attribute this noise to many
potential factors, but of high significance are: first, sand flux directionality is determined
over only 10 years — a relatively short time compared to the age of large dunes in the
database — and therefore may not represent formative conditions; and second, sand sup-
ply is an important but unmeasured control on sand flux that likely varies significantly
across dune fields. Star dunes, however, correspond only to low directionality (high vari-
ability) conditions as expected (Fig. 4.2b). The compiled data also reveal a previously
unobserved trend: dune height is inversely related to flux directionality; i.e., dunes with
low directionality are relatively taller (Fig. 4.2b). Indeed, the previously discussed trend of
decreasing aspect ratio with increasing wavelength is associated with more undirectional
sand-flux regimes, while the cloud of anomalously large aspect ratios corresponds to low
directionality (Fig. 4.2c). These observations suggest that highly variable winds act to “pile
up” sand, while more unidirectional winds create lower dunes.
We now turn our attention to the dune-field mixed layer height, and its potential con-
trol on the size of giant dunes. Although there are seasonal fluctuations in MLH, and vari-
ations among dune fields (Fig. 4.3), the averaged midday MLH H varies little (1 < H < 2
km). Most importantly, we find no correlation between MLH and dune wavelength (Fig.
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4.3b). In other words, data do not support the proposed control of MLH on limiting dune
size (Andreotti et al., 2009); in fact, dune wavelength exceeds MLH for most dune fields.
To understand why, we must consider the proposed mechanism in light of the atmospheric
conditions that give rise to sand transport. The MLH hypothesis assumed that the mixed
layer is neutrally stable such that the interface between it and the free-atmosphere at H
is a capping interface; in this scenario, large dunes that perturb the flow can excite waves
at the interface, which then limit dune wavelength through a resonance condition (An-
dreotti et al., 2009). While stability conditions that permit this behavior may sometimes
occur, our analysis suggests that these conditions are not associated with sand transport.
Rather, winds exceeding threshold are typically associated with strong instability (Gunn
et al., 2021a); the convection-enhanced mixing that enhances surface wind strength also
destroys wave propagation, inhibiting resonance when sand transport occurs. More detail
about this mechanism and MLH measurement is given in Appendix C.2.1.
While our observations are the most comprehensive to date, they still represent only
a snapshot in time of the dune coarsening process. Factors important for the evolution of
large dunes over millenia, such as sand supply and past variations in wind climate, are
completely unconstrained. Further, the central question of what sets aeolian dune height
remains unanswered. To access the trajectory of dune growth through time, and isolate
and control boundary conditions that influence dune dynamics, we turn to numerical ex-
periments.
4.3 Numerical Experiments
We perform a suite of numerical experiments using ReSCAL (Narteau et al., 2009), a model
that couples cellular automaton rules for sediment transport with a lattice gas method for
turbulent wind (Narteau et al., 2009). ReSCAL has been shown to produce many salient as-
pects of aeolian dune dynamics and morphology (Gao, Narteau, and Rozier, 2015; Narteau
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et al., 2009; Lucas et al., 2015), and can be quantitatively scaled to nature (Narteau et al.,
2009). Given that the history and boundary conditions of dune fields examined here are not
known, however, we do not attempt a quantitative comparison of model runs with field
data. Instead, we perform six numerical experiments that essentially bracket the range of
Earth’s aeolian landscapes (Wasson and Hyde, 1983). Model runs conserve sand in a do-
main that is horizontally periodic. Domain height is set to be sufficiently large that it does
not influence dune growth, informed by the lack of MLH control shown previously (Ap-
pendix C.1.5). The initial conditions are flat sand beds of two thicknesses, η(t = 0) = 3.5
m and η(t = 0) = 35 m, to simulate sediment-starved and sediment-saturated systems,
respectively (Pye and Tsoar, 2008). Three forcing regimes are chosen to mimic winds that
produce unidirectional (barchanoid and transverse), linear, and star dune types by vary-
ing the number of wind directions FN ; these dune types correspond to flux directionality
values of 1, 0.5 and 0, respectively. For FN > 1, directions iterate every 4 months and all ex-
periments are run for over 1,600 years. We verify that the imposed wind forcing produces
the expected dune morphologies at the end of the model runs (Fig. 4.4b).
Each experiment shows that dune height grows approximately logarithmically with
time, i.e., z ∼ log(t) (Fig. 4.4a) as observed in previous dune simulations (Eastwood et al.,
2011). Deviations from this behavior are observed for linear dunes, as a result of dislo-
cation repulsion (Werner, 1995). Systems with high sand supply tend to produce dunes
that grow taller (Fig. 4.4a), following intuition. Unidirectional dunes exhibit sub-linear
scaling of height with wavelength indicating a decrease in aspect ratio as dunes grow. Star
and linear dunes, by contrast, show super-linear z − x scaling; their height grows more
rapidly than unidirectional dunes, and they are relatively taller for all wavelengths (Fig.
4.4c). These qualitative behaviors are in accord with our observations from natural dune
fields (Figs. 4.2a and 4.4c). For all conditions, numerical experiments show that dune mi-
gration rate (commonly called celerity) slows as dunes grow larger; while this behavior
is a well known consequence of mass conservation (Bagnold, 1941a; Gao, Narteau, and
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Rozier, 2015; Jerolmack et al., 2012), higher-order effects like slip-face development and
flow shielding may also reduce flux and hence migration rate as dunes become large (Nield
and Baas, 2008; Eastwood et al., 2011). Notably, star dunes become essentially stationary
once their height reaches ≈ 10 m due to their net-zero flux.
ReSCAL is subject to uncertainty in the conversion of time and length scales from the
virtual to real domain (Appendix C.1.6), and the model omits secondary flows in the wind
created by topography (Narteau et al., 2009) — which may be particularly important for
linear and star dunes (Pye and Tsoar, 2008; Lancaster, 1989). Nevertheless, numerical ex-
periments reproduce the main geometric and morphological patterns observed in natural
dune fields and laboratory experiments (Pont, Narteau, and Gao, 2014; Pye and Tsoar,
2008), giving us some confidence that the temporal dynamics of dune growth in the model
have some bearing on natural sand seas. In the absence of MLH control, modeled dunes
coarsen indefinitely, but their growth rate slows over time, under constant forcing.
4.4 Implications
The distilled interpretation of our findings is this: Earth’s giant dunes are growing ever-
slower with size, and are not limited in size by MLH or any other hard physical constraint.
This calls into question planetary studies that use the capping layer hypothesis to estimate
MLH from observed dune wavelength (Lorenz et al., 2010). Nevertheless, the presence of
dune fields still places a strong constraint on atmospheric dynamics: near-surface winds
must regularly exceed the entrainment threshold, but not by much, in order to maintain
saltation that grows dunes (Jerolmack and Brzinski III, 2010). With rudimentary knowl-
edge of the composition of the atmosphere and the sand grains, the dune-forming wind
conditions on other planets may be determined with reasonable confidence (Gunn and
Jerolmack, 2020).
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Returning to our findings, snapshots of mature dunes in the numerical experiments
(taken at T & 500 yrs) are similar in geometry and morphology to the large dunes populat-
ing Earth’s surface today. Estimating dune age using available measurements (Appendix
C.1.1), we see the four morphologies of dunes have similar mean ages; if anything, star
dunes are slightly younger than other large dunes (Table C.1, Fig 4.2e). We conclude that
Earth’s star and linear dunes, with low flux directionality, are taller because they grow
faster; reversing winds act to pile up sand. The numerical experiments also explain other
details in the observed data: dune aspect is more sensitive to sediment supply in low
flux directionality systems (Figs. 4.4a & 4.2c), and ever-slowing coarsening produces the
negative skew of dune size probability distributions (Fig. 4.4a). But these conclusions
leave us with a conundrum: why are there no dunes for x & 2 km, if they always grow?
Coarsening rates for such large dunes are exceedingly slow. Over the millenia required to
evolve dunes of this size, we hypothesize that climatic and geologic constraints become
limiting. First of all, climate must remain sufficiently arid and windy for dunes to remain
unvegetated and active; this becomes increasingly unlikely for timescales longer than the
Holocene, i.e., 104 yr (Vermeesch et al., 2010; Rodríguez-López et al., 2014). Second of all,
sand supply becomes increasingly likely to limit dune growth, as dunes pile sand higher
and scour deeper into the substrate; many of the world’s giant dunes show signs of sand
limitation such as bare non-erodible interdune surfaces (Wasson and Hyde, 1983; Lan-
caster, 1989). While perhaps neither satisfying nor surprising (Ewing and Kocurek, 2010b;
Pye and Tsoar, 2008; Kocurek and Lancaster, 1999), our findings suggest that both the size
and morphology of Earth’s largest dunes are the integrated product of the unique geology
and climatic history of each dune field. Nevertheless, universal trends in aeolian dune ge-
ometry, and the new relations observed between geometry and morphology, may be used
to understand where observed dunes sit in their respective growth trajectories.
Our results also contribute to understanding the size of aeolian dune fields themselves
(Kocurek, 1998). Although scattered, we observe a positive trend in dune-field age (T )
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against area (A) (Fig. 4.2e), which could imply that dune-field expansion is driven by dune
migration (Gunn et al., 2021a; Wilson, 1971). To test this idea, we utilize a representative
upper bound on dune migration speeds from the numerical experiments: crep, the mean
celerity after t > 500 yr for all six experiments (Fig. 4.4d). A first-order advective growth
scaling can be anticipated,
√
A = crepT . The data follow the scaling, which indicates that
at least some component of dune-field boundary expansion may be driven by dune mi-
gration itself. On the other hand, most dune fields lie above the scaling line, indicating
they are larger than implied from expansion by dune migration alone; if true, this would
suggest that dune-field size is set by sand supply. It seems likely that flux directionality
plays some role; in strongly unidirectional cases like White Sands, boundary expansion
is clearly related to dune migration (Gunn et al., 2020; Jerolmack et al., 2012), but for sta-
tionary fields of star dunes like the southeast Grand Erg Oriental (Lancaster, 1989), sand
supply must be the dominant factor.
These findings serve as a springboard for investigating how, and how fast, dunes re-
spond to transient forcing. In particular, how will aeolian landscapes adjust to changing
climate, and how does their maturity and history influence this change? We see two fea-
tures of our data that suggest that dunes can be sluggish relative to changing winds. First
is the observation of superimposed dunes, with morphologies that are distinct from the
larger dunes they ride on (Lancaster, 1988). This implies that changing wind may not re-
orient the entire dune, but rather initiate the formation of new (and much smaller) dunes
that slowly cannibalize the underlying larger dune as they grow — as observed for fluvial
dunes in response to rapid changes in flow (Martin and Jerolmack, 2013; Myrow, Jerol-
mack, and Perron, 2018). Second is the unexpectedly large variance in flux directionality
for ostensibly unidirectional dunes (Fig. 4.2a), which indicates that many large dunes may
have been sculpted by wind conditions that are different from those of the last decade. A
rate-and-state framework where dune form, rather than scale, is the measure of landscape
adjustment may be useful for understanding dune-field evolution and anticipating dune
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responses to climate change (Lancaster et al., 2002).
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FIGURE 4.1: Extraction of dune geometry and sand flux. (a) LANDSAT im-
agery of the Namib Sand Sea, one dune field in the dataset. (b) Hillshade
SRTM topography from an example 32 km2 tile. (c) The high-pass auto-
correlation of the topography in (b) overlaid by the extracted characteristic
planform dune geometry in yellow (not to scale, wavelength x in magenta
and width y in blue). (d) Grid of prospective tiles intersecting the dune field
(yellow); tiles included in the dataset (where dune geometry can be mea-
sured) are colored by mean sand flux |~q| inferred from ERA-5 10-m winds.
(e) Probability distribution of local relief δη found by convolution of SRTM
topography with a min-max box of width x; the peak marks the characteris-
tic dune height z. (f) Time-means of the resultant sand flux vector (magenta)
and cumulative sand flux vectors (blue) for (b); terms denote their lengths,
and arrows their directions. (g) The probability distribution of sand flux di-
rections for (b). Black lines denote scale in (a, f & g), N is the number of
hourly measurements over the decade of ERA-5 reanalysis, north is up in
(a–d, f & g), and magenta boxes in (b–d) outline the common tile.
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FIGURE 4.2: Trends in Earth’s aeolian dunes. (a) Characteristic dune wave-
length x and height z for 2,093 32-km2 tiles. Points and kernel density esti-
mates for each axis colored by type (barchanoid, cyan; transverse, magenta;
linear, yellow; star, black), power-laws bounding the distribution given in
grey, and a schematic defining x, y and z for an example star dune in up-
per left. (b) Flux directionality (i.e. the resultant sand flux magnitude over
the sand flux magnitude sum, or purple over blue in Fig. 4.1f) against dune
height z. Points and kernel density estimate colors defined in (a). (c) Dune
wavelength x against aspect z/x, points colored by flux directionality us-
ing the colorbar above. (d) Wavelength x against width y colored as in (a).
The dashed black line marks y = x, by definition points lie above this line.
(e) Dune-field age T against area A for 29 dune fields with a powerlaw√
A = crepT (dot-dashed grey line), where crep (m/yr) is a representative
dune migration rate. Blue points (n = 11) are included in the geometric
analysis, red are not. Using the blue points and sharing the age-axis, dune-
type ages (mean ± standard deviation) are given above the parametric plot.
Red lines in (a, c & d) mark measurement limits.
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FIGURE 4.3: Mixed layer heights over dune fields. (a) An example mixed
layer height H annual climatology for the Rub Al Khali measured using
CALIPSO for 2006-2019. Monthly means and standard deviations given
(n = 222). (b) H and measured dune wavelengths x for 34 dune fields in the
geometry data set, means (red dots with black outlines) and standard devi-
ations (red lines) for both measurements are shown, as is the Pearson’s cor-
relation coefficient rHx and the identity H = x. If two characteristic dunes
are identified in a tile, only the larger one is included in the averaging for
this plot. (c) An example of the H extraction from CALIPSO (pictured) over
the Rub Al Khali. As the satellite passes over the dune field (grey region),
the CALIPSO (green line) scan of the atmosphere detects high backscatter β
from aerosols in the mixed layer relative to the free atmosphere above (blue
map, 5-km horizontal resolution). The elevation η, the mean difference (red
line) of the delineation between high and low β, Z, (purple line) and η for
the scan constitutes one H value (Vaughan et al., 2004).
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FIGURE 4.4: Numerical experiments of dune growth. (a) Dune height time-
series for ReSCAL experiments. Line colors correspond to experiments
shown in (b), a snapshot of the yellow experiment at t = 162 yrs shown
to define the horizontally-periodic domain; W = H = 522 m). (b) Planform
snapshots of each experiment at the final timestep t = 1, 624 yrs; color is
normalized elevation (dark is lower), white is non-erodible bedrock. The
number of flux directions FN is given, as are the flux vectors for each ex-
periment. The top row of low-supply experiments have η = 3.5 m of flat
sand initially, whereas the bottom row have η = 35 m of flat sand initially.
(c) Wavelength x against height z for each experiment coarsening over time;
bounding powerlaws from the natural data (legend in (d)) given in Fig. 4.2a
also shown. (d) Dune height z against celerity (i.e. migration speed) c.
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Abstract:
Sand seas are vast expanses of Earth’s surface that are covered in dunes—topographic
patterns manifest from above-threshold winds and a supply of loose sand. Transitions
in dune morphology and associated vegetation state are threshold phenomena that can
switch states on kilometer or decadal scales due to small changes in climate. Predictions of
the role of future climate change for sand-sea activity are sparse and contradictory. Here
we examine the impact of climate on all of Earth’s presently-unvegetated sand seas, using
ensemble runs of an Earth System Model for historical and future Shared Socioeconomic
Pathway (SSP) scenarios. We find that almost all of the sand seas decrease in activity
relative to present-day and industrial-onset for all future SSP scenarios, largely due to more
intermittent sand-transport events. An increase in event wait-times and decrease in sand
transport—in most cases linked to reduced off-season transport—is conducive to the rise
of vegetation. We expect dune-forming winds will become more unimodal, and produce
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larger incipient wavelengths, due to weaker and more seasonal winds. Our results indicate
that these qualitative changes in Earth’s desert landscapes can not be mitigated.
5.1 Introduction
Sand seas are some of the most inhospitable domains of Earth’s surface; the atmosphere
is dry and windy with extreme diurnal cycles (Gunn et al., 2021a), and the land is barren
and erodible (Pye and Tsoar, 2008). They host the largest expanses of repeating patterned
topography on the planet, dune fields, which have morphology linked to the geologically-
controlled supply of sand grains and the persistence and direction of fast winds often tied
to the seasons (Lancaster, Lancaster, and Seely, 1984; Kocurek and Lancaster, 1999). Three
fundamental properties of sand seas make them landscapes with exceptional sensitivity to
climate: first, even under constant climatic and geological conditions, dunes never reach
an equilibrium state and instead coarsen indefinitely (Gunn et al., 2021b); second, un-
like networked landscapes such as river basins, these loose-sand landscapes stressed by
unconfined flow are highly susceptible to erosion everywhere; and third, sand is only
transported by winds that exceed a threshold speed, and since this threshold condition
is frequently met the landscape is persistently in a near-critical condition (Jerolmack and
Brzinski III, 2010). These final two points imply that sand seas are exquisitely sensitive to
small changes to the tails of wind-speed distributions. Furthermore, the activity of sand
seas—i.e. the amount of landscape change by sediment transport—scales nonlinearly with
the wind speed in excess of threshold (Martin and Kok, 2017). The threshold is principally
set by precipitation, both directly via liquid capillary bridges between sand grains and
indirectly through vegetation (McKenna-Neuman and Nickling, 1989; Reitz et al., 2010;
Nield and Baas, 2008). Increasing wind and precipitation therefore have opposing effects
on sand-sea activity. Importantly vegetation introduces cusp catastrophe in sand-sea dy-
namics: once activity stagnates below some threshold such that vegetation can take root
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on unvegetated dunes, activity must exceed a far higher threshold in order to return to
an unvegetated state (Yizhaq, Ashkenazy, and Tsoar, 2007; Muhs and Maat, 1993). This
represents a regional tipping point that can then have global impact, principally through
sand-seas’ non-trivial contribution to the global dust budget (Jickells et al., 2005; Ginoux
et al., 2012). Previous studies have focused primarily on regional case studies where dunes
are now stabilized by vegetation, concluding that in a warmer climate a lower ratio of pre-
cipitation to potential evapotranspiration would decrease vegetation enough to reactivate
some dune fields (Muhs and Maat, 1993; Thomas, Knight, and Wiggs, 2005; Marín et al.,
2005; East and Sankey, 2020; Yizhaq, Ashkenazy, and Tsoar, 2007).
Here we focus on the how contemporary climate change may impact active, unveg-
etated sand seas. Using the European Consortium coupled Earth System Model (ESM),
EC-Earth3 (Appendix D.1.1) (Doescher et al., 2020), we examine ensembles of ESM runs
for historical (1850-2014) and Tier-1 SSP scenarios (2015-2100) computed for the recent Cli-
mate Model Intercomparison Project (CMIP6) (O’Neill et al., 2017; Eyring et al., 2016). We
pair aeolian sediment transport theory with 3-hourly fields of precipitation flux and 10-m
wind vectors to calculate sand activity for all (n = 45) of Earth’s sand seas (Bagnold, 1941a;
Martin and Kok, 2017) (Figs. 5.1a & D.1, Table D.1, and Appendices D.1.2 & D.1.3). An ex-
ample for the Grand Erg Occidental in north Africa is shown in Figure 5.1b–d. We find that
almost all sand seas are predicted to become less active under all future SSP scenarios—
even those with significant anthropogenic mitigation strategies—implying that the impact
of past human action cannot be reversed but that its magnitude can be modulated. By
considering the tails of activity distributions, we highlight some second-order impacts of
sand-sea stagnation specific to the morphology of dunes and sand transport events, find-
ing that both are strongly linked to seasonality in most sand seas.
Chapter 5. 21st-century stagnation in sand-sea activity 55
5.2 Sand-sea activity
First we examine the global trend in sand transport through time as predicted by the
EC-Earth3 ESM. Atmospheric fields on the nominally 100-km grid of the model are fil-
tered spatially by using sand-sea masks manually extracted from LANDSAT imagery and
weighting the grid tiles according to their coverage of the sand sea (Gunn et al., 2021a)
(Appendix D.1.2), allowing us to find the average sand flux for each sand sea (Appendix
D.1.3). Then a global time series for each ensemble member in a scenario is found as the
sand-sea area-weighted average sand flux. We plot the mean global average sand flux time
series smoothed over a 5-year window shadowed by the ensemble standard deviation for
each scenario (Fig. 5.2a). A clear and significant trend of a future global decrease in sand
flux emerges from the forcing variability in time (noise in the average), and intrinsic vari-
ability in the climate system (width of the shadow). The magnitude of the mean tendency
in each future time series goes monotonically with scenario radiative forcing. We find little
mean trend in the historical time series relative to the SSP scenarios, and note that due to
the global distribution of sand seas and the 5-year smoothing in Figure 5.2a, climate modes
or seasonality in a given sand sea’s flux signal are not apparent in the globally-averaged
time series.
The smoothed time series does not reflect the bursty behavior of aeolian sediment
transport (Comola et al., 2019). An example for a particularly severe sand storm in the
Namib Sand Sea in Figure 5.2b shows that the EC-Earth3 sand flux time series can also
be viewed as a set of discrete events of size Q = ∆t
∑N
i=1 qi (kg/m), where i is the index
of measurements of stepsize ∆t (3 hours) that lasts for N steps, between wait-times, T .
Wait-times—i.e. times of inactivity between transport events—are defined as T = M∆t
(s), where there are M inactive steps. This perspective is useful when considering extreme
events and the duration of inactivity, both of which are relevant in the ability for vegetation
to take hold. We plot the global Magnitude-Frequency distributions (1-CDFs) of Q and T
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for the final decade in each scenario (2005-2014, historical; 2091-2100, SSP) and find sig-
nificant changes with radiative forcing (Fig. 5.2c&d). Magnitude-Frequency plots for both
variables have fat tails and are approximately Poissonian with inflation at short times (Fig.
D.2), likely owing in-part to the finite timestep. There is a clear trend of decreasing likeli-
hood of extreme events and increasing likelihood of long periods without transport with
increasing future radiative forcing relative to 2005-2014 (Fig. 5.2c&d), both conducive to
increased opportunity for ecological growth (Yizhaq, Ashkenazy, and Tsoar, 2007; Pye and
Tsoar, 2008). The tails of these CDFs can be represented simply with a single parameter by
the 99th percentile event size Q99 (Mg/m) and wait-time T99 (days).
Next we break down the global trend to view the percent relative change in individ-
ual sand sea flux magnitude from the present-day decade to 2091-2100 in the SSP scenar-
ios (Fig. 5.3a). The predicted global stagnation is principally borne out in the northern
hemisphere which has significantly more sand-sea area. The southern hemisphere sand
seas in central Australia and southern Africa instead see a moderate increase in activity
which is qualitatively consistent with previous studies (Ashkenazy, Yizhaq, and Tsoar,
2012; Thomas, Knight, and Wiggs, 2005; Knight, Thomas, and Wiggs, 2004) (Fig. D.3a).
Despite this hemispheric contrast, we find that across all but the smallest sand sea in this
study, White Sands Dune Field, the rare event wait-times T99 (days) are predicted to in-
crease in the future, particularly for the Sinai Negev Erg, An Nafud and Ad Dahna sand
seas (Figs. 5.3b & D.3c). The increase in southern African sand-sea activity on the Pacific
coastline can be attributed in-part to a relatively large increase in extreme event sizes Q99
(Mg/m) (Figs. 5.3c & D.3d). Comparing Figures 5.3b&c, we see that changes in mean
flux |~q| are manifest predominately from longer periods of quiescence rather than from
decreased severity of flux events.
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5.3 Dune morphology
Sand flux magnitude is a useful measure for sand sea activity, dust emission, and as a rate
parameter for dune coarsening, but it is not sufficient to know dune morphology (Wasson
and Hyde, 1983). Dunes can take four principle forms—barchan, transverse, linear and
star—which arise under unimodal, unimodal, bimodal and multimodal sand flux direc-
tion regimes, respectively, with the former two being delineated by low and high sand
supply states, respectively (Gunn et al., 2021b; Wasson and Hyde, 1983; Pont, Narteau,
and Gao, 2014) (Fig. 5.1c). As climate forces flux magnitudes to change, we may expect
the directional regimes of sand flux to change too. This can lead to new dune morphol-
ogy, arising by reworking past morphology if dune volume is small, or perhaps super-
imposing new forms upon present giant dunes (Lancaster, 1988). Our forecast window
of a century is short compared to the timescales of evolution of the world’s large dunes
(millenia) (Pye and Tsoar, 2008); therefore, climatically induced changes in wind regime
are unlikely to erase the landscape’s memory of historical forcing. However, a century is
enough time to produce the incipient, smallest-scale dunes in the landscape—on the scale
of tens of meters—which all larger dunes subsequently coarsen from (Durán, Claudin, and
Andreotti, 2011).
First we can assess changes in wavelength of these incipient dunes, which arise from
a hydrodynamic instability between the near-surface winds and the topography that they
rework. Through linear stability analysis, that has been validated in the field and labo-
ratory (Gadal et al., 2020; Durán, Claudin, and Andreotti, 2011; Delorme et al., 2020), the
wavelength λc (m) of incipient dunes is known to go like the inverse square of mean wind
in excess of threshold, λc ∼ u∗−2|u∗>u∗,cr (Appendix D.1.4). It is therefore not sensitive
to longer periods of inactivity, but rather weakened activity. As the scaling suggests, we
see the most future change in λc for sand seas that have weaker dune-forming winds (Fig.
5.3g), such as those in east Asia. In most cases the EC-Earth3 ESM predicts incipient dunes
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will grow in wavelength because winds weaken, with changes on the order of the dune
wavelengths themselves, sometimes in excess of 10 meters (Fig. D.3e).
In Figure 5.3d we plot the percent relative change from the decades 2005-2014 to 2091-
2100 in the resultant sand flux magnitude for each Tier-1 SSP scenario as predicted by the
EC-Earth3 ESM. Resultant sand flux magnitude |
∑
~q| is necessarily less than the absolute
sand flux magnitude
∑
|~q| (Fig. 5.1d), and drives dune migration (Pont, Narteau, and Gao,
2014). We see more variance in resultant flux changes across the sand seas and scenario
cases than for absolute flux, owing to certain flux-contributing wind modes weakening
more than others. To probe this further, we investigate the ratio of the resultant to absolute
flux magnitudes, what we term ‘flux directionality’, which is a measure between 0 and 1
that indicates net-zero flux and purely unidirectional flux, respectively (Figs. 5.3e & D.3b).
Flux directionality increases in the future in most cases, particularly in subtropical Africa
(Fig. D.1), signalling that the decrease in sand-sea activity is predominantly occurring in
directions of less flux. This also causes the resultant flux vector direction to change with
its magnitude too (Fig. 5.3f), which for high-mobility sand seas (i.e. those with high flux
directionality) implies that dunes may start migrating in a different direction. One example
to highlight is the Namib Sand Sea, estimated to be 1 Ma old that is currently covered by a
mixture of giant linear and star dunes (Vermeesch et al., 2010), which is predicted to see a
shift from moderate to high flux directionality and an associated veering of resultant flux
direction of around 20◦, due largely to an increase in flux event size in the windy season
(Fig. D.3).
The morphology of dunes is largely dictated by the seasonality of winds over a sand
sea (Pye and Tsoar, 2008). Quantifying the seasonality of sand-sea activity as the pro-
portion of the annual activity that occurs during the most active quarter of the year we
see that, aside from the unimodal tropical sand seas in Africa and Middle East owing to
the persistence and strength of trade winds (Fig. D.4), flux directionality and seasonal-
ity are correlated (Fig. D.5). Indeed, future changes in seasonality are also predicted to
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follow this correlation and are larger for increased radiative forcing SSP scenarios (Fig.
D.5). Scaling sand flux by sand-sea length—i.e. sand flow (kg/s)—we see that decreasing
sand flow through weakening winds is associated with increased flux directionality (Fig.
5.4a). The attractor in the top left corner of Figure 5.4a represents a global transition to-
ward unimodal dunes of weakened flux in sand seas. The sensitivity of future changes
in flux directionality to seasonality, quantified by the angle of the coeval change vector










(Fig. 5.4b), is majority be-
tween 0◦ and 90◦. This indicates that weakening winds are predicted to affect sand flux
most outside of the most active season of sand-sea activity.
5.4 Implications
Under the CMIP6 Tier-1 SSP scenarios (O’Neill et al., 2017), the EC-Earth3 ESM predicts
that human-induced climate change will cause a global stagnation in sand-sea activity
during the 21st-century, regardless of future actions, which could be clearly identifiable
through natural variability by 2100. This change can mostly be attributed to changes in
wind rather than precipitation (Fig. D.6). Since sand transport is a close-to-threshold phe-
nomenon, the increase in the amount of time of inactivity is more significant than weak-
ening of flux event size (Fig. 5.3b&c), and the interplay of the threshold and seasonality is
predicted to lead to more unidirectional sand seas (Fig. 5.4).
Overall the stagnation may lead to the rise in vegetation of certain presently-unvegetated
sand seas which would represent a tipping point (Nield and Baas, 2008), and may decrease
the contributions of some source areas to the global dust budget (Jickells et al., 2005; Gi-
noux et al., 2012). Interestingly, the interplay of vegetation and flux direction may lead to
increasing prevalence of parabolic dunes (Reitz et al., 2010; Lee, Ferdowsi, and Jerolmack,
2019). This prediction of prevailing stagnation and associated precipitation increase in the
45 sand seas studied here (Fig. D.6) is at odds with the consensus of previous regional
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studies which predict that vegetation loss in a warmer climate will lead to reactivation
of currently stable dune fields (Muhs and Maat, 1993; Thomas, Knight, and Wiggs, 2005;
Marín et al., 2005). We believe our results, which are broadly consistent with a CMIP6
ESM-ensemble (n = 24, Fig. D.7) but should be validated further when possible, are an
indication that large-scale change detection in presently-unvegetated sand seas may be a
potentially useful signal of indirect human-induced changes to Earth’s geomorphology in
the Anthropocene. This could be achieved with remote sensing tools, such as ICESat-2
or CubeSats, that can resolve both vegetation and incipient dunes—the building-blocks of
sand-sea topography that have the least memory of past climate. The results here con-
tribute to a growing understanding of how humans are not only affecting Earth’s surface
through direct land-use change (Syvitski et al., 2009; Walter and Merritts, 2008; East and
Sankey, 2020), but indirectly through the inertia of climate (Kirschbaum et al., 2020).
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FIGURE 5.1: Sand-sea locations and flux extraction example. (a) 45 sand seas
(yellow, with thick border for clarity; green except for purple example in (b))
analysed in this study on an ensemble-average map of the annual-average
10-m wind speed anomaly from present-day (decade ending 2014) to the
predicted SSP5-8.5 decade ending 2100, ∆SSP5PD U10 (m/s). (b) A LAND-
SAT image of an example sand sea, the Grand Erg Occidental, overlaying
the nominally 100-km ESM grid (purple) showing the ensemble-average
present-day annual sand flux magnitude |~q| (g/m/s). (c) A MAXAR image
of dune morphology in the cyan tile. (d) An example sand flux trajectory
(cyan) for one ensemble member of the cyan tile in (b) for the 2005-2014
decade with a scale |~q| = 1 g/m/s (black line); the length of the orange and
cyan lines give the resultant |
∑N
i=1 ~qi|/N and total
∑N
i=1 |~qi|/N sand flux
magnitudes, respectively, where N is the number of samples.
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FIGURE 5.2: Historical and SSP global sand flux activity. (a) Modelled time
series of the 5-year smoothed globally-averaged sand flux magnitude 〈|~q|〉
(g/m/s) for the historical (black) and future SSP (1-2.6, green; 2-4.5, blue;
3-7.0, red; 5-8.5, purple) scenarios; ensemble mean (lines) and ±1 standard
deviation (shaded envelopes) are shown. (b) An example sand flux magni-
tude |~q| (g/m/s) time series (yellow) from the Namib Sand Sea for one tile
in one ensemble member defining the event size Q (Mg/m) (shaded yellow
areas) and wait-time T (days) (horizontal black line). The global Magnitude-
Frequency plot for each scenario (lines colored as in (a)) of (c) T and (d) Q
up to the 99th percentile with insets top-right showing the full CDFs to the
(100 − 10−5)th percentile and bottom-left to compare scenarios at the 90th
percentile.
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FIGURE 5.3: Changes in key variables for dune morphology. Given for
each sand sea in descending-area order (horizontally) from the present-
day decade 2005-2014 to future decade 2091-2100 for each SSP scenario
in ascending-radiative forcing order (vertically) are; percentage relative
changes %∆SSPPD for (a) total sand flux magnitude
∑
|~q| (kg/m/s), 99th per-
centile event (b) wait-time T99 (s) and (c) size Q99 (kg/m), (d) resultant sand
flux magnitude |
∑





solute changes ∆SSPPD in (f) resultant flux direction ∠
∑
~q (◦) and (g) incipient
dune wavelength λc (m). (h) Sand-sea area A (km2) colored by centroid lat-
itude φ (◦).
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FIGURE 5.4: Seasonality and slower, unidirectional dunes. (a) Sand flow,
the product of a sand sea’s flux 〈|~q|〉 (kg/m/hr) and average width
√
A (m),




|~q|〉 for all sand seas in decadal averages
for 2005-2014 (black dots) and 2091-2100 in the highest radiative forcing case
SSP 5-8.5 (purple dots) linked for each sand sea with grey vectors. (b) Flux
directionality against the angle of vectors ∠ ~K (◦) in Figure D.5: ∠ ~K is the




|~q|〉 to change in the
flux seasonality from 2005-2014 to 2091-2100 in each SSP scenario (different
colors denoted in the legend). If ∠ ~K > 0◦ then flux directionality increases
in the future, and if −90◦ > ∠ ~K > 90◦ then seasonality increases in the
future. A sand sea’s flux seasonality is defined as the proportion of annual
flux
∑
〈|~q|〉 (kg/m/s) that occurs during the quarter (consecutive 3-month
period) of the year with the most flux, max{〈|~q|〉} (kg/m/s). All dots have
±1 ensemble standard deviation error bars.
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Abstract:
Sand dunes arise wherever loose sediment is mobilized by winds that exceed threshold
speeds, and grains are sufficiently strong to survive collisions. The ubiquity of dunes in
our solar system is remarkable and confounding; their occurrence under conditions of thin
atmospheres, and/or friable materials, challenges our understanding of sediment trans-
port mechanics. Current threshold theories lose meaning and diverge from one another
when extrapolated to some planetary bodies, because they neglect physical processes that
become relevant under such exotic conditions. Here we draw on results in contact, rarefied
gas, statistical and adhesion mechanics to present more complete theories for the ‘fluid’
and ‘impact’ thresholds of aeolian transport. Our theoretical predictions compare well
with all available experimental threshold observations, and shed light on the contentious
issues of sediment mineralogy on Titan and the high threshold for dune activity on Mars.
Chapter 6 will aid in interpreting planetary atmospheric dynamics from observed dunes,
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and determining what observations are required for future space missions.
6.1 Introduction
Sand dunes form when a ready supply of loose and durable grains is regularly entrained
by wind into saltation, but rarely suspended (Bagnold, 1941a; Jerolmack and Brzinski III,
2010). On Earth, the presence of sand dunes is inextricably linked to climate; arid regions
with large diurnal temperature swings limit cohesion and adhesion forces that resist grain
motion, while promoting strong surface winds capable of transporting sand (Gunn et al.,
2021a). The relevant fluid and particle forces are encapsulated in the threshold friction
velocity u∗, which describes the required surface wind conditions for particle entrainment
and hence dune formation. Theoretical derivations of threshold u∗, calibrated in wind tun-
nels and vetted in field observations (Iversen and White, 1982; Shao and Lu, 2000; Claudin
and Andreotti, 2006; Pähtz and Durán, 2018; Kok, 2010), provide satisfactory explanations
for dune-forming conditions on Earth. Ever expanding observations across our Solar Sys-
tem, however, have revealed surprises; in particular, dunes seem to be more ubiquitous
than we may naively expect from theory. Researchers are challenged to explain how Mars’
thin atmosphere produces sufficiently strong winds to maintain active dunes (Banfield et
al., 2020). And there is no consensus on the sediment composition of dunes on Titan or
Pluto (Yu et al., 2018; Telfer et al., 2018), where candidate materials are either too weak or
too heavy for sustained saltation. These debates suggest that our theoretical understand-
ing of threshold and collision dynamics of wind-blown sediments are incomplete.
It has long been recognized that there are two thresholds for wind-blown transport
(Bagnold, 1941a): The ‘fluid’ threshold is the wind required to move a particle from rest,
and the ‘impact’ threshold is the minimum wind to maintain steady saltation. Mass trans-
port scales in excess of the latter, whereas saltation must start from the former (Claudin
and Andreotti, 2006). In this Article we offer novel theories for these two thresholds and
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apply them to six planetary bodies known to have aeolian features in our Solar System
(Fig. 6.1a-f). We do this from first principles, and by employing more stringent or recent
results from aeronautics and contact mechanics that are not typically considered in aeolian
studies. Each theory has a single physically-meaningful free parameter, which are found
by fitting to a newly compiled comprehensive data set. Using these theories, we provide
revised predictions of the thresholds across the Solar System, paying special attention to
the range of environmental conditions on each planetary body. Finally, we use a measure
of attrition susceptibility of minerals at threshold to assess the likelihood and potential
origins of candidate dune sands.
6.2 Fluid threshold
The fluid threshold of motion is defined by a balance between the forces retaining a grain
that is resting in a pocket on a bed of grains, and the forces that can remove it from that
pocket (Shao and Lu, 2000). Weight and adhesion forces correspond to the former, while
drag and buoyancy to the latter. The lift force can act to retain or remove the grain, de-
pending on shear and fluid properties (Fig. 6.1h), but it is typically small compared to
the other forces. These forces all have functional forms constrained from theory, aside
from the lift and drag forces where we employ refined empirical predictions for the re-
spective coefficients. The complete torque balance in a fragile pocket geometry reads
rGFG + rAFA = rDFD + rLFL + rBFB , where the moments and forces are defined graphi-
cally in Figure 6.1g. Expanding and non-dimensionalizing this equation (Appendix E.1.1),








Chapter 6. Conditions for aeolian transport in the Solar System 68
where α and β depend on geometry and the drag and lift coefficients, and Θp and Φp de-
pend on fluid and solid properties. The Shields-like number Θp ∝ 1/d non-dimensionalizes
the fluid speed at the particle centre, up, using the submerged particle weight, whereas up
is non-dimensionalized in the parameter Φp ∝ d by the adhesion due to grain-surface en-
ergy, γ (Appendix E.1.2). Noting the scaling of these parameters with grain diameter, d, it
is clear that for small particles the threshold tends toward Φp = β, and for large particles,
Θp = α. The cross-over between these limiting behaviors, where winds must overcome
adhesion or weight, respectively, depends on all parameters. As an example, for typical
quartz grains on Earth this transition occurs for a grain size of roughly 40 µm; hence, dune
sands are little affected by adhesion, while dust grains are strongly affected. This may not,
however, generally be the case on other planets.
Importantly, there is one unaccounted-for constant required to close the solution for
the fluid threshold described above; the ratio of the characteristic length-scales between
particles in contact, d0, and roughness at the contact scale (Israelachvili, 2011) (Fig. 6.1i).
Assuming that this ratio, B, is approximately universal for natural sand grains, we de-
termine its value to be B ≈ 8.74 by fitting the theory to wind-tunnel and field measure-
ments of the fluid threshold (Appendix E.1.3). This allows prediction of the fluid threshold
on each planetary body of interest, if the dimensionless parameters α, β, Θp, and Φp are
known. Our formulation builds on previous hydrodynamic approaches (Shao and Lu,
2000; Wiberg and Smith, 1987) (Appendix E.2.1), with the following improvements: it ac-
counts for the lift and adhesion forces explicitly, improves the paramaterizations for the
lift and drag coefficients (Loth, 2008a; Loth, 2008b), and has just one free parameter that is
specific to sediment transport.
Using well-established theory on the behavior of gases (Byron Bird, 2002) (Appendix
E.1.4), observations of temperature and pressure, and measured material constants (Table
E.2), we find that the predicted fluid entrainment threshold spans three orders of magni-
tude for reasonable grain diameters across the Solar System (Fig. 6.2a). To first order, this
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range is controlled by fluid kinematic viscosity (Fig. E.1). We see that both particle compo-
sition, and variability in pressure and temperature, can lead to a wide range of threshold
wind speeds on a given planetary body — with the exception of Earth, where these pa-
rameters vary little. These predictions are mostly higher than alternative theories (Shao
and Lu, 2000; Iversen and White, 1982), while being similarly accurate when compared to
experimental data (Figs. E.2 & E.3). We also note that the sensitivity of the drag pressure to
the wind stress — i.e., the drag coefficient, CD — varies greatly across these environments,
depending on how rarefied and fast the fluid is (Loth, 2008a) (Fig. 6.2b,e,f). This broad
swath in fluid properties is mostly captured by pressure-controlled experiments, with the
exception of small bodies that maintain very thin atmospheres such as Triton. There is
a distinct lack of experimental data where adhesion dominates the fluid threshold, and
where the threshold is extremely high (Fig. 6.2c,d).
6.3 Impact threshold
Once wind exceeds the fluid threshold, saltation is initiated. At this point the mechanism
for threshold changes qualitatively: the dominant way in which grains leave the bed is by
ejection due to impact from colliding grains (Bagnold, 1941a). The forces used in the fluid
threshold above, aside from adhesion, also describe the physics of saltating grain trajecto-
ries (Appendix E.1.5). Interestingly, there are two approximately universal characteristics
about these trajectories: saltators eject from the bed at an approximately fixed angle; and
typically only one saltator is ejected per impact, while other grains ‘splash’ short distances
and quickly deposit (Anderson and Haff, 1988; Beladjine et al., 2007). If we couple trajec-
tory dynamics with a model for the speed ratio between the impacting (v↓) and ejecting (v↑)
saltators — i.e., the effective restitution coefficient e — we can find the minimum friction
velocity necessary to maintain a steady-state, v↑ = ev↓ (Fig. 6.3e). This state corresponds to
Chapter 6. Conditions for aeolian transport in the Solar System 70
a balance between the momentum lost during a collision to the granular bed and viscous
dissipation, and momentum gained by fluid drag and lift during the hop (Andreotti, 2004).
Our effective restitution coefficient includes contributions from particle elasticity, gran-
ular friction and viscous dissipation (Johnson, 1987; Beladjine et al., 2007; Gondret, Lance,
and Petit, 2002). It may be back-calculated from experimental and field studies of the im-
pact threshold, by solving for trajectories at the conditions threshold was measured (Ap-
pendix E.2.2). We seek an intuitive and parsimonious parameterization for e. Drawing
on studies showing that e depends on a competition between particle inertia and viscous
dissipation (Beladjine et al., 2007; Gondret, Lance, and Petit, 2002), we assume that other
contributions vary little among materials. To test this idea we examine the relation be-
tween e10, the restitution coefficient associated with a fixed common impact angle of−10◦,
and the Galileo number, G =
√
(ρs/ρf − 1)gd3/ν, which has been identified as an impor-
tant parameter governing sediment transport (Pähtz and Durán, 2018; Pähtz and Durán,
2020) (Figs. 6.3d & E.6). The resulting correlation is strong; we suggest a heuristic logis-
tic functional form for e10(G), where the only free parameter e10(G = 10C) = 1/2 defines
the crossover from the end-member cases of a fully-damped and fully-elastic impact event
(Appendix E.1.6). By fitting to observations we find C ≈ 1.65 (Fig. 6.3c,d), which can
be implemented in a forward model to predict the impact threshold. This theory builds
on previous contributions (Andreotti, 2004; Claudin and Andreotti, 2006); the main im-
provements are that forces are represented more accurately, and that the number of free
parameters is reduced because the ejection speed of grains does not need to be prescribed.
We find that computed impact thresholds cover a span in magnitude that is compa-
rable to the fluid thresholds, with the latter exceeding the former in nearly all cases —
likely leading to hysteresis in sediment transport events (Kok, 2010) (Fig. 6.3a). Com-
pared to previous theories our approach is more accurate when compared to observations
(Claudin and Andreotti, 2006; Kok, 2010; Pähtz and Durán, 2018), and predicts lower im-
pact thresholds in less dense fluids (Figs. E.4 & E.5). Notably, our formulation of the impact
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threshold becomes ill-defined for small grain sizes (Fig. E.8, Appendix E.1.5). This occurs
approximately where the two thresholds reach parity, and where turbulent fluctuations
— neglected in our Reynolds-averaged description — are expected to become important
in determining grain trajectories. While alternative methods avoid this pathology by im-
posing that the impact threshold smoothly approaches the fluid one in this limit (Durán,
Claudin, and Andreotti, 2011), we note that there is a distinct lack of data to test ideas
about small grains.
Our theory permits us to resolve characteristic saltator trajectories, and therefore the
impact speed (Figs. E.7 & E.9). This characterizes the energy that results in wind-driven
sediment attrition, a critical mechanism in wearing down particles and potentially produc-
ing dust (Jerolmack, Reitz, and Martin, 2011; Ghadiri and Zhang, 2002; Crouvi et al., 2008).
By employing a canonical model for yield during particle impact (Johnson, 1987), using the
material properties of sediment mineral candidates (Appendix E.1.7), we inspect the ratio
of the impact speed at threshold over the speed required to cause yield, v∗↓/vY (Fig. 6.3b).
This constitutes an attrition parameter; if this ratio is very small, relatively strong sediment
particles were likely produced from weathering rather than attrition of bedrock, whereas
large values would indicate weak particles that could not survive impact and make dunes.
To build intuition regarding what numerical values for v∗↓/vY mean, we compute them
for two representative materials on Earth — quartz, and gypsum. While the former is
stronger than the latter, both form competent sand grains that round — rather than shat-
ter — when transported by wind (Jerolmack, Reitz, and Martin, 2011; Crouvi et al., 2008).
Gypsum, however exhibits significant attrition over just several kilometers of transport,
while quartz requires an order of magnitude larger distance; their corresponding values
for v∗↓/vY differ by roughly 50%. Turning to other planetary bodies, we see striking vari-
ability in the attrition susceptibility of candidate dune sands across the Solar System. Cu-
riously, the slope of the attrition parameter with grain size does not have a consistent sign
across environments. We speculate that negative slopes imply efficient production of dust,
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if there is equal transport susceptibility of grain-sizes (Martin and Kok, 2019).
6.4 Implications
In Chapter 6 we have highlighted how the large variation in atmospheric conditions and
particle properties on each planetary body leads to markedly different aeolian sediment
transport thresholds. To achieve this we have employed better representation of the mech-
anisms that change substantially outside Earth. Indeed, the minimal effect of environmen-
tal and mineral variability on Earth’s thresholds is a red herring; these play major roles
in all other bodies we study (Fig. 6.2a). Of course, there are mechanisms known to play
a role in the saltation threshold that we have not represented here; notably, capillary and
electrostatic forces (McKenna Neuman and Sanderson, 2008; Kok and Renno, 2008). Our
analysis, however, has revealed that there are potentially important and previously un-
considered mechanisms that we do not currently understand — like lift at low pressure
(Appendix E.2.3), and the fluid threshold in the adhesion limit (Fig. 6.2d). We also note
that we do not explicitly account for adhesion effects in the impact threshold theory; some
results indicate that adhesion may be neglected for saltation (Pähtz and Durán, 2020).
Chapter 6 may help to resolve some unsettled debates in planetary aeolian geomor-
phology. For Pluto, our analysis supports the hypothesis that Methane ice constitutes the
dunes west of Sputnik Planitia (Telfer et al., 2018). The dark streaks on Triton are likely
inactive after plume deposition, due to high entrainment thresholds and erosion suscepti-
bility (Sagan and Chyba, 1990; Hansen et al., 1990). Venusian sands are likely sourced by
non-aeolian mechanisms, and transport has negligible hysteresis akin to water on Earth
(Claudin and Andreotti, 2006). On Titan, more work is needed to understand the aggre-
gation and attrition of Tholins, but our results support locally-sourced and low-density
Tholin dune sands (Burr et al., 2015; Yu et al., 2018). Finally, on Mars we suggest that sand
grains observed by Curiosity actively produce dust through attrition (Weitz et al., 2018),
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and require stronger winds to move than GCMs predict (Banfield et al., 2020) – perhaps
through katabatics or strong instability in the boundary layer (Ewing et al., 2010; Gunn
et al., 2021a).
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FIGURE 6.1: Dunes and the forces that create them. Aeolian features on (a)
Earth, (b) Mars, (c) Titan, (d) Venus, (e) Pluto and (f) Triton. Image credit
for (a–f) is given in Table E.1, scalebars are 10 km. (g) The forces (F ) and
moments (r) of lift (L), buoyancy (B), drag (D), gravity (G) and adhesion
(A) around the pivot (magenta dot) for the fluid threshold of the yellow
particle. (h) Graphical definitions of fluid velocity (u), elevation (z), vorticity
(ω), particle diameter (d), fluid velocity at the particle center elevation (up),
with a close-up of the blue inset in (g) showing the mean free path of gas
molecules (λ). (i) Close-up of the pink inset in (g) of a particle contact and
microscopic roughness characterized by B.
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FIGURE 6.2: Fluid threshold prediction and observations. (a) Predicted fluid
threshold friction velocities for grains of different candidate and known
minerals, on each planetary body (legend for the latter in b. (b) Fluid regime
cast in Knudsen (K) and Mach (M) number space for predictions (bands)
and observations (stars) at the fluid threshold; background greyscale gra-
dient indicates drag coefficient (CD). Bands in (a) and (b) show the range
based on known temperature and pressure variability. (c) Histogram com-
paring observed fluid thresholds and their predicted value; a 1:1 line (cyan)
is overlaid. (d) Equation 1 (cyan) overlaid on a histogram of observations.
(e)-(f) Schematics of the continuum and free-molecular limits corresponding
to K above them, respectively.
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FIGURE 6.3: Impact threshold prediction and observations. (a) Predicted im-
pact threshold friction velocities for grains of different candidate and known
minerals on each planetary body. Legends follow Figure 6.2. (b) Predicted
attrition of characteristic particles at the impact threshold. Bands in (a) and
(b) show the ranges for each planet based on known temperature and pres-
sure variability. (c) Histogram comparing observed impact thresholds and
their predicted value, a 1:1 line (cyan) is overlaid. (d) Heuristic e10(G) (cyan)
overlaid on a histogram of observations, dashed line (cyan) defines the fit-
parameter C. (e) Trajectory at the impact threshold for 100 µm Basalt on
Venus (grains, path and vectors are consistently scaled).
Chapter 7
Conclusion
Recalling Figure 1.1, this thesis has investigated dynamics at the mesoscale in the coupled
ABL-surface sand-sea environment. We investigated cases of non-uniformity (Chapter 2),
non-stationarity (Chapters 3 & 5), saturation (Chapter 4), and thresholds (Chapter 6). Each
chapter has its own section dedicated to concluding remarks, so to avoid repetition I touch
on some implications, shortcomings and logical progressions from this dissertation.
Our ABL measurements at White Sands Dune Field presented in Chapter 3 make it
clear that a quasi-steady treatment for how free-atmosphere momentum exerts stress on
Earth’s surface is a poor description for the sand-sea ABL. In essence it fails because the
ABL is being struck with large-amplitude diurnal frequency thermal forcing, driving it
out of equilibrium. The widely-adopted Monin-Obukhov Similarity Theory (MOST) is a
framework that, by construction (dimensional analysis without equilibration timescales),
is quasi-steady and therefore not well-suited to resolve features of the strongly-driven ABL
(Monin and Obukhov, 1954). Indeed, MOST has pathologies in cases other than the sand-
sea ABL (Cheng, Parlange, and Brutsaert, 2005). These pathologies truly are edge-cases
though, and there is unfortunately little incentive to improve them: developing and im-
plementing a faithful ABL scheme for numerical models—that will introduce significant
computational overhead in caching and processing a memory-of-state—for negligible im-
provement in realism over the vast majority of Earth’s ABL which is weakly-driven, is not
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likely (there are bigger fish to fry). Where does this leave our ability to make progress on
ABL and surface coupling in sand-seas?
The poor theory wouldn’t be an issue if the sand-sea ABL was well-instrumented and
we could rely on measurements instead. Owing to the hostile environment, however,
sand-seas are amongst the most sparsely instrumented environments (Andreotti et al.,
2009). This means we must rely on reanalysis data like ERA-5 Interim employed in Chap-
ters 3 & 4. In essence, reanalysis data is a simulation output where, as the numerical model
integrates, it’s ‘nudged’ (think: mass-spring-damper for residuals) in the direction of ob-
servations timeseries where available ((C3S), 2017). So the MOST pathology is actually a
significant issue, since the reanalysis data on which we rely to understand near-surface
wind speeds—and then extrapolate with to approximate sand transport—is actually most
like the uncorrected ABL scheme of the numerical model over sand-seas (because there
is nothing to nudge toward). The reason this issue is “significant" for sand-seas is be-
cause sand transport scales with the square of wind-speed, and the pathology affects the
strongest winds most (Gunn et al., 2021a).
Overall this means I must stress the limitations of the results depending on ERA-5 In-
terim in Chapters 3 & 4 and, to a greater extent, EC-Earth3 ESM in Chapter 5. No doubt
there is unquantifiable error in; the attempt to find land-climate feedback (Chapter 3),
parametric relationships between flow and form for giant dunes (Chapter 4), and pre-
dictions for sand-sea change (Chapter 5), borne out through the misrepresentation of the
sand-sea ABL in numerical models. The silver lining is that these limitations are no longer
unknown-unknowns, but are now known-unknowns due to Chapter 3.
In the future, for changes in aeolian form that arise through sand transport to be better
resolved on a global-scale, we must either improve the way sand-sea near-surface winds
are represented in reanalysis data or improve detection of changes in aeolian form directly.
I previously posited that there is little incentive for the former, but fortunately there is a
wealth of exciting opportunities for the latter.
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Advances in topographic observation from satellites during the last decade have been
astonishing. Global topography on meter and daily resolution may have seemed impos-
sible only a few years ago, but is a real, free and actively accruing resource today. For
context, recall in Chapter 4 we made use of ASTER; measurements that took years to col-
lect and process and produced a one-off elevation map on a horizontal grid of 30 meters
(nominal) (NASA, 2009). Today there is:
• The Planet SkySat network of hundreds of satellites—each smaller and lighter than a
piece of carry-on luggage—producing stereo-pairs of 3-meter resolution images with
fresh coverage of sub-polar Earth every day. These image pairs have already been
used in pilot studies to find glacier calving flux (Aati and Avouac, 2020).
• The IceSAT-2 observations, capable of measuring ABL, vegetation canopy, and shallow-
water heights co-located with topographic height on the entire globe every 3 months
on sub 1-meter horizontal resolution transects (processed grids are coarser). Re-
searchers use this to measure sea-ice melting and even wind-blown snow intensity
(Neuenschwander and Magruder, 2019).
• COSMO-SkyMed, a new quartet of identical radar satellites, that provides 1-meter
resolution topography multiple times a day over a 100-km2 region, in addition to
other flavors of all-weather surface data (Biggs and Wright, 2020).
Innovation in remote sensing understandably outpaces its utilization in the discipline of
geomorphology, but the data these image, laser and radar (respectively) missions have al-
ready collected contains answers to questions the discipline places high value in. Synthesis
of this data requires marginally more computational resources and skill than is traditional
for the discipline (though no more than in some other geosciences), but the hardest and
most costly part—data collection—is already done.
Some questions this thesis raises could be answered with the remote sensing methods
outlined above. First-order examples are the activity and extent of wind-blown surfaces
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on Earth. In Chapters 3, 4, 5 we manually traced out a collection of sand-sea boundaries
using LANDSAT imagery for global analysis. There is no doubt that these regions host
active dunes, but the coverage and volume of erodible grains within those regions was
not measured. These are fundamental properties of a dune field that qualitatively alter the
morphology of the landscape even under identical atmospheric forcing (Pont, Narteau,
and Gao, 2014). With well-suited data, one could identify what is erodible by looking for
changes in surface topography, and the magnitude of change would allow for a measure
of activity. The unconstrained sediment-supply boundary condition in aeolian landscapes
represents a significant limitation of Chapter 4, as does a corroborating present-day esti-
mate of global sand-sea activity of Chapter 5.
Other questions raised by this thesis, however, are beyond the scope of topographic
data alone, no matter how detailed it is. These are questions of coupled flow and form. At
the small-scale, Chapter 6 is a first-pass at quantifying the brittle failure of saltating grains
and the nature of saltation on some exotic bodies in the Solar System. These are wide-open
problems that are hard to test, and I have little doubt that in a decade or two Chapter 6
will look very dated. In part I believe that the high uncertainty in published experimental
data is a significant obstacle to progress on the threshold wind problem. Subjective defi-
nitions of threshold and unmeasured stream-wise non-uniformity of flow in wind tunnels
are unfortunately commonplace in the literature reviewed for Chapter 6. For the attrition
problem, there are very few mechanism-isolating experimental studies relevant to the aeo-
lian regime to test ideas with (Ghadiri and Zhang, 2002), which needs to change in order to
understand the abundance of dust on Mars. Constraining the production of dust through
attrition by wind on Mars has serious implications for global dust storms, the provenance
of ‘inverted topography’, and foremost the coupling of the smallest scale (dust) to the
largest (climate) and how their tethered trajectories have evolved over geologic time.
At the mesoscale other coupled form-flow questions arise. In Chapter 2 we show that
the transition from smooth playa to rough dunes at White Sands should create large-scale
Chapter 7. Conclusion 81
aggradation down-wind of the transition. This is because flow decelerates and therefore
the streamwise gradient in sediment flux is negative. This argument also implies that
aggradation is largest at the transition, where flow deceleration is largest: maybe the up-
wind margin isn’t a ‘shoreline’ after all? Maybe, since flow accelerates up slope, the rough-
ness effect becomes damped by the aggradation, and over long times the two competing
effects reach equilibrium? There are still questions to be answered in the Ryan Ewing
Memorial Corridor (background shading; Fig. 2.2). Despite our partiality to White Sands
we must also recognise its shortcomings as a case-study to generalize from. We have no
proof—only reasonable expectations (Jerolmack et al., 2012)—that flow at the upwind mar-
gin is in equilibrium with the uniquely smooth playa surface (Chapter 2). It’s also clear
that, owing to the short residence time of the ABL advecting across it, White Sands has
among the least impact on the daily cycle of its ABL of all the sand seas we study in Chap-
ter 3. The strong daily cycle observed at White Sands is more likely a feature of the Tularosa
Basin. This does not nullify any arguments made in Chapter 3, it’s just dissatisfying that
we did not measuring a true sand-sea microclimate. Furthermore, in Chapter 3 we down-
play the importance of weather phenomena other than afternoon convection that promote
sand transport. Clearly some dunes are produced almost exclusively by other means: sea
breezes, haboobs, topographically-steered winds, katabatic winds, etc. (Kok et al., 2012).
These dune-forming winds may also, on occasion, be linked to the presence of a dune field,




over aeolian dune fields’
A.1 Introduction
This Appendix includes supporting figures (Figs. A.1–A.5) for Chapter 2. It also includes
a section (Appendix A.2) providing a more detailed methodology for the topographic data
analysis, and a section (Appendix A.3) on more data-driven predictions of the stream-wise
trend in wind speed and sediment flux.
A.2 Topographic analysis
Digital Terrain Models (DTMs) with 1-m horizontal resolution were produced from the
three point clouds by taking the minimum elevation point within each DTM pixel as its
elevation η. A first set of DTMs was produced on the cardinal bases to find the dune direc-
tion. A second set of DTMs were then produced on the span-wise and stream-wise bases
to find the sediment flux (Fig. A.2). Each set of three DTMs used for either orientation or
flux used a common pixel grid.
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Slip faces are the steepest slopes on the landscape and close to the angle of repose.
They were isolated in the DTMs as pixels where the slope exceeded 30◦. The full DTM was
segmented into sub-tiles of 500 m2 to find the distribution of θd (Fig. A.1). The peak of a
cross-correlation between the distribution of the slip-face orientations, P (θsf ), andP (−θsf )
was taken as the dune migration direction for each sub-tile (Fig. A.2). This method was
used as an alternative to the mean or mode slip-face orientation of a sub-tile, for example,
since those can be biased by the radial and bilateral asymmetry in dunes (i.e. slipfaces are
mostly on dune arms, which can also be different lengths).
Using a common grid DTM, with xd positive in the dune direction and yd orthogonal,
lines of adjacent pixels with constant yd in a pair of DTMs can be used to approximate
sediment flux. This assumes that sediment flux is only in the direction of dunes, which
is reasonable at White Sands Dune Field (Figs. 2.1a & A.1). The Exner equation can be
written as,






Where φ is the packing fraction, s is some distance along a line of constant yr, dη is a change
in elevation over some time interval dt, and qs(s) is the sediment flux qs at some location s.
If qs(s0) is known, then qs(s) can be found by performing the integral on the RHS of Eqn.
A.1. To achieve this at White Sands, we assumed flux only happens on the dunes and there
is no flux into them from upwind. We identified dunes as non-flat regions in the transect
for either DTM that changed elevation downwind of the roughness transition (Figs. A.2 &
A.3).
A.3 Theoretical wind transects from measured roughness
The pair of roughness lengths z0,out and z0,in provide a parsimonious and analytical result
for the stream-wise dependence of the wind-speed and, in-turn, sediment flux. This ap-
proach used in Chapter 2 comes at the expense of realism, however, which can be gained
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using either the DTM or the damping frequency (α) profiles in Figure 2.3d. The results
of this more ‘data-driven’ analysis are presented in Figure A.4 along-side the result from
Chapter 2, and here we briefly summarize how they are calculated.
Firstly, instead of assuming a z0,in using heuristic or comparable results from the lit-
erature, we employ the technique of assuming the roughness length the flow feels scales
linearly with a measure of topographic variability. In pipe-flow experiments where the en-
tire pipe wall has homogenous roughness that can be characterized using the root-mean-
squared topographic height, zrms, the roughness length, z0, can be accurately predicted
using a linear relationship z0 ∼ zrms (Shockling, Allen, and Smits, 2006). This linear scal-
ing has been used in geomorphological cases also (Anderson et al., 2012). We take the
stream-wise measure of topographic variability ση used in Chapter 2, which is the span-
wise average of standard deviation in a 100 m2 moving window on the June 2010 DTM,
and let z0,in = ση(Sd)/10. We now have roughness as a true function of measured form,
and then calculate the mean stream-wise function of U10 and qs as described in Chapter 2.
In practice, we solve this iteratively because Equation 2.3 is written in time and the sub-
stitution t = S/U is used (since z0,in(t) depends on the speed which varies with Sd). The
resultant stream-wise change in wind-speed and sediment flux agree well with the DTM
and Met tower measurements (Fig. A.4).
Secondly, we can forego the parameterization α(z0) in Equation 2.4 altogether if α can
be inferred directly using Equation 2.2 when flow is steady (i.e. where Ȧ = 0). Fortunately,
we can do this using the lidar profile at Ua upwind of the dunes (Fig. 2.1a) and a time-
averaged LES flow profile over White Sands dunes for αout and αin, respectively (Wang
and Anderson, 2019). This latter profile is especially useful, as it is run to a steady state
using a periodic topographic condition, however both are not perfect since the forcing
conditions are constant and do not represent the range of geostrophic forcing conditions
the dunes experience. We take the values of α from the profiles in Figure 2.4d at 10 m
for the stream-wise transects in wind speed and sediment flux (Fig. A.4a,b) and 2 m for
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the Meteorological tower comparison (Fig. A.4c). As explained in Chapter 2, to com-
pare the stream-wise profiles with the observations, the theoretical prediction must be a
weighted ensemble of geostrophic forcing conditions (found from the upwind Meteoro-
logical tower). Here we assume (as in Equation 2.4) that α ∼ G and scale α by G/Gobs
for each forcing condition G, where Gobs is the observed geostrophic condition for each
inferred α profile in Figure 2.4d. The result has a consistent shape compared to the al-
ternative methods but over-estimates the wind speed and sediment flux magnitudes (Fig.
A.4). This could be due to a wealth of factors, likely bias in the limited observation win-
dow of the lidar, the neutral stability of the LES, and the assumed linear scaling between
α and G, all play a role.
A.4 Data & code availability
Code to reproduce Chapter 2 and wind data are here https://github.com/algunn/
dune-impinge. Topography data is hosted by OpenTopography here http://opentopo.
sdsc.edu/datasets?search=white%20sands.
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FIGURE A.1: Probability distributions of dune direction relative to the de-
termined dune direction θd calculated from 8 independent methods. Su-
perscripts in legend refer to doppler wind lidar, D, meteorological tower
M , and lidar DTM L. Subscripts are shown in Figure 2.1. Dune migration
direction is best inferred by winds by first converting the wind vectors to
sediment flux vectors. The wind measurements are all taken at 10 m eleva-
tion and are converted to flux using Law of the Wall with roughness z0,in
and relationship to u∗ from Durán, Claudin, and Andreotti, 2011 (Eqn. 2.6).
The dune direction distribution from the DTMs is found by local dune di-
rections inferred from dune slip-face orientations (see Figure A.2). This plot
illustrates that θd = 25◦ (counterclockwise from East) is a reasonable global
dune direction for White Sands.
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FIGURE A.2: An illustration of the method used to find dune direction
and sediment flux from the DTMs on a 500 m2 domain. (a) A ‘hill-shade
map’ (where x is West-East and y is South-North) with the slip-faces high-
lighted and colored by their orientations, θsf . Slip faces are found by being
near the angle of repose. Overlaid is the inferred dune direction for this
domain found in (b) extending from the domain center (magenta dashed
line). (b) The probability distribution of slip-face orientations highlighted
in (a), P (θsf ) (yellow), the cross-correlation of this distribution with itself
flipped in the x-axis, P (θsf ) ? P (−θsf ) (magenta), the angle of maximum
cross-correlation, θd,local (magenta dash-dotted line), and the global dune
direction, θd (black dashed line). This is defined as the local dune orienta-
tion. (c) A domain of the same size and center as (a) now rotated to the dune
orientation axis [xd,yd] and colored by the rate of elevation change between
DTM pairs dη/dt, overlaid is the transect (cyan) analyzed in (d). (d) Sedi-
ment flux, qs, along the transect of dη/dt in (c) calculated using Eqn. A.1.
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FIGURE A.3: Sediment flux, qs, map from the January and September 2009
DTMs. Across-page is xd, Up-page is yd, and a scale is given (black line).
White regions are outside the domain, or regions not included in the flux
calculations because they are (or are within 10 m of in xd) nearly flat (slope
< 0.01) in either DTM or they have spuriously large elevation changes (>
7 m/yr). We suspect the stream-wise bands of large sediment flux are an
artifact of mismatched airplane flight paths.
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FIGURE A.4: Extended data-driven results for the stream-wise flow and sed-
iment flux profiles. (a) Sediment flux (qs) with distance downwind (Sd)
from the; Jan09-Jun10 DTM difference map (black line), Chapter 2 theory
(magenta line), observation-inferred damping frequency (α) profiles (yel-
low line), and topographic standard deviation (ση) parameterized rough-
ness length (cyan line). (b) The same theoretical lines for wind speed at 10
m (U10) instead of sediment flux, along with the observations at the Meteo-
rological towers (mean, black triangles; 50 ± 5 percentiles, black lines). (c)
Residuals of 2-m wind speed at the Meteorological tower locations in theory
(as in panel a) and observations (2D histogram, colormap on left). Panels
(a-c) mimic Figures 2.2c, 2.2b and 2.3a in Chapter 2, respectively.
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FIGURE A.5: Extended theoretical results from Fig. 2.4. (a) Changes in the
10-m wind direction θ10 − θout downwind of the roughness transition Sr for
different roughness pair scenarios (same as those in Figure 2.4a). (b) Veering
angle between equilibrium winds, θsat − θout, colored on the left color-bar
based on z0,in and z0,out pairs. Note that the absolute value of the veering
angle also depends on latitude (here chosen as White Sands’), and the sign
depends on the hemisphere (here chosen as north) where positive is ‘bend-
ing to the left’. (c) Ratio of the equilibrium wind speeds, Usat/Uout, colored
in log-scale on the right color-bar. In the idealized equilibrium limit, flow
crossing onto smoother terrain in the northern hemisphere will accelerate
and bend to the right, for example.
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B.1 Introduction
Here we provide details on; the way we observe processes at White Sands Dune Field
(Appendix B.2), how some key variables are calculated (Appendix B.3), a previous dataset
we compare our new observations to (Appendix B.4), how we collect the global data (Ap-
pendix B.5), the application of Chapter 3 to a dune field on Mars (Appendix B.6), and
the way Monin-Obukhov Similarity Theory does not describe some of the observations at
White Sands Dune Field (Appendix B.7). Nine figures that support this research and are
noted in the main or supplemental text are provided at the end of the document, as is the
caption for the supplemental Movie S1 (Figure B.10).
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B.2 White Sands Observations
B.2.1 Doppler lidar wind-velocity profiler
The Zephir 300 machine measures the Doppler shift of a 1560 nm continuous-wave laser
beam off passive tracers in the atmosphere. The beam is iteratively focused around dis-
tances with a lens as it traces a cone above using a revolving mirror, measuring averages of
wind vectors centered within an Eulerian area at heights z during revolution time (Wagner,
Mikkelsen, and Courtney, 2009). After omitting revolutions with insufficient backscatter
and power, the raw averages are linearly interpolated onto a grid at the most frequent raw
timestep (17 s). The heights z are chosen to distribute evenly in ln(z) between the ma-
chine’s maximum (300 m, set by a maximum lens probe volume at d), minimum (10 m,
safety), including a mandatory (38 m) height. Temperature is measured on the machine at
1 m. The machine stores data locally and is powered by solar panels. Note that the lidar
was also deployed for 70 days (March-May 2017) at White Sands in a different location at
the playa-dune boundary, where surface roughness was much lower and concurrent mea-
surements of other quantities were not made (Fig. B.6). The locations (during FATE and in
2017), outside the influence of dune-steered flow in the formative direction, are shown in
Fig. B.1.
B.2.2 Met tower
Chapter 3 uses measurements of humidity, pressure, temperature (all at 10 m) and wind
speed (at 5 and 2 m) from a meteorological tower erected by the National Parks Service
and Texas A&M University marked in Fig. B.1. Data are output at 10-min timesteps as
averages (set by local memory) using a Campbell Scientific CS1000 logger and linearly in-
terpolated onto the same grid as the lidar for lapse rate calculations. The tower sends data
by cellular modem (available as WHS02 at https://mesowest.utah.edu) and is powered
by solar panels.




We present data from 3 cups of a 4 cup anemometer mast (one cup had an electrical failure
during the campaign) taking wind speed measurements at approximately log-spaced (0.32
m, 0.76 m and 1.68 m) heights. The cups are each calibrated with an optical gate to match
the cup anemometers on the Met tower. Data are stored at 1 s timesteps (set by cup iner-
tia). An Arduino stores data locally and is powered by solar panels. This small mast was
erected adjacent to the lidar (location in Fig. B.1) to understand near-surface flow better.
B.2.4 Saltation sensor
The Sensit H14-LIN saltation sensor uses changes in resistivity of a crystal, housed in an
aluminum cylinder, due to its deformation to infer the energy of sand grain impacts. The
kinetic energy of all impacts within 10 s timesteps (set by local memory) are summed using
a pulse height analyzer method, effectively ensuring no impact is uncounted. Mounted
vertically with the instrument body above ground (Fig. 3.1), the crystal had an average
height of 0.2 m above the surface of a barchan stoss during the deployment (Fig. B.1). The
sensor data are stored on a Campbell Scientific CS1000 logger and the system is powered
by solar panels. Saltation events are defined as periods of time for which a smoothed
power timeseries continuously exceeds the lower quartile of observed non-zero powers,





Where RPP is the two-point correlation function of the unsmoothed power timeseries and
T is the campaign duration. For reference, the median grain size of saltators at the site is
around 350 µm.
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B.2.5 Satellite dust detection
GOES-16 is a geostationary satellite with a radiometer imaging at 16 wavelengths at 5-min
intervals. We downloaded L2 reflectance and brightness temperature data for the conti-
nental USA (available at https://registry.opendata.aws/noaa-goes/) during the deploy-
ment. Using true color reconstructions from the 3 shortest wavelengths, and a residual of
the 8.5 µm and 11.2 µm wavelengths (revealing nocturnal clouds (Schmit et al., 2018), we
manually identify two time periods each of dust emission, clear sky and cloud cover over
a region of White Sands (Movie S1), totaling 1.3%, 3.2% and 4.5% (to 1 decimal place) of
the deployment period, respectively. This constitutes a training set for a perceptron ma-
chine with 1 hidden layer of 100 rectified linear unit function nodes (Pedregosa et al., 2011),
where wavelengths 3.9 µm, 8.5 µm, 10.35 µm and 11.2 µm are features, that classifies im-
age pixels into dust (red), clear sky (blue) or cloud cover (green) with probability χ. These
features were used as they are non-zero throughout an entire 24-hr period, provide unique
information and pertain to the low-atmosphere alone (Schmit et al., 2018). Samples are
passed to the machine scaled by a function that transforms each feature of the training set
to have zero mean and unit variance. Each pixel at each timestep is then classified, where
χd is the average probability of dust suspension for the region, and an event is defined
as χd > 0.5. Without common methods of validation, we look to our concurrent salta-
tion measurements to verify the algorithm, finding that during ‘certain’ dust suspension
(χd > 0.95) saltation occurs 77% of the time, and during ‘certain’ inactivity (χd < 0.05)
saltation occurs 13% of the time (Fig. B.2). We believe mismatches are primarily due to (i)
cloud coverage masking dust emissions, and (ii) that most dust from White Sands is from
the playa upwind of the dunes and therefore not local to, or subject to the same sediment
availability constraints as, the dunes where the saltation sensor is (White et al., 2015).




B.3.1 Potential virtual temperature lapse rate
This quantity, γ5.5, is the vertical gradient in virtual potential temperature between 1 m
(at the Zephir 300) and 10 m (at the Met One tower). Virtual potential temperature is
the temperature a parcel of air has when adiabatically transported to a reference pressure,
defined as θv ≡ (1 + a1rv)(T (pref/p)a2(1+a3rv)) (where rv = a4e/(p − e) is the mixing
ratio, e = a5h10a6(T+a7)/T is the vapor pressure, and an are empirical constants defined
at http://glossary.ametsoc.org/wiki/). Only the Met One tower measured pressure and
humidity, so we assume they are identical at 1 m and 10 m in this calculation.
B.3.2 Friction velocity
The ABL flow parameters friction velocity u∗, roughness length z0, Obukhov length L,
and displacement height d are derived separately for 10-min smoothed data for each mea-
surement system. We smooth at this timescale because it is the shortest timescale of the
longest timestep system, the met tower. For the cup anemometers, only neutral Law of the
Wall fits without displacement height are performed because the measurements are not
fully within the flow region where stability effects are noticeable, and we do not want to
over-constrain the fit. We fit an O(1) polynomial to the measurements in ln(z) to find u∗
and z0 in u = u∗ ln(z/z0)/κ. The same calculation is performed on the met tower mea-
surements. For the Doppler lidar, a subregion of wind profiles are fitted to integral forms
of the Monin-Obukhov similarity theory and a neutral Law of the Wall theory. The sub-
regions are where speed monotonically increases with height (with a maximum height of
109 m) from the lowest (10 m) measurement, and there are 4 or more data points available.
This definition ensures no over-constraint and application of the theory to the appropriate
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where x = (1 − γ(z − d)/L)1/4, the stability parameter ζ = z/L, β = 5 and γ = 16
(Dyer, 1974). Both definitions are fit to each profile and the one with lowest variance is
chosen. The form of the neutral Law of the Wall theory (with displacement height) is u =
u∗ ln((z − d)/z0)/κ. All Doppler lidar fits are performed using a least-squares regression
with a Cauchy loss function (Branch, Coleman, and Li, 1999), starting on a landscape at
typical values of flow parameters scaled by characteristic scale {u∗ : 4 · 10−1, 10−2; z0 :
10−1, 10−2;L : ±103, 101; d : 100, 10−1}, respectively. Von Karman’s constant is κ = 0.38
in all calculations. From this, we see that the nearest-surface horizontal wind speed is the
best predictor of saltation flux.
B.3.3 Variance of flow parameters and saltation
The coupling between ABL flow parameters, be it friction velocity or horizontal wind
speed, and saltation power is calculated through the following routine that standardizes
their different thresholds, magnitudes and sample sizes. Firstly, average saltation power
values in bins of flow values (chosen such that there are 25 between the mean non-zero
flow values and 0) are found. The bin where the average saltation power first exceeds 0.5
W is chosen as the threshold flow value for saltation (Fig. B.3). Because threshold wind
speeds and friction velocities from different measurements are all different, we then col-
lapse the data by scaling to the threshold flow values and saltation power. Then, average
scaled saltation powers P̂s are found for all scaled flow values û when binned similarly
(100 bins between 0 and 1). Finally, the average distance between the scaled data and its
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− {û, F}| (B.3)
Where N is the total number of samples for the flow parameter. The lower the variance,
the less scatter in the fit. The values are 0.0305 for u0.32, 0.0309 for u2, 0.0316 for u10, 0.0454
for cup anemometer u∗, 0.0568 for met tower u∗, 0.0792 for netural Law of the Wall lidar
u∗, and 0.0646 for Monin-Obukhov similarity theory derived lidar u∗.
B.3.4 Critical diurnal temperature range
We employ characteristic scales for parameters in the so-called ‘slab model’ of well-mixed
ABL growth to estimate a critical diurnal temperature range for which the ABL evolution
transfers from being in equilibrium to out-of-equilibrium with surface heating (Fig. 3.5a)








where A is the so-called Ball parameter (Ball, 1960), zi is the layer height, and b0 is the heat
flux at the surface. Assuming a dry mixed layer, often the case in sand seas (Norton and
Hoidale, 1976; Lancaster, Lancaster, and Seely, 1984), so θ = T + Γdz, the near-surface air












If we assume a sinusoidal near-surface air temperature evolution during the day, T =










Appendix B. Supplementary Material for ‘Circadian rhythm of dune-field activ-
ity’
98
Substituting Eqn. B.6 into B.5, and employing characteristic scales (including dzi/dt ∼
zi/(τD/2)) for this equation, we find δT = ((1 + A)τDb/HABL − ΓdHABL)/π when T is
changing most. Assuming δT is approximately δT2 a critical range of δT2,cr = 18.1 K
occurs for typical values of A = 0.2, τD = 1 day, FHs = 550 W/m2 (where FHs = b0ρcp,
ρ = 1.2 kg/m3 and cp = 1004 J/kg/K), HABL = 1 km, and Γd = −9.8 K/km. See Fig. B.9
for a sensitivity diagram of δTcr to FHs and HABL.
B.4 CASES99 comparison
The Cooperative Atmosphere-Surface Exchange Study (referred to in Chapter 3 as CASES99)
was carried out to understand phenomena in the weakly-forced and primarily nocturnal
atmospheric boundary layer. The location and timing of the experiment was chosen for
clear and calm conditions over land (Poulos et al., 2002). This leads us to expect con-
ditions close to steady-state, acting as a useful counter-example to the strongly-forced,
non-equilibrium dynamics observed at White Sands. Extensive measurements were taken
to comprehensively document the boundary layer; in Chapter 3 we only make use of a
small subset of the data. Main tower high temporal resolution data from CSAT3 sonic
anemometers was downloaded (https://data.eol.ucar.edu/) for October 1999 near Leon,
Kansas (Poulos et al., 2002). Prevailing wind speed and virtual temperature measurements
were down-sampled from 20 Hz to 18 s temporal resolution using a box-car average to ap-
proximately match the doppler lidar at White Sands. 1.5 m and 10 m elevation virtual tem-
perature measurements were converted to potential temperature θv ≡ Tv(pref/p)a2(1+a3rv)
with rv fixed to the mean FATE value 2.33 g/kg, giving a gradient of potential virtual
temperature lapse rate (Fig. B.7c).
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B.5 Global sand sea ERA-5 reanalysis
Polygons of 45 active sand seas with a distribution in area and latitude similar to all sand
seas were created (Fig. B.8). Each sand sea boundary was mapped as a shapefile using
Google Earth to identify contiguous areas of dunes, recognizing that dune field boundaries
are often not sharp. All polygons were drawn in the exact same manner on the same
projection. Mapping was carried out at a coarse scale depending on the size of the sand
sea, but always at a much finer resolution than the ERA-5 grid spacing (see Fig. B.8).
Dune field naming is based on a combination of common-place convention in the scientific
literature and the local naming, and these are chosen neutral to jurisdiction claims. A
shoelace algorithm was used to find the area of each sand sea.
The ERA-5 reanalysis dataset was downloaded (https://registry.opendata.aws/ecmwf-
era5/) ((C3S), 2017), giving hourly 2-m temperature and 10-m prevailing wind speed over
the decade 2008-2017. These data are gridded at 32-km resolution from a GCM strongly
constrained by many forms of observation ((C3S), 2017). Data for each sand sea is derived
from land grid cells from the ERA-5 that overlap with their respective polygons. Mean re-
lationships between daily maximum 10-m winds and 2-m temperature change are found
using averages of the former in 35 bins between 0 K and 40 K of the latter (Fig. 3.5a). Bins
including less than 0.01% of the total data for a given sand sea are excluded from the rela-
tionship. In total the sand seas analyzed in Chapter 3 account for 1.63% of the global land
data used, and each day of the decade for each land grid cell totals 9.9 · 107 points.
B.6 Nili Patera, Mars, ABL calculation
The dune field Nili Patera is located at 8◦N, 67◦W and has active dune migration, especially
in the ‘dusty season’ (Solar Longitude Ls of 270±15◦) on Mars (Ayoub et al., 2014). Using
the Mars Climate Database (Millour et al., 2012; Forget et al., 1999), the most common
GCM dataset used in studies of Mars’ atmosphere that is validated using observations, we
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found values for 4 of the free parameters in our characteristic equation for the critical daily
near-surface temperature range, δT = ((1 +A)τDFHs/HABL − ΓdHABL)/π (see Appendix
B.3.4 for a derivation). The values at Nili Patera (Ls = 270) are also quite representative
of the Martian ABL in general: FHs = 85 W/m2, ρ = 0.015 kg/m3, cp = 770 J/kg/K,
HABL = 6 km. With A = 0.2 and τD = 88775 s fixed, this leaves the dry adiabatic lapse
rate, which is estimated as Γd = −4.3 K/km elsewhere (Leovy, 2001; Banfield et al., 2020).
The resultant critical range is δT2,cr = 49.8 K. With the Mars Climate Database (Millour
et al., 2012; Forget et al., 1999) predicting a diurnal temperature range of δT2 = 62 K at Nili
Patera (Ls = 270), similar to measurements at Bagnold Dune Field (Bridges et al., 2017), we
find δT2 = 1.25 · δT2,cr, a value that sits comfortably in the observed range of above-critical
δT2 on Earth.
B.7 Monin-Obukhov Similarity Theory
The similarity solutions for the atmospheric boundary layer (ABL) proposed by Monin &
Obukhov (MOST) give a unique solution to bulk quantities and profiles of wind speed u(z)
(m/s) and potential temperature θ(z) (K) with values for the Obukhov length L (m), fric-
tion velocity u∗ (m/s), roughness length z0 (m) and the surface temperature θ0 (K) (Monin
and Obukhov, 1954; Garratt, 1994). The latter can be replaced with some other thermal
information, say the surface buoyancy flux B0 (m2/s3) or sensible heat flux FHs (W/m2).
The form of these solutions has to be found empirically (Dyer, 1974), and formally the
(ABL) should be in a steady-state for them to apply. For weakly-transient ABLs, MOST
works well because the timescale for local properties of heat and momentum to impact
the entire surface-layer is shorter than the timescale over which boundary conditions are
forcing them to change. This constraint can be violated in many circumstances (Cheng,
Parlange, and Brutsaert, 2005); it can be expected when buoyancy fluxes change rapidly
for example. In subsection B.7.1, we show that when momentum and heat fluxes are free
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to vary independently, hysteric behavior qualitatively similar to what is observed at White
Sands can exist using MOST. In subsection B.7.2, we assess the validity of MOST using the
data from White Sands to the best of our ability using non-ideal parameters. For compari-
son, a like assessment is also carried out on the CASES99 experiment, a dataset known to
fit MOST well (Poulos et al., 2002).
B.7.1 Theory
The equations below are summarized graphically in Fig. B.4. At White Sands during a
regular day, the near-surface wind speed u10 (m/s) lags the near-surface bulk potential
temperature gradient γ5.5 (K/m) (Fig. B.7). This implies that locally the buoyancy b is not
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where x = (1 − γz/L)1/4, α = 7.4, β = 5, γ = 16, κ = 0.4 (Dyer, 1974). Near-surface
buoyancy and wind speed need not co-vary, but they will if the total momentum flux of
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the ABL is constant (i.e. there is steady free-stream wind). Here we produce this effect
explicitly by imposing the following time-varying heat flux b0 and wind speed u10,
b0(t) =

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, (B.12)
where Ab is the peak positive heat flux, Au + Bu is the peak wind speed τ afterward,
and Bu sets the nighttime wind, because t is measured in days with t = 0 is sunrise. The
form of these functions is arbitrary, especially for the wind, but ensures that; the functions
are relatively smooth, net heat flux over the day is 0, and the shape of the heat flux time-
series is realistic. Now with θ0(t) = Bθ +Aθ sin (2π(t− 1/8)), Eqns. B.9-B.12 can be solved
numerically with feasible values for the constants. Examples are shown in Fig. B.4, where
panel b shows results similar to Fig. B.7 and FHs ≡ b0cpρ, where ρ is density and cp is the
specific heat.
This demonstration shows that despite the CASES99 experiment have virtually no hys-
teresis in Fig. B.7c, this does not imply that MOST cannot account for hysteresis. What it
does show, is that to create this effect with MOST (Fig. B.4b) there must be something other
than the buoyancy flux driving the near-surface winds. This is not what we see at White
Sands (Fig. 3.3e), and furthermore within the framework of the most common empirical
forms of MOST (Eqns B.9 & B.10), the nocturnal behavior isn’t reproducible.




Whilst we do not have high temporal-resolution measurements at White Sands to directly
compute turbulent fluxes, we can show how MOST breaks down implicitly with the mea-
surements available. Taking an approach within the scope of our measurements, we com-
pute the buoyancy flux B0 using two alternative methods and compare the results. In and
of itself this exercise is useful, but we also compare CASES99 and FATE, since CASES99 is
known to behave well with MOST treatment albeit in a more stable regime.
By fitting 30-minute average wind profiles to Eqn. B.9 with the free parameters L and
u∗, we attain B0 ≡ −u3∗/κL. We call this prediction B0,M as it is computed solely from the
momentum of the ABL. The profiles are taken for winds at 7 elevations between 1 and 55
m for FATE (with z0 = 10−1) and 1.5 and 50 m for CASES99 (with z0 = 10−4). Then using






















which is done using the L derived from the momentum profile fit and without θ0 since we
have two θ measurements above. If the ABL is ‘well-behaved’ with respect to MOST, then
these two methods should should produce very similar results at expected magnitudes
(B0 < FHs,maxg/ρ/cp/θ0,min ≈ 0.02 m2/s3).
The former method produces more reasonable values of B0, despite both methods suf-
fering from the numerically challenging form of Eqn. B.7 (Fig. B.5a,b). We see that for the
30-min averages from FATE, some profiles produce extremely small Obukhov length fits
from the momentum profile in the unstable limit (Fig. B.5b inset), and some wind profiles
tend to predict spuriously large buoyancy fluxes (Fig. B.5b). Compared to CASES99, the
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mismatch between the B0 predictions is larger for reasonable values (Fig. B.5c). Overall
this data suggests that MOST cannot capture the full extent of the unstable White Sands
ABL.
B.8 Data & code availability
In situ data and all code from Chapter 3 are publicly available at https://github.com/
algunn/FATE. GOES-16 satellite data are available at https://registry.opendata.
aws/noaa-goes/. ERA-5 reanalysis data are available at
https://registry.opendata.aws/ecmwf-era5/.
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FIGURE B.1: Locations of in situ measurement systems at White Sands. In
the main image, symbols are centered on the locations of the cup anemome-
ters (square), Doppler lidar wind-velocity profiler (circle), met tower (up tri-
angle) and saltation sensor (star). Inset is a wider image of White Sands
dune field, with a square at top-center indicating the main image loca-
tion, and the location of the 2017 lidar deployment (black circle). Scale
bars in both images show horizontal extent, and the red cross marks
{32◦52′32.15′′N, 106◦15′7.65′′W}.
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FIGURE B.2: Dust detection algorithm validation at White Sands. (a) Aver-
age probability of dust for the region plotted against saltation sensor colli-
sion frequency, where circles are colored in RGB (dust, cloud and clear sky,
respectively). (b) Log-histograms of average probability of dust for the re-
gion for periods of a saltating or static sand surface measured by the salta-
tion sensor. (c) Probability that the dust detection algorithm predicted salta-
tion in 0.01 intervals (grey circles) or cumulatively (black line). (d) The train-
ing set of dust (red), cloud (green) and clear sky (blue) pixels in the region
for two of the features (wavelengths 3.9 µm and 8.5 µm).
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FIGURE B.3: Fluid and sediment transport coupling at White Sands. 2D log-
histograms of 10-min smoothed saltation power and a measure of ABL flow
are overlaid by the mean saltation power for each horizontal histogram bin
(cyan line). The top row is the bottom speed measurement from each in situ
device, and the bottom row is a classic neutral Law of the Wall derived fric-
tion velocity. The left column is from the cup anemometers, middle from the
met tower, and right is from the lidar. The relationship between the param-
eters degrades from (a) to (e) (see Appendix B.3.3), and threshold friction-
velocity changes dependent on observation height (d-f).
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FIGURE B.4: Theoretical daily ABL cycles using Monin-Obukhov Similarity
Theory. Hypothetical sensible heat flux FHs (W/m2) (a), surface potential
temperature θ0 (K), and 10-m wind speed u10 (m/s) daily cycles (equations
are given for these in section 1). In (c) four scenarios for the time between the
peak in heat flux and peak in wind speed τ (hrs) are given. (b) The resultant
trajectories of wind speed and bulk gradient in virtual potential temperature
γ5.5 (K/m) are given for each lag time τ scenario. Without any lag there is no
hysteresis in (b), and hysteresis grows with τ . In (b) using standard solutions
for MOST (Dyer, 1974), the area shaded red is numerically unstable, and the
value of FHs (W/m2) at the boundary is given in the colorbar of (a). (d)
The resultant values of the stability parameter ζ = 10/L (where L (m) is the
Obukhov length), friction velocity u∗ (m/s) and γ5.5 are given.
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FIGURE B.5: Applicability of Monin-Obukhov Similarity Theory to
CASES99 and FATE. In (a) and (b), buoyancy flux computed in two separate
ways (see section 1 for an explanation) is shown for the CASES99 experi-
ment (a) and the data reported here (FATE) (b). The background color of
these plots matches the legend in (c), the insets are the corresponding values
for ζ = 10/L (where L (m) is the Obukhov length) and the friction veloc-
ity u∗ (m/s) from the wind profile fit, and the legend shows the color of the
points correspond to stable (S), unstable (U) and neutral (N) best fits to wind
profiles. Profiles during transport (T) are shown as squares. (c) A measure of
how different the buoyancy flux predictions are for a given buoyancy flux.
The vertical axis shows the mean absolute difference between predictions
within a bin on the horizontal axis. Within the typical range of values (grey
shaded region) the FATE results are less similar between the methods than
CASES99, and unreasonably large values exist for the FATE results also, im-
plying the profiles are not consistent with MOST.
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FIGURE B.6: Daily ABL trajectories at White Sands derived from a 70-day
campaign in 2017. Data taken from a different location several kilometers
away, and just upwind, of the beginning of the dune field on a flat defla-
tion surface known as the Alkali Flat (Fig. B.1). This figure is produced in a
similar manner to Fig. 3.4, however only uses Doppler lidar wind-velocity
profiler data (no u0.32 measurements were taken). The dynamics here are
qualitatively similar to that in Fig. 3.4. Differences may be due to variations
in atmospheric conditions from year to year, the change in sampling dura-
tion used to generate daily climatology, and also the difference in boundary
roughness.
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FIGURE B.7: Steady and unsteady daily ABL trajectories. Each plot shows
average 1-hr smoothed daily trajectories colored by day-hour t of 10-m wind
speed u10 horizontally and near-surface potential virtual lapse rate γ (taken
at 5.5 m at White Sands, New Mexico and 5.75 m near Leon, Kansas). Shaded
regions surrounding the trajectories are the union of interquartile range rect-
angles for all times. (a) FATE measurements are taken in the 2018 windy sea-
son at the location in Fig. B.1. (b) Measurements taken on the upwind Alkali
Flat in the 2017 windy season (see Fig. B.4). (c) CASES99 measurements are
taken from the 55-m Main Tower in October 1999 near Leon, Kansas (Poulos
et al., 2002). We posit that (a-b) are unsteady ABLs and (c) is steady, by the
presence and (near-)absence of an area inscribed by their trajectories, respec-
tively. The weakly-forced ABL in CASES99 results in negligible hysteresis.
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FIGURE B.8: Active sand seas on Earth. Shaded outlines of the 45 dune
fields used in the global study overlaid on a map of 2008-2017 average of
diurnal temperature range from ERA-5 ((C3S), 2017). Names of each dune
field are above each subplot, integer latitude φ and longitude λ are marked
on the axes, a common colorbar for each panel is presented at the top of the
figure. Any ERA-5 land grid-cells overlapping with the dune field outlines
are included in their analysis (see Appendix B.5).
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FIGURE B.9: Sensitivity of critical diurnal temperature range to ABL prop-
erties. A contour plot of the equilibrium amplitude of daily sinusoidal near-
surface temperature change (δTcr) from an ABL ‘slab model’ (Garratt, 1994)
(see Appendix B.3.4). Two free parameters, the surface sensible heat flux
(FHs) and the ABL height (HABL) span the axes. The open circle in the cen-
ter of the plot denotes the value of δT2,cr = 18.1 K used in Fig. 3.5a. Contours
of δTcr as 15 K and 20 K are marked. The colorbar is centered on the value
in the plot center.
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FIGURE B.10: GOES-16 satellite training set for dust detection. Six segments
of observations from the GOES-16 satellite corresponding to the training
set for the machine learning dust detection algorithm (see Appendix B.2.5).
Each frame in this video (20 frames per second) is a single capture from
the satellite ABI (local time in top left) which has a temporal resolution of 5
mins. On the left, a ‘True Color’ image constructed from the 0.47 µm (blue),
0.64 µm (red) and 0.86 µm (green) bands is presented. On the right, a ‘split
window’ image is constructed from the residual of the 11.2 µm and 8.5 µm
bands, which is commonly used to find clouds (Schmit et al., 2018). Each
video segment is titled on the top right, where each class in the machine
(‘Clear Sky’, ‘Cloud Cover’, and ‘Dust Emission’) has 2 segments each that
are numbered and continuous in time. Overlaid on both image constructions
are semi-transparent RGB ‘False Color’ masks output from the machine
learning algorithm. This mask shows the probability prediction of machine
learning algorithm for the current frame, where dust emission (red), clear
sky (blue) and cloud cover (green) are the pure colors (Fig. B.2). This movie
is provided as an auxiliary file with the thesis named ‘MovieB1.csv’.
Appendix C
Supplementary Material for ‘What
sets aeolian dune height?’
C.1 Methods
C.1.1 Dune-field ages & areas
Dune-field age estimates are found from a literature review (Vermeesch et al., 2010; Muhs
et al., 2013; Farrant et al., 2015; Radies et al., 2004; Singhvi et al., 2010; Liu et al., 2020; Wang
et al., 2015; Li et al., 2014; Yang et al., 2016; Hesse, 2016; Beveridge et al., 2006; Lancaster
and McCarley-Holder, 2013; Bogle, Redsteer, and Vogel, 2015; Kocurek et al., 2007; Der-
ickson et al., 2008; Sweeney et al., 2020; Madole et al., 2013; Yang et al., 2013; Liang, 2021;
Halfen, Fredlund, and Mahan, 2010; Stokes and Gaylord, 1993; Mayer and Mahan, 2004;
Gaylord et al., 2001; Mason, Swinehart, and Loope, 2020) and summarized in Table C.2.
This data is a subset of the INQUA Dune Atlas (Lancaster et al., 2016). Methods of esti-
mation are from geochemical and optical dating techniques of the sediments beneath dune
fields, aeolian accumulation rates and deposit thicknesses, and aerial imagery. Uncertainty
in each age is subject to a variety of inconsistent processes and is reported differently across
the data aggregation. Dune-field areas are found simply by tracing the dune-field extent
in Google Earth using LANDSAT imagery, also provided in Table C.2.
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C.1.2 Sand flux from ERA-5 reanalysis
A time-series of 87,672 hourly 10-m winds ~U10 (m/s) from 2008-2017 inclusive are trans-
formed into approximate sand flux ~q (m2/s) using a standard and consistent approach
using threshold friction velocity. First friction velocity, u∗, is calculated as,
u∗ = | ~U10|κ/ log(10/z0), (C.1)
where κ = 0.41 is von Karman’s constant and z0 = 10−3 m is the roughness length at the
scale of sand transport (Gunn et al., 2020). Next a threshold friction velocity is defined
as u∗,cr =
√
gdρs/ρf/10, where g = 9.81 m/s2 is gravity acceleration, d = 300 µm is
grain diameter, ρs = 2650 kg/m3 is sand density and ρf = 1.225 kg/m3 is fluid (air)
density, giving u∗,cr = 0.252 m/s as a representative value (Bagnold, 1941a). Finally sand
flux magnitude is defined as ~q = {∠ ~U10, 25ρf/ρs
√
d/g(u2∗ − u2∗,cr)} for u∗ > u∗,cr and
~q = {NaN, 0} otherwise (Durán, Claudin, and Andreotti, 2011). In lieu of grain-size data
for all locations, we chose constants for this calculation that are representative for Earth
and not specific to any particular dune field.
C.1.3 Dune geometry extraction
Planform dune geometry is found through the following process. First, an auto-correlation
Rη of a 32-km2 tile of ASTER topography η(λ, φ) (where λ is longitude and φ is latitude)
is created using FFT. The two largest modes are omitted so that any broad non-dune
slopes in the topography do not impact dune-pattern identification; and the square tile
is masked by a circle so that dune width is not biased by orientation. We take specific
level-sets ∂Ωα = {(Rλ, Rφ)|Rη = α,Ωα 3 (0, 0)} for 0 < α < max{Rη} of Rη(Rλ, Rφ)
that bound the origin as shapes which represent the planform dune geometry. Taking ∂Ω0
is a poor level-set since patterns are complex and include dislocations. Instead, we iden-
tify the appropriate level-sets by finding one or two local maxima in a plot of α against
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χ = A(Ωα)/A(conv(Ωα)), the ratio of level-set area A(Ωα) =
∫ ∫
ΩαdRλdRφ over its
convex hull area A(conv(Ωα)) =
∫ ∫
conv(Ωα)dRλdRφ. We take the only, or two largest
A(Ωα), maxima, excluding trivial maxima whereA(Ωα) > (1−ε)A(conv(Ωα)) orA(Ωα)
A(conv(Ωα)), as the planform shape of dunes in the tile. This is unless there is no local
maxima because χ(α) decays monotonically, in which case we found χ(α) = 1.1 as the
representative level-set. Overall this method is robust and general for all tiles and allows
extraction of the sole dune type, or both dune types if one is superimposed on the other, in
the tile. The level-set is then converted from longitude-latitude coordinates to local meters
and finally dune wavelength xauto and width yauto are defined as its short- and long-axes,
respectively.
Dune height is then extracted afterward by first convolving a min-max box of width
xauto (in lon-lat) across η(λ, φ), which gives a map δη(λ, φ) where each point has the value
of the local range in η within xauto/2 in λ or φ. The peak of a histogram of this elevation
range map δη is defined as the characteristic dune height zauto.
After automatic calculation of all tiles, planform and vertical dimensions were then cal-
ibrated against a random subset (n = 25) of manually extracted geometries using ImageJ
with a linear scaling such that x/xauto = y/yauto = 1.51 and z/zauto = 0.85. This method is
outlined in Figure C.1 and processed geometry data are available in Table C.4.
C.1.4 Mixed layer height measurements
MLH values are found from the CALIPSO version V4-20 Level 2 aerosol layer product
(Vaughan et al., 2004). We identify the MLH as the lowest reported aerosol layer top height
extracted from the backscatter profile at 5-km horizontal spacing over circular regions of
interest (ROI) centered on each dune field. This method has been extensively evaluated in
multiple cases (Leventidou et al., 2013; Korhonen et al., 2014; Nakoudi et al., 2019). The
ROIs for each dune field have different diameters as to reflect the dune-field size and avoid
any domains adjacent to the dune fields that have significantly different MLH dynamics.
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Four dune fields (Namib Sand Sea, Sinai Negev Erg, Wahiba Sands and Gran Desierto)
were omitted from the CALIPSO data collection because they are coastal, where MLH
dynamics are most strongly influenced by the ocean. All daytime profiles (since CALIOP
is sun-synchronous) from instrument inception to the end of 2019 were collected within
each ROI resulting in n = 5, 784 MLH values. Profiles were collected for 34 dune fields
such that there was no significant bias in observation times toward certain seasons for any
dune field. MLH values and ROI radii are given in Table C.3 and a comparison to the
Andreotti et al., 2009 implicit measurement is given in Figure C.2.
C.1.5 Numerical experiment set-up & analysis
ReSCAL (Narteau et al., 2009; Rozier and Narteau, 2014), an open-source parallelizable
code, is used to simulate dune growth. Details on the cellular automaton (CA) and lattice
gas rules are published elsewhere extensively, notably by Narteau et al., 2009. Relative
occurrence of CA transition rules that develop topography through fluid transport and
avalanches are set by rate Λ and threshold stress τ constants. We use the following values
and note dune morphology and dynamics are generally insensitive to O(1) changes in
these parameters (Gao et al., 2014),
{ΛE ,ΛC ,ΛD,ΛG,ΛT , τ1, τ2} = {4/t0, 2/t0, 0.02/t0, 103/t0, 3/t0, 200τ0, 1000τ0}, (C.2)
for subscripts erosion (E), deposition (C), diffusion (D), gravity (G), transport (T ), initia-
tion (1) and saturation (2), respectively, where τ0 is the simulation stress scale.
The experiment domains are as follows. The fluid box is 750l0 wide and 750l0 + η0
tall for all experiments, where l0 is the grid spacing and η0 is the initial sediment bed
thickness. The sediment domain for FN = 1 simulations is 750l0 wide and for FN > 1
experiments, the sediment domain is 530l0 ≈ 750
√
2l0 wide so that the square sediment
base can be rotated within the flow to simulate changing wind directions. The sediment
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domain is horizontally periodic such that sediment is conserved and is initialized as a flat
bed of η0 = {5l0, 50l0} depending on the experiment. The fluid box is periodic in that the
forcing is constant everywhere and is in equilibrium with the topography (reached offline
from initialization for every change in direction before being allowed to interact with the
topography). For FN > 1 experiments the fluid flow direction is changed (that is, the
sediment bed is rotated within the unidirectional fluid domain) at 200t0 intervals, where
t0 is the time step. All experiments are run for 104 timesteps. Movie C.4 shows planform
views of the experiments.
Dune geometry is found in the experiments in the following way, simplified from Ap-
pendix C.1.3 since the simulated topography is better behaved. Wavelength xauto is de-
fined as double the closest distance from the origin of the autocorrelation Rη of the eleva-
tion η to where Rη = 0. Height z is 〈δη〉+ σδη where δη = η ? X as in Appendix C.1.3. The
convolution box X gives the local max{η} − min{η} within width xauto. Wavelength x is
then calibrated against manual measurement such that x/xauto = 2.21. Dune celerity c is
found using the distance d from the origin to the peak of a cross-correlation η(t)?η(t+τlag)
such that c = d/τlag. Since dunes slow down over time, τlag is chosen such that it increases
linearly over time from 500t0 to 2 · 104t0 during the experiment duration to ensure no
aliasing or spurious stationarity.
C.1.6 Numerical experiment scaling
The conversion from ReSCAL simulation timesteps t0 and grid-spacings l0 to real-world
units of years and meters are not set a priori but instead must be found by comparing
real-world constants to those found through targeted numerical experiments (Narteau et
al., 2009; Gao et al., 2014). This is because the scales in the simulation are clearly below
the dune-scale and above the grain-scale, and hence they depend on the chosen Λ and τ
constants (Gao et al., 2014) (Appendix C.1.5). We note that the conversion will depend on
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specific details of observed real-world constants also, and these vary across dune fields; as
in Appendix C.1.2, we take representative global values for comparison.
To find l0 we take the approach of Narteau et al., 2009 where we match the length-scale
of incipient real-world dunes λr (m) to those in ReSCAL λs/l0 such that l0 = λr/(λs/l0)
(m). The incipient dune wavelength has been shown in the field (Gadal et al., 2020; De-
lorme et al., 2020) to obey λr = 2πLsatA/(B − (u∗,cr/u∗)2/µ), where Lsat = 2.2dρs/ρf .
Hydrodynamic constants are A = 3.6 & B = 1.9, friction angle is µ = tan(34◦), from
the ERA-5 measurements we find the global mean of the critical to mean above-threshold
friction velocity as u∗,cr/u∗ = 0.809, and representative values of grain diameter d = 300
µm, ρs = 2650 kg/m3 and ρf = 1.225 kg/m3 are taken. This leaves us with a reason-
able incipient dune wavelength of λr = 34.7 m (Gadal et al., 2020; Delorme et al., 2020;
Durán, Claudin, and Andreotti, 2011). In ReSCAL we measure the dispersion relation
σ(k) for wavenumbers k = 2π/λ and find kmax = k|∂σ(k)/∂k=0 as the most unstable mode
and λs = 2π/kmax. This is done by blowing wind over sand strips of small-amplitude
perturbations of wavenumbers k and watching the decay or amplification of topography
like ln(η) ∼ σt0. We find λs/l0 = 49.9, giving l0 = 0.698 m. See Figure C.3a & c for the
dispersion relationship and the experiment to measure it.
To find t0 we must match sand flux magnitudes in the real-world Qr (m2/yr) and
ReSCAL Qst0/l20. In the real-world we simply find the mean Qr = |~qr| = 12.78 m2/yr
from the ERA-5 measurements (Appendix C.1.2). In the simulations Qs = qs,sat which
can be found from the ratio qs,sat/qs,0,sat = 0.171, known for τ1 = 200τ0, and qs,0,satt0/l20
(Narteau et al., 2009). Then the timestep can be calculated as t0 = l20(Qst0/l
2
0)/Qr (yr) us-
ing the l0 calculated previously. To find qs,0,satt0/l20, we measure sand flux downwind of
a non-erodible to erodible bed transition with τ1 = 0τ0 and all other parameters as in the
numerical experiments (Narteau et al., 2009). The flux increases from the transition and
saturates like q/qsat = (1− e−D/Lsat) where D is distance downwind of the transition (Gao
et al., 2014). We find that qs,0,satt0/l20 = 0.25, making t0 = 14.2 hours. See Figure C.3b & d
Appendix C. Supplementary Material for ‘What sets aeolian dune height?’ 121
for the qs,0,sat calculation and the experiment to measure it.
C.2 Information
C.2.1 Mixed layer height resonance analysis
We see from explicit measurement of the dune wavelength x and mixed layer heights H
(Fig. 4.3b) that the previously posited (Andreotti et al., 2009) identity x = H does not
prevail. This is at odds with the correlation of x and H using an implicit measurement of
H ≈ ∆θ/Γ, the ratio of the seasonal range in surface potential temperature ∆θ (K) and the
dry adiabatic lapse rate Γ (K/m) (Andreotti et al., 2009). Here we suggest a few reasons
for this inconsistency.
In principle certain obstacles on the planetary surface can emit internal gravity waves
in the atmosphere even if the lowermost air layer of height h is neutrally stratified. In order
for that to be the case, the horizontal wavenumber k of the obstacle has to be comparable
with 1/h. This is analogous to the ‘tunnel effect’ in quantum mechanics. In the case of very
strong convection the wind profile is nearly uniform within the ABL and the wind shear is
confined to the surface adjacent boundary layer of the depth that scales with the Obukhov
length L = −u3∗θ0/(κgwθ) (m), where u∗ (m/s) is the friction velocity, θ0 (K) is the potential
temperature at the surface, κ is Von Karman’s constant, g (m/s2) is gravity, and wθ (mK/s)
is the vertical turbulent flux of potential temperature (Hess and Spillane, 1988). For inter-
nal gravity waves the intrinsic frequency must be less than the Brunt-Väisälä frequency
N =
√
g/θ∂θ/∂z (1/s), virtually leading to the inequality kU < N . Putting some numbers
on this we have N ≈ 10−3 (1/s) and k = 2π/2000 (1/m) (where x is 2 km), resulting in
U . 1/π (m/s), well below that required to move sand. Indeed, a study of the boundary
layer structure over the Nebraska Sand Hills found that there is no influence of the 2-km
wavelength dunes on the MLH or crest-normal velocity perturbations in the presence of
convection or large wind speeds (Mengesha, Taylor, and Lenschow, 2001).
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One could also argue that the lack of correlation does not necessarily imply that x =
H is not the end-state since dunes could still be coarsening and are at various stages of
growth. However this argument implies that x < H , and we see clearly in Figure 4.3b that
most dune fields have x > H . A similarly simple argument against the x = H identity is
that in real dune fields, dune wavelength is not sufficiently spatially correlated to maintain
long-range resonance with an emitted wave. There is sufficiently high-frequency spatial
variability in sand supply to exert control over dune size (Jerolmack et al., 2012) and form
(Pont, Narteau, and Gao, 2014) to stop long-range order in dune wavelength.
Comparing the measurements of the mixed layer height H , we see that the annual
means measured with CALIPSO are such that 1 < H < 2 km, whereas the annual means
inferred from seasonal surface temperature ranges taken from Andreotti et al., 2009 have
a far larger range (Fig. C.2). We believe that the majority of the larger H spread in the
latter comes from the poor estimate of the lapse rate Γ (K/m) as a global constant. It
is well known that the lapse rate has significant spatiotemporal variation across Earth,
e.g. seasonally and inversely with latitude (Stone and Carlson, 1979). For example, the
implicit value of H = 3.5 km in Vostok, Antarctica (Andreotti et al., 2009) is around an
order of magnitude larger than convective values observed at a similar Antarctic weather
measurement site (Concordia Dome C) (Casasanta et al., 2014). The Antarctic case is also an
example of the challenge one faces finding in situ measurements of atmospheric properties
in inherently isolated dune fields; the Vostok temperature timeseries is observed around
430 km from the dunes–likely too far to argue that wavelength x is resonant. Finally, we
note that neither the CALIPSO nor the dune geometry measurements indicate a robust
trend in increasing wavelength away from the coast, an effect observed in Andreotti et al.,
2009 potentially due to limited dune geometry data and bias in implicit H due to high
ocean heat capacity.
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C.3 Data & code availability
All SRTM ASTER GDEM v3 (NASA, 2009) and CALIPSO (Vaughan et al., 2004) data
is available on the NASA Earthdata site https://earthdata.nasa.gov/. Specific
CALIPSO MLH heights used in this study are available in Table C.3. ERA-5 reanaly-
sis (Hersbach et al., 2020) data are available on the Climate Data Store site https://
cds.climate.copernicus.eu/. Dune-field age data is drawn from the INQUA Dune
Atlas here https://www.dri.edu/inquadunesatlas/. All processed dune geome-
try data is available in Table C.4. Code to reproduce Chapter 4 can be found at https:
//github.com/algunn/giant-dunes.
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FIGURE C.1: Dune geometry extraction examples. Panels (a–h) and (i–p) are two examples of
the algorithmic workflow (following the black arrows) to find dune geometry, note panels are at
different scales. (e & m) ASTER topography η from the Namib Sand Sea (as in Fig. 4.1b) and Rub
Al Khali. (f & n) Autocorrelation Rη of the topography (shown in blue-red with bottom colorbar)
and contours, drawn within a circle to avoid orientation bias, for 0 ≤ α < max{Rη} are highlighted
(shown in green-yellow with top colorbar). (g & o) Example level-sets of α contours which inscribe
the origin of Rη surrounded by their convex hulls. (h & p) The ratio of the level-set’s convex hull’s
area to the level-set’s area χ for increasing α, with the two examples from (g & o) marked in the text
colors (yellow and magenta). In cyan are the level-sets that mark the dune geometries: in (h) this
is the level-set of lowest α where χ < 1.1 since χ(α) monotonically decays, and in (p) it is the two
largest α that are local minima in the χ(α) plot (using a window of two neighbours as shown in the
inset of the smaller dune). (d & l) The extracted level-sets representing dunes and their short-axis
x (yellow) and long-axis y (magenta) identified; subscripts large (L) and small (S) are given for (p)
for the star and linear dunes. (c & k) The convolution of topography η with a min-max box that
retrieves the local range in values over width x (yellow), for (k) there are two convolutions, one for
each dune wavelength xS & xL. (b & j) The result of the convolution, δη. For (j) only the large case
is shown. (a & i) The PDF of δη with the peak marking z, for (i) the two histograms with identical
axes are shown.
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FIGURE C.2: Mixed layer height measurement comparison. CALIPSO-
derived H values for 20 of 34 dunes measured by Andreotti et al., 2009
against the proxy for mixed layer height δθ/γ reported in that study for each
dune (Andreotti et al., 2009), where δθ is the seasonal range in surface poten-
tial temperature and γ is the lapse rate (note this is taken as a global constant
γ = 4 K/km). CALIPSO-derived H values were taken within a 90-km ra-
dius from the dune for all available profiles in the period 2006-2016; total
means (over 11 seasonal cycles) and standard deviations are shown. Omit-
ted dunes are those within 90 km of the ocean or lack sufficient CALIPSO
measurements to find a robust mean H . Analysis of this plot is given in
C.2.1.
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FIGURE C.3: ReSCAL scaling procedure. (a) Topography after 100t0 in
an experiment where increasing small-amplitude topographic waves with
span-wise y have been altered by flow. (b) Topography after 10t0 in an
experiment where flow encounters a boundary from non-erodible bedrock
(grey) to erodible sediment. The colorbar above applied to both (a) & (b).
(c) The dispersion relation σ(k) shown for the experiment in (a) (red line
for mean, shading for standard deviation) with the fit (blue line) giving the
maximally unstable wavelength (green line) (Narteau et al., 2009). (d) Span-
wise mean of flux measured from tracers in the experiment shown in (b) (red
line) and the fit (blue line) giving the saturated flux for τ1 = 0τ0 (green line)
(Gao et al., 2014).
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FIGURE C.4: ReSCAL numerical experiment timelapses. Shown are the 6 ex-
periments of varying sand supply (rows: low, top; high, bottom.) and sand
flux direction number FN (columns: 1, left; 2, center; 5, right). Experiments
are shown to the same scale (FN = 1 experiments are
√
2 wider). To ensure
form can be seen during coarsening, the colorbar is unique for each exper-
iment at each timestep: the minimum and maximum elevations η (i.e. the
colorbar limits) are written in the bottom corners of each frame to the near-
est meter. In the top right, the timestep is written to the nearest 1 decimal
place in years. White space within the frame is non-erodible bedrock. Note
the dislocation creep in FN = 2 experiments.
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Name Av. Lon. Av. Lat. Area (km2) Age (Kyr) No. tiles % Barch. % Trans. % Linear % Star
Namib Sand Sea 15.3 -24.9 31,512 1,000 (Vermeesch et al., 2010) 15 5 0 66 27
Grand Erg Occidental 0.7 30.4 72,725 - 64 38 1 42 16
Grand Erg Oriental 7.3 31.0 182,744 - 173 20 0 14 65
West Erg Issaouane 6.7 26.9 4,854 - 1 0 0 0 100
East Erg Issaouane 7.8 27.5 27,579 - 24 34 0 34 31
Idehan Ubari 11.8 27.2 63,209 - 57 30 0 45 23
Idehan Murzuk 13.1 24.9 57,416 - 45 22 0 33 44
Central Grand Sand Sea 25.0 27.4 167,921 - 145 0 0 64 35
Dakhla Farafra 28.7 26.5 8,797 - 3 0 0 100 0
Sinai Negev Erg 33.2 30.7 10,884 110 (Muhs et al., 2013) 3 0 0 0 100
An Nafud & Ad Dahna 43.0 27.6 119,612 - 75 52 0 32 14
Rub Al Khali 50.8 20.6 527,163 210 (Farrant et al., 2015) 470 38 1 47 12
Ramlat Al Sabatayn 46.2 15.5 10,110 - 5 14 0 85 0
Wahiba Sands 58.9 21.9 7,635 160 (Radies et al., 2004) 5 28 0 71 0
West Registan Desert 63.0 29.6 5,544 - 2 0 0 100 0
Kharan Desert 64.5 28.0 7,884 - 3 50 0 50 0
Karakum Desert 62.1 39.1 2,162 - 1 100 0 0 0
Thar Desert 69.7 26.6 4,012 200 (Singhvi et al., 2010) 4 80 0 20 0
Rig-e Jenn 53.7 34.0 4,506 - 1 100 0 0 0
Rig-e Yalan 59.5 30.3 7,069 - 5 0 0 37 62
East Registan Desert 65.5 30.5 15,409 - 10 81 18 0 0
Southwest Takla Makan 79.0 38.2 24,229 700 (Liu et al., 2020) 23 95 0 4 0
Northwest Takla Makan 80.0 39.3 20,310 700 (Liu et al., 2020) 19 77 0 22 0
Central Takla Makan 84.0 39.2 168,779 700 (Liu et al., 2020) 181 62 14 22 0
East Takla Makan 89.0 40.2 9,331 700 (Liu et al., 2020) 6 100 0 0 0
Kumtag Desert 92.1 39.8 16,683 - 9 0 0 58 41
Badain Jaran Desert 101.8 40.4 28,112 1,100 (Wang et al., 2015) 33 11 0 44 44
Tengger Desert 104.3 38.5 28,723 680 (Li et al., 2014) 12 50 0 43 6
Ulan Buh Desert 106.4 39.9 3,529 - 2 33 0 33 33
Hobp Desert 108.3 40.5 4,172 160 (Yang et al., 2016) 1 100 0 0 0
Munga-Thirri 136.9 -25.0 101,813 1,000 (Hesse, 2016) 86 0 0 100 0
Yamma Yamma 141.3 -26.8 3,949 - 1 0 0 100 0
Gran Desierto -114.1 31.9 3,169 26 (Beveridge et al., 2006) 3 25 0 25 50
Ergs Iguidi & Chech -2.9 26.7 163,100 - 138 9 0 71 19
Aoukar -9.3 17.7 44,831 - 35 46 53 0 0
El Djouf -6.3 19.8 454,564 - 385 49 5 45 0
Azefal, Akchar & Agneitir -14.6 20.6 32,654 - 9 60 0 40 0
Trarza Reion Desert -14.4 18.3 44,882 - 39 41 4 54 0
Total (n=38) - - 2,491,596 - 2,093 (861) 34 (38) 3 (3) 45 (48) 15 (9)
TABLE C.1: Dune fields in geometric analysis. Dune-field centroid coor-
dinates are given in the second and third columns. Ages given for dune
fields where measured by the studies referenced. Column ‘No. tiles’ refers to
the number of 32-km2 tiles where geometry was measured in a given dune
field (e.g. the tiles with thicker black outline in Fig 4.1d). The right-most
four columns are the percentage occurrence of barchan, transverse, linear
and star dunes, respectively, manually identified for each dune field in its
tiles. The right-most four columns in the ‘Total’ row are average percent-
ages across all tiles, i.e. the global percentage occurrence of each dune type.
The non-bold values in brackets in the ‘Total’ row are for the subset where
the dune field age is known.
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Name Area (km2) Age (Kyrs) Technique
Keeler 1 0.06 (Lancaster and McCarley-Holder, 2013) RAP
Grand Falls 2.25 0.08 (Bogle, Redsteer, and Vogel, 2015) RAP
White Sands Dune Field 520 7 (Kocurek et al., 2007) OSL
Algodones 1,696 30 (Derickson et al., 2008) OSL
Kelso Dunes 122 20 (Sweeney et al., 2020) OSL
Gran Desierto* 3,169 26 (Beveridge et al., 2006) OSL
Munga-Thirri* 101,813 1,000 (Hesse, 2016) TL & OSL
Strzlecki 95,643 100 (Hesse, 2016) TL & OSL
Mallee 91,458 268 (Hesse, 2016) TL & OSL
Namib Sand Sea* 312,513 1,000 (Vermeesch et al., 2010) 10Be, 26Al & 21Ne
Sinai Negev Erg* 10,884 110 (Muhs et al., 2013) OSL
Takla Makan* 226,596 700 (Liu et al., 2020) MR
Great Sand Dunes 625 130 (Madole et al., 2013) OSL
Badain Jaran Desert* 28,113 1,100 (Wang et al., 2015) ESR
Tengger Desert* 28,723 680 (Li et al., 2014) MR
Wahiba Sands* 7,635 160 (Radies et al., 2004) IRSL
Hobp Desert* 8,879 16 (Yang et al., 2016) OSL
Hushandake 34,928 13 (Yang et al., 2013) OSL
Hulunbeir 6,878 15.5 (Liang, 2021) OSL
Rub Al Khali* 527,163 210 (Farrant et al., 2015) OSL
Casper 1,821 10 (Halfen, Fredlund, and Mahan, 2010) OSL
Ferris 1,467 9 (Stokes and Gaylord, 1993) OSL
Killpecker 550 15 (Mayer and Mahan, 2004) OSL
Smith Canyon 40 6.8 (Gaylord et al., 2001) SI
Thar Desert* 208,900 200 (Singhvi et al., 2010) TL & OSL
Nebraska Sand Hills 57,000 20 (Mason, Swinehart, and Loope, 2020) OSL
TABLE C.2: Dune-field ages and areas. This is the data from Figure 4.2e tab-
ulated and referenced. Dune fields with asterisks after their names are used
in the geometric study. Dating technique codes in the right-most column
are as follows: RAP, Repeat Aerial Photography OSL, Optically Stimulated
Luminescence; IRSL, Infrared Stimulated Luminescence; ESR, Electron Spin
Resonance; TL, Thermoluminescence; Nuclides, Cosmogenic Nuclide; MR,
Magnetic Remanence; SI, Stratigraphically Interpreted.
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TABLE C.3: Mixed layer heights over dune fields. Processed CALIPSO data
giving the MLH values and the observation time (local standard time) over
each dune field in the dataset. The table is a concatenated list of each dune-
field’s list of measurements, where each dune-field’s list begins with its
name, the radius of the circular region of interest (ROI) around the center
of the dune field (Table C.2), and the total number of observations. Details
of the processing is given in Appendix C.1.4. This table is provided as an
auxiliary file with the thesis named ‘TableC3.csv’.
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TABLE C.4: Dune geometry measurements. Processed data on dune geom-
etry and ERA-5 derived sand flux. Each tile is a unique row. The dune field
the tile belongs to is given in the first column and the tile centroid coordi-
nates in the second and third columns. Each tile is given a ‘Large’ and ‘Small’
dune type, wavelength (m), width (m) and height (m) values (which, if there
is only one dune present in the tile, are duplicates). Dune types are abrevi-
ated: ‘b’, Barchanoid; ‘t’, Transverse; ‘l’, Linear; ‘s’, Star. The decadal mean
resultant sand flux (m2/yr) and decadal mean flux magnitude (m2/yr) for
each tile is also given; flux directionality is the former over the latter. De-
tails of the processing is given in Appendix C.1.3 & Figure C.1. This table is
provided as an auxiliary file with the thesis named ‘TableC4.csv’.
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The European Consortium (EC) Earth System Model (ESM), EC-Earth3, is one of the ESMs
used to perform a suite of simulations within, and consistent with, the Coupled Model In-
tercomparison Project 6 (CMIP6) (Eyring et al., 2016; Doescher et al., 2020). The simulations
we focus on in Chapter 5 are forced by; reanalysis of observational data for 1850-2014, in
the ‘historical’ scenario ((EC-Earth), 2019a), and hypothetical future greenhouse gas emis-
sion and human-activity scenarios (N = {1, 2, 3, 5}) agreed under peer-consensus that cre-
ate approximate radiative forcing values (F = {2.6, 4.5, 7.0, 8.5} W/m2) through Shared
Socioeconomic Pathways (SSPN -F ) in the period 2015-2100 ((EC-Earth), 2019b; O’Neill et
al., 2017). The four future scenarios we analyse are termed ‘Tier-1’ (O’Neill et al., 2017).
EC-Earth3 is the CMIP6 ESM we focus on because it is the only one that currently has
public data that satisfy all of the following criteria. It has a grid resolution equal to or
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below 100 km (nominally) in order to capture all sand seas reasonably, has 3-hourly data
for 10-m wind and precipitation, and has multiple ensemble members for all four Tier
1 SSP scenarios and the historical scenario. Fortunately, it is consistent with most other
CMIP6 ESMs in average changes in wind speed (Fig. D.7), and therefore also represents a
faithful ‘best estimate’ from the CMIP6 group to focus on.
We do not discuss the details of the model here, as it is a fully-coupled ESM with many
aspects that contribute to the wind and precipitation (Doescher et al., 2020; ES-DOC EC-
Earth3 Model).
D.1.2 Sand-sea masking
Masks of 45 sand seas were drawn manually using Google Earth over LANDSAT imagery
(Gunn et al., 2021a). These are defined as regions of erodible sand with active dunes void
of vegetation that have a continuous and singular boundary. Sand-sea areas are calcu-
lated from the projection of these masks onto the local UTM into units of meters. For all
CMIP6 ESMs, the same method illustrated in Figure 5.1b) is used to find the relevant grid
points in a given ESM for the atmospheric fields over a given sand sea. The contribution
of calculated sand flux vectors from each grid point to the average for a sand sea (and sub-
sequently for the area-averaged global value) is based on the proportion of the grid-point
tile’s area covered by the sand sea. The only exception to this is the trivial case when the
entire sand-sea lies within one grid-point tile (which does not occur for any sand sea in
the EC-Earth3 ESM grid, but does for some coarser gridded ESMs in the CMIP6 ensem-
ble). The globally-averaged value is then the area-weighted average of all these sand-sea
averages.
D.1.3 Sand flux
Sand flux ~q (g/m/s,◦) is calculated as a vector based on the 10-m wind vector {u10, v10}
(m/s,◦) and the precipitation flux P (kg/m2/s). Wind vectors used in the calculation are
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instantaneous 3-hourly values, used instead of means to reflect the variability in winds,
and precipitation flux values are the 3-hourly average. Precipitation diminishes wind-
driven sand flux by increasing the threshold wind required to move sand—so much so
that rainfall essentially shuts off sand flux, through the creation of liquid bridges between
grains that produce a capillary force opposing motion (McKenna-Neuman and Nickling,
1989). We parameterize this effect as any precipitation flux exceeding a very small value
(10−4 kg/m2/s or 8.64 mm/day), during the 3-hourly interval immediately preceding
the instantaneous wind vector measurement, causes sand flux to be zero regardless of
wind speed. We take this parameterization for its simplicity and in lieu of a robust and
numerically-efficient alternative, and do not consider the implicit role of precipitation in
changing threshold via vegetation.
When precipitation does not play a role, the wind and sand flux are related in the
following way. Sand flux direction is taken as the same direction as the 10-m wind, ∠~q =
arctan 2 (v10, u10). We assume that sand flux magnitude obeys the following relationship
(Martin and Kok, 2017; Durán, Claudin, and Andreotti, 2011; Comola et al., 2019),
|~q| =








, u∗ > u∗,th
(D.1)
whereA = 5 is a dimensionless constant of proportionality found through field calibration
(Martin and Kok, 2017), u∗,th (m/s) is the threshold friction velocity, ρf = 1.225 (kg/m3)
is the fluid (air) density, g = 9.8 (m2/s) is gravity and u∗ (m/s) is the friction velocity. It
should be noted that ~q is not strictly the sand flux, but instead the sand flux capacity which
would occur on flat and fully-erodible sand (Bagnold, 1941a).
Though not ideal as it neglects atmospheric stability effects below 10 meters, but in lieu
of a more robust relationship for the strongly-forced sand-sea boundary layer, we assume
friction velocity u∗ (m/s) is related to the 10-m wind speed using the Law of the Wall
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where subscript ‘10’ denotes the 10-m elevation of measurement, κ = 0.4 is von Karman’s
constant, and z0 = 10−3 (m) is the roughness length at the scale of sand transport which we
assume (imperfectly) is a global constant (Gunn et al., 2021b). We note that the boundary
layer scheme in the EC-Earth3 does account for quasi-steady atmospheric stability effects
(“Part IV: Physical Processes” 2020).
The threshold friction velocity u∗,th is chosen as the saltation impact threshold (Durán,
Claudin, and Andreotti, 2011). We choose not to include separate initiation and cessation
thresholds because other sources of variability likely contribute more error: variability of
friction velocity within the timestep due to turbulence (Martin and Kok, 2017); effects of
topographic variations on friction velocity (and the threshold itself) over the grid spacing
(Bagnold, 1941a); and variation in the threshold due to unknown locally-varying sediment
characteristics. Nonetheless, our approach represents a significant improvement over most
large-scale studies that omit threshold altogether (Ashkenazy, Yizhaq, and Tsoar, 2012;
Thomas, Knight, and Wiggs, 2005; Knight, Thomas, and Wiggs, 2004), choosing instead
to employ the so-called ‘drift potential’ which does not allow analysis of flux events. We
parameterize the threshold using a common formula (Bagnold, 1941a; Durán, Claudin,






whereB = 0.082 is a dimensionless constant of proportionality found through experimen-
tal calibration (Bagnold, 1941a), ρs = 2650 (kg/m3) is the density of sand, and d = 300
(µm) is the grain diameter. We take all the constants to be the same across Earth since it is
not well-known what representative values should be for each sand sea in the data set.




The incipient wavelength of dunes has been measured in the field and experimentally








where Lsat = Cdρs/ρf (m) is the saturation length (C = 2.2 is a dimensionless constant of
proportionality found through experimental calibration (Durán, Claudin, and Andreotti,
2011)), A = 3.6 and B = 1.9 are dimensionless hydrodynamical constants calibrated to
field data that explain the initial development of dunes through linear stability analysis
(Gadal et al., 2020), and µ = tan (34◦) is the friction coefficient corresponding to the angle
of repose for natural sand. The other parameters are defined in Methods D.1.3.
D.2 Data & code availability
All data for Chapter 5 is available as follows. 3-hourly data from the EC-Earth3 ESM can be
accessed here https://esgf-node.llnl.gov/search/cmip6/ (or at another node).
The sand sea GIS file can be accessed at https://github.com/algunn/cc-sandseas.
CMIP6 data for ESM comparison can be freely accessed through Google Cloud API. Code
to reproduce Chapter 5 can be found at https://github.com/algunn/cc-sandseas.
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FIGURE D.1: Annotated map of global sand seas with flux directionality. A
cropped global map showing the sand seas (n = 45 yellow with black out-
lines) analyzed in this study. The sand seas are annotated with abbreviated
names (see Table D.1 for full names) that omit words in any language like
‘desert’ or ‘dune field’ and reduce cardinal directions. Sand seas are out-
lined with a bold border that is colored by the sand flux directionality over
the 2005-2014 period in the ‘historical’ scenario of the EC-Earth3 ESM. Note
the high flux directionality dune fields in tropical Africa and west Asia. The
tropics and equator are given, land and ocean are colored by light and dark
grey, respectively.
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FIGURE D.2: Frequency-magnitude plots for sand flux events. ESM grid
tile 1-CDF plots for sand flux event size Q (Mg/m) (a–e) and wait-time T
(days) (f–j) in all sand seas for the 2005-2014 historical decade and 2091-
2100 future decade in the four tier-1 SSP scenarios (colors given in legend
of (f)) in columns. These plots have the logarithmic and linear scales of the
horizontal axes in the insets of Figure 5.2c&d swapped so the distribution
shapes can be observed. CDFs are made from the aggregate of ensemble
runs.
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FIGURE D.3: Average (spatially across the sand sea, across ensemble mem-
bers and in time across the decade) values for each sand sea (organized in
descending area order like Table D.1 and Figures 5.3, D.6 and D.7) are given
for the 2005-2014 historical decade (black) and 2091-2100 future decade in
the four tier-1 SSP scenarios (colors given in legend of (e)) for the vari-





|~q|〉, (c) 99th percentile flux event wait-time 〈T99〉 (days), (d) 99th
percentile flux event size 〈Q99〉 (Mg/m), and (e) incipient wavelength 〈λc〉
(m).
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FIGURE D.4: First-order global wind pattern attribution of sand flux changes. (a) A map of average
(across ensemble members and in time across the decade) of 10-m wind speed for 2005-2014 over-
laid by; the sand seas as in Figure 5.1a, the land-ocean boundary in the EC-Earth3 ESM, and the
tropics. (b) The zonal-average of the map in (a) (black) with the equivalent for the average (across
longitude, ensemble members and in time across the decade) 10-m wind speed for the 20091-2100
decade in the four tier-1 SSP scenarios (colors in top right legend). (b) has the global zonal-average
(dashed lines) and land-only zonal-average (thick lines) with the tropics noted and the latitudinal
extents of all sand seas shaded. In (b) the increase in strength and latitude of the Southern An-
nular Mode is evident, as is the weakening of the trade winds in both hemispheres. Subtropical
sand seas exist in the zonal-minima of wind speed between the Westerlies and Trade Winds. (c)
The average (across ensemble members and in time across the decade) monthly-averaged 10-m
wind speed climatology for sand sea tiles within (dashed) and outside (solid) the tropics to show
how the persistence and strength of trade winds maintains more consistent and higher sand flux
throughout the year for sand seas within the tropics. Climatologies given for the 2005-2014 histori-
cal decade (black) to the 2091-2100 future decade in the four Tier-1 scenarios (colored, shown in top
right legend of (b)). The grey line is the threshold 10-m wind speed in order to move sand (note
these wind speeds are time averages), and the error bars are from the ensemble.
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FIGURE D.5: Linkage of seasonality and directionality in sand flux. Changes
in average (spatially across the sand sea, across ensemble members and in







|~q|〉 from the 2005-2014 historical decade (black
dots) to the 2091-2100 future decade in the four tier-1 scenarios (colored
dots); (a) SSP1-2.6 (green), (b) SSP2-4.5 (blue), (c) SSP3-7.0 (red), (d) SSP5-
8.5 (purple). Sand flux magnitude seasonality is the proportion of the an-
nual sand flux magnitude
∑
〈|~q|〉 (kg/m/s) that occurs in the quarter of the
year (3-month consecutive period) that has the most sand flux magnitude
max{〈|~q|〉} (kg/m/s). All plots have the same axes. Grey lines represent the
vector ~K that makes the angles which are given in Figure 5.4b. Error bars de-
note ±1 standard deviation of ensemble members for all variables and sand
seas. Vertical lines crossing each plot denote when the most active season in
sand flux contributes to its equal share (1/4, left) and majority (1/2, right)
of annual flux.
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FIGURE D.6: Changes in wind speed and precipitation for sand seas. Sim-
ilarly to Figure 5.3a–e, (a–d) give the average (spatially across the sand sea,
across ensemble members and in time across the decade) percentage rel-
ative change from the 2005-2014 historical decade to the 2091-2100 future
decade in the four tier-1 SSP scenarios (vertical-axis in order of ascending
radiative forcing) %∆SSPPD for each sand sea (horizontal-axis in order of de-
scending area) in: (a) average 10-m wind speed during the maximum quar-
ter 〈max{U10}〉 (m/s), (b) annually-averaged 10-m wind speed 〈U10〉 (m/s),
(c) average precipitation flux during the quarter of maximum average 10-
m wind speed 〈P |max{U10}〉 (kg/m
2/s), and (d) annually-averaged precip-
itation flux 〈P 〉. Wind changes are relatively weak compared to the other
variables considered in this article, while precipitation changes during the
season of maximal winds are highly variable because they are typically ex-
tremely arid seasons in sand seas. (e–h) show how the variables in (a–d),
respectively, contribute to average (spatially across the sand sea, across en-
semble members and in time across the decade) percentage relative changes
in absolute sand flux magnitude from the 2005-2014 historical decade to the
2091-2100 future decade in the four tier-1 SSP scenarios (colors of dots in leg-
end above panels) %∆SSPPD 〈
∑
|~q|〉 (kg/m/s). (e&f) show the square of wind
speed, not wind speed, as this is the scaling with flux (this is why the relative
change in flux is larger than wind, to first-order). Grey dashed lines show
the expected first-order relationship between the variables, which holds well
for the square of wind speed but not for precipitation, largely since precip-
itation doesn’t occur mostly during winds in excess of threshold, especially
during the transport season. Correlation coefficients between variables are
given in (e–h), from which we see that changes in the season of strongest
winds can explain almost as much variance in changes in annual sand flux
magnitude as changes in annual winds, and that changes in precipitation—
which mostly increases (weighting toward RHS of (h) or majority red in
(d)—are essentially uncorrelated with changes in sand flux.
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FIGURE D.7: Agreement of EC-Earth3 wind changes with other CMIP6 ESMs. (a) Percentage of the
24 other CMIP6 ESMs that agree with the direction of average (spatially across the sand sea, across
ensemble members and in time across the decade) change in 10-m wind speed 〈U10〉 (m/s) for each
sand sea from the 2005-2014 decade to 2091-2100 decade in the highest radiative forcing SSP5-8.5
scenario. Majority agreement is noted by the horizontal 50% black line. (b) The percentage relative
change in 10-m wind speed %∆SSP5PD 〈U10〉 used to generate (a). Both panels share the horizontal
axis, sand seas ordered in descending area order, while the vertical axis of (b) is the ESMs used
in the comparison ordered alphabetically from the bottom. EC-Earth3 is bordered by black lines
for clarity. Note that the magnitude of change in EC-Earth3 is not extreme comparatively and that
sand seas in east Asia are those in least agreement with the other ESMs.
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Name Av. Latitude (◦) Av. Longitude (◦) Area (km2)
Rub Al Khali 20.6 230.8 527163
El Djouf 19.8 173.7 454564
Fachi Bilma 17.6 192.5 224704
Grand Erg Oriental 31.0 187.3 182744
Central Takla Makan 39.2 264.0 168779
Central Great Sand Sea 27.4 205.0 167921
Ergs Iguidi & Chech 26.7 177.1 163100
An Nafud & Ad Dahna 27.6 223.0 119612
Munga-Thirri -25.0 316.9 101813
Grand Erg Occidental 30.4 180.7 72725
Idehan Ubari 27.2 191.8 63209
Idehan Murzuk 24.9 193.1 57416
Trarza Reion Desert 18.3 165.6 44882
Aoukar 17.7 170.7 44831
Azefal, Akchar & Agneitir 20.6 165.4 32654
Namib Sand Sea -24.9 195.3 31512
Tengger Desert 38.5 284.3 28723
Badain Jaran Desert 40.4 281.8 28112
East Erg Issaouane 27.5 187.8 27579
Southwest Takla Makan 38.2 259.0 24229
Northwest Takla Makan 39.3 260.0 20310
Zaltan Sand Sea 27.3 200.1 17231
Kumtag Desert 39.8 272.1 16683
East Registan Desert 30.5 245.5 15409
Sinai Negev Erg 30.7 213.2 10884
Ramlat Al Sabatayn 15.5 226.2 10110
East Takla Makan 40.2 269.0 9331
Dakhla Farafra 26.5 208.7 8797
Kharan Desert 28.0 244.5 7884
Wahiba Sands 21.9 238.9 7635
Rig-e Yalan 30.3 239.5 7069
West Registan Desert 29.6 243.0 5544
West Erg Issaouane 26.9 186.7 4854
Rig-e Jenn 34.0 233.7 4506
Hobp Desert 40.5 288.3 4172
Thar Desert 26.6 249.7 4012
Yamma Yamma -26.8 321.3 3949
Ulan Buh Desert 39.9 286.4 3529
Gran Desierto 31.9 65.9 3169
Cunene Namib Desert -17.5 192.0 3116
Baia dos Tigres Namib Desert -16.3 192.0 3059
Karakum Desert 39.1 242.1 2162
Skeleton Coast Dune Field -19.6 192.9 1900
Algodones 32.9 65.0 593
TABLE D.1: Sand seas in this study. Names, centroid latitude, centroid lon-
gitude and areas are given in columns for the 45 sand seas analyzed in this
study from left to right. Rows in order of descending area as in the horizon-
tal axes of Figures 5.3, D.3, D.6 and D.7.
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E.1 Methods
E.1.1 Fluid threshold theory
The schematic in Figure 6.1g shows the convention of the force directions and the exact
pocket geometry we use. The three-dimensional pocket is created by particles of equal
diameter, lying in a horizontal plane in an equilateral triangle. The moments are exact
for spheres, and the pivot can be thought of as a line between the contacts of the two bed
particles downwind of the threshold particle. The forces (F ), moments (r), and torque
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rGFG + rAFA = A(rDFD + rLFL) + rBFB, (E.2)
where subscripts A, D, L, B and G, correspond to adhesion, drag, lift, buoyancy and
gravity respectively. γ is the surface energy, d is the grain diameter, B is the ratio of contact-
scale roughness to the inter-particle distance in contact (Israelachvili, 2011), CD is the drag
coefficient, ρf is the fluid density, up is the horizontal flow speed at the particle center, CL
is the lift coefficient, ρs is the solid density, and A is the ratio of a sphere’s frontal area to
natural sediment effective frontal area with respect to the flow for drag and lift. Equation
6.1 is the information above rearranged into a compact and meaningful form, where we
have employed accurate ways to model each parameter if need be. Substituting the forces
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where s is the ratio of the solid to fluid densities, ρs/ρf . Now dividing by the left-hand-side



































We have chosen the notation for Θp because replacing up with u∗ gives the Shields number
Θ; Φp follows suit. All the parameters in α and β are dimensionless, and they encode
information about shape and sensitivity. All the parameters in Θp and Φp are dimensional,
and these encode the system state. If the sum of fractions in Equation 6.1 is greater than
one, the state is below the fluid threshold.
In Appendix E.1.3 we find A and B. In Appendix E.1.4 we find the kinematic viscosity
ν (required to link up with u∗ (Guo and Julien, 2007), as explained in Appendix E.2.4), ρf ,
the mean free path λ and speed of sound c; these parameters are required to find CD and
CL using the empirical correlations we employ from Loth (Loth, 2008a; Loth, 2008b). In
Appendix E.1.2 we find γ. Values and ranges for these variables, along with the fixed ones,
are given in Table E.2. Finally, grain diameter (d) is the independent parameter.
E.1.2 Surface energy theory
The adhesion force between particles depends linearly on the surface energy, γ. Ideally γ is
measured, typically in the correct geometry and environment with an AFM. Without this
ability, we employ the Lifshitz theory to estimate the Hamaker constant, A (Israelachvili,
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where d0 = 0.165 nm is the characteristic distance between particles in contact (Israelachvili,
2011). Lifshitz theory takes information about the solids in contact and the gas they are im-






















where subscripts s and f denote solid and fluid, respectively, kB is Boltzmann’s constant,
T is the temperature, ε is the static relative permittivity, } is the reduced Plank constant,
ve is the frequency of the absorption peak (assumed to be 3 · 1015 1/s for all media) and
n is the refractive index. n depends on temperature (and pressure for the gas), so over
the relatively small variations we consider on each planetary body we assume a linear
relationship of n constrained by known values of n(T, p). This calculation is performed
for all cases apart from Tholin, where γ was measured with an AFM by Yu et al., 2017.
While it is clear that γ depends on the environment from the equation above, in lieu of
alternatives we assume to first order that the AFM measurement for Tholin holds in all
cases. In Table E.3 we provide referenced values for the material-specific constants used in
this calculation for all other cases.
E.1.3 Fluid threshold fit
We compiled previously measured fluid threshold friction velocities from experiments and
field studies to find the unknown parameter B (Burr et al., 2015; McKenna Neuman and
Sanderson, 2008; Swann, Sherman, and Ewing, 2019; Baas and Sherman, 2006; Bagnold,
1937; Burr et al., 2020; Chepil, 1945; Chepil, 1951; Del Bello et al., 2018; Dong et al., 2003;
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Fletcher, 1976; Greeley et al., 1974; Greeley et al., 1976; Greeley et al., 1980; Greeley et al.,
1984; Hong et al., 2013; Horikawa, Shen, et al., 1960; Iversen and Rasmussen, 1994; Iversen
et al., 1976; Kadib, 1965; Li and McKenna Neuman, 2012; Marshall and Greeley, 1992; Mar-
tin and Kok, 2017; McKenna-Neuman and Nickling, 1989; Merrison et al., 2004; Nalpanis,
Hunt, and Barrett, 1993; Nickling, 1984; Selah and Fryrear, 1995; Shao and Mikami, 2005;
Svasek and Terwindt, 1974; Williams, Butterfield, and Clark, 1994; Williams, 1986). We
chose to only include measurements where the humidity was reported to be less than 15%,
as to minimize the effect of capillary forces (Seiphoori et al., 2020). In order to implement
this fit, all the other parameters that make up Equation 6.1 must be known for each obser-
vation. We used the variables stated in each paper where possible. Otherwise, we assumed
measurements were taken at T = 20 ◦C and standard pressure for the elevation they were
measured, then made use of the equations in Appendix E.1.4 if required. All papers do
not report the surface energy, γ, for their experiments; in lieu of this important parameter,
we used reference Hamaker constants from measurements in other literature for each sed-
iment material (Israelachvili, 2011; Yu et al., 2017; Bergström, 1997; Médout-Marère, 2000)
(or a similar material if a measurement could not be found, i.e. clover seed was assumed
to adhere the same as walnut shells). These data are collated in Table E.4.
In Chapter 6 and result we only fit using one parameter, B; there is an additional free
parameter however, A, that in principle should depend on the sediment shape (Pähtz and
Durán, 2018). In an ideal configuration A = 1, and when allowing it to vary freely along-
side B to match observations we find it to be A = 1.01. Given the similarity between these
results, and the negligible effect on accuracy between them (Fig. E.2a,b), we fixA = 1. The
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with N = 567 being the number of fluid threshold measurements compiled in Chapter 6.
This form of the loss was used to ensure there is no bias toward the magnitude of u∗.
E.1.4 Fluid property theory
We assume the gases can be described as ideal, with the kinetic theory of gases, and with
respect to viscosity using a Lennard-Jones pair-potential between molecules. This allows
us to find the fluid properties related to sediment transport using just temperature, pres-
sure and material constants. The dynamic viscosity (µ = ρfν) is found using the Lennard-









∗ + CT e
−DTT∗ + ET e
−GTT∗ ,







where AT = 1.16145, BT = 0.14874, CT = 0.52487, DT = 0.77320, ET = 2.16178 and
GT = 2.43787 are fit parameters for the reduced viscosity collision integral Ω
(2,2)
∗ (Neufeld,
Janzen, and Aziz, 1972). The Boltzmann constant kB is 1.38 · 10−23 J/K. Material constants
σ, εT and M are given in Table E.3. This formulation is used, instead of the Sutherland for-
mula employed in other sediment transport studies (Telfer et al., 2018; Kok, 2010), because
it extrapolates more reliably since it does not assume hard-sphere repulsion at short range.





where R = 8.314 J/K/mol is the gas constant.
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where γC is the heat capacity ratio, a material constant given in Table E.2. This is useful
when interpreting Figure 6.2b, as the drag coefficient (and ‘crisis’) is typically displayed as
a function ofR.
E.1.5 Grain trajectory theory




= FD + FL + FG + FB, (E.11)
where mp is the particle mass, v is the particle velocity, t is time, F is force, and subscripts
D, L, G andB denote drag, lift, gravity and buoyancy, respectively. Substituting the forces
in Appendix E.1.1 and rearranging, we find the following equation of motion (written in















where v = vx + ivz is the particle velocity vector, t is time, CD and CL are the drag and
lift coefficients, respectively, up = ux(zp) + 0i is the horizontal fluid speed at the particle
center, zp is the elevation (where zero is defined at the base of a particle at rest on the bed),
s = ρs/ρf is the solid to fluid density ratio, d is the grain diameter, and g is the gravity
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acceleration. This equation states that particles have drag, lift and effective weight alter-
ing their path as they are in flight. Drag and lift magnitude depend on the square of the
relative speed of the particle with respect to the flow, as to their angles, while gravity acts
constantly and always downward. Implicit in this formulation is that the particles do not
extract momentum from the flow, since the formulation of ux we employ is only effected
by the roughness that grains impart on the flow (Guo and Julien, 2007). This is a common
and reasonable assumption at the impact threshold (Kok, 2010; Claudin and Andreotti,
2006; Pähtz and Durán, 2018), since this is the edge of the regime where there are no par-
ticles moving. Solving this equation for a grain trajectory, from ejection to impact, is an
initial value problem that requires numerical integration. Position, velocity and accelera-
tion are all present in this ordinary differential equation (ODE). We define the initial and






respectively, where v↑ is the ejection speed, θ↑ = 50◦ is the fixed ejection angle (Anderson
and Haff, 1988; Beladjine et al., 2007), v↓ is the impact speed, and θ↓ is the impact angle. For
a steady-state trajectory, the relation v↑ = ev↓ holds where e is the restitution coefficient,
i.e., the ratio of momentum maintained in saltation. In Appendix E.1.6 we show how e
is parameterized using θ↓ and the Galileo number, G. Clearly, since we seek a solution to
an ODE where the target initial value must be chosen as a function of the final value, we
must not only numerically integrate the initial value problem, but also iteratively converge
on the steady-state solution. Please see the ‘Data & code availability’ statement for our
approach to this problem implemented using SciPy (Virtanen et al., 2020).
In Figure E.7 it is clear that there are multiple pairs of u∗ and v↑ such that v↑ = ev↓;
however we seek a unique pair that defines the impact threshold. We require the minimum
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friction velocity for which this equality holds. Inspecting a well-posed case (Figs. E.7 &
E.8a), for each curve of fixed friction velocity, all ejection speeds aside from the solution
result in the ratio of the ejection to impact speeds being too large — i.e. the particles do
not gain enough momentum during flight to sustain transport. Coupling these two critical
ideas, we define the impact threshold friction velocity as the one that produces a trajectory
such that the ratio of ejection to impact speed (normalized by impact angle, see Appendix
E.1.6) is equal to the restitution coefficient corresponding to the system’s Galileo number.
Solving for this case requires a third layer of numerical methods that is implemented in
our public code.
E.1.6 Restitution parameterization
To find a restitution coefficient (e) parameterization, we compiled previously measured im-
pact threshold friction velocities from experiments and field studies (Andreotti, Claudin,
and Pouliquen, 2010; Andreotti et al., 2020; Bagnold, 1937; Burr et al., 2020; Chepil, 1945;
Cornelis, Gabriels, and Hartmann, 2004; Iversen and Rasmussen, 1999; Jones and Willetts,
1979; Li, Ellis, and Sherman, 2014; Martin and Kok, 2017; Selah and Fryrear, 1995; Zingg,
1953). As noted in Chapter 6, this choice of parameterization requires a single fit param-
eter, C. In order to find C, all the other parameters that make up the trajectory equation
of motion (Appendix E.1.5) must be known for each observation. Like the fluid threshold
measurements, we used the variables stated in the paper where possible. Otherwise, we
assumed measurements were taken at T = 20 ◦C and standard pressure for the elevation
they were measured, then made use of the equations in Appendix E.1.4 if required. These
data are collated in Table E.5. With these known, we calculate v↑/v↓ and θ↓ for each mea-
surement using the observed u∗; our theory for e should ideally be equal to v↑/v↓ for each
measurement.
We also compiled data from other studies where the restitution coefficient of particles
hitting a loose bed was explicitly measured (Anderson and Haff, 1988; Beladjine et al.,
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2007; Anderson and Haff, 1991; Charru, Mouilleron, and Eiff, 2004; Ferdowsi et al., 2017;
Nishimura and Hunt, 2000; Rice, Willetts, and McEwan, 1995; Rioual, Valance, and Bideau,
2000). If these measurements were from studies where wind was blowing particles, we
only considered the measurements at the impact threshold. This distinction is important
since the bulk restitution will be altered by particles extracting momentum from the flow
and bed particles not being at rest. As above, we used the variables stated in the paper
where possible. Otherwise, we assumed measurements were taken at T = 20 ◦C and
standard pressure for the elevation they were measured, then made use of the equations
in Appendix E.1.4 if required. These data are collated in Table E.6. It is clear from one
of these studies (Beladjine et al., 2007) that a good approximation for the effect of impact







where e10 is the restitution coefficient when θ↓ = −10◦ and eα ≈ 0.828 is found experi-
mentally (Beladjine et al., 2007). We choose 10◦ arbitrarily, but require that all restitution
coefficients are normalized as if they are found from equal impact angles when trying to
derive a parameterization.
Relevant studies indicate that the restitution coefficient of saltators is independent of
impact speed (Anderson and Haff, 1988; Beladjine et al., 2007; Anderson and Haff, 1991;
Rioual, Valance, and Bideau, 2000; Werner, 1987; Werner and Haff, 1988; Rice, Willetts,
and McEwan, 1995). This contrasts with restitution coefficient of a single particle impact-
ing a plane, which increases with impact speed after a threshold and is predictive using
the Stokes number (Gondret et al., 1999; Schmeeckle et al., 2001). For the narrowly-defined
restitution coefficient we attempt to accurately model, we are interested in non-unique
saltators in the limit of vanishing sediment flux during events where a loose bed also pro-
duces splash. In this case, we seek a non-dimensional parameter that does not include a
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velocity scale, that clearly relates to the restitution coefficient from experiments. Guided







(s− 1)gd3/ν is the Galileo number and C is the fit parameter for the impact
threshold. We find C ≈ 1.65 using a least-square regression onto the data described above.
This approach assumes imperfectly that the restitution coefficient could potentially reach
unreasonably high values (such that saltation would sustain without fluid flow, i.e. e > 1)
if both G and θ↓ are large. In lieu of a more appropriate data-informed alternative, how-
ever, we use the accurate formulation above, noting that our predictions lie well outside
those unreasonable regimes. This formulation is consistent with intuition (as described in
Chapter 6) and data where available (Rice, Willetts, and McEwan, 1995) (Fig. E.6).
E.1.7 Yield speed theory






where Y is the yield stress, E∗ = E/2(1− V 2) is the effective elastic modulus (E), V is the
Poisson ratio (upper-case here to avoid confusion with the particle speed used elsewhere
in Chapter 6 & Appendix E) and ρs is the solid density. This formulation is based on the
Von Mises criterion that solids yield when the maximum pressure exerted at the contact
exceeds 1.6Y . The yield stress is not necessarily related to the elastic modulus in the same
way for all materials; in lieu of yield stress data for all materials used in Chapter 6, how-
ever, for geologically-relevant materials the following three semi-empirical relationships





















from Evans and Goetze, 1979, Yu et al., 2018 and Courtney, 2005, respectively, where H
is the hardness measured with a nano-indentor of angle βI , E0(T0) is the elastic modulus
measured at temperature T0 and Tm is the melting temperature. We note that it would
be ideal to use a theory on chipping of geologic materials over this approach, but current
theories require measurements of fracture toughness that have not been taken for mate-
rial and environments applicable to Chapter 6 (Ghadiri and Zhang, 2002; Domokos et al.,
2019). In the special case of ‘Tholin (light)’, we crudely assume that the yield stress (YTL) is
related to the yield stress of ‘Tholin (dense)’ (YTD) by the ratio of their densities, such that
YTL/YTD = ρTL/ρTD, since the yield stress should decrease with aggregate density and
experimental evidence is not available. We treat this yield speed as a characteristic value
of attrition, instead of a robust predictor.
E.2 Information
E.2.1 Alternative fluid threshold predictions
The two fluid threshold prediction theory alternatives we compare our results to are Iversen
and White, 1982; Shao and Lu, 2000. We chose these over other alternatives because they
have been employed extensively in planetary aeolian geomorphology (Kok et al., 2012),
and provide similar results through contrasting approaches. See Figures E.2 & E.3 for
comparisons with the results presented in this paper.
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Iversen and White, 1982 non-dimensionalize the important parameters in an intuitive









√√√√ 1 + 6·10−7ρsgd 52
1.928Rτ 0.092 − 1











, 10 < Rτ
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(E.18)
where Rτ = u∗d/ν. This method is very accurate (Fig. E.2c), but is not grounded in
physical theory and therefore extrapolation is questionable.
Shao and Lu, 2000, on the other hand, maintain accuracy (Fig. E.2d) while using a












where ASL = 0.0123 and γSL = 3 · 10−4 kg/s2. This approach is intuitive, and Equation
6.1 has reminiscent scaling with grain diameter; however, some important details and pa-
rameterizations are not considered (for example, the dependence of the drag coefficient on
Reynolds number).
E.2.2 Alternative impact threshold predictions
The three impact threshold prediction theory alternatives we compare our result to are
Kok, 2010; Pähtz and Durán, 2018; Claudin and Andreotti, 2006. We chose these over other
alternatives because they have been employed extensively, iterated upon, and provide
contrasting approaches. See Figures E.4 & E.5 for comparisons with the results presented
in this paper. For brevity, since all of these theories require multiple relationships and
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numerical methods to solve, we do not write the full theories here as we did for the fluid
threshold (Appendix E.2.1). A short description of each approach pertinent to comparison
is given instead.
The approach in Kok, 2010 is to couple depth- and particle ensemble-averaged quan-
tities within the saltation layer (Kok, 2010). This method uses 6 fit parameters. This ap-
proach finds that, no matter the environment, the minimum threshold friction velocity is
approximately universal. This is mostly because the sub-layer is not resolved, neglecting
the effect of viscosity in how friction velocity and near-bed fluid speed are related. Because
of this, the predictions are quite insensitive to experimental conditions since the grain sizes
used are near the neighborhood of this common minimum (Fig. E.4b).
Pähtz and Durán, 2018 couple equations for the characteristic horizontal fluid and par-
ticle speeds, the vertical particle speed and the saltation layer height (Pähtz and Durán,
2018). This method also has 6 fit parameters. In our implementation of their approach we
include their implementation of ‘cohesion’, however when comparing their prediction to
measurements we assume all particles have the elastic modulus value of E = 70 GPa they
reference for quartz in the paper, in lieu of reported values for all sediment materials. We
did, however, test that the results were not sensitive to this choice over the range of likely
values, and note that their cohesion number CPD only goes weakly with E; CPD ∝ E−1/5.
We employ the same fluid flow profile as this approach (Guo and Julien, 2007) (Appendix
E.2.4), but suspect the largest deviation from our approach — in lower-density environ-
ments — is due to the drag coefficient implementation and the loss of grain diameter sen-
sitivity via the scaling of CPD.
Our approach for the threshold builds on Claudin and Andreotti, 2006. In their imple-
mentation that has 5 fit parameters, they find the steady-state trajectory (without lift) as in
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instead of choosing the minimum v↑ that results in the required restitution as we do here.
In the equation above, there are two of the fit parameters; they adjust the ‘trapping ve-
locity’ due to gravity so that the theory fits data (aCA), and include the effect of cohesion
(dm,CA). This approach alleviates the ill-posedness of the prediction at small grain diam-
eters, and has since been adjusted so that the impact threshold approaches its fluid coun-
terpart in that limit (Durán, Claudin, and Andreotti, 2011; Andreotti et al., 2020). This
approach ends up parameterizing the momentum loss within an equation for the ejection
speed, rather than in the restitution coefficient which is treated as a universal constant.
We also note in our approach that the characteristic saltator impact speed at threshold
depends linearly on the friction velocity, v↓ ≈ 7u∗. We do not employ this approximation
anywhere, however it may be useful in future work. This linear scaling it similar to other
studies (Claudin and Andreotti, 2006; Almeida et al., 2008), but dissimilar to the approach
from Kok, 2010 where invariance is enforced.
E.2.3 Lift force effects


















where up is the fluid speed at the particle center, CD and CL are the drag and lift coeffi-
cients, respectively, g is gravity, d is the grain diameter, s = ρs/ρf is the ratio of the solid to
fluid densities,A is the ratio of a sphere with the same diameter to the effective frontal area
of the grain, γ is the surface energy and B is the ratio of the characteristic distance between
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particles in contact and the contact-scale roughness. Inspecting this equation, we see that
the left hand side must be positive, and everything inside the right hand side brackets is
also positive. The lift coefficient CL can be negative when downforce is created by shear.
We note that a potentially unimportant but previously unnoticed result (as far as we are
aware) from this equation is that if CL < −2
√
2CD, the solution for up is imaginary.
This is not typically an issue since the lift coefficient is small relative to its drag coun-
terpart and positive in the continuum-limit, however implementing the drag correlation
below (Appendix E.2.5) with theory for the lift coefficient at high Knudsen number in
the free-molecular limit (Luo et al., 2016) does result in an imaginary solution. We do
not present results from this analysis here, since the condition that λω  u, where λ is
the mean free path and ω is the shear across the grain required for Taylor expansion in
this theory does not hold in the free-molecular cases we study in this paper (Luo et al.,
2016). Furthermore, lift in the free-molecular limit is formulated using the probability of
molecules striking hemispheres of the grain unequally which depends strongly on prox-
imity to a wall, and this theory assumes no walls (or a bed of grains) is close to the grain
unlike the fluid threshold case at hand.
If this transition to a complex solution is required, however, then there is a discon-












= 0 (which does not hold in general). Without a clear
theory or data on this potentially moot case we do not discuss it in Chapter 6.
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E.2.4 Fluid horizontal flow profile
We employ the following relationship for the horizontal fluid flow (ux) across all environ-






































where u∗ is the friction velocity, zp = zu∗/ν and dp = du∗/ν are both Reynolds numbers
with ν as the kinematic viscosity and κ = 0.4 is Von Karman’s constant. This relationship is
fit to rough-walled pipe flows, where the grain diameters of the roughness elements is dp,
refining the seminal contributions of Nikuradse (1950) (Nikuradse et al., 1950). It is a sum
of the Law of the Wall region and the viscous sublayer, with the buffer layer between them,
and only characterizes the mean horizontal flow. We neglect turbulent fluctuations here,
but note their important role in trajectories, especially for small grains. z = 0 is defined as
the bottom of a grain resting on the bed.
E.2.5 Drag coefficient correlation
The drag coefficient (CD) is found through correlative methods to fit experimental data by
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where x = M
√
γC/2, M = u/c is the Mach number and R = ud/ν is the Reynolds
number. γC is the heat capacity ratio, u is the speed of the flow with respect to the grain,
c is the speed of sound, d is the grain diameter and ν is the kinematic viscosity. This
cumbersome but analytical form has predictive power, and we stress that the empiricism
here is not specific to sediment transport. We employ this correlation over alternatives as
it is more accurate in the rarefied regime, for example when grains are small on Mars, or
most grain diameters on Pluto and Triton. Please see the code associated with this paper
for an array-passable implementation of the equations above.
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E.2.6 Lift coefficient correlation
The lift coefficient (CL) is found through correlative methods to fit experimental data by












































where ω∗ = ωd/u, R = du/ν, and vorticity in the 2D geometry here can be defined ω =
(u(z = zp + d/2) − u(z = zp − d/2))/d (where zp is the particle center elevation, defined
as d/2 if resting on grains for the fluid threshold). d is the grain diameter, u is the fluid
speed relative to the particle at its center and ν is the kinematic viscosity. This correlation
is general and not specific to sediment transport, but we stress that there are improvements
to be had in its implementation here. Firstly, this lift coefficient assumes the particles can
spin and that they are in the bulk flow; neither of these are true in the fluid threshold
case. Secondly, there are no rarefaction effects in this formulation. It is likely that the
lift coefficient is sensitive to these effects, however no data or theory is available on this
issue in the sediment transport geometry (Luo et al., 2016). Nevertheless, we believe this
formulation is the most accurate option available.
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E.3 Data & code availability
All data for Chapter 6 is available in Tables E.2–E.6. Code to reproduce Chapter 6 can be
found at https://github.com/algunn/solar-system-saltation.
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FIGURE E.1: Wind profiles. (a) Mean horizontal wind speed with elevation
for a fixed friction velocity (u∗ = 0.3 m/s) and grain size (d = 100 µm) for
the six bodies of interest using the empirical relation in Appendix E.2.4. The
grain center is denoted with a black line. (b) Dimensionless presentation of
(a), where u+x = u/u∗ and z+ = zu∗/ν.
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FIGURE E.2: Fluid threshold prediction comparison to data. Four methods
for predicting the fluid threshold are compared to observed data, where the
vertical axis is u∗,observed/u∗,predicted− 1 (for the labelled prediction) and the
horizontal axis is the Galileo number, G. References for the observations are
given on the right, where markers with shaded interiors signify experiments
not using standard Earth conditions. The correlation coefficient (r2) for each
log-log comparison of u∗,observed versus u∗,predicted (i.e. Figure 6.2c) is an-
notated. (a) The prediction in Chapter 6, where A = 1. (b) The prediction
except A is a free-parameter. (c) The prediction using the empirical rela-
tion of Iversen and White, 1982. (d) The prediction using the semi-empirical
theory of Shao and Lu, 2000.
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FIGURE E.3: Fluid threshold prediction comparison to each other. The rel-
ative error between the alternative predictions of Shao and Lu, 2000 (S&L)
and Iversen and White, 1982 (I&W) with the prediction in Chapter 6 for the
fluid threshold for average conditions on each body. Each sediment candi-
date is given for (a) Earth, (b) Mars, (c) Titan, (d) Venus, (e) Pluto and (f)
Triton.
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FIGURE E.4: Impact threshold prediction comparison to data. Four methods
for predicting the impact threshold are compared to observed data, where
the vertical axis is u∗,observed/u∗,predicted− 1 (for the labelled prediction) and
the horizontal axis is the Galileo number, G. References for the observations
are given on the right, where markers with shaded interiors signify exper-
iments not using standard Earth conditions or field data. The correlation
coefficient (r2) for each log-log comparison of u∗,observed versus u∗,predicted
(i.e. Figure 6.3c) is annotated. (a) The prediction in Chapter 6. (b) The pre-
diction using the semi-empirical theory of Kok, 2010 (note: the vertical axis
bounds are extended in the inset to show the full data extent). (c) The pre-
diction using the semi-empirical theory of Pähtz and Durán, 2018. (d) The
prediction using the semi-empirical theory of Claudin and Andreotti, 2006.
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FIGURE E.5: Impact threshold prediction comparison to each other. The
relative error between the alternative predictions of Kok, 2010 (K), Pähtz
and Durán, 2018 (P&D) and Claudin and Andreotti, 2006 (C&A) with the
prediction in Chapter 6 for the impact threshold for average conditions on
each body. Each sediment candidate is given for (a) Earth, (b) Mars, (c) Titan,
(d) Venus, (e) Pluto and (f) Triton.
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FIGURE E.6: Restitution mechanics and empirical fit. References for the ob-
servations are given on the bottom right, where markers with shaded inte-
riors signify experiments not using standard Earth conditions or field data,
markers with solid interiors signify explicit measurements of the restitution
coefficients outside wind tunnels. Magenta and yellow markers are from
studies where the restitution coefficient is measured or noted, values for the
vertical-axes of markers with other colors are inferred from simulated trajec-
tories. All horizontal-axes are the Galileo number G. (a) The ratio of the ejec-
tion to impact velocity of a characteristic saltating grain, i.e. the restitution
coefficient e. (b) The angle the grain impacts the bed, with the theoretical
fixed ejection angle denoted (cyan line). (c) The restitution coefficient nor-
malized such that it impacted the bed at a fixed angle (θ↓ = −10 ◦), e10, with
the empirical relationship used in Chapter 6 relating the two axes (cyan line)
(Appendix E.1.6).
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FIGURE E.7: Trajectory analysis example. (a-c) Each point on the lines with
color corresponding to the colorbar on the left are for a trajectory of a 1 mm
Quartz grain at average Earth conditions leaving the bed with a ejection
velocity of v↑ from the horizontal axis. The solid black line denotes the im-
pact threshold friction velocity, while the black dot and the corresponding
dashed black lines denote the unique pair of the friction velocity and ejection
velocity at the impact threshold. (a) The ratio of the ejection to impact speeds
for a trajectory. (b) The impact angle for a trajectory, with the cyan line in-
dicating the ejection angle. (c) The ratio of the ejection to impact speeds for
a trajectory, normalized as if the impact angle was fixed (θ↓ = −10 ◦), e10
(Appendix E.1.6). The green line (also in (d)) is the ‘target’ restitution coeffi-
cient for this case using the empirical relation found in Figure E.6c. (d) The
minima for each line in (c) plotted against the friction velocity. We define the
impact threshold as the intersection of the trend and the green line.
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FIGURE E.8: Trajectories like Figure E.7c for Basalt grains at average Mars
conditions of size (a) d = 1 mm and (b) d = 10 µm. The green lines are
the ‘target’ restitution coefficient for each case using the empirical relation
found in Figure E.6c. The qualitatively different behavior in the neighbor-
hood of the solution shows how this formulation of the impact threshold
loses meaning for small grains. The minima for each successive curve of
fixed friction velocity in (a) are close and transition smoothly, and u∗ and
v↑ are not extremely different. This is in contrast with (b), where the min-
ima close to the target restitution rapidly diverges as u∗ changes, and v↑ is
extremely small at the minima relative to u∗.
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FIGURE E.9: Trajectory diagnostics. Predictions for the characteristic salta-
tor trajectory at the impact threshold with varying grain diameter for (a)
impact speed, (b) impact angle, (c) hop height and (d) hop duration. Bands
show the range for different candidate and known minerals on each plan-
etary body (see legends in (c) and (d)) based on known temperature and
pressure variability.
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TABLE E.1: Information on the dune imagery in Figure 6.1.
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Calculation Variable Units Material Value
Viscosity
σ Å
Air 3.617 (Byron Bird, 2002)
CO2 3.996 (Byron Bird, 2002)
N2 3.667 (Byron Bird, 2002)
Ar 3.432 (Byron Bird, 2002)
CH4 3.780 (Byron Bird, 2002)
εT /kB K
Air 97 (Byron Bird, 2002)
CO2 190 (Byron Bird, 2002)
N2 99.8 (Byron Bird, 2002)
Ar 122.4 (Byron Bird, 2002)








ns(λ, T ) ND(µm,K)
CH4
1.3310(63.28,30) (Martonchik and Orton, 1994)
1.3310(63.28,90) (Martonchik and Orton, 1994)
Quartz
1.4575(63.28,300) (Leviton and Frey, 2006)




Basalt 1.5690(59.00,296) (Kuryaeva and Kirkinskii, 1997)
H2O
1.2603(63.28,90) (Kofman et al., 2019)
1.2464(63.28,70) (Kofman et al., 2019)
N2
1.22(63.28,22) (Satorre et al., 2008)
1.20(63.28,10) (Satorre et al., 2008)
ε(T ) ND(K)
CH4 1.725(80) (Amey and Cole, 1964)
Quartz 3.8 (Israelachvili, 2011)
Gypsum 5.7 (Lide, 2004)
Basalt 3.8 (Israelachvili, 2011)
H2O 250(90) (Young and Frederikse, 1973)
N2 1.462(47.9) (Ebert and Keesom, 1926)





1.00005440(63.28,288,13170) (Clergent, Durou, and Laurens, 1999)
1.00039706(63.28,323,105360) (Clergent, Durou, and Laurens, 1999)
N2
1.00003581(63.28,288,13170) (Clergent, Durou, and Laurens, 1999)
1.00026470(63.28,323,105360) (Clergent, Durou, and Laurens, 1999)
Yield speed
E0(T0) GPa(K)
CH4 33.12(20.5) (Gregoryanz et al., 1998)
Quartz 107.5(300) (Yu et al., 2018)
Gypsum 37.44(300) (Yu et al., 2018)
Basalt 92.31(300) (Yu et al., 2018)
H2O 10(77) (Gromnitskaya et al., 2001)
N2 1.747(37) (Yamashita, Kato, and Arakawa, 2010)
Tholin 10.38(300) (Yu et al., 2018)
Tm K
CH4 90.67 (Gregoryanz et al., 1998)
Quartz 1700 (Bourova and Richet, 1998)
Gypsum 419
Basalt 1333 (Hill and Boettcher, 1970)
H2O 273
N2 64 (Yamashita, Kato, and Arakawa, 2010)
Tholin 350 (Yu et al., 2018)
TABLE E.3: Measured constants for calculations of the fluid viscosity (Ap-
pendix E.1.4), particle adhesion (Appendix E.1.2) and particle yield speed
(Appendix E.1.7) used in Chapter 6. References are given for each value,
aside from the molar mass which is readily available. We could not source
data for Basalt refractive index at another temperature than the one above,
so we assume no temperature dependence. Static relative permittivity (ε) in
solids is sensitive to temperature at low temperature; measurements found
at temperatures similar to the planetary body temperatures we are interested
in are given. ε was assumed to be 1 for all gases (Israelachvili, 2011).
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TABLE E.4: Fluid threshold measurements. All collated data used in the
fluid threshold fit for each measurement (Appendix E.1.3). Additionally, the
phrase used to explain the threshold in the literature is given, as is the wind
tunnel name and height. Note that some of the values in this spreadsheet are
assumed and not explicitly stated in the paper the threshold measurements
are reported, see Appendix E.1.3 & E.1.4 for an explanation of how these are
calculated. This table is provided as an auxiliary file with the thesis named
‘TableE4.csv’.
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TABLE E.5: Impact threshold measurements. All collated data used in the
impact threshold fit for each measurement (Appendix E.1.6 & E.1.5). Addi-
tionally, the phrase used to explain the threshold in the literature is given,
as is the wind tunnel name and height. Note that some of the values in this
spreadsheet are assumed and not explicitly stated in the paper the threshold
measurements are reported, see Appendix E.1.6 & E.1.4 for an explanation
of how these are calculated. This table is provided as an auxiliary file with
the thesis named ‘TableE5.csv’.
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TABLE E.6: Restitution coefficient measurements. All collated data used in
the impact threshold fit for each measurement (Appendix E.1.6). If a cell
entry is ‘-9999’ it denotes a parameter that does exist for that experiment
(wind tunnel name and height, for example). Note that some of the values
in this spreadsheet are assumed and not explicitly stated in the paper the
measurements are reported, see Appendix E.1.6 & E.1.4 for an explanation
of how these are calculated. This table is provided as an auxiliary file with
the thesis named ‘TableE6.csv’.
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