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Abstract
In this paper we represent a new form of condition for the consistency of the matrix equation AXB = C.
If the matrix equation AXB = C is consistent, we determine a form of general solution which contains
both reproductive and non-reproductive solutions. Also, we consider applications of the concept of re-
productivity for obtaining general solutions of some matrix systems which are in relation to the matrix
equation AXB = C.
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1. The reproductive equations
The general concept of the reproductive equations was introduced by S.B. Presˇic´ [30] in 1968.
In this part of the paper we give the definition of reproductive equations and the most important
statements related to the reproductive equations. Using the concept of reproductivity, in the next
section, we obtain the general solutions of some matrix systems which are in relation to the matrix
equation AXB = C.
Let S be a given non-empty set and J be a given unary relation of S. Then an equation J(x)
is consistent if there is at least one element x0 ∈ S, so-called the solution, such that J(x0) is true.
A formula x = φ(t), where φ : S −→ S is a given function, represents the general solution of the
equation J(x) if and only if
(∀ t)J(φ(t)) ∧ (∀ x)(J(x) =⇒ (∃ t)x = φ(t)).
In this part of the paper we give the definition of reproductive equations and the fundamental
statements related to the reproductive equations.
Definition 1.1. The reproductive equations are the equations of the following form:
x = ϕ(x),
where x is a unknown, S is a given set and ϕ : S −→ S is a given function which satisfies the
following condition:
ϕ ◦ ϕ = ϕ. (1)
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The condition (1) is called the condition of reproductivity. The fundamental properties of the repro-
ductive equations are given by the following two statements S.B. Presˇic´ [30] (see also [8], [32]-[34]
and [42]).
Theorem 1.2. For any consistent equation J(x) there is an equation of the form x = ϕ(x), which
is equivalent to J(x) being in the same time reproductive as well.
Theorem 1.3. If a certain equation J(x) is equivalent to the reproductive one x = ϕ(x), the
general solution is given by the formula x = ϕ(y), for any value y ∈ S.
Let us remark that a formula x = φ(t), where φ : S −→ S is a given function, represents
the reproductive general solution [6] of the equation J(x) if and only if
(∀ t)J(φ(t)) ∧ (∀ t)(J(t) =⇒ t = φ(t)).
S.B. Presˇic´ was the first one who considered implementations of reproductivity on some matrix
equations [30] (see also [17], [18] and [29]). The concept of reproductivity allows us to analyse
various forms of the solution. General applications of the concept of reproductivity were also
considered by J.D. Kecˇkic´ in [19], [20], J.D. Kecˇkic´ and S.B. Presˇic´ in [24], S. Rudeanu in [36]-[38]
and D. Bankovic´ in [2]-[6].
2. The matrix equation AXB =C
Letm,n ∈ N be natural numbers and C is the field of complex numbers. The set of all matrices
of order m × n over C is denoted by Cm×n. By Cm×na we denote the set of all m × n complex
matrices of rank a. For A ∈ Cm×n, the rank of A is denoted by rank(A). The unit matrix of order
m is denoted by Im (if the dimension of unit matrix is known from the context, we shall omit the
index which indicates the dimension and use the symbol I). Let A = [ai,j ] ∈ C
m×n. By Ai→ and
A↓j we denote the i-th row of A and the j-th column of A, respectively. Therefore,
Ai→ = (ai,1, ai,2, ..., ai,n), i = 1, ..., m
and
A↓j = (a1,j, a2,j, ..., am,j)
T , j = 1, ..., n.
The matrix equation
AXB = C (2)
was considered by many authors ([11]-[13], [17], [18], [21]-[26], [29], [34], [39] and [40]). In the
papers [14]-[18], [21] and [23] the matrix equation (2) was studied as a part of different matrix
systems or as a special case of corresponding matrix equations. Special case of the matrix equation
(2) is the following matrix equation:
AXA = A. (3)
Any solution of this equation is called {1}-inverse of A and is denoted by A(1). The set of all
{1}-inverses of A is denoted by A{1}.
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For the matrix A, let regular matrices Q ∈ Cm×m and P ∈ Cn×n be determined such that the
following equality is true:
QAP = Ea =
[
Ia 0
0 0
]
, (4)
where a = rank(A). In [35] C. Rohde showed that the general form of {1}-inverse A(1) can be
represented as:
A(1) = P
[
Ia X1
X2 X3
]
Q , (5)
where X1, X2 and X3 are arbitrary matrices of suitable sizes (see also [7] and [9]). Considerations
which follows are described in terms of {1}-inverse of matrices.
This section of the paper is organized as follows: In subsection 2.1. we represent a new form
of condition for the consistency of the matrix equation (2). An extension of Penrose’s theorem
related to the general solution of the matrix equation (2) is given in subsection 2.2. Namely, we
represent the formula of general solution of the matrix equation (2) if any particular solution X0
is known. In subsection 2.3. we give a form of particular solution X0 such that the formula of
general solution of the matrix equation (2), which is given in subsection 2.2., is reproductive. The
main results of this paper are obtained in subsections 2.1.−2.3. and additionally in subsection
2.4. we give two applications of the concept of reproductivity to some matrix systems which are
in relation to the matrix equation (2).
2.1. Let A∈Cm×na , B∈C
p×q
b and C∈C
m×q. The matrix A∈Cm×na has a linearly independent
rows and a linearly independent columns. Let TAr be a m × m permutation matrix such that
multiplying the matrix A by the matrix TAr on the left, we can permute the rows of the matrix
A and let TAc be a n × n permutation matrix such that multiplying the matrix A by the matrix
TAc on the right, we can permute the columns of the matrix A. Then, for the matrix A there are
permutation matrices TAr and TAc such that the matrix
Â = TArATAc (6)
has linearly independent rows and linearly independent columns at the first a positions. Analo-
gously, for the matrix B there are permutation matrices TBr and TBc such that the matrix
B̂ = TBrBTBc (7)
has linearly independent rows and linearly independent columns at the first b positions.
The considerations which follow are valid for any choice of matrices TAr , TAc , TBr and TBc such
that Â has linearly independent rows and linearly independent columns at the first a positions
and B̂ has linearly independent rows and linearly independent columns at the first b positions. Let
Ĉ = TArCTBc . (8)
Next, let for the matrices A and B regular matrices Q1, P1 and Q2, P2 be determined such that
the following equalities are true:
Q1AP1 = Ea =
[
Ia 0
0 0
]
and Q2BP2 = Eb =
[
Ib 0
0 0
]
(9)
i.e.
A = Q−11 EaP
−1
1 and B = Q
−1
2 EbP
−1
2 . (10)
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Then, from (6), (7) and (10) we get that
Â = TArQ
−1
1 EaP
−1
1 TAc and B̂ = TBrQ
−1
2 EbP
−1
2 TBc
i.e.
Â = (Q1T
−1
Ar
)−1Ea(T
−1
Ac
P1)
−1 and B̂ = (Q2T
−1
Br
)−1Eb(T
−1
Bc
P2)
−1.
If we introduce the following notations:
Q̂1 = Q1T
−1
Ar
, P̂1 = T
−1
Ac
P1 and Q̂2 = Q2T
−1
Br
, P̂2 = T
−1
Bc
P2 (11)
we get that
Â = Q̂1
−1
EaP̂1
−1
and B̂ = Q̂2
−1
EbP̂2
−1
. (12)
Considering Rohde’s general form of {1}-inverses A(1) and B(1):
A(1) = P1
[
Ia X1
X2 X3
]
Q1 and B
(1) = P2
[
Ib Y1
Y2 Y3
]
Q2 , (13)
where X1, X2, X3 and Y1, Y2, Y3 are arbitrary matrices of suitable sizes, we obtain that:
Â(1) = P̂1
[
Ia X1
X2 X3
]
Q̂1 and B̂
(1) = P̂2
[
Ib Y1
Y2 Y3
]
Q̂2
i.e.
ÂÂ(1) = Q̂1
−1
EaP̂1
−1
P̂1
[
Ia X1
X2 X3
]
Q̂1 = Q̂1
−1
[
Ia X1
0 0
]
Q̂1 (14)
and
B̂(1)B̂ = P̂2
[
Ib Y1
Y2 Y3
]
Q̂2Q̂2
−1
EbP̂2
−1
= P̂2
[
Ib 0
Y2 0
]
P̂2
−1
. (15)
As we mentioned, the matrix Â has linearly independent rows and linearly independent columns
at the first a positions and the matrix B̂ has linearly independent rows and linearly independent
columns at the first b positions.
Let
Âi→ =
a∑
l=1
αi,lÂl→, i = a + 1, ..., m , (16)
Â↓j =
a∑
k=1
α′k,jÂ↓k, j = a+ 1, ..., n , (17)
and
B̂i→ =
b∑
l=1
β ′i,lB̂l→, i = b+ 1, ..., p , (18)
B̂↓j =
b∑
k=1
βk,jB̂↓k, j = b+ 1, ..., q ; (19)
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for some scalars αi,l, α
′
k,j and β
′
i,l, βk,j. As we know, the matrices Q̂1, P̂1 and Q̂2, P̂2 are not
uniquely determined, but we shall use, without loss of generality, their following forms:
Q̂1 =
[
Ia 0
L1 Im−a
]
, P̂1 =
[
W−1 L′1
0 In−a
]
(20)
and
Q̂2 =
[
U−1 0
L′2 Ip−b
]
, P̂2 =
[
Ib L2
0 Iq−b
]
(21)
for
L1 =

−αa+1,1 ... −αa+1,a
. ... .
. ... .
. ... .
−αm,1 ... −αm,a
, L′1 =

−α′1,a+1 ... −α
′
1,n
. ... .
. ... .
. ... .
−α′a,a+1 ... −α
′
a,n
,
L′2 =

−β ′b+1,1 ... −β
′
b+1,b
. ... .
. ... .
. ... .
−β ′p,1 ... −β
′
p,b
, L2 =

−β1,b+1 ... −β1,q
. ... .
. ... .
. ... .
−βb,b+1 ... −βb,q

and where W is a a× a submatrix of Â such that Â =
[
W Â2
Â3 Â4
]
and U is a b× b submatrix of
B̂ such that B̂ =
[
U B̂2
B̂3 B̂4
]
.
Let us emphasize that the following statement is true.
Lemma 2.1. Let A∈Cm×na , B ∈C
p×q
b , C ∈C
m×q. Suppose that Â and B̂ are determined by (6)
and (7). Then, the conditions
AA(1)CB(1)B = C (22)
and
ÂÂ(1)ĈB̂(1)B̂ = Ĉ (23)
are equivalent.
Proof.The following equivalences are true AA(1)CB(1)B=C ⇐⇒ T−1ArÂÂ
(1)TArCTBcB̂
(1)B̂T−1Bc =C
⇐⇒ ÂÂ(1)TArCTBcB̂
(1)B̂=TArCTBc ⇐⇒ ÂÂ
(1)ĈB̂(1)B̂= Ĉ. ♦
Let us remark that (22) is Penrose’s condition of consistency for the matrix equation (2), [27],
and if the matrix equation (2) is consistent, then the formulas of general solution are given in
Theorem 2.7. and 2.9. In the following statement we give a condition which is equivalent to
Penrose’s condition of consistency for the matrix equation (2). So, we can use this new condition
to test the consistency of the matrix equation (2).
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Theorem 2.2. Let A ∈ Cm×na ,B ∈ C
p×q
b , C ∈ C
m×q. Suppose that Â and B̂ are determined by
(6) and (7) and that (16)–(19) are satisfied. Then, the condition (22) is true for any choice of
{1}-inverses A(1) and B(1) iff
Ĉ=

c1,1 ... c1,b
b∑
k=1
βk,b+1c1,k ...
b∑
k=1
βk,qc1,k
. ... . . ... .
. ... . . ... .
. ... . . ... .
ca,1 ... ca,b
b∑
k=1
βk,b+1ca,k ...
b∑
k=1
βk,qca,k
a∑
l=1
αa+1,lcl,1 ...
a∑
l=1
αa+1,lcl,b
a∑
l=1
b∑
k=1
αa+1,lβk,b+1cl,k ...
a∑
l=1
b∑
k=1
αa+1,lβk,qcl,k
. ... . . ... .
. ... . . ... .
. ... . . ... .
a∑
l=1
αm,lcl,1 ...
b∑
k=1
αm,lcl,b
a∑
l=1
b∑
k=1
αm,lβk,b+1cl,k ...
a∑
l=1
b∑
k=1
αm,lβk,qcl,k

, (24)
where ci,j are arbitrary elements of C.
Proof. (=⇒): Suppose that the condition (22) is valid for any choice of {1}-inverses A(1) and
B(1). Based on Lemma 2.1. the condition (23) is also valid. Then, considering the equalities (14)
and (15), we get the following equality
Q̂1
−1
[
Ia X1
0 0
]
Q̂1ĈP̂2
[
Ib 0
Y2 0
]
P̂2
−1
= Ĉ.
By multiplying the previous equality by Q̂1 on the left and by P̂2 on the right we get[
Ia X1
0 0
]
Q̂1ĈP̂2
[
Ib 0
Y2 0
]
= Q̂1ĈP̂2. (25)
Suppose that
Ĉ =

c1,1 ... c1,q
. ... .
. ... .
. ... .
cm,1 ... cm,q
.
We are going to show that Ĉ has the form (24). Let
E = Q̂1ĈP̂2 and F =
[
Ia X1
0 0
]
E
[
Ib 0
Y2 0
]
. (26)
From (20) and (21) we obtain that
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for i = 1, ..., a, j = 1, ..., b Ei,j = ci,j,
for i = 1, ..., a, j = b+ 1, ..., q Ei,j = ci,j −
b∑
k=1
βk,jci,k,
for i = a + 1, ..., m, j = 1, ..., b Ei,j = ci,j −
a∑
l=1
αi,lcl,j,
for i = a + 1, ..., m, j = b+ 1, ..., q Ei,j = ci,j −
a∑
l=1
αi,lcl,j −
b∑
k=1
βk,j(ci,k −
a∑
l=1
αi,lcl,k)
and
for i = 1, ..., a, j = 1, ..., b Fi,j = ci,j +
m∑
l=a+1
xi,l(cl,j −
a∑
l=1
αl,lcl,j)
+
q∑
k=b+1
yk,j[ci,k −
b∑
k=1
βk,kci,k
+
m∑
l=a+1
xi,l{cl,k −
a∑
l=1
αl,lcl,k
−
b∑
k=1
βk,k(cl,k −
a∑
l=1
αl,lcl,k)}],
for i = 1, ..., a, j = b+ 1, ..., q Fi,j = 0,
for i = a + 1, ..., m, j = 1, ..., b Fi,j = 0,
for i = a + 1, ..., m, j = b+ 1, ..., q Fi,j = 0.
Finally, from (25) and (26) i.e. E = F we get that
for i = 1, ..., a, j = 1, ..., b ci,j are arbitrary elements of C,
for i = a + 1, ..., m, j = 1, ..., b ci,j =
a∑
l=1
αi,lcl,j,
for i = 1, ..., a, j = b+ 1, ..., q ci,j =
b∑
k=1
βk,jci,k,
for i = a + 1, ..., m, j = b+ 1, ..., q ci,j =
a∑
l=1
b∑
k=1
αi,lβk,jcl,k.
(⇐=): Suppose that the matrix Ĉ has the form (24). Then,
Q̂1ĈP̂2 = ... =

c1,1 ... c1,b 0 ... 0
. ... . . ... .
. ... . . ... .
. ... . . ... .
ca,1 ... ca,b 0 ... 0
0 ... 0 0 ... 0
. ... . . ... .
. ... . . ... .
. ... . . ... .
0 ... 0 0 ... 0

(27)
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and
[
Ia X1
0 0
]
Q̂1ĈP̂2
[
Ib 0
Y2 0
]
= ... =

c1,1 ... c1,b 0 ... 0
. ... . . ... .
. ... . . ... .
. ... . . ... .
ca,1 ... ca,b 0 ... 0
0 ... 0 0 ... 0
. ... . . ... .
. ... . . ... .
. ... . . ... .
0 ... 0 0 ... 0

. (28)
From (27) and (28) we conclude that[
Ia X1
0 0
]
Q̂1ĈP̂2
[
Ib 0
Y2 0
]
= Q̂1ĈP̂2.
By multiplying the previous equality by Q̂1
−1
on the left and by P̂2
−1
on the right we obtain the
following equality:
Q̂1
−1
[
Ia X1
0 0
]
Q̂1ĈP̂2
[
Ib 0
Y2 0
]
P̂2
−1
= Ĉ. (29)
From (29), considering the equalities (14) and (15), we see that the condition (23) is true. Based
on Lemma 2.1. we conclude that the condition (22) is true. ♦
Remark 2.3. Let us remark that the general form of matrix C, such that the matrix equation (2)
is consistent, always exists. The matrix equation (2) is consistent for an arbitrary matrix C iff a
matrix A has full row rank and a matrix B has full column rank (see also Exercises 10.50 from
[1]).
Remark 2.4. In the paper [41] author considered some forms which are equivalent to Penrose’s
condition of consistency for matrix equation (2).
The application of Theorem 2.2 will be illustrated by the following examples.
Example 2.5. Let be given the following matrices:
A =

0 0 0
1 −3 2
2 1 −1
−1 −4 3
3 −2 1
 and B =

0 1 2 3 −1
0 3 1 4 2
0 4 1 5 3
0 2 3 5 −1
 .
Then, rank(A)=2, rank(B)=2 and for
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TAr =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
 and TBc =

0 0 1 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1

we get that
Â = TArA = ... =

1 −3 2
2 1 −1
−1 −4 3
3 −2 1
0 0 0
, B̂ = BTBc = ... =

1 2 0 3 −1
3 1 0 4 2
4 1 0 5 3
2 3 0 5 −1
.
Therefore,
Â3→ = Â1→ − Â2→, Â4→ = Â1→ + Â2→, Â5→ = 0Â1→ + 0Â2→
and
B̂↓3 = 0B̂↓1 + 0B̂↓2, B̂↓4 = B̂↓1 + B̂↓2, B̂↓5 = B̂↓1 − B̂↓2.
From this we get that
α3,1 = 1, α3,2 = −1, α4,1 = 1, α4,2 = 1, α5,1 = 0, α5,2 = 0
and
β1,3 = 0, β2,3 = 0, β1,4 = 1, β2,4 = 1, β1,5 = 1, β2,5 = −1.
Based on Theorem 2.2. each matrix Ĉ which has the following form
Ĉ =


c1,1 c1,2 0 c1,1 + c1,2 c1,1 − c1,2
c2,1 c2,2 0 c2,1 + c2,2 c2,1 − c2,2
c1,1 − c2,1 c1,2 − c2,2 0 c1,1 − c2,1 + c1,2 − c2,2 c1,1 − c2,1 − c1,2 + c2,2
c1,1 + c2,1 c1,2 + c2,2 0 c1,1 + c2,1 + c1,2 + c2,2 c1,1 + c2,1 − c1,2 − c2,2
0 0 0 0 0


satisfies the condition (23). From that we conclude that each matrix C = T−1Ar ĈT
−1
Bc
which has the
following form
C =


0 0 0 0 0
0 c1,1 c1,2 c1,1 + c1,2 c1,1 − c1,2
0 c2,1 c2,2 c2,1 + c2,2 c2,1 − c2,2
0 c1,1 − c2,1 c1,2 − c2,2 c1,1 − c2,1 + c1,2 − c2,2 c1,1 − c2,1 − c1,2 + c2,2
0 c1,1 + c2,1 c1,2 + c2,2 c1,1 + c2,1 + c1,2 + c2,2 c1,1 + c2,1 − c1,2 − c2,2


satisfies the condition (22). 
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Example 2.6. Let A and B be the matrices as in Example 2.5. and
a) C =

0 0 0 0 0
0 1 0 1 1
0 −2 2 0 −4
0 3 −2 1 5
0 −1 2 1 −3
, b) C =

0 0 0 0 0
0 1 0 1 1
0 −2 2 0 4
0 3 −2 1 5
0 −1 2 1 −3
.
If we compare the matrix C from a) and from b) with the general form of matrix C which satisfies
the condition (22) (see Example 2.5.) we see that the matrix C from a) satisfies the condition
(22) and the matrix C from b) does not satisfy the condition (22). Therefore, the matrix equa-
tion (2) is consistent for the matrix C from a), but it is not consistent for the matrix C from b). 
2.2. Recall that the matrix equation AXB = C is marked with (2) for A∈Cm×na , B∈C
p×q
b ,
C∈Cm×q. Methods for solving the consistent matrix equation (2) are considered in the book [10]
(Chapter X). In the paper [27] R. Penrose proved the following theorem related to the matrix
equation (2).
Theorem 2.7. The matrix equation (2) is consistent iff for some choice of {1}-inverses A(1) and
B(1) of the matrices A and B the condition (22) is true. The general solution of the matrix
equation (2) is given by the formula
X = f(Y ) = A(1)CB(1) + Y − A(1)AY BB(1), (30)
where Y ∈Cn×p is an arbitrary matrix.
Remark 2.8. If the matrix equation (2) is consistent, the equivalence
AXB = C ⇐⇒ X = f(X) = X −A(1)(AXB − C)B(1) (31)
is true. Therefore, the starting equation is equivalent to some reproductive equation. Based on The-
orem 1.3. we can also conclude that (30) is the general solution of the matrix equation (2).
In this paper we give a simple extension of Theorem 2.7.
Theorem 2.9. If X0 is any particular solution of the matrix equation (2), the general solution of
the matrix equation (2) is given by the formula
X = g(Y ) = X0 + Y − A
(1)AY BB(1), (32)
where Y ∈Cn×p is an arbitrary matrix. The function g satisfies the condition of reproductivity (1)
iff X0 = A
(1)CB(1).
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Proof. It is easily to see that the solution of the matrix equation (2) is given by (32). On the
contrary, let X is any solution of the matrix equation (2), then
X = X − A(1)CB(1) + A(1)CB(1)
= X − A(1)AXBB(1) + A(1)AX0BB
(1)
= X − A(1)A(X −X0)BB
(1)
= X0 + (X −X0)−A
(1)A(X −X0)BB
(1)
= X0 + Y − A
(1)AY BB(1) = g(Y ) ,
where Y = X − X0. From this we see that every solution X of the matrix equation (2) can be
represented in the form (32). Based on the following matrix equality:
g2(Y ) = g(Y ) + (X0 − A
(1)CB(1))
we see that the function g satisfies the condition (1) iff X0 = A
(1)CB(1). ♦
Remark 2.10. Using the previous theorem and the appropriate choice of particular solution X0
we can obtain the general solutions for different cases of the matrix equation (2). It was considered
in the papers [17] and [29].
The general solution (32) of the matrix equation (2) is reproductive iff X0 = A
(1)CB(1). Therefore,
Penrose’s general solution (30) of the matrix equation (2) is the reproductive solution. If the
condition (22) is not true, the matrix equation (2) is solved approximately as described in the
paper [27] and books [1], [7] and [9].
2.3. Using the obtained form of matrix Ĉ we obtain the form of particular solution X0 of the
matrix equation (2) such that the general solution (32) of the matrix equation (2) is reproductive.
Theorem 2.11. Let X0 any particular solution of the matrix equation (2). The general solution
(32) of the matrix equation (2) is reproductive iff
X0 = P1
[
C1 C1Y1
X2C1 X2C1Y1
]
Q2 (33)
where P1, Q2, X2, Y1 are the matrices from (13) and C1 is the submatrix of the matrix Ĉ and it
has the following form:
C1 =

c1,1 ... c1,b
. ... .
. ... .
. ... .
ca,1 ... ca,b
 ,
where ci,j are some elements of C.
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Proof. For general {1}-inverses A(1) and B(1) the statement follows from Theorem 2.9. because
X0 = A
(1)CB(1) =
(13)
P1
[
Ia X1
X2 X3
]
Q1CP2
[
Ib Y1
Y2 Y3
]
Q2
=
(8)
P1
[
Ia X1
X2 X3
]
Q1T
−1
A ĈT
−1
B P2
[
Ib Y1
Y2 Y3
]
Q2
=
(11)
P1
[
Ia X1
X2 X3
]
Q̂1ĈP̂2
[
Ib Y1
Y2 Y3
]
Q2
=
(27)
P1
[
Ia X1
X2 X3
] [
C1 0
0 0
] [
Ib Y1
Y2 Y3
]
Q2
= P1
[
C1 C1Y1
X2C1 X2C1Y1
]
Q2 . ♦
Corollary 2.12. (i) If a matrix A has full row rank and a matrix B has full column rank, then
parameters from submatrices X2 and Y1 don’t exist and don’t appear in the matrix X0 of form (33).
(ii) If either a matrix A has full row rank or a matrix B has full column rank, then the matrix
X0 of form (33) has the structure of an affine linear space with parameters from either subma-
trix X2 or submatrix Y1, respectively. (iii) If a matrix A doesn’t have full row rank and a matrix B
doesn’t have full column rank, then the matrix X0 of form (33) doesn’t have the structure of an
affine linear space relative to parameters from submatrices X2 and Y1.
Remark 2.13. In the paper [25] authors proved that there is a matrix equation (2) and its par-
ticular solution X1 such that X1 6= A
(1)CB(1) for any choice of {1}-inverses A(1) and B(1).
Remark 2.14. According to Theorem VI, pp. 345-346, from [10], it is possible to extract a · b
parameters in a matrix Y such that, these parameters are expressed, in the solution (32), as a
non-homogeneous linear functions of the other n·p− a·b independent parameters.
2.4. In this part of the paper we analysed two applications the concept of reproductivity on
some matrix systems which are in relation to the matrix equation (2).
Application 2.15. In [27] R. Penrose studied a matrix system
(34a) AX = B ∧ (34b) XD = E, (34)
where A, B, D and E are given complex matrices corresponding dimensions. He proved that
X1 = A
(1)B + ED(1) − A(1)AED(1) (35)
is one common solution of the matrix equations (34a) and (34b) if AE = BD and the matrix
equations (34a) and (34b) are consistent.
In [7] A. Ben-Israel and T.N.E. Greville proved that the matrix equations (34a) and (34b) have
a common solution iff each equation separately has a solution and AE = BD. Also, they proved
that if X0 is any common solution of the matrix equations (34a) and (34b), the general solution
of the matrix system (34) is given by the formula
X = g(Y ) = X0 + (I − A
(1)A)Y (I −DD(1)), (36)
where Y is an arbitrary matrix corresponding dimensions.
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We will prove that if the matrix system (34) is consistent, the general reproductive solution is
given by the formula
X = f(Y ) = A(1)B + ED(1) −A(1)AED(1) + (I − A(1)A)Y (I −DD(1)), (37)
where Y is an arbitrary matrix corresponding dimensions.
If the matrix system (34) is consistent, the following equivalence is true(
AX=B ∧ XD=E
)
⇐⇒ X = f(X). (38)
The direct implication of (38) follows by implications (see Remark 2.8. in the subsection 2.1):
AX=B =⇒ X=f1(X)=A
(1)B+X−A(1)AX ,
XD=E =⇒ X=f2(X)=ED
(1)+X−XDD(1) ,
AXD=BD=AE =⇒ X=f3(X)=A
(1)AED(1)+X−A(1)AXDD(1) .
From the previous implications we can conclude(
AX=B ∧ XD=E
)
=⇒ X=f(X)=f1(X)+f2(X)−f3(X).
The reverse implication of (38) is trivial. Notice that the function f is reproductive. Therefore, if
the matrix system (34) is consistent, it is equivalent to the reproductive matrix equation X=f(X).
Based on Theorem 1.3. we conclude that X=f(Y ) is the general reproductive solution of the matrix
system (34). If there is a particular solution X0 of the matrix system (34) so that X0 6=X1, then
X = g(Y ) is the general non-reproductive solution. At the end of these application let us remark
that equality X=g(Y −X0)=f(Y ) also represents one simple proof of the Statement 1 from [18].
Application 2.16. Let A ∈ Cn×n be a singular matrix. In this section we consider a matrix
system
AXA = A ∧ AX = XA. (39)
The consistency of the matrix system (39) is determined by Theorem 1 in [21] (see also [15] and [23]).
Let A¯ is commutative {1}-inverse, [21]. Based on the reproductivity, we give a new proof that the
formula from [21]:
X = f(Y ) = A¯AA¯+ Y − A¯AY − Y AA¯+ A¯AY AA¯, (40)
where Y is an arbitrary matrix corresponding dimensions, represents the general solution of the
consistent matrix system (39).
Namely, if the matrix system (39) is consistent, the equivalence(
AXA = A ∧ AX = XA
)
⇐⇒ X = f(X) (41)
is true. The direct implication of (41) is based on the following simple matrix equalities:
A¯ A︸︷︷︸
(=AXA)
A¯ = A¯AX AA¯︸︷︷︸
(= A¯A)
= A¯ AX︸︷︷︸
(= XA)
A¯A = A¯XAA¯A︸ ︷︷ ︸
(= A)
= A¯ XA︸︷︷︸
(= AX)
= A¯AX
and
A¯A︸︷︷︸
(= AA¯)
XAA¯ = AA¯ XA︸︷︷︸
(= AX)
A¯ = AA¯A︸ ︷︷ ︸
(= A)
XA¯ = AX︸︷︷︸
(= XA)
A¯ = XAA¯.
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From this we get that X=X+A¯AA¯−A¯AX+A¯AXAA¯−XAA¯=f(X). The reverse implication of
(41) is trivial. Notice that the function f is reproductive. Therefore, if the matrix system (39) is
consistent, it is equivalent to the reproductive matrix equation X=f(X). Based on Theorem 1.3.
we conclude that X=f(Y ) is the general reproductive solution of the matrix system (39). If X0
is any solution of the matrix system (39), the formula
X = g(Y ) = X0 + Y − A¯AY − Y AA¯+ A¯AY AA¯, (42)
also determines a form of the general solution of the matrix system (39) because the equality
g(Y )=f(X0 + Y ) is true. If there is a particular solution X0 of the matrix system (39) such that
X0 6= A¯AA¯, then X=g(Y ) is the general non-reproductive solution. Additional applications of the
concept of reproductivity for some matrix equations and systems were considered in the paper [26].
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