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Abstract—It is known that Boosting can be interpreted as
a gradient descent technique to minimize an underlying loss
function. Specifically, the underlying loss being minimized by
the traditional AdaBoost is the exponential loss, which is proved
to be very sensitive to random noise/outliers. Therefore, several
Boosting algorithms, e.g., LogitBoost and SavageBoost, have been
proposed to improve the robustness of AdaBoost by replacing
the exponential loss with some designed robust loss functions.
In this work, we present a new way to robustify AdaBoost, i.e.,
incorporating the robust learning idea of Self-paced Learning
(SPL) into Boosting framework. Specifically, we design a new
robust Boosting algorithm based on SPL regime, i.e., SPLBoost,
which can be easily implemented by slightly modifying off-the-
shelf Boosting packages. Extensive experiments and a theoretical
characterization are also carried out to illustrate the merits of
the proposed SPLBoost.
Index Terms—AdaBoost, loss function, robustness, self-paced
learning, majorization minimization.
I. INTRODUCTION
FOR a classification or regression problem, there are twonatural ways to deal with it: one is that we can train a
strong learning machine directly from the training set with
a variety of machine learning methods, and expect that the
obtained learning machine could have a satisfactory predic-
tion accuracy; the other is that we can train a number of
weak learners with slightly better accuracies than randomly
guessing, then put them together in a specific way to get a
strong learner that could have a better accuracy than those
weak learners. The latter is the basic idea of ensemble learning.
As an important and excellent ensemble learning framework,
boosting [1], [2], [3], [4], [5] has been widely applied in many
machine learning problems because of its simplicity and good
performance.
AdaBoost [6], [7] is one of the most commonly-used
boosting algorithms, and it has proven to be effective and easy
to implement in various classification problems. Given training
data (x1, y1),. . . ,(xn, yn), where xi is a vector-valued feature
and yi ∈ {1,−1}. It is known that AdaBoost can produce a
strong learner F (x) =
∑T
1 αtft (x), where ft (x) is the weak
learner trained on weighted training data in tth step and αt
is a constant calculated based on the classification accuracy
of ft (x). Then we can predict the label of a new sample by
sign (F (x)). In particular, AdaBoost gives a weight initialized
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to 1/n to every training sample and adjust it in every step
such that the weights of the correctly classified samples by the
current learner are decreased while the weights of misclassified
samples are increased. This reweighting way gives rise to that
AdaBoost always pays more attention to the samples which
are hard to classify and ignores the easy-to-classify samples
to some extent when training the next weak learner.
Many practical applications have demonstrated the success
of AdaBoost in producing satisfactory and accurate strong
classifiers [8], [9], [10], [11], [12]. And it is interesting that in
many cases the test error seems to decrease consistently and
then level off rather than gradually increase as more weak
learners added, which means that it is not prone to overfit
and as a result, it is not difficult for AdaBoost to determine
the number of weak learners. In spite of this, the classifiers
produced by AdaBoost are not always acceptable, especially
when the training samples are corrupted by outliers [13],
[14], [15], [16]. It has been shown that AdaBoost algorithm
builds an additive logistic regression model for minimizing
the expected risk based on the exponential loss function
ϕ (yf (x)) = exp (−yf (x)) [17], [18]. It is easy to see that
this loss increase rapidly with the increase of the magnitude
of the negative margin −yf (x), which means that it will
significantly enlarge the functions of those large noises in
training since they will have a large negative value of yf (x).
This naturally degenerates the performance of the approach in
the presence of heavy noises/outliers.
Aiming at remedying the poor robustness issue of Ad-
aBoost, many studies have been conducted to improve its
performance for dealing with data corrupted by outliers. The
mainly adopted methodology is to design a new robust loss
function in boosting to be optimized, and then use gradient de-
scent like strategies to resolve this new optimization problem.
Such robust loss needs to be designed to increase evidently
slower when the magnitude of −yf (x) becomes larger, so as
to suppress the effect of large noises and outliers. Although
those robust boosting algorithms are proven to be able to have
better performance than AdaBoost for the training data with
outliers, there are natural defects for the idea to directly design
and optimize new loss functions. Although easy to optimize,
convex loss functions are not robust enough to eliminate
the impact of outliers. The fact proved that non-convex loss
functions can often have better performances than convex loss
functions. However, non-convex loss functions can produce
non-convex optimization problems which is difficult to solve
and get stable solutions. In this paper, taking advantage of
the robustness of self-paced learning regime, we come up
with a new thought for robust boosting algorithms. Our main
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contributions can be summarized as follows:
Firstly, we propose a new robust boosting algorithm named
by SPLBoost, which incorporates the self-paced learning into
the AdaBoost framework. As mentioned above, it is not always
a good idea to improve the robustness of AdaBoost by directly
modifying the loss function, which motivates us to utilize
another efficient way to achieve the same goal. It has been
recently shown that self-paced learning is a effective robust
learning regime and has achieved satisfactory results in deal
with many machine learning and computer version problems.
A basic idea of self-paced learning is to give weights in
[0, 1] to training samples so that weights of the samples with
larger losses are smaller and weights can be zero when the
corresponding losses are large enough. By combining self-
paced learning with AdaBoost, SPLBoost is proven to be able
to improve the robustness of AdaBoost.
Secondly, the proposed SPLBoost algorithm can be very
easily embedded into any off-the-shelf AdaBoost package.
Besides, more SPLBoost variations can be easily designed
by integrating it directly to more boosting packages, like
LogitBoost and L2Boost, to improve their robustness in the
presence of heavy noises/outliers.
Thirdly, we prove that SPLBoost exactly complies with
the widely known Majorization-Minimization (MM) algorithm
that is implemented by a latent objective function based on a
non-convex loss function. This clearly explains theoretically
that why SPLBoost could be more robust than AdaBoost. Such
robust insight also holds for other variations of SPLBoost.
In addition, by alternately optimizing two sub-problems that
are easy to solve rather than directly optimizing the latent
objective function, SPLBoost can keep away from the annoy-
ing non-convex optimization problem and get a better local
optimal solution.
Finally, the superiority of SPLBoost is extensively substan-
tiated in synthetic dataset and 17 UCI datasets, as compared
with other state-of-the-art robust boosting algorithms.
The rest of this paper is organized as follows. We shall
provide a brief review on boosting algorithms and self-paced
learning in Section II. Then, the SPLBoost algorithm and its
theoretical analysis are presented in Section III. Section IV
shows experimental results on several synthetic and UCI data
sets. Several concluding remarks are finally made in Section
V.
II. RELATED WORK
A. Robust Boosting Algorithms
As aforementioned, the biggest defect of AdaBoost is that
it can easily overfit to outliers, which inspires a lot of studies
on improving the robustness of AdaBoost [19], [20], [21].
Generally speaking, there have three factors that affect the
robustness of boosting algorithms: the loss function, the way
to compute the weak learners, and the regularization. Based
on those factors, many robust boosting algorithms have been
suggested.
In [17], Friedman et al. proved that the Discrete AdaBoost
algorithm builds an additive logistic regression model via
Newton-like updates for optimizing the expected risk based on
the exponential loss function ϕ (yf (x)) = exp (−yf (x)), and
the Real AdaBoost algorithm fits an additive logistic regression
model by stage-wise optimizing the same expected risk as Dis-
crete AdaBoost. With this, Friedman et al. [17] proposed two
different robust boosting algorithms: LogitBoost and Gentle-
Boost. The LogitBoost algorithm uses Newton steps for opti-
mizing the logistic loss ϕ (yf (x)) = log (1 + exp (−yf (x)))
which is more robust than exponential loss. It is easy to see
that the logistic loss function assigns fewer penalties to those
samples with negative margins whose absolute values are very
large, which are usually outliers. This is why LogitBoost is
not so easy to overfit to the outliers. GentleBoost is the other
robust boosting algorithm proposed in [17], and it is different
from the LogitBoost in the way of optimizing the underlying
loss function. Basically, GentleBoost optimizes the exponential
loss function as AdaBoost does. The main difference between
GentleBoost and Real AdaBoost is that GentleBoost computes
the weak learners by using an adaptive Newton step as
LogitBoost does. For Real AdaBoost the update ft (x) is
half log-ratio which can be numerically unstable and lead to
very large updates or sample weights. However, the updates
of GentleBoost lie in the range [−1, 1], leading to more
conservative sample weights. Consequently, the influence that
outliers exert on GentleBoost is weaker than AdaBoost.
As we can see, although the loss functions of those boosting
algorithms referred to above are different from each other,
resulting in different performances, they are all convex. Theo-
retical properties of the boosting algorithms based on convex
loss functions have been extensively studied. See, e.g., [22],
[23]. The minimum of convex loss function is easy to compute,
which gives rise to the simplicity of those aforementioned
boosting algorithms. However, the disadvantage of convex
loss function is obvious. It has been shown that convex loss
function is not robust enough to tolerate noise and as a result,
such boosting algorithms based on convex loss are naturally
not insensitive to outliers. Specifically, Long and Servedio
[24] proved that any boosting algorithm based on convex
loss functions is easily affected by random label noise and
they present a sample example named Long/Servedio problem
which cannot be learned by those popular boosting algorithms.
As such, The results presented by Long and Servedio lead to
a lot of studies on boosting algorithms with non-convex loss
functions.
Based on the Boost-by-Majority algorithm [25] and Brown-
Boost [26], Freund [27] proposed a new robust boosting
algorithm named RobustBoost which is more robust against
outliers than AdaBoost and LogitBoost. The loss function of
RobustBoost is non-convex and changes during the boosting
process, which is the largest difference between RobustBoost
and other popular ones. RobustBoost improves the robustness
by allowing pre-assigned θ error of margin maximization, and
in each step, it updates and solves a differential equation and
updates the preassigned target error  or the remaining time c .
We can see from the algorithmic process that there are at least
two preassigned parameters that are difficult to implement,
which limits the application of RobustBoost.
Most classifiers design algorithms to determine the optimal
classifier through three steps: define a proper loss function
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 3
φ (yf (x)), determine a function class F , and search within F
for the function which optimizes the objective function based
on a predefined loss function. In view of the limitations of
these methods, such as low convergence rate and too much
sensitivity to the outliers, Masnadi-shirazi and Vasconcelos
[28] showed that the problem of classifier design is identi-
cal to the problem of probability elicitation, and probability
elicitation can be seen as a reverse procedure for solving
the classification problem, which provides some new insights
on the relationship between the loss function, the minimum
risk and the optimal classifier. With this, they derived a new
loss function named Savage loss which trades convexity for
boundedness. Using this new loss, they proposed so-called
SavageBoost, i.e., a new robust boosting algorithm which is
more outlier resistant than AdaBoost and LogitBoost. The
form of Savage Loss is φ (v) = 1(1+e2v)2 , which clearly
shows that unlike the exponential loss and logistic loss where
the penalty always increases at a fast speed, Savage loss is
non-convex and quickly becomes constant as v −→ −∞.
Considering that the weights of the misclassified samples with
large margins could be not large, SavageBoost is not sensitive
to the outliers, as compared to AdaBoost and LogitBoost.
To improve the robustness of boosting algorithms, two
requirements should be met: 1) design a robust loss function
with gentle penalty for the misclassified samples with large
margins, 2) design a numerically stable algorithm to optimize
the current objective function and obtain weak learner in each
step. Based on this two requirements, Miao et al. [29] proposed
two robust boosting algorithms named RBoost1 and RBoost2
which have a deep connection with SavageBoost. Both the two
boosting algorithms try to optimize the conditional expected
risk based on the Savage2 loss function, a new robust loss
function is defined as φ (v) = 1(1+ev)2 . It is easy to see that
the Savage2 loss function is with the similar form to the
Savage loss function and the only difference is the second-
order factor in the denominator, which makes the Savage2
loss to give gentler penalty for the misclassified samples with
large margins than the Savage loss function. As such, the
proposed RBoost could be more insensitive to the outliers
than SavageBoost. In fact, two reasons weaken the robustness
of SavageBoost: 1) the results that the weak learners in
SavageBoost output are required to be posterior probability
estimation, and to estimate the posterior probability is more
difficult than classification, 2) the way SavageBoost computes
the weak learners is not numerically stable. To avoid such two
drawbacks of SavageBoost, RBoost algorithms are carefully
designed to optimize the Savage2 loss function. Precisely,
RBoost1 algorithm uses the adaptive Newton step to solve the
minimization problem which computes a new weak learner
based on the current classifier so that the conditional expected
risk is maximally decreased. RBoost2 algorithm is designed
to make RBoost1 algorithm which restricts the weak learner
algorithms to the regression methods adaptive to more general
weak learner algorithms. With the use of more robust loss
function and numerically stable methods to compute the weak
learners, RBoost1 and RBoost2 algorithms could get good
performance for noisy data.
As we already mentioned, most of the existing robust
boosting algorithms try to design various robust loss functions
with restricted penalties on misclassified samples with large
margins and then design computation methods to compute the
weak learners based on those loss functions. However, this
common framework cannot always be satisfactory. Specifi-
cally, convex loss functions have been proven not to be robust
enough especially for large label noise or outlier, while al-
though non-convex loss functions possess better antinoise abil-
ity, they induce non-convex optimization problem to compute
weak learners, which is an intractable task in general. In this
paper, instead of directly designing new robust loss functions,
we propose a new robust boosting algorithm named SPLBoost
by combining the classical Discrete AdaBoost algorithm with
the robust learning idea of self-paced learning. In the next
subsection, we shall give a simple introduction to self-paced
learning.
B. Self-paced Learning
Humans and animals often learn from the examples which
are not randomly presented but organized in a meaningful
order which gradually includes from easy and fewer concepts
to complex and more ones. Inspired by this principle in
humans and animals learning, Bengio et al. [30] proposed
a new learning paradigm named curriculum learning which
is the origin of self-paced learning. In curriculum learning,
a model is learned by gradually including from easy to
complex samples in training to improve the accuracy of the
model. Obviously, the key of curriculum learning is to find
a proper ranking function which assigns learning priorities to
training samples. To get a satisfactory model, the quality of the
curriculum, i.e., ranking function, is very important and it is
oftentimes derived by predetermined heuristics for particular
problems in real applications. This may lead to inconsistency
between the fixed curriculum and the dynamically learned
models.
To alleviate the aforementioned issue, Kumar et al. [31]
proposed a new model named self-paced learning (SPL) in
which instead of being derived by predetermined heuristics,
the curriculum design is embedded as a regularization term
into the learning objective. The formulation of self-paced
learning is as follows:
min
w,v∈[0,1]n
E(w,v;λ) =
n∑
i=1
viL(yi, g(xi,w))−λ
n∑
i=1
vi, (1)
where λ is an age parameter for controlling the learning
pace, and L(yi, g(xi,w)) denotes the loss function which
calculates the cost between the ground truth label yi and
the estimated label g(xi,w). Here w denotes the model
parameter inside the decision function g. It can seen from
(1) that the loss of a sample is discounted by the latent
weight variable v = [v1, · · · , vn]T and the objective of SPL
is to minimize the weighted training loss together with a self-
paced regularizer (SP-regularizer). (1) can be generally solved
by alternative search strategy (ASS) method, in which the
variables are divided into two disjoint blocks and in each
iteration, a block of variables are optimized while keeping the
other blocks fixed. With the fixed v, (1) is a weighted training
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loss minimization problem which appears in many machine
learning problems. And with the fixed w, (1) is an optimization
problem about v with global optimum v∗ = [v∗1 , · · · , v∗n]T
easily calculated by the following formulation:
v∗i =
{
1, L(yi, g(xi,w)) < λ,
0, otherwise.
(2)
It is not hard to see that self-paced learning implements the
automatic selection of samples and then trains model only on
those selected samples. When we update v with a fixed w,
samples with losses which are smaller than a certain threshold
λ are considered to be “easy” samples and will be selected in
training (i.e., v∗i = 1), while the rest are considered to be too
“difficult” to be learned for this λ and will be abandoned (i.e.,
v∗i = 0). When we update w with a fixed v, the classifier is
trained only on the selected “easy” samples. The parameter
λ corresponds to the “age” of the model that determines the
ability of the model to learn “difficult” samples. When λ is
small, the model can only learn from “easy” samples with
small losses and as λ grows, more samples with larger losses
can be learned to train a more “mature” model.
In (1), the so-called SP-regularizer is the negative l1-norm
that induces the variable v which takes only binary values, i.e.,
vi = 1 (selected samples) and vi = 0 (unselected samples).
This scheme is called Hard Weighting. Hard Weighting can
only determine whether a sample should be selected, which
is not good enough because sometimes we also want to
discriminate the importance of samples. Jiang et al. [32] the-
oretically abstracted the intrinsic conditions of SP-regularizer
and proposed several soft weighting schemes such as Linear
Soft Weighting and Logarithmic Soft Weighting. Zhao et al.
[33] used self-paced learning for matrix factorization and pro-
posed a new soft weighting schemes named Mixture Weighting
which is a hybrid of the Soft and the Hard Weighting. Li et al.
[34] proposed a novel Polynomial Soft Weighting Regularizer
with an adjustable parameter t in their multi-objective self-
paced learning model. Soft Weighting assigns real-valued
weights that reflects the latent importance of samples in train-
ing more faithfully, which is more reasonable and general than
Hard Weighting. In the following, we shall list the formulation
of Linear Soft Weighting, Mixture Weighting and Polynomial
Soft Weighting respectively, together with their closed-form
solutions v∗(λ; `):
Linear Soft Weighting:
fL(v;λ) = λ( 12v
2 − v); v∗(λ; `) =
{ −`/λ+ 1, if ` < λ
0, if ` ≥ λ.
Mixture Weighting:
fM (v;λ, γ) = γ
2
v+γ/λ ;
v∗(λ, γ; `) =

1, if ` ≤
(
λγ
λ+γ
)2
0, if ` ≥ λ2
γ
(
1√
`
− 1λ
)
, otherwise.
Polynomial Soft Weighting:
fP (v;λ, t) = λ( 1t ||v||t2 −
∑n
i=1 vi);
v∗(λ, t; `) =
{
(1− `/λ)1/(t−1), if ` < λ
0, if ` ≥ λ.
Based on (1), many variations of self-paced learning regime
have been proposed, such as self-paced re-ranking [32], self-
paced learning with diversity [35], self-paced curriculum
learning [36] and self-paced multiple-instance-learning [37].
And applications of self-paced learning in many machine
learning and computer version tasks, like objective detector
adaptation [38], long-term tricking [39], visual category dis-
covery [40], face identification [41] and specific-class seg-
mentation learning [42], have demonstrated its effectiveness
especially its robustness when dealing with severally corrupted
data.
Meng and Zhao [43] provided some theoretical evidences to
illustrate the insights under self-paced learning. They proved
that the ASS algorithm to solve the SPL problem exactly
accords with the majorization minimization (MM) algorithm
implemented on a latent nonconvex SPL objective function.
Their work laid the theoretical foundation for SPL.
Comparing SPL with AdaBoost, we can see that there is
one thing in common between them, that is, training samples
with different losses are unequal and will be endowed with
different weights. The way of SPL and AdaBoost to assign
weights to samples is very different. For AdaBoost, samples
with large losses are paid more attention to and are given
larger weights. On the contrary, for SPL, samples with losses
larger than a certain constant are thought as outliers and their
weights are zero. On account of the fact that the reason
why AdaBoost is not robust is that AdaBoost assigns too
large weights to the samples with very large losses and those
samples are usually outliers, we expect that SPL can provide
a complementary assistance to restrict the sample weights of
AdaBoost and improve its robustness. A new robust boosting
algorithm named SPLBoost is proposed based on this new
idea. We will introduce the details of SPLBoost and then
present some theoretical results in the next section.
III. SPLBOOST
A. Algorithm
Given training data (x1, y1),. . . ,(xn, yn), where xi is a
vector-valued feature and yi ∈ {1,−1}. It is known that Ad-
aBoost algorithm builds an additive logistic regression model
for minimizing the expected risk based on the exponential
loss function ϕ (yf (x)) = exp (−yf (x)). In each iteration,
supposing that we have a current classifier F (x), AdaBoost
then seeks a new weak learner f(x) through the following
optimization problem:
{α, f} = argmin
α,f
n∑
i=1
e−yi(F (xi)+αf(xi)). (3)
Embeding (3) in a general SPL model, we can get a new
algorithm named SPLBoost, which seeks a new weak learner
f(x) and updates its weight α in the final strong learner in
every step:
{α, f,v} = argmin
α,f
n∑
i=1
vie
−yi(F (xi)+αf(xi)) + fˆ(vi, λ), (4)
where fˆ is a SP-regularizer and v = [v1, · · · , vn]T is the latent
weight variable induced from fˆ , and λ is the “age” parameter.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 5
It is easy to see that the objective (4) of SPLBoost in each
step is to minimize a weighted exponential loss together with
a self-paced regularizer. In AdaBoost, the exponential loss is
directly minimized and the outliers whose losses are usually
very large are easy to be paid more attention to. SPLBoost
overcomes this problem by assigns different weights v to the
exponential losses of training samples. Although different SP-
regularizer can induce different format of v , v will always be
zero when the loss is very large, which usually means that the
corresponding sample is very likely to be outlier. In this way,
SPLBoost can eliminate the negative influence of the outliers
in training data to a large extent and improve the robustness
of AdaBoost.
As in SPL, we shall solve (4) by alternative search strategy
(ASS), which is a popular iterative process. In order to
distinguish the iterative process of the ASS from the iterative
process of SPLBoost for updating classifier F (x), we call
the former inner iteration, and the latter outer iteration. In
every inner iteration, with fixed α and f , (4) is a optimization
problem about v with global optimum v∗ = [v∗1 , · · · , v∗n]T
whose form is different for different SP-regularizer and has
been presented in relevant papers [31], [32], [34]. Especially,
When the SP-regularizer is the negative l1-norm, or say, Hard
Weighting, we can plug the above exponential loss into the
formula (2) and then v∗ can be easily calculated by the
following formulation:
v∗i =
{
1, e−yi(F (xi)+αf(xi)) < λ,
0, otherwise.
(5)
With fixed v, (4) is a weighted exponential loss minimization
problem:
{α, f} = argmin
α,f
n∑
i=1
vie
−yi(F (xi)+αf(xi)). (6)
The above (6) is similar to the minimization problem (3), thus
we can solve it by using the similar idea of AdaBoost. Follow
the way in [17], for fixed α, we expand (6) to second order
about f(xi) = 0:
f = argmin
f
n∑
i=1
vie
−yi(F (xi)+αf(xi))
≈ argmin
f
n∑
i=1
vie
−yi(F (xi))(1− yiαf(xi) + α2f(xi)2/2).
(7)
Taking f(x) ∈ {−1, 1} into consideration, we have
f = argmin
f
n∑
i=1
vie
−yi(F (xi))(yi − αf(xi))2
= argmin
f
n∑
i=1
vie
−yi(F (xi))(yi − f(xi))2
= argmin
f
n∑
i=1
viwi(yi − f(xi))2,
(8)
where wi = e−yi(F (xi)) which is the same as the sample
weights defined in AdaBoost. We can find that solving the
above weighted least squares problem to obtain the weak
learner f(x) is equivalent to implement AdaBoost except
for the use of latent weight variable v. Thus, imitating the
approach in AdaBoost, one can train f(x) from the train-
ing data with sample weights viwi rather than wi. Given
f(x) ∈ {−1, 1}, we can directly optimize (6) to determine
α:
α = argmin
α
n∑
i=1
viwie
−yiαf(xi)
= argmin
α
∑
yi=f(xi)
viwie
−α +
∑
yi 6=f(xi)
viwie
α.
(9)
It is not hard to see the above objective is a convex function,
thus to get the optimal α, we can directly calculate its
derivative and set it to be zero:
−
∑
yi=f(xi)
viwie
−α +
∑
yi 6=f(xi)
viwie
α = 0. (10)
From (10), we have
α =
1
2
log
∑
yi=f(xi)
viwi∑
yi 6=f(xi) viwi
=
1
2
log
1−∑yi 6=f(xi) viwi∑
yi 6=f(xi) viwi
=
1
2
log
1− err
err
,
(11)
where err =
∑
yi 6=f(xi) viwi is the weighted misclassification
error of weak learner f(x). It is easy to see that the formula
of α in (11) is also consistent with AdaBoost except for the
latent weight variable v.
By alternative iteration, we can calculate the optimal v, α
and f for (4). Then we can get the update for F (x):
F (x)← F (x) + αf(x). (12)
In the next outer iteration, the latent weight variable v can be
initialized to the current v and wi is updated as follows:
wi ← wie−αyif(xi). (13)
Since −yif(xi) = 2× 1yi 6=f(xi) − 1, the update is equivalent
to
wi ← wiexp
(
log
1− err
err
1yi 6=f(xi)
)
. (14)
This update of w is clearly the same as that in AdaBoost.
The details of SPLBoost are summarized in Algorithm 1.
Next, we shall give some remarks about it.
Firstly, there are two layers of iteration in Algorithm 1:
the outer iteration is to update the classifier F (x), and the
inner iteration is to find the optimal latent weight variable v,
the weak learner f(x) and its weight α in the current outer
iteration. When a new inner iteration starts, the latent weight
variable v is initialized to the optimal value provide by the last
outer iteration and our experiments show that in this case, the
inner iteration is rapidly converge and there are no significant
difference between the case where the inner iteration runs only
one step and the case where the inner iteration keeps running
until converged. As such, we actually set the inner iteration as
one step to speedup the algorithm implementation.
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Algorithm 1 SPLBoost algorithm
Input: training samples {(x1, y1), · · · , (xn, yn)}, iteration
count T , parameter λ;
Initialization: wi = 1/n, vi = 1, i = 1, · · · , n;
for t=1 to T do
while not converge do
1. Fit the classifier ft(x) ∈ {−1, 1} using weights
viwi/(
∑
i viwi) on the training data;
2. Compute err =
∑
yi 6=f(xi) viwi/
∑
i viwi,
αt =
1
2 log
1−err
err ;
3. Compute v;
end while
4. Set wi ← wiexp
(
log 1−errerr 1yi 6=f(xi)
)
;
end for
Output: The strong classifier sign
∑T
t=1 αtft(x);
Secondly, for choosing the age parameter λ, it is easy to
see that when the losses of samples are larger than λ, the
latent weight variable of those samples could be zero, which
means that those samples would not be selected during training
process. Thus λ actually represents the “tolerance” of the
algorithm toward noises and outliers. The larger λ is, the more
“tolerant” the algorithm is to noises and outliers and the less
the samples which are considered to be outliers that would be
abandoned (vi = 0). Furthermore, when λ is large enough,
the SPBoost algorithm degenerates into AdaBoost. On the
contrary, the smaller λ is, the more “rigorous” the algorithm
is to large noises and outliers and more samples would be
abandoned. Apparently, the value of λ has a huge influence
on the performance of the algorithm and thus it is important
to select a appropriate λ. In practice, we usually select the
proper λ via cross validation.
Finally, since that the weak learner f(x) produced by
Algorithm 1 is restricted in {−1, 1}, the losses of the samples
can only be e−α or eα when we calculate v in the first
outer iteration step, where α is the weight of the first weak
learner. Considering that vi = 0 for the samples whose losses
are larger than λ, the samples that are misclassified by the
first weak learner could all not be selected for training in
the next outer iteration if λ falls between [e−α, eα], which
usually means that too many samples would be abandoned
due to the low accuracy of the weak learner. To avoid this
kind of unreasonable situation, one can adopt a warm start
produre, i.e., in the first few outer iteration steps let λ be a very
large number instead of the input value, and after obtaining
the corresponding weak learners, λ would be reset to be the
input value. As such, the first few weak learners are trained by
AdaBoost and as a result, the samples are determined whether
they should be selected or not based on a classifier that is not
so bad. According to our experience, it is reasonable that in
the first three outer iterations λ is set to be 106, and then the
satisfactory λ can be tuned in [1.0, 6.0] by cross validation.
Different from AdaBoost where the sample weight is wi =
e−yi(F (xi)), SPLBoost modifies the sample weight to be viwi
by introducing the latent weight variable v. We shall show
that this is the reason why SPLBoost is more robust. Fig.1(a)
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Fig. 1. (a) illustrates the sample weight of various boosting algorithms,
including AdaBoost, LogitBoost, SavageBoost, RBoost and SPLBoost with
λ = 2, 3, 4, 5, 6, where the SP-regularizer is Linear Soft Weighting. (b)
illustrates the sample weight of SPLBoost with various SP-regularizers,
including Hard Weighting, Linear Soft Weighting, Polynomial Soft Weighting
with t = 4 and t = 1.3, where λ is fixed as 3.
illustrates the sample weight of different boosting algorithms,
including AdaBoost, LogitBoost, SavageBoost, RBoost and
SPLBoost with λ = 2, 3, 4, 5, 6, where the SP-regularizer is
Linear Soft Weighting. It is easy to observe that AdaBoost
pays too much attention on the misclassified samples with very
large margins which are usually outliers. Thus, AdaBoost is
usually very sensitive to outliers. In LogitBoost the weights of
the misclassified samples with very large margins are smaller
than that in AdaBoost, but they are still larger than the weights
of any other samples, thus LogitBoost is still easily affected
by outliers. For two popular robust boosting algorithms with
non-convex loss functions, i.e., SavageBoost and RBoost, they
give small weights to the misclassified samples with very
large margins, thus they are usually insensitive to outliers.
For SPLBoost, if the margin of the misclassified samples is
larger than a certain constant which is determined by λ, the
weights of those samples could be zero. In that way, SPLBoost
can more thoroughly eliminate the influence of the always
misclassified samples, which are always the outliers. Fig.1(b)
illustrates the sample weight of SPLBoost with different SP-
regularizers, here λ is fixed as 3. One can see that different
SP-regularizers provide different distributions of the sample
weight which may be more suited to different training data.
Some distributions are spiculate and the others are gentle, but
they could all be zero when the margins of the misclassified
samples are large enough, which guarantees their robustness
to outliers.
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B. Theoretical Analysis
In this subsection we shall provide some theoretical analysis
of SPLBoost which could show a clear theoretical evidence
to clarify why SPLBoost is capable of performing robust
especially in outlier/heavy noise cases.
For convenience, we briefly write the exponential loss func-
tion e−yi(F (xi)+αf(xi)) as `i(α, f)/`i and e−y(F (x)+αf(x))
as `(α, f)/` in the following. According to the Theorem 1
in [43], it can be derived that, for latent weight variable
v∗(λ; l) conducted by an SP-regularizer and F˜λ(`) calculated
by F˜λ(`) =
∫ `
0
v∗(λ; l) dl, and given a fixed α∗ and f∗, it
holds that:
F˜λ(`(α, f)) ≤ Qλ(α, f | α∗, f∗), (15)
where
Qλ(α, f | α∗, f∗) =F˜λ(`(α∗, f∗))+
v∗(λ; `(α∗, f∗))(`(α, f)− `(α∗, f∗)).
(16)
With this, denote
Q
(i)
λ (α, f | α∗, f∗) =F˜λ(`i(α∗, f∗))+
v∗(λ; `i(α∗, f∗))(`i(α, f)− `i(α∗, f∗)),
(17)
and we can then easily get that
n∑
i=1
F˜λ(`i(α
∗, f∗)) ≤
n∑
i=1
Q
(i)
λ (α, f | α∗, f∗), (18)
which verifies that
∑n
i=1Q
(i)
λ (α, f | α∗, f∗) can be used
as a surrogate function of
∑n
i=1 F˜λ(`i(α
∗, f∗)) in the MM
algorithm. We can then ready to prove the following result.
Theorem 1. The SPLBoost algorithm is equivalent to the
MM algorithm on a minimization problem of the latent
SPLBoost objective
∑n
i=1 F˜λ(e
−yiF (xi)) with the latent loss
F˜λ(e
−yF (x)).
Proof. Assume that we have completed (t − 1) times outer
iteration and get the classifier Ft−1. Denote fkt and α
k
t as
the weak classifier and its weight learned from the kth inner
iteration in the tth outer iteration, then such two alternative
search steps in the next iteration can be explained as a standard
MM scheme. Precisely, there are two cases should be dealt
with.
Case 1. If the inner iteration have not converged after the kth
step, we denote the surrogate function
Q
(i)
λ (α, f | αkt , fkt ) =F˜λ(`t−1i (αkt , fkt )) + v∗(λ; `t−1i (αkt , fkt ))
× (`t−1i (α, f)− `t−1i (αkt , fkt )),
where `t−1i (α, f) = e
−yi(Ft−1(xi)+αf(xi)).
Majorization step: To obtain each Q(i)λ (α, f | αkt , fkt ), we only
need to calculate v∗(λ; `t−1i (α
k
t , f
k
t )) by solving the following
problem under the corresponding SP-regularizer fˆ(vi, λ):
v∗(λ; `t−1i (α
k
t , f
k
t )) = arg min
vi∈[0,1]
vi`
t−1
i (α
k
t , f
k
t ) + fˆ(vi, λ).
This exactly complies with updating v in Algorithm 1.
Minimization step: we need to calculate:
[αk+1t , f
k+1
t ]
= argmin
α,f
n∑
i=1
F˜λ(`
t−1
i (α
k
t , f
k
t )) + v
∗(λ; `t−1i (α
k
t , f
k
t ))
× (`t−1i (α, f)− `t−1i (αkt , fkt ))
= argmin
α,f
n∑
i=1
v∗(λ; `t−1i (α
k
t , f
k
t ))`
t−1
i (α, f)
which is exactly equivalent to update α and f in Algorithm
1.
Case 2. If the inner iteration have converged after the kth step
with the finally learned weak classifier ft and its weight αt ,
we denote Ft = Ft−1 + αtft and the surrogate function
Q
(i)
λ (α, f | αt, ft)
= F˜λ(`
t−1
i (αt, ft)) + v
∗(λ; `t−1i (αt, ft))(`
t−1
i (α, f)− `t−1i (αt, ft))
= F˜λ(`
t
i(α = 0, f)) + v
∗(λ; `ti(α = 0, f))(`
t
i(α, f)− `ti(α = 0, f))
where `ti(α, f) = e
−yi(Ft(xi)+αf(xi)),
Majorization step: To obtain each Q(i)λ (α, f | αt, ft) ,we only
need to calculate v∗(λ; `ti(α = 0, f)) = v
∗(λ; `t−1i (αt, ft)) by
solving the following problem under the corresponding SP-
regularizer fˆ(vi, λ) :
v∗(λ; `t−1i (αt, ft)) = arg min
vi∈[0,1]
vi`
t−1
i (αt, ft) + fˆ(vi, λ).
This exactly complies with updating v in Algorithm 1.
Minimization step: we need to calculate:
[α1t+1, f
1
t+1]
= argmin
α,f
n∑
i=1
F˜λ(`
t
i(α = 0, f)) + v
∗(λ; `ti(α = 0, f))
× (`ti(α, f)− `ti(α = 0, f))
= argmin
α,f
n∑
i=1
v∗(λ; `ti(α = 0, f))`
t
i(α, f)
= argmin
α,f
n∑
i=1
v∗(λ; `t−1i (αt, ft))`
t
i(α, f)
which is exactly equivalent to the steps of update α and f in
Algorithm 1.
With Theorem 1, various off-the-shelf theoretical results of
MM algorithm can then be used to explain the properties of
SPLBoost. Particularly, based on the well-known convergence
theory of MM algorithm, that is, the lower-bounded latent
SPLBoost objective is monotonically decreasing during the
iteration. Thus, a weak convergence result of SPLBoost can
be directly obtained.
A number of formulas of the latent loss F˜λ(`) =∫ `
0
v∗(λ; l) dl under various SP-regularizers have been calcu-
lated and presented in [34], [43], and we only need to plug
the exponential loss function ` = exp (−yF (x)) into those
formulas to get the latent SPLBoost losses under various SP-
regularizers. Fig. 2(a) illustrates some popular loss functions,
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including exponential loss, logistic loss, Savage loss, Savage2
loss, 0-1 loss and latent SPLBoost loss with λ = 2, 3, 4, 5, 6,
where the SP-regularizer is Linear Soft Weighting. It is
easy to see from Fig. 2(a) that, compared with the original
exponential loss function, the latent SPLBoost loss has an
evident suppressing effect on the large losses. When the loss
is larger than a certain threshold which is determined by the
“age” parameter λ, the latent SPLBoost loss F˜λ(e−yF (x))
becomes a constant thereafter, which rationally explains why
SPLBoost shows good robustness to the outliers and heavy
noises. The misclassified samples with very large margins will
have constant SPLBoost losses and thus have no effect on
the model training due to their zero gradients. Corresponding
to the original SPLBoost model, the latent weight variable
vi of those large-loss samples will be 0, and thus those
samples will have no influence on the training of the weak
learners. λ actually determines the “degree” of the suppressing
effect SPLBoost loss has on the large losses. The larger λ is,
the gentler the suppressing effect is, and vice versa. When
λ = ∞, the suppressing effect completely disappears and
the latent SPLBoost loss under Hard Weighting SP-regularizer
degenerates into exponential loss. Fig. 2(b) illustrates the latent
SPLBoost loss under various SP-regularizers, including Hard
Weighting, Linear Soft Weighting, Polynomial Soft Weighting
with t = 4 and t = 1.3, where λ is fixed as 3. We can see
that different SP-regularizers give different shapes of the latent
SPLBoost loss, but they will all becomes constant when the
loss is larger than a certain constant, which guarantees their
robustness to the outliers and heavy noises.
According to the above analysis, it is easy to see that
SPLBoost is actually a optimization problem with a non-
convex loss function. Different from many other robust boost-
ing algorithms which directly optimize the non-convex ob-
jective functions, SPLBoost decomposes the minimization of
the robust but difficult-to-solve non-convex problem into two
much easier optimization problems with respect to the latent
weight variable v and the weak learner f(x). In this sense,
SPLBoost avoids the difficulty of non-convex optimization and
simplifies the solving of such a problem.
IV. EXPERIMENTS
In this section, we will test the robustness of the proposed
SPLBoost algorithm through the thorough experiments in both
synthetic and UCI data set.
A. Synthetic Gaussian Data Set
It has been shown that the loss functions used by the
boosting algorithms have an important effect on the robustness
of the algorithms to the outliers and heavy noises. Moreover,
the reweighting strategy of a boosting algorithm directly comes
from the loss function it used and directly determines how
much attention the algorithm pays to the various samples.
Thus, a reasonable reweighting strategy is necessary to a
robust boosting algorithm and to weaken the interference of
the outliers to the training, a good reweighting strategy should
give the least possible weights to the outliers. In the synthetic
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Fig. 2. (a) illustrates various loss functions, including exponential loss,
logistic loss, Savage loss, Savage2 loss, 0-1 loss and latent SPLBoost loss
with λ = 2, 3, 4, 5, 6, where the SP-regularizer is Linear Soft Weighting. (b)
illustrates the latent SPLBoost loss under various SP-regularizers, including
Hard Weighting, Linear Soft Weighting, Polynomial Soft Weighting with
t = 4 and t = 1.3, where λ is fixed as 3.
data set, the underlying distribution of the samples and the in-
formation of the outliers added to those samples is known, thus
it is easy to determine the optimal Bayes decision boundary
for the classification problem and observe the rationality of the
distribution of the sample weights. To compare the different
reweighting strategies of different boosting algorithms, we
first evaluate the proposed SPLBoost algorithm, AdaBoost and
some other robust boosting algorithm, including LogitBoost,
SavageBoost, RBoost and RobustBoost, on a synthetic Gaus-
sian data set, and to directly visualize the experimental results,
the data set is two dimensions. The experimental settings and
results are as follows.
According to the 2-D Gaussian distributions
N
(
[2,−2],
[
2.5 1.5
1.5 5
])
and
N
(
[−2, 2],
[
2.3 −0.7
−0.7 2.3
])
,
we first generate 100 samples for both the negative and positive
classes, then randomly select 15% from both the two classes
and reverse their labels, and those samples selected can be
considered to be outliers. In this way we have obtained the
two-class training data with 15% outliers and then we can
train the classifiers using the aforementioned boosting algo-
rithms. For AdaBoost, SPLBoost and RobustBoost in which
the weak learner algorithms can be classification methods, the
classification tree C4.5 is selected to be the weak learner and in
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SPLBoost the Hard Weighting is used to be the SP-regularizer.
And for LogitBoost and RBoost in which the weak learner
algorithms are restricted to regression methods, the regression
tree CART is used to be the weak learner.
Fig. 3 illustrates the performance of all the competing
boosting algorithms. In all the sub-figures of Fig. 3, pluses
represent the positive training samples and cross marks rep-
resent the negative training samples. Blue squares represent
those training samples that are generated from the Gaussian
distribution of the negative class, but are labeled as positive
samples. They are actually the outliers added to the negative
class. In a similar way, red circles represent the outliers that
added to the positive class. Black circles represent the training
samples whose sample weights are 0 in SPLBoost, i.e., the
samples which are considered to be outliers and thus have no
effects on the weak learner training in SPLBoost algorithm.
To visually observe the distribution of the sample weights of
the various boosting algorithms, the sizes of the pluses, cross
marks, blue squares and red circles are in proportion to the
sample weights of the corresponding training samples. Since
that the sample weights of the training samples marked by
black circles are 0, the sizes of those black circles are all the
same and have no relationship with their weights. As such,
one can easily observe the training samples that the boosting
algorithms focus on and the samples with 0 sample weights
in SPLBoost.
Basically, several observation can be made from Fig. 3.
Firstly, in Fig. 3(b), most of the points with large sizes are
surrounded by red circles or blue squares, which means that
most of the training samples with large sample weights are
outliers. This reveals that AdaBoost is so sensitive to the
outliers. Actually, the exponential loss used by AdaBoost
makes it to pay too much attention to the misclassified samples
with large margins and those samples are usually outliers.
Secondly, it can be seen from Fig. 3(c) that the weights of most
of the outliers are still larger than that of the correct training
samples, though LogitBoost gives gentler weight on such
outliers than AdaBoost. This is a common drawback of convex
loss functions, as stated by [24]. Thirdly, Fig. 3(d), Fig. 3(e)
and Fig. 3(f) show the performances of SavageBoost, RBoost
and RobustBoost respectively, which are more satisfactory
than that of AdaBoost and LogitBoost because of their use
of non-convex loss functions. In addition, compared with
SaveBoost, RBoost makes the sizes of such same outliers are
smaller due to the designing of numerical stably solver. It
still assigns some relatively large weights to more number of
points, however, which can certainly affect its performance
in practice. As for RobustBoost, the weights of the outliers
that near to Bayes decision boundary are still larger than that
of other points, which means that RobustBoost is somehow
affected by outliers. Fourthly, based on Fig. 3(g-i), one can
see that different λ gives different performance in SPLBoost.
Specifically, Compared with Fig. 3(h), in Fig. 3(g) where λ is
smaller, the algorithm is more ”rigorous” to the outliers and
more samples are considered to be outliers. On the contrary,
in Fig. 3(i) where λ is larger, the algorithm is more ”tolerant”
and fewer samples are considered to be outliers. In addition, it
is not to see SPLBoost performs much better other competing
(a) original data
test error: 0.1225
(b) AdaBoost
test error: 0.0973
(c) LogitBoost
test error: 0.0723
(d) SavageBoost
test error: 0.0702
(e) RBoost
test error: 0.0782
(f) RobustBoost
test error: 0.0547
(g) SPLBoost with λ = 1.5
test error: 0.0505
(h) SPLBoost with λ = 2.0
test error: 0.0563
(i) SPLBoost with λ = 2.5
123
123
positive samples
negative samples
negative samples(outlier)
positive samples(outlier)
samples with 0 weights in SPLBoost
Bayes decision boundary
(j)
Fig. 3. The optimal Bayes decision boundary and the sample weights of
AdaBoost, LogitBoost, SavageBoost, RBoost, RobustBoost and SPLBoost
with λ = 1.5, 2.0, 2.5, where the SP-regularizer in SPLBoost is Hard
Weighting.
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TABLE I
STATISTICAL INFORMATION OF THE UCI DATA SETS
Data Set Sample Number Feature Number Percentage of
Majority Class
adult 48842 14 75.9
bank 45211 17 88.5
blood 748 4 76.2
connect-4 67557 42 75.4
magic 19020 10 64.8
miniboone 130064 50 71.9
ozone 2536 72 97.1
pima 768 8 65.1
parkinsons 195 22 75.4
pb-T-OR-D 102 4 86.3
ringnorm 7400 20 50.5
spambase 4601 57 60.6
titanic 2201 3 67.7
oocMerl4D 1022 41 68.7
st-german-credit 1000 24 70.0
twonorm 7400 20 50.0
vc-2classes 310 6 67.7
methods.
To sum up, compared with other boosting algorithms, SPL-
Boost gives more reasonable sample weight distribution and
as a result can weaken the influences of the outliers in a larger
extent.
B. UCI Data Set
In this subsection, we shall demonstrate the experiment
results in seventeen UCI data sets. And Table I lists their
detailed statistical information.
Our experiment settings are as follows. For every data set,
we randomly select 70% samples as the training data and
the rest to be the test data. To evaluate the robustness of
those compared boosting algorithms, we randomly select a
certain proportion of the training data points and flip their
labels. The noise levels are set to be 0%, 5%, 10%, 20%,
30%, respectively. The maximum iteration step is set to be
200, and a five fold cross validation procedure is used to
determine the appropriate number of iteration steps of those
boosting algorithms and some other parameters. As in the last
experiment in synthetic Gaussian data set, the weak learner
of AdaBoost, SPLBoost and RobustBoost is chosen as C4.5,
while for LogitBoost and RBoost, the regression tree CART is
used as the weak learner. To illustrate the robust performance
of SPLBoost with different SP-regularizers, we implement
SPLBoost with four popular SP-regularizers namely Hard
Weighting, linear Soft Weighting, Polynomial Soft Weighting
with t = 1.3 and t = 4.0, which are denoted as hard, linear,
lowerconvex and upperconvex, respectively. This procedure is
repeated for 50 times and an average of the testing error rates
that change with different noise levels for the various boosting
algorithms are plotted in Fig.4.
It can be seen from Fig.4 that once there are outliers in
training data, the performance of AdaBoost can be heavily
depraved and is not comparable with LogitBoost, Savage-
Boost, RBoost, RobustBoost and SPLBoost, which confirms
that AdaBoost is very sensitive to the noisy data. We can
also see that for most of the data sets, SPLBoost gives
lower test errors than other boosting algorithms, which reveals
that SPLBoost has best robustness among all the compared
methods. Additionally, it is not hard to see that there are
no significantly difference between the performance of the
SPLBoost using four different SP-regularizers.
To better demonstrate the performance of those compared
algorithms, we can rank their performance from 1 (the al-
gorithm with the lowest mean testing error rate) to 9 (the
algorithm with the highest mean testing error rate) in those
total 85 cases (17 UCI data sets and 5 noise levels). Then we
calculates the ratio of the data sets for each boosting algorithm
among the top-n ranked ones and the results are summarized in
Fig. 5. It can be easily seen that in most cases, the performance
of SPLBoost is much better than other competing boosting
algorithms, which clearly confirms that SPLBoost has better
resistance to large noise and outliers.
V. CONCLUSION
Boosting can be interpreted as a gradient descent technique
to minimize an underlying loss function, and the loss func-
tion determines the robustness of the algorithm. Convex loss
functions such as the exponential loss used by AdaBoost and
the logistic loss used by LogitBoost have been proven to
be sensitive to the outliers. Non-convex loss functions such
as Savage loss used by SavageBoost and Savage2 loss used
by RBoost have illustrated superior robustness over popular
convex losses, however, solving the non-convex optimization
problem derived from non-convex losses is not an easy task.
In this paper, instead of designing new loss function, we
combine the classical Discrete AdaBoost algorithm with self-
paced learning regime, that is, a robust algorithm framework
which has been attracting troumendous attention in machine
learning and computer vision. Thus, we come up with a
new robust boosting algorithm named SPLBoost. Experiments
shows that SPLBoost could have a superior performance over
other popular ones once outliers exist in training data.
However, there are still some interesting works need to
be done in the future. On one hand, it is not hard to see
that the SPLBoost can be treated as a general framework
to improve the robustness of various boosting algorithms
besides AdaBoost. As such, one can try some other popular
boosting algorithms such as LogitBoost, L2Boost to get better
performance. On the other hand, although we have proven
the equivalence between the SPLBoost and a MM algorithm
implemented on a latent non-convex objective function, the
detailed theoretical properties of SPLBoost, including consis-
tency, convergence rate, and error bound, are needed to be
further investigated.
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Fig. 4. The testing error rates changing with different noise levels for the various boosting algorithms on seventeen UCI data sets.
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