Abstract A 2-degree global warming is likely to affect the production, deposition, and transport of air pollutants, leading to impacts on air quality and health. In the present study we use an ensemble of four regional chemistry-transport models, driven by meteorological data from different climate models, to assess such changes and their uncertainties for PM2.5 and SOMO35. Changes and uncertainties are compared to the inter-model variability. We find that the impact of regional climate change on PM2.5, averaged over the model ensemble, ranges from −0.5 μg.m −3 to +1.3 μg.m −3 over Europe. It mainly results from changes in natural and biogenic emissions, such as desert dust, sea salt and biogenic VOCs. Statistically significant decreases in PM2.5 are found over southwestern Russia and Ukraine as well as an increase over Southern Spain. Modeled changes in summer ozone levels range from −1.7 to 1.6 ppbv. We find a smaller ensemble-mean evolution of SOMO35 as compared to inter-model variability. We also investigate the uncertainty due to inter-decadal variability and find that 10-year periods may not be sufficient to allow the detection of statistically significant change signals.
Introduction
Air pollution is a serious health concern in many parts of the world. Several studies have shown that life expectancy is reduced even in moderately polluted areas, by fine particles (PM10, PM2.5) and ozone (O 3 ), the two air pollutants of most concern for public health (WHO 2013a) . According to the latest IPCC (Intergovernmental Panel on Climate Change) report (IPCC 2013) , changes in climate are expected over the 21st century. Climate change and air quality are closely intertwined (Jacob and Winner 2009) . The impact of climate change and/ or emission changes on air quality has been extensively studied during the last decade at a regional scale (e.g. Langner et al. 2005; Szopa et al. 2006; Giorgi and Meleux 2007; Carvalho et al. 2010; Katragkou et al. 2011; Huszar et al. 2011; Langner et al. 2012a Langner et al. , 2012b Colette et al. 2013; Lacressonnière et al. 2014) .
Although many global models now couple online chemistry and climate, the impacts of climate change on regional air quality are usually calculated using sequential steps: global climate projections, regional climate downscaling and air quality modeling using a chemistrytransport model (CTM). Uncertainties arise from all steps in this estimation. Uncertainties in future climate projections of climate change have been largely investigated from ensembles simulations (Giorgi and Francisco 2000; Kotlarski et al. 2014; Jacob et al. 2014) . Even driven by re-analyses at boundaries, regional climate models (RCMs) can have large biases (Yang et al. 2012; Vautard et al. 2013) . Uncertainty in CTM results also occurs because different models yield different responses to the same forcings as a result of differences in their representations of chemical and physical processes. For a long time, the uncertainty of CTM simulations has been evaluated through ensemble methods (see e.g. Solazzo et al. 2012a Solazzo et al. , 2012b . Only a few studies evaluate the uncertainty of future air quality projections (Fiore et al. 2009; Stevenson et al. 2006; Langner et al. 2012b ).
Here we evaluate the uncertainty of air quality projections over Europe under a global warming of 2°C above pre-industrial climate. This is motivated by the commitment of countries to keep climate warming below a temperature above which unmanageable climate change could occur. We set-up a multi-model approach, using four state-of-the-art off-line CTMs, driven by independent RCMs and global climate models (GCMs), to predict regional climate change effects. Since the CTMs involved in this study have been developed independently and use different RCMs as input, it is assumed that this range of responses bears some representativeness of the uncertainty. It is beyond the purpose of the study to evaluate the specific source of the uncertainty in the model formulation. Instead, we wish to assess the robustness/uncertainty of model predictions, by comparing the inter-model spread to the climate change signals. It should be mentioned that no explicit evaluation of model dependency is made within this study. We focus on PM2.5 annual averages and SOMO35, two indicators commonly used in health impact studies (WHO 2013b) . We compare long term simulations of 30 years, one that covers the present period and one that covers future periods centered on 2°C global warming. In order to isolate the climate penalty/benefit, the same anthropogenic emissions and boundary conditions of 2050 are used in both simulations. We then use the 30-year periods as a benchmark to assess, for the first time, the effect of inter-decadal variability on uncertainty.
Section 2 describes the emission scenarios chosen for reactive gases and other pollutants and the modeling systems, as well as the methodology. The modeling results are provided in Section 3. The impacts of regional climate change on PM2.5 and SOMO35 levels are discussed in Section 3.1. The inter-model variability is presented in Section 3.2. Finally, in section 3.3, the comparisons between decadal and climate variability are presented. Conclusions are given in Section 4.
Methodology
The model chain used in this study is described in the companion paper of Watson et al. (2015) and also reminded in Table A (Online Resource) . Our approach is to couple regional scale CTMs to regional scale climate models to estimate the impacts of changes in meteorology on regional air pollution. The low-resolution (50 km) regional climate simulations of the EURO-CORDEX project Jacob et al. 2014) , are used to downscale GCMs. Except for MOCAGE, which uses climate projections directly from a global run of ARPEGEClimate. Chemical boundary conditions for the regional CTMs are provided by global scale chemistry-transport or climate chemistry models. CHIMERE, EMEP and MATCH use the same boundary conditions for all years corresponding to global chemistry climatologies with a monthly variation corresponding to the climate period considered (Szopa et al. 2012) . MOCAGE uses variable boundary concentrations with interannual variations from the MOCAGE global version, which are nested into the domain of study.
Regional chemistry transport models and simulations
Four state of the art CTMs, i.e. CHIMERE (Bessagnet et al. 2004; Menut et al. 2013) , EMEP (Simpson et al. 2012) , MATCH (Robertson et al. 1999; Andersson et al. 2007 ) and MOCAGE (Peuch et al. 1999; Josse et al. 2004) , are used to simulate regional air quality. These models have been extensively evaluated in many intercomparison studies (see eg. Vautard et al. 2007; van Loon et al. 2007; Solazzo et al. 2012a Solazzo et al. , 2012b Kukkonen et al. 2012) and are briefly described in Watson et al. (2015) .
All groups provided surface concentrations of gas and aerosols pollutants over a European domain, with a harmonized horizontal resolution of approximately 50 km × 50 km over the EURO-CORDEX grid. The choice of the spatial resolution is the result of a compromise between having the best possible accuracy for air quality simulations and reasonable computational time considering the long term periods simulated. Moreover it should be noted that emission inventories for various scenarios where provided at this 50 km × 50 km spatial scale for the continental domain. EMEP provided hourly data at 3 m height, and monthly data for the 1st layer (90 m thick), while MATCH provided 3 m data for both hourly and monthly data. The CHIMERE and MOCAGE models provided the data at their first levels: 20 m and 40 m respectively.
The RCP4.5 climate scenario is used for periods simulating a change of 2°C specific to each model . European air pollutant emission scenarios were taken from the FP7 ECLIPSE EU project (http://eclipse.nilu.no/), and notably the Current Legislation Emissions (CLE) scenario, based on the assumption that all currently planned legislation will be implemented (see details in Online Resource, Table B ). In Table C (Online Resource), we summarize the natural emissions that are considered in the four CTMs and clarify whether or not they depend upon meteorology in the models. Biogenic emissions of isoprene are affected by climate change in the CHIMERE, EMEP and MATCH models.
For the IMPACT2C project, a set of regional air quality simulations was carried out to study air quality under the current climate and for future projections. For climate purposes, the models have been specifically evaluated in the framework of the IMPACT2C project Watson et al. 2015) . It has been shown that they have good skills to reproduce surface ozone and PM2.5 annual means as well as the seasonality of these pollutants. Also, these studies show that using regional climate projections instead of meteorological analysis was not reducing significantly model skills.
Here we evaluate the impacts of regional climate change under future emissions on air pollution and the uncertainties of these projections. We focus on two scenarios: & The BS1^scenario was run for 30-year periods for the +2°C warming periods of the RCP4.5 scenario, using future 2050 emissions of ECLIPSE and future boundary conditions centered on 2050. The future +2°C period simulated is different for each CTM (see Vautard et al. 2014 
Method
We focus on PM2.5 annual averages and SOMO35, two indicators commonly used in health impact studies (WHO 2013b) . In order to assess the uncertainty in air quality projections under climate change, we form a small ensemble. For the analysis of the SOMO35 index, all four CTMs are used in the ensemble. On the contrary, only the CHIMERE, EMEP and MATCH results are used for the analysis of annual PM2.5. We choose not to include MOCAGE, because of the lack of secondary inorganic and organic aerosols.
To quantify the inter-model uncertainty, we use different metrics, notably the average between model responses, i.e. Bensemble mean^and the spread (max-min) in the ensemble:
where n is the number of the members in the ensemble, S1 and S2 are 30 year-average simulations.
Alternatively, we have also tested the use of an Ensemble median, instead of the mean, and found very similar results.
The ratio between the ensemble mean of climate change signal and the spread in the ensemble is calculated and its value above 1 is set as a criterion for confidence in the climate impact ensemble simulation. Due to a too small number of ensemble members, we do not use Gaussian statistics to calculate confidence intervals. A second criterion is the agreement in the sign of the changes among the models. We consider that the climate change signal is robust when all three models (producing complete PM simulations) agree on the sign of PM2.5 and that at least three of the four models (of the SOMO35 simulations) agree on the sign of SOMO35.
Finally, we use the 30-year period of the scenarios to evaluate the inter-annual variability and compare the decadal and climate period signals. For both species, we choose to focus on decades, such as the periods of 1970s (1971-1980), 1980s (1981-1990) and 1990s (1991-2000) for S2. For the S1, the 2 degree warming period is considered for each CTM (Table D) . For each model, we form an ensemble of all combinations of considered decades: 6 members for CHIMERE, EMEP and MOCAGE; and 9 members for MATCH.
Results
We analyze the differences between the S1 and S2 scenario (Δ(species)), to refer to climate change impacts. All meteorological variables and pollutant concentrations have been averaged over the 30-year periods of each simulation, except in Section 3.3 where the inter-decadal variability is discussed. In order to highlight the differences over continental Europe, we exclude sea surface grid cells and North Africa from the analysis.
3.1 Projections of annual PM2.5 and SOMO35 under regional climate change PM2.5 concentrations simulated in S2 (Fig. 1 ) exhibit maximal annual values over main air pollution hotspots of central Europe and along the southern boundary of the domain, which is due to desert dust. Comparisons between the S1 and S2 scenarios show particulate matter levels changes due to climate change. A common increase of PM2.5 is simulated over south Western Europe (essentially over the Iberian Peninsula), while a decrease is found over some parts of eastern and central Europe depending on the models. These changes are weak, ranging from −1.6 to 1.4 μg.m . Over some parts of Europe, the three models agree on the climate change signal (Fig. 2, black bullets) ,as for the PM2.5 increase over Spain, south of France and Northern Italy, and the decrease over Eastern Europe. However, the amplitudes of the changes vary among the models as shown by the ensemble spread (max-min). The 75th percentiles of the ensemble spread (with respect to all grid cells) reach 0.64 μg.m . The largest spread is simulated over the south of the domain (Italy, Greece, Turkey), up to 2.5 μg.m , mainly due to the dust inflow intermodal variability from the south. The fact that the desert dust in MATCH is only input on the model boundary of the domain (i.e., there are no emissions of desert dust within the regional domain) explains most of the spread between the models. Confidence (as defined above) in the signal is obtained for the decrease of PM2.5 over southwest Russia and for the increase of PM2.5 over the south of Spain. For other regions, the inter-model spread is too large to make a clear statement.
SOMO35 is an indicator for ozone pollution and is defined as ∑
Þ ,where Ci is the daily maximum based on 8 h running means (in ppbv). SOMO35 as simulated for S2 varies greatly between the models, but highest levels over Turkey are robustly found (Fig. 3) . SOMO35 increases over most of Europe in MOCAGE, EMEP and CHIMERE in S1 with respect to S2, but decreases over continental Europe in MATCH. The ensemble mean of SOMO35 ranges from −171 to 401 ppbv.day. A robust increase (Fig. 2, black bullets) is found over most of central and southern Europe (southern Spain, southern France) in S1. Above all, Fig. 2 highlights that SOMO35 changes cannot be established with confidence over large parts of Europe. In the following sections, we will analyze the differences in parameters that play a direct role in atmospheric chemistry, such as temperature, humidity, as well as the indirect effects on emissions of ozone precursors (biogenic emissions of isoprene).
Inter-model variability
This section aims at linking the induced changes in pollutant concentrations to the changes in meteorological parameters. A closer look at the individual aerosol compounds of PM2.5 is also provided in this section.
Concerning the primary components of PM2.5, the largest differences between S1 and S2 are due to aerosol compounds such as dust and sea salt largely dependent on meteorological fields (Online Resource, Fig.A) , followed by the OC and BC levels (not shown). Over southern Europe (Spain, southern France and Italy), PM2.5 increases simulated in CHIMERE and EMEP are linked to the increases in dust concentrations. For CHIMERE, higher dust emissions are indeed modeled in S1 than in S2 over Spain, Italy, southern France and northwestern Africa. These changes are associated with lower precipitation and humidity . However, the amplitude of the climate change varies between the models and the spread is up to 7.2 μg.m ) are simulated in CHIMERE, while increases of sea salt concentrations are stronger in EMEP and MATCH in S1 and even reach central Europe. According to the pattern of the zonal wind components (Online Resource, Fig.C ), westerlies become stronger over the northern North Atlantic and the North Sea in the future scenario, and support the transport of sea salt aerosol to Europe. The differences between the models are mainly due to the zonal and meridional winds, stronger winds simulated by RCA4 induce higher suspension of sea salt over the North Atlantic Ocean for the MATCH model.
As the anthropogenic emissions of precursors are unchanged between the two scenarios, the changes of secondary inorganic aerosols (SIA: sulphate, nitrate and ammonium) are relatively low (Online Resource, Fig.D) , with a decrease over Europe in S1, located over the most polluted areas of eastern Europe. Highest decrease of nitrate is simulated in CHIMERE, together with higher precipitation, but also associated to temperature and wind speed patterns. A large increase of SOA is simulated in S1 over southern Europe in EMEP (Online Resource, Fig.E ). This northsouth gradient follows the one simulated for isoprene emissions. In a warmer climate, SOA may For SOMO35, we first analyze the seasonal changes of ozone levels between S1 and S2. An increase in summer ozone (Online Resource, Fig.F) , from 0.3 ppbv (EMEP) and 0.4 ppbv (CHIMERE) to 0.9 ppbv (MOCAGE), is simulated in average over continental Europe, while MATCH simulates a small decrease of about −0.1 ppbv. The impact on SOMO35 is modulated by the average concentrations which are higher for EMEP. Over some parts of Europe (Spain, central Europe, Eastern Europe), all four models agree on the increase in ozone and confirm results from the literature . The spatial changes in summer ozone and temperature are largely correlated in the EMEP (R = 0.6) and MOCAGE (R = 0.8) models. In all regional climate models, Δ(T) is mostly positive with the exception of the north-eastern corner of the domain (Online Resource, Fig.G) . This north-south gradient of temperature change simulated by the NorESM model is also present in the ΔO 3 summer averaged field. For MOCAGE, the strongest summer ozone increase over Eastern Europe corresponds to the most pronounced temperature increase there. Following Jacob and Winner (2009) and references therein, the positive ozone to temperature correlation is a ubiquitous feature for summertime excess ozone caused by a variety of factors (including a positive effect of stagnating summertime high pressure conditions both on ozone and heat build-up, and an increase in isoprene and terpene emissions, and in reaction rates, with temperature).
During winter, weaker ozone changes are simulated in general, and due to lower absolute concentrations, they have only little impact on SOMO35. According to Fig.F (Online Resource), the signal of the changes in ozone greatly differs among the models. O 3 is controlled by processes other than photochemistry (such as transport, deposition, titration with emitted NO x ), therefore, O 3 is sensitive to physical and dynamical characteristics, depending again on regional climate change scenarios. The decrease of ozone concentrations over northern Europe in MOCAGE, is simulated where the NO x levels increase (not shown), which is related to the titration by NO. In CHIMERE, the increase in ozone, over this BVOC limited Barea (Beekmann and Vautard 2009 ), can be explained by higher dispersion, as the wind speed and PBL height increase, which induces a decrease of NO x concentrations (not shown).
To conclude, regional climate change mainly affects the compounds of PM2.5 due to changes in dust, sea salt and SOA in all CTMs, which are not directly linked to anthropogenic emissions. Competing effects of the meteorological processes on primary and secondary compounds of PM2.5, explain the large spread and variability between the CTMs. The results highlight that the changes in precipitation and relative humidity, as well as the changes in wind speed and direction have an influence on primary compounds. A common increase of PM2.5, simulated over south-western Europe (Spain, southern France) in the three CTMs, is mainly due to the increase in dust levels. On the contrary, the decrease in PM2.5 over southwestern Russia can be explained by that of SIA. Finally, an increase in sea salt is simulated over northwestern Europe but is not present in the average change of PM2.5 due to a compensation among the compounds.
The regional climate change leads to increasing SOMO35 levels in three of the CTMs. The increase in temperature simulated by all the RCMs appears as a predominant parameter in the enhanced levels of ozone in summer. The processes involved in the winter changes of ozone are titration, deposition and transport. Changes especially in summertime ozone are modulated by background concentrations to affect changes in SOMO35.
Decadal versus climatological time scales
In this section, we investigate if the projected impacts of climate change are affected by the use of decadal periods instead of longer (30-year) periods. This allows understanding whether long-term climate variability is an important source of uncertainty as compared to inter-model spread. Fig.H (Online Resource) represents the impacts of regional climate change on PM2.5 concentrations for decadal periods in CHIMERE. According to the spatial patterns, due to decadal variability, the significant trend of the decrease in PM2.5 differs over central Europe, notably when the period 1981-1990 of S2 is considered instead of 1971-1980. It is also shown that the use of the 2031-2040 and 2041-2050 periods of S1 has comparable effects on the PM2.5 levels. The variability induced by decadal periods is stronger for SOMO35 (Online Resource, Fig.I ). This indicator both decreases and increases over continental Europe depending on the period considered. The impacts of climate change differ if the decade of 2040s is used instead of decade 2030s and on the average give opposite signals.
Histograms that illustrate the number of grid points affected by a given interval of Δ(PM2.5) and Δ(SOMO35) are provided in Fig.J and Fig.K respectively (Online Resource). We consider the grid points that are displayed in the previous maps. First, for PM2.5, the distributions of decadal (in green and red) and 30-year periods (in black) are similar in the different CTMs. In the case of CHIMERE, the maximum of the distributions are centered in the range of 0 to −0.5 μg.m . The distributions are almost identical in MATCH; this can be explained by the lack of dust emissions processes over the domain sensitive to flow patterns and thus the lack of inter-decadal variability of dust concentrations. As discussed previously, climate change mainly affects the Bdynamical^compounds of PM2.5, i.e. the components driven for example by wind module intensity. For this reason, the differences between the distributions may be mostly due to dust and sea salt levels as well as SOA levels, which are directly affected by the variability of the climate. Finally, figures show a higher variability between the CTMs (as discussed in section 3.2) than for different periods simulated by an individual model. This means that the simulated effects of climate change for PM2.5 is more uncertain with respect to model uncertainty than with respect to the chosen simulation period.
In case of SOMO35, the spread of the distributions is very large, especially for EMEP and MOCAGE. This intra-model spread due to the choice of simulated decades is as large as the inter-model spread.
We now evaluate the impact of decadal variability on the estimation of climate change for each grid point of the domain. For each model and for PM2.5, we calculate the mean climate change for the ensemble of decade periods (6 members for CHIMERE and EMEP; 9 members for MATCH); and compare it to the spread between pairs of decadal simulations (Fig. 4) . When the signal of climate change is significant (mean values above 0.5 μg.m ), all decadal periods agree on the sign of the changes (Fig. 4, b) , such as over Spain in CHIMERE and EMEP. However, over the same areas, the spread show how the amplitude of the changes can highly vary among the decades. For particular locations, the ensemble spread reaches 2.6 μg.m In Fig. 4 (d) we show that where the climate change is significant (above ±0.5 μg.m −3
, black bullets), it is in most cases stronger than the spread. In case of EMEP and CHIMERE, for example, the decadal periods all reproduce the increase of PM2.5 over Spain.
The same analysis has been conducted for SOMO35 (Fig. 5) . The ensemble of decadal (Fig. 5, b) simulations agrees on the climate change signal over most of Europe in MOCAGE and MATCH, and over eastern Europe only (where the climate change is significant) in EMEP. Finally, for CHIMERE, the ensemble agrees on the projection of future SOMO35 over a few grid cells only, spread all over the domain. The ensemble spread reaches 400 ppbv.day in CHIMERE, 1141 ppbv.day in MOCAGE, 866 ppbv.day in EMEP and 277 ppbv.day in MATCH. The climate change signal is higher than the uncertainty in areas where it is significant (Fig. 5,d) . Depending on the model this appears for about 5 to 50 % of the grid cells.
The use of 10-year periods instead of 30-year has smaller effects on PM2.5 projections than for ozone and SOMO35. For PM2.5, inter-decadal variability is small over the southern and eastern Europe, where significant trends are observed in all three models. In contrast, stronger decadal variability appears over central Europe. Our results confirm the importance of studying sufficiently long time periods to extract robust signals of climate change on surface ozone concentrations (see Langner et al. (2015) ), and those 10-year periods may not be sufficient for the calculation of the impacts of climate change for a 2°C warming. However, decadal variability is small compared to the 30-year signal over the area where the regional climate change trend is significant. Finally, our results highlight that the uncertainty associated with decadal variability is lower than the inter-model variability.
Conclusions
In this article, we evaluated the uncertainty of air quality projections with respect to regional climate change, assuming a 2°C global warming relative to preindustrial times under the RCP4.5 scenario. We used an ensemble of four regional CTMs to analyze SOMO35 projections and of three models for annual PM2.5 projections. We used the RCP4.5 emission scenario, leading to a different two-degree period for each model, and compared air pollutants in two long-term periods of 30 years (current climate and future climate), under the same future emissions scenario, in order to evaluate the effect of climate change in realistic future air pollutant emission scenarios.
Our evaluation shows that the simulated effects of regional climate change are generally small and vary greatly across the models, both in terms of amplitude and spatial pattern. The model uncertainty has been evaluated separately for each indicator and compared to climate change signals.
The levels of PM2.5 are only slightly affected by regional climate change: ensemble averages range from −0.5 μg.m −3 to 1.3 μg.m −3 over Europe. Beyond the model uncertainty, climate penalty or benefit have been made evident: an increase of PM2.5 levels is robustly predicted over Spain where all three models agree on the sign of the changes. Changes are driven by changes in dust emissions. A decrease of PM2.5 over southwestern Russia and the Ukraine, linked to SIA compounds is found. Over these two areas, the model spread is smaller than the climate change signal. Over the other parts of Europe, the projected changes of PM2.5 are not robust. We conclude that the impact of regional climate change on PM mainly stems from changing natural emissions, such as desert dust, sea salt and biogenic VOCs. The largest changes in PM2.5 are indeed attributed to these natural or biogenic compounds, which cannot easily be controlled by policy measures. The induced changes of SOMO35 and ozone can be large, depending on the season, area and model considered. A large variability among the models is simulated for SOMO35: three of the models simulate an average increase of this indicator over Europe while one model predicts a decrease. In summer, the increase of ozone levels is simulated by three of the models when averaged over Europe and the ensemble mean change ranges from −1.7 to 1.6 ppbv. The increase in summer ozone is correlated to increased temperature, and also linked to elevated isoprene emissions. Projected changes of winter ozone are weaker and processes other than photochemistry are responsible for the changes in ozone, such as dispersion and titration by NO. For SOMO35, the variability between the models is higher than the ensemble climate change signal, because the meteorological parameters and processes that lead to O 3 differences differ between the models. For this reason, we cannot draw a clear conclusion about changes of SOMO35 in the future climate.
A possible model inter dependency could affect the ability of the ensemble to properly represent uncertainties (Galmarini et al. 2013; Pennell and Reichler 2011) . In our case however, the spread of the models already dominates the signal for ozone and then the conclusions would not be changed with a Bperfect^ensemble. In the case of aerosols, this could be a limitation of the present analysis, but it is believed that the considerable differences in model formulation and meteorological fields allow displaying a variability that is a good sample of the Btrue^model uncertainties.
The long term period chosen for our simulations allows for the evaluation of the use of decadal periods instead of 30-year periods on projections of future annual PM2.5 and SOMO35. Our results show that, for PM2.5, the use of decadal periods instead of 30-year climate periods leads to an additional uncertainty that is smaller than the inter-model variability. However, for ozone, the use of decades can lead to major changes. We therefore highlight that 10-year periods may not be sufficient to detect robust signals and the importance of considering longer time periods when discussing future changes in ozone for a 2°C warming. However, for both indicators, we find that when the regional climate change signal is significant, the decadal variability is smaller than the climate signal.
A further step of this work will be to form an ensemble with one CTM, using different meteorological forcings, to quantitatively assess the uncertainty due to the regional climate change scenarios. A limiting factor of this strategy is the computational resources that will drive the number of ensemble members and the time period of ensemble simulations. Another question is whether stronger and more robust signals would occur with a larger warming such as 3°C or 4°C. This can only be determined with new sets of simulations, using RCP8.5, as some GCM simulations of RCP4.5 do not reach the 3°C warming before the end of the century.
