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Abstract The p-regularized subproblem (p-RS) is a regularisation technique
in computing a Newton-like step for unconstrained optimization, which glob-
ally minimizes a local quadratic approximation of the objective function while
incorporating with a weighted regularisation term σ
p
‖x‖p. The global solution
of the p-regularized subproblem for p = 3, also known as the cubic regulariza-
tion, has been characterized in literature. In this paper, we resolve both the
global and the local non-global minimizers of (p-RS) for p > 2 with necessary
and sufficient optimality conditions. Moreover, we prove a parallel result of
Mart´ınez [13] that the (p-RS) for p > 2, analogous to the trust region sub-
problem, can have at most one local non-global minimizer. When the (p-RS)
is subject to a fixed number m additional linear inequality constraints, we
show that the uniqueness of the local solution of the (p-RS) (if exists at all),
especially for p = 4, can be applied to solve such an extension in polynomial
time.
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1 Introduction
For an unconstrained optimization problem to minimize f over Rn, Newton’s
method has an attractive local convergence property near a second order crit-
ical point. Ensuring the global convergence for Newton’s method with an an-
alyzable computational complexity, however, requires modifications to guar-
antee a sufficient descent at each step. Unlike the Levenberg-Marquardt type
of methods or most quasi-Newton methods which always maintain a positive-
definite approximate Hessian of f , the p-regularized subproblem minimizes
globally the second order Taylor’s polynomial of f plus a weighted (by σ)
higher order regularization term. The subproblem takes the following model
(p− RS) min
x∈Rn
{
g(x) =
1
2
xTHx+ cTx+
σ
p
‖x‖p
}
, (1)
where σ > 0, p > 2, and H is the Hessian of f at any iterate, regardless of its
definiteness. It is often assumed that f is smooth enough to have a symmetric
Hessian and to obtain the desire global convergence. At each iterate, if the
global minimizer of (p-RS) renders a satisfactory decrease in the value of f ,
it is accepted; but rejected otherwise with an increase in σ to enhance the
regularization force.
In literature, (p-RS) with p = 3 is known as the cubic regularization which
is the most common choice among all others. The idea of the cubic regulariza-
tion was first due to Griewank [8] and later was considered by many authors
with thorough global convergence and complexity analysis. See Nesterov and
Polyak [15]; Weiser Deuflhard and Erdmann [17]; and Cartis, Gould and Toint
[2]. When p = 4, (p-RS) reduces to a form of the double well potential function
which has many applications in solid mechanics and quantum mechanics [5,
18]. Gould, Robinson and Thorne [7] studied (p-RS) for a general p > 2 in
comparison with the the trust-region subproblem
(TRS) min
1
2
xTHx+ cTx (2)
s.t. ‖x‖2 ≤ ∆, x ∈ Rn. (3)
Our paper characterizes (p-RS) completely for any p > 2 by extending
(i) the necessary and sufficient global optimality conditions for p = 3 in [2];
(ii) the analysis using the secular function (to be specified later) for p = 4
in [18]; and (iii) a necessary global optimality condition for p > 2 in [7].
Some generalization is, nevertheless, non-trivial in mathematical skills. We
summarize the main results as follows.
• Theorem 1 of the paper (cf. Theorem 3.1 in [2] for p = 3; Theorem 2 in
[7] for the necessary part of p > 2): The point x∗ is a global minimizer of
(p-RS) for p > 2 if and only if
(H + σ‖x∗‖p−2I)x∗ = −c ; H + σ‖x∗‖p−2I  0.
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• Theorem 2 (cf. the trust region subproblem in [11]): Let k be the multi-
plicity of the smallest eigenvalue α1 of H , i.e.,
α1 = . . . = αk < αk+1 ≤ . . . ≤ αn.
Then, the set of the global minimizers of (p-RS) is either a singleton or
a k-dimensional sphere centered at (0, · · · , 0,− ck+1
αk+1−α1
, · · · ,− cn
σn−σ1
) with
the radius
√(
α1
σ
) 2
p−2 −∑ni=k+1 c2i(αi−α1)2 .
• Theorem 3 (cf. Theorem 2 in [18] for p = 4): The point x is a local-nonglobal
minimizer of (p-RS) for p > 2 if and only if
x = − (H + σt∗I)−1 c, (4)
where t∗ is a root of the secular function
h(t) = ‖ (H + σtI)−1 c‖2 − t 2p−2 , t ∈
(
max
{
−α2
σ
, 0
}
,−α1
σ
)
(5)
such that h′(t∗) > 0.
• Theorem 4 (cf. the trust region subproblem in [13]; the double well potential
function in [18]): The subproblem (p-RS) with p > 2 has at most one local
non-global minimizer.
Notice that, the secular function for (TRS) (cf. h(t) in (5)) is defined by
φ(λ) = ‖(H + λI)−1c‖2.
Mart´ınez [13] proved that, if x is a local-nonglobal minimizer of (TRS), then
x satisfies (H + λ∗I)x = −c with λ∗ ∈ (−α2,−α1), λ∗ ≥ 0 and φ′(λ∗) ≥ 0.
However, to the best of our knowledge, the necessary condition φ′(λ∗) ≥ 0 is
not known to be sufficient for (TRS) or not.
Finally, as an application, we study (p-RS) subject to m linear inequality
constraints of the following form:
(p− RSm) min
1
2
xTHx+ cTx+
σ
p
‖x‖p (6)
s.t. li ≤ aTi x ≤ ui, i = 1, . . . ,m, (7)
where li ≤ ui ∈ R for i = 1, . . . ,m. We first show that the NP-hard k-
dispersion-sum problem
(KDSP) d∗ = min xT (−D)x (8)
s.t. eTx = k, x ∈ {0, 1}n (9)
can be reduced to a special case of (p-RSn+1) with p = 4. It indicates that
solving the class of subproblems
⋃
m>n(p-RSm) with p = 4 is also NP-hard.
However, for any fixed m, by Theorem 4 that there is at most one local non-
global minimizer for (p-RSm) with p = 4, we show that it can be solved in
polynomial time. Notice that there is an analogy called the extended trust
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region subproblem which adds linear inequality constraints to (TRS). Polyno-
mial solvability has been recently proved by Bienstock and Michalka [1], and
independently by Hsia and Sheu [11].
Notations. Let v(·) denote the optimal value of problem (·). For any sym-
metric matrix P ∈ Rn×n, P ≻ ()0 means that P is positive (semi)definite.
The determinant of P is denoted by det(P ) whereas the identity matrix of
order n by I. For a vector x ∈ Rn, Diag(x) is a diagonal matrix with diagonal
components being x1, . . . , xn. For a number β ∈ R, sign(β) = β|β| if β 6= 0,
otherwise sign(β) = 0.
2 Characterization of the Global Minimizers
We first observe that the objective function g(x) of (p-RS) is coersive, i.e.,
lim
‖x‖→+∞
g(x) = +∞.
Consequently, the global minimizer of (p-RS) always exists. The starting point
of the analysis is the first order and the second order necessary conditions for
any local minimizer of g.
Lemma 1 Assume that x is a local minimizer of (p-RS), p > 2. It holds that
∇g(x) = (H + σ‖x‖p−2I)x+ c = 0, (10)
∇2g(x) = (H + σ‖x‖p−2I) + σ(p− 2)‖x‖p−4xxT  0, (11)
where ∇g, ∇2g denote the gradient and the Hessian of g(x), respectively.
The next theorem shows that, a local minimizer x becomes global if and
only if H +σ‖x‖p−2I  0. The necessity has been shown by Theorem 2 in [7].
We only proves the sufficiency here.
Theorem 1 The point x∗ is a global minimizer of (p-RS) for p > 2 if and
only if it is a critical point satisfying ∇g(x∗) = 0 and H + σ‖x∗‖p−2I  0.
Moreover, the ℓ2 norms of all the global minimizers are equal.
Proof. If x∗ = 0n, then σ‖x∗‖p−2 = 0 so that c = −(H + σ‖x∗‖p−2I)x∗ = 0
and H = H + σ‖x∗‖p−2I  0. Consequently, xTHx ≥ 0, ∀x ∈ Rn. It follows
that x∗ = 0n is a global minimizer since
g(x) =
1
2
xTHx+ cTx+
σ
p
‖x‖p ≥ σ
p
‖x‖p > 0 = g(0), ∀x 6= 0n = x∗.
Now we assume x∗ 6= 0n, i.e., ‖x∗‖ > 0. Define Q = H+σ‖x∗‖p−2I. According
to the assumption, Q  0. Then, for any x ∈ Rn and x 6= x∗, it holds that
g(x) =
1
2
xTHx+ cTx+
σ
p
‖x‖p
=
1
2
xTQx+ cTx− 1
2
(σ‖x∗‖p−2)xTx+ σ
p
‖x‖p
=
1
2
xTQx+ cTx+
σ
p
‖x∗‖p
(( ‖x‖2
‖x∗‖2
) p
2
− p
2
‖x‖2
‖x∗‖2
)
(12)
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Define f(t) = t
p
2 , p > 2. It is strictly convex for t > 0. Therefore,
f(t) = t
p
2 ≥ f(1) + f ′(1)(t− 1) = 1 + p
2
(t− 1), ∀t > 0.
By substituting t with ‖x‖
2
‖x∗‖2 , we have( ‖x‖2
‖x∗‖2
) p
2
− p
2
‖x‖2
‖x∗‖2 ≥ 1−
p
2
.
Then,
g(x) ≥ 1
2
xTQx+ cTx+
σ
p
‖x∗‖p(1− p
2
). (13)
By Q  0, the lower bounding function of g in the right hand side of (13) is
convex quadratic in terms of x. Since x∗ satisfies (H+σ‖x∗‖p−2I)x∗ = Qx∗ =
−c, x∗ is a global minimizer of the convex function in the right hand side of
(13). As a consequence,
g(x) ≥ 1
2
(x∗)TQx∗ + cTx∗ +
σ
p
‖x∗‖p(1− p
2
) = g(x∗)
and x∗ is a global minimizer of (p-RS).
Finally, if ‖xˆ‖ = ‖x∗‖, from (12) it can be seen that
g(xˆ) =
1
2
(xˆ)TQxˆ+ cT xˆ+
σ
p
‖x∗‖p(1− p
2
).
Then, xˆ is also a global minimizer of (p-RS) if and only if ∇g(xˆ) = 0 and
‖xˆ‖ = ‖x∗‖.

To study the hidden convexity of (RS), without loss of generality, we as-
sume H is diagonal, i.e.,
H = Diag(α1, . . . , αn), α1 ≤ . . . ≤ αn. (14)
Otherwise, let H = UΣUT be the eigenvalue decomposition of H . Let y =
UTx. Notice that ‖y‖ = ‖UTx‖ = ‖x‖. We obtain a diagonal (RS) in terms of
y.
Proposition 1 Suppose H is diagonal. Let x∗ be the global minimizer of (RS),
then we have
cix
∗
i ≤ 0, i = 1, . . . , n.
Proof. Let x˜ = (−x∗1, x∗2, x∗3, . . . , x∗n). According to the definition of x∗, we have
0 ≥ g(x∗)− g(x˜) = c1(x∗1 − x˜1) = 2c1x∗1.
A similar argument applies for the other components. 
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Now we establish the hidden convexity of (RS). According to Proposition
1, (RS) is equivalent to
min
n∑
i=1
{αi2 x2i + cixi}+ σp
(
n∑
i=1
x2i
) p
2
s.t. cixi ≤ 0, i = 1, . . . , n.
(15)
Introducing the nonlinear one-to-one map:
xi =
{ √
zi, if ci ≤ 0,
−√zi, if ci > 0, i = 1, . . . , n, (16)
(RS) is equivalent to the following convex program:
min −
n∑
i=1
|ci|√zi + 12
n∑
i=1
αizi +
σ
p
(
n∑
i=1
zi
) p
2
s.t. zi ≥ 0, i = 1, . . . , n.
(17)
Since (17) is strictly convex when p > 2, again, we can see that
n∑
i=1
z∗i = ‖x∗‖2
is unique where z∗, x∗ are any global minimizers of (17) and (RS), respectively.
Before ending this section, we show that the set of the global minimizers of
(RS), denoted by {x∗}, is either a singleton or a k-dimensional sphere where
k is the multiplicity of the smallest eigenvalue α1, i.e.,
α1 = . . . = αk < αk+1 ≤ . . . ≤ αn.
According to Theorem 1, we first have
σ‖x∗‖p−2 + α1 ≥ 0.
• Suppose c21 + . . .+ c2k > 0. It follows from (10) that
σ‖x∗‖p−2 + α1 > 0.
Solving (10) yields
x∗i =
−ci
σ‖x∗‖p−2 + αi , i = 1, . . . , n.
By summing all (x∗i )
2, we can derive that
t∗ = ‖x∗‖p−2
is a nonnegative root of the following secular function on a specific open
interval:
h(t) =
n∑
i=1
c2i
(σt+ αi)2
− t 2p−2 , t ∈
(
−α1
σ
,+∞
)
. (18)
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Since lim
t→max{−
α1
σ
,0}
h(t) > 0, lim
t→+∞
h(t) = −∞ and h(t) is strictly decreas-
ing on (−α1
σ
,+∞), the secular function h(t) has a unique solution t∗ on
(max{−α1
σ
, 0},+∞). In this case, x∗ defined by
x∗i =
−ci
σt∗ + αi
, i = 1, . . . , n (19)
is the unique global minimum solution of (RS).
• Suppose c21 + . . .+ c2k = 0. The secular function (18) reduces to
h(t) =
n∑
i=k+1
c2i
(σt+ αi)2
− t 2p−2 , t ∈
(
−α1
σ
,+∞
)
. (20)
There are two cases.
(1) α1 > 0. Since h(0) ≥ 0, (20) has a unique nonnegative solution t∗.
Then, x∗ satisfying (19) is the unique global minimizer.
(2) α1 ≤ 0 and h
(−α1
σ
)
> 0. Therefore, (20) has a unique nonnegative
solution t∗ and hence x∗ satisfying (19) is the unique global minimizer.
(3) α1 ≤ 0 and h
(−α1
σ
) ≤ 0. In this case, (20) has no solution. By Theorem
1, any x∗ satisfying
(x∗1)
2 + . . .+ (x∗k)
2 = −h
(
−α1
σ
)
, (21)
x∗i = −
ci
αi − α1 , i = k + 1, . . . , n (22)
is a global minimizer. Namely, the global minimum solution set forms
a k-dimensional sphere centered at (0, · · · , 0,− ck+1
αk+1−α1
, · · · ,− cn
σn−σ1
)
with the radius
√(
α1
σ
) 2
p−2 −∑ni=k+1 c2i(αi−α1)2 .
3 Characterization of the Local-Nonglobal Minimizer
In this section, we establish the necessary and sufficient optimality condition
for the local-nonglobal minimizer of (RS).
Let α1 ≤ . . . ≤ αn be the eigenvalues of H . Throughout this section, we
assume α1 < 0. That is, H 6 0. Otherwise, (RS) is a convex minimization
problem and hence has no local-nonglobal minimizer.
Lemma 2 Suppose H 6 0. Then 0n is not a local minimizer of (RS).
Proof. Suppose 0n is a local minimizer of (RS). Then the necessary optimality
conditions (10)-(11) imply that
c = 0, H  0,
which is contradiction.
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Lemma 3 Suppose n ≥ 2. Let x be a local minimizer of (RS). It holds that
σ‖x‖p−2 + α2 ≥ 0. (23)
Furthermore, if α1 < α2, then
σ‖x‖p−2 + α2 > 0. (24)
Proof. Without loss of generality, we can assume H is a diagonal matrix, i.e.,
H = Diag(α1, . . . , αn). Suppose the statement (23) is not true, then σ‖x‖p−2+
α2 < 0.
σ‖x‖p−2 + α1 ≤ σ‖x‖p−2 + α2 < 0.
Let e1 and e2 be the first two columns of I, respectively. We consider the
following two cases.
(a) Suppose x1 = e
T
1 x = 0. It follows from the necessary condition (11) that
0 ≤ eT1 (σ(p − 2)‖x‖p−4xxT + σ‖x‖p−2I +H)e1 = σ‖x‖p−2 + α1 < 0,
which is a contradiction.
(b) Suppose x1 = e
T
1 x 6= 0. It follows from the necessary condition (11) that
0 ≤ ((−x2)e1 + (x1)e2)T (σ(p− 2)‖x‖p−4xxT
+σ‖x‖p−2I +H)((−x2)e1 + (x1)e2)
= (σ‖x‖p−2 + α1)(x2)2 + (σ‖x‖p−2 + α2)(x1)2 < 0,
which is a contradiction.
Therefore, the statement (23) holds true.
Now we assume α1 < α2 and suppose that the statement (24) is not true.
Then we have
σ‖x‖p−2 + α2 = 0, (25)
with which the necessary optimality condition (11) becomes
0  σ(p− 2)‖x‖p−4xxT + σ‖x‖p−2I +H
= σ(p− 2)‖x‖p−4xxT +H − α2I. (26)
Consequently, the first two leading principal minors of the matrix in (26) are
nonnegative, i.e.,
σ(p− 2)‖x‖p−4x21 + α1 − α2 ≥ 0 (27)
and
det
{
σ(p− 2)‖x‖p−4
[
x21 x1x2
x1x2 x
2
2
]
+
[
α1 − α2 0
0 0
]}
= σ(p− 2)‖x‖p−4(α1 − α2)x22 ≥ 0. (28)
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Since α1 − α2 < 0, the inequalities (27) and (28) imply x1 6= 0 and x2 = 0,
respectively. Then it follows from the necessary optimality condition (10) that
obtain that c2 = 0 and
x1 =
−c1
σ‖x‖p−2 + α1 =
c1
α2 − α1 .
Without loss of generality, we assume that c1 > 0, which implies that x1 > 0.
Then, according to (25) and the fact x2 = 0, we have
x1 =
√√√√(−α2
σ
) 2
p−2
−
n∑
i=3
x2i .
Consider the following parametric curve in Rn:
γ(t) = {(k(t), t, x3, . . . , xn)|
k(t) =
√√√√(−α2
σ
) 2
p−2
− t2 −
n∑
i=3
x2i =
√
x21 − t2, t ∈ R} (29)
where γ(0) = γ(x2) = x, i.e., γ(t) passes through x at t = 0. Evaluating g(x)
on γ(t), we have
g(γ(t))
=
σ
p
(
k(t)2 + t2 +
n∑
i=3
x2i
) p
2
+
α1
2
k(t)2 +
α2
2
t2 +
n∑
i=3
αi
2
x2i + c1k(t) +
n∑
i=3
cixi
=
σ
p
(
x21 +
n∑
i=3
x2i
) p
2
+
α1
2
x21 +
n∑
i=3
αi
2
x2i +
α2 − α1
2
t2 + c1
√
x21 − t2 +
n∑
i=3
cixi.
Since x is a local minimizer of g(x), t = 0 must be a local minimum point of
g(γ(t)). However, this conclusion contradicts to the fact that
d
dt
g(γ(0)) =
d2
dt2
g(γ(0)) =
d3
dt3
g(γ(0)) = 0,
d4
dt4
g(γ(0)) = −3(α2 − α1)
x21
< 0.
Consequently, the statement (24) holds true under the additional assumption
α1 < α2. 
As the main result in this section, we establish the necessary and sufficient
condition for local-nonglobal minimizer of (RS).
Theorem 2 x is a local-nonglobal minimizer of (RS) if and only if
x = − (σt∗I +H)−1 c, (30)
where t∗ is a root of the secular function
h(t) = ‖ (σtI +H)−1 c‖2 − t 2p−2 , t ∈
(
max
{
−α2
σ
, 0
}
,−α1
σ
)
(31)
such that h′(t∗) > 0.
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Proof. Without loss of generality, we can assume H is a diagonal matrix, i.e.,
H = Diag(α1, . . . , αn). It is sufficient to consider the nontrivial case n ≥ 2,
since for n = 1, we will see that it amounts to setting α2 =∞ in the following
proof.
According to Lemma 3 and Theorem 1, the local-nonglobal minimizer x of
(RS) exits only if
− α2 < σ‖x‖p−2 < −α1. (32)
It follows that the diagonal matrix σ‖x‖p−2I +H is nonsingular with its first
diagonal element being negative and others positive. Solving (10), we obtain
xi =
−ci
σ‖x‖p−2 + αi , i = 1, . . . , n. (33)
The necessary optimality condition (11) implies that
σ(p− 2)‖x‖p−4x21 + σ‖x‖p−2 + α1 ≥ 0.
Then it follows from the right hand side of (32) that
‖x‖ > 0, (34)
and moreover,
x1 6= 0, (35)
Putting all xi in (33) together yields
n∑
i=1
c2i
(σ‖x‖p−2 + αi)2 = ‖x‖
2. (36)
As a summary of (32), (34) and (36),
t∗ = ‖x‖p−2
is a root of the following secular function on a specific open interval:
h(t) =
n∑
i=1
c2i
(σt+ αi)2
− t 2p−2 , t ∈
(
max
{
−α2
σ
, 0
}
,−α1
σ
)
, (37)
which is the diagonal version of (37). Notice that each root of h(t) = 0 can
only correspond to one local-nonglobal minimizer of (RS) due to (33). Taking
a simple calculation of (37), we have
h′(t) = −
n∑
i=1
2σc2i
(σt+ αi)3
− 2
p− 2 t
4−p
p−2 . (38)
We notice that the necessary optimality condition (11) is equivalent to
σ(p− 2)‖x‖p−4(Γx)(Γx)T +Diag(−1, 1, . . . , 1)  0, (39)
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where
Γ = Diag
(
1√−σ‖x‖p−2 − α1 , 1√σ‖x‖p−2 + α2 , . . . , 1√σ‖x‖p−2 + αn
)
.
(40)
Since the determinant of the positive semidefinite matrix in (39) is nonnega-
tive, we have
0 ≤ det (σ(p− 2)‖x‖p−4(Γx)(Γx)T +Diag(−1, 1, . . . , 1))
= det(Diag(−1, 1, . . . , 1))×
det
(
σ(p− 2)‖x‖p−4Diag(−1, 1, . . . , 1)(Γx)(Γx)T + I)
= −1× (σ(p− 2)‖x‖p−4(Γx)TDiag(−1, 1, . . . , 1)(Γx) + 1)
= −
n∑
i=1
σ(p− 2)‖x‖p−4c2i
(σ‖x‖p−2 + αi)3 − 1
= (
p
2
− 1)‖x‖p−4h′(‖x‖p−2)
= (
p
2
− 1)‖x‖p−4h′(t∗).
It follows from p > 2 and (34) that h′(t∗) ≥ 0. Now, it remains to show that
h′(t∗) > 0. Suppose this is not true, we have h′(t∗) = 0. Therefore, we obtain
det
(
σ(p− 2)‖x‖p−4xxT + σ‖x‖p−2I +H)
=
det
(
σ(p− 2)‖x‖p−4(Γx)(Γx)T +Diag(−1, 1, . . . , 1))
det2(Γ )
=
(p2 − 1)‖x‖p−4h′(t∗)
det2(Γ )
(41)
= 0
and thus there is a u = (u1, . . . , un)
T 6= 0 such that
σ(p− 2)‖x‖p−4xxTu+ (σ‖x‖p−2I +H)u = 0, (42)
or equivalently,
ui =
−σ(p− 2)‖x‖p−4xi(uTx)
σ‖x‖p−2 + αi , i = 1, 2, . . . , n.
Since u 6= 0, it holds that
uTx 6= 0. (43)
Define
q(β) := g(x+ βu).
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We can verify that
q′(β) = ∇g(x+ βu)u,
q′′(β) = uT∇2g(x+ βu)u,
q′′′(β) = 3σ(p− 2)‖x+ βu‖p−4(uTx+ βuTu)uTu
+σ(p− 2)(p− 4)‖x+ βu‖p−6(uTx+ βuTu)3.
The necessary optimality condition (10) implies that q′(0) = 0. According to
the definition of u, we have q′′(0) = 0. However, (43) implies that
(q′′′(0))
2
= σ2(p− 2)2‖x‖2(p−6)(uTx)6
(
3
(xTx)(uTu)
(uTx)2
+ (p− 4)
)2
≥ σ2(p− 2)2‖x‖2(p−6)(uTx)6(p− 1)2
> 0,
where the first inequality follows from Cauchy-Schwartz inequality. It contra-
dicts to the fact that x is a local minimizer of (RS). Therefore, h′(t∗) > 0 and
the necessary proof is complete.
It remains for us to give the sufficient proof. Let t∗ ∈ (max{−α2
σ
, 0},−α1
σ
)
be a root of the secular function (37) such that h′(t∗) > 0. Define x as in (30).
Then we have
‖x‖2 =
n∑
i=1
c2i
(σt∗ + αi)2
= (t∗)
2
p−2 ,
that is, t∗ = ‖x‖p−2. Consequently, x satisfies the first-order necessary optimal-
ity condition (10). Moreover, the diagonal matrix σ‖x‖p−2I+H is nonsingular
with positive diagonal elements except for the first one. By Weyl’s inequality
(see [12], Theorem 4.3.1), we have
λi
(∇2g(x)) = λi (σ(p− 2)‖x‖p−4xxT + σ‖x‖p−2I +H)
≥ λ1
(
σ(p− 2)‖x‖p−4xxT )+ λi (σ‖x‖p−2I +H)
= λi
(
σ‖x‖p−2I +H)
> 0, for i = 2, 3, . . . , n, (44)
where λi(P ) is the ith smallest eigenvalue of P . Since h
′(t∗) > 0, by (41), we
have
n∏
i=1
λi
(∇2g(x)) = det (∇2g(x))
= det
(
σ(p− 2)‖x‖p−4xxT + σ‖x‖p−2I +H)
=
(p2 − 1)‖x‖p−4h′(t∗)
det2(Γ )
> 0, (45)
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Combining (44) with (45), we have
λ1
(∇2g(x)) > 0,
or equivalently,
∇2g(x) = σ(p− 2)‖x‖p−4xxT + σ‖x‖p−2I +H ≻ 0.
This is a sufficient condition to guarantee that x is a local minimizer of (RS).
The proof is complete. 
Theorem 2 and its proof provide some simple sufficient conditions for hav-
ing no local-nonglobal minimizer.
Corollary 1 When one of the following conditions is met:
(a) α1 ≥ 0;
(b) α1 = α2;
(c) vT c = 0, where v is the eigenvector of H corresponding to α1;
any local minimizer of (RS) is globally optimal.
Proof. In Case (a), g(x) is convex and hence any local minimizer is globally
optimal. In Case (b), it is trivial to see that the secular function (37) has no
solution. Therefore, according to Theorem 2, the local-nonglobal minimizer
does not exist. Suppose (RS) has a local-nonglobal minimizer in Case (c). Let
H = UΣUT be the eigenvalue decomposition of H . Introducing y = UTx, we
obtain a diagonal version of (RS) with respect to y:
min
y∈Rn
{
g(x) =
1
2
yTΣx+ c˜T y +
σ
p
‖y‖p
}
where c˜ = UT c. According to (33) and (35) in the necessary proof of Theorem
2, a necessary condition for the secular function (37) having a solution is that
c˜1 6= 0. We obtain a contradiction by noting that c˜1 = (UT c)1 = vT c, where v
is the eigenvector of H corresponding to α1. 
The second corollary of Theorem 2 can be regarded as the similar version
of Proposition 1 for the local-nonglobal minimizer.
Corollary 2 Suppose H is diagonal. Let x be the local-nonglobal minimizer
of (RS), then we have
c1x1 > 0, cixi ≤ 0, i = 2, 3, . . . , n. (46)
Proof. Following (30) and (31), we immediately have
c1x1 ≥ 0, cixi ≤ 0, i = 2, 3, . . . , n.
The fact x1 6= 0 is shown in (35) and the statement c1 6= 0 follows from (35)
and (33). 
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As an application of Corollary 2, similar to (17) we see that finding the
local-non-global minimizer of (RS) is actually equivalent to globally minimiz-
ing the following nonconvex program:
min |ci|√zi −
n∑
i=2
|ci|√zi + 12
n∑
i=1
αizi +
σ
p
(
n∑
i=1
zi
) p
2
s.t. zi ≥ 0, i = 1, . . . , n.
As the last corollary of Theorem 2, we have
Theorem 3 (RS) with p > 2 has at most one local-nonglobal minimizer.
Proof. First we observe that the secular function (31) has the same roots as
p(t) = log
(
‖ (σtI +H)−1 c‖2
)
− 2
p− 2 log(t), t ∈
(
max
{
−α2
σ
, 0
}
,−α1
σ
)
.
Without loss of generality, we assume H is diagonal. If c1 = 0, then (RS) has
no local-nonglobal minimizer according to Corollary 2. So, we assume c1 6= 0.
Then, we have
p′′(t) =
∑n
i=1
6σ2c2i
(σt+αi)4∑n
i=1
c2
i
(σt+αi)2
−
(∑n
i=1
2σc2i
(σt+αi)3
)2
(∑n
i=1
c2
i
(σt+αi)2
)2 .
Define two vectors in Rn:
a =
( √
6σc1
(σt+ α1)2
, . . . ,
√
6σcn
(σt+ αn)2
)T
, b =
(
c1
σt+ α1
, . . . ,
cn
σt+ αn
)T
.
Applying Cauchy-Schwartz inequality, we obtain(
n∑
i=1
2σc2i
(σt+ αi)3
)2
< (aT b)2
≤ (aTa)(bT b)
=
(
n∑
i=1
6σ2c2i
(σt+ αi)4
)(
n∑
i=1
c2i
(σt+ αi)2
)
.
Therefore, p′′(t) > 0 for all t such that p(t) is well-defined. It follows that p(t)
is strictly convex for t ∈ (max{−α2
σ
, 0
}
,−α1
σ
)
. Thus, p(t), as well as h(t), has
at most two real roots in this interval. Let t1 < t2 be the only two roots of h(t).
Suppose h′(t1) > 0 and h
′(t2) > 0. Then, for sufficiently small ǫ ∈ (0, t2−t12 ),
we have
h(t1 + ǫ) > h(t1) = 0, h(t2 − ǫ) < h(t2) = 0.
Therefore, there is a t˜ ∈ [t1 + ǫ, t2 − ǫ] such that h(t˜) = 0, which is a con-
tradiction. consequently, the secular function h(t) has at most one real root
satisfying h′(t) > 0. Following Theorem 2, the proof is complete. 
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4 (RS) with linear inequality constraints
In this section, we study (RSm) (6)-(7). For a special case p = 4, we first show
(RSm) is NP-hard when m > n. Then, as an application of Theorems 2 and 3,
we show (RSm) can be solved in polynomial time when m is a fixed number.
4.1 NP-hardness
Let S = {x ∈ [0, 1]n | Ax ≤ b} be nonempty, where A ∈ Rm×n and b ∈ Rm
are with integer elements, and for i = 1, . . . , n, the i-th row of A, denoted by
ai, satisfies that ‖ai‖1 ≥ 2.
Lemma 4 ([10]) For any vertex x = (x1, · · · , xn)T of the polytope S, if x 6∈
{0, 1}n, then it holds that
xT (e− x) ≥
{
max1≤j≤m ‖aj‖∞−1
max1≤j≤m ‖aj‖2∞
, if max1≤j≤m ‖aj‖∞ ≥ 2,
1
2 , if max1≤j≤m ‖aj‖∞ = 1,
(47)
where e is a vector of dimension n with all components equal to one.
Now, we consider the following k-dispersion-sum problem:
(KDSP) d∗ = min xT (−D)x (48)
s.t. eTx = k, x ∈ {0, 1}n. (49)
It is to locate k facilities at some of n predefined locations by maximizing the
distance sum between the k established facilities, where the distance between
two facilities i and j is given by a square matrix D = (dij), i, j = 1, 2, . . . , n.
(KDSP) is NP-hard, even if the distance matrix satisfies the triangle inequality,
see [4,9].
Define the continuous relaxation of (KDSP) as
dc = min
eT x=k, x∈[0,1]n
xT (−D)x.
It trivially holds that dc ≤ d∗. For any θ ≥ 4(d∗ − dc), we obtain
min
eT x=k, x∈[0,1]n
{
d(x) := −xTDx+ θ (eTx− xTx)2}
= min
{
min
eT x=k, x∈[0,1]n\{0,1}n
d(x), min
eT x=k, x∈{0,1}n
d(x)
}
≥ min
{
min
eT x=k, x∈[0,1]n
−xTDx+ min
eT x=k, x∈[0,1]n\{0,1}n
θ
(
eTx− xTx)2 , d∗}
≥ min
{
dc +
1
4
θ, d∗
}
= d∗,
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where the second inequality holds since
xT (e− x) ≥ 1
2
, ∀x ∈ [0, 1]n \ {0, 1}n, eTx = k,
which follows from Lemma 4. Therefore, (KDSP) has been reduced to the
following special case of (RSn+1) with p = 4:
min −xTDx+ θ (k − xTx)2 = −xT (D + 2θk · I)x + θ‖x‖4 + θk2 (50)
s.t. eTx = k, x ∈ [0, 1]n. (51)
As a summary, we have the following result:
Theorem 4 When p = 4, (RSm) with m > n is NP-hard.
4.2 Polynomially Solvable Cases
Consider (RSm) with p = 4 andm being a fixed number. The approach applied
in this subsection inherits from [11].
Let X∗0 denote the set of the global minimizers of (RS). According to the
discussion at the end of Section 2, X∗0 is either a singleton or a k-dimensional
sphere, both can be obtained in polynomial time.
We first check whether ∈ X∗0
⋂{x | li ≤ aTi x ≤ ui, i = 1, . . . ,m} is empty,
which can be done in polynomial time according to the following lemma.
Lemma 5 ([11]) Let A ∈ Rm×q and b ∈ Rm, where m is fixed and q is
arbitrary. For any given r > 0, it is polynomially checkable whether {u ∈ Rq |
Au ≤ b, uTu = r} is empty. Moreover, if the set is nonempty, a feasible point
can be found in polynomial time.
If ∈ X∗0
⋂{x | li ≤ aTi x ≤ ui, i = 1, . . . ,m} 6= ∅, any point in X∗0 ⋂{x | li ≤
aTi x ≤ ui, i = 1, . . . ,m}, globally solves (RSm). Otherwise, we find the unique
local-nonglobal minimizer of (RS), denoted by x0, which is obtained in poly-
nomial time according to Theorem 2. Moreover, if
li < a
T
i x0 < ui, i = 1, 2, . . . ,m, (52)
then, x0 is the unique attained solution of the following problem:
v(RS0m) := min g(x) =
1
2
xTHx+ cTx+
σ
4
‖x‖4
s.t. li < a
T
i x < ui, i = 1, 2, . . . ,m. (53)
It follows that
v(RSm) = min{v(RS0m), v(RS11m ), v(RS12m ), . . . , v(RSm1m ), v(RSm2m )} (54)
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where v(RSj1m) and v(RS
j2
m) (j = 1, 2, . . . ,m) are defined as follows:
v(RSj1m) := min g(x) =
1
2
xTHx+ cTx+
σ
4
‖x‖4
s.t. aTj x = lj , (55)
li ≤ aTi x ≤ ui, i = 1, . . . , j − 1, j + 1, . . . ,m,
v(RSj2m) := min g(x) =
1
2
xTHx+ cTx+
σ
4
‖x‖4
s.t. aTj x = uj, (56)
li ≤ aTi x ≤ ui, i = 1, . . . , j − 1, j + 1, . . . ,m.
Otherwise, (52) does not hold true. Then, we have
v(RSm) = min{v(RS11m ), v(RS12m ), . . . , v(RSm1m ), v(RSm2m )}. (57)
It remains to show how to solve (RSj1m), j = 1, . . . ,m as (RS
j2
m) is similarly
solved. Our idea is to eliminate one variable using the equation (55) and main-
tains the same structure as (RSm).
Let Pj ∈ Rn×(n−1) be a column-orthogonal matrix such that aTj Pj = 0.
Let z0 be a feasible solution to (55). Then z0−PjPTj z0 is also feasible to (55).
Using the null-space representation, we have
{x ∈ Rn | aTj x = bj} = {z0 − PjPTj z0 + Pjz | z ∈ Rn−1} (58)
and
‖x‖4 = ((z0 − PjPTj z0 + Pjz)T (z0 − PjPTj z0 + Pjz))2
=
(
zT0 (I − PjPTj )(I − PjPTj )z0 + 2zT0 (I − PjPTj )Pjz + zTPTj Pjz
)2
=
(
zT0 (I − PjPTj )z0 + zT z
)2
.
=
(
zT0 (I − PjPTj )z0
)2
+ 2(zT0 (I − PjPTj )z0)zT z + ‖z‖4
We can equivalently express (RSj1m) as:
v(RSj1m) = min g(z0 − PjPTj z0 + Pjz)
s.t. li ≤ aTi (z0 − PjPTj z0 + Pjz) ≤ ui, i = 1, . . . ,m, i 6= j
which is again a special case of (RSm−1).
Iteratively applying (54) or (57), we will eventually terminate when no
linear constraint left. Let s be the smallest number such that any s+1 columns
of {a1, . . . , am} are dependent. By this inductive way, there are at most m ×
(m− 1)× · · · × (m− s+ 1) regularised subproblems to be solved. Since m is
assumed to be fixed, the total number of reduction iterations is bounded by a
constant factor of m. We thus have proved that
Theorem 5 For each fixed m, (RSm) is polynomially solvable.
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5 Conclusions
In this paper we have characterized the local and global minimizers of the
regularised subproblem (RS) in optimization. We first show the existing nec-
essary optimality condition for (RS) in literature is also sufficient and the ℓ2
norm of the global minimizer is always unique. The hidden convexity of (RS)
is also obtained. Then we establish a necessary and sufficient condition for
the local-nonglobal minimizer of (RS). We notice that this condition remains
open for the trust-region subproblem. As a corollary, we show (RS) with p > 2
has at most one local-nonglobal minimizer. As a further application, we show
(RS) with p = 4 and a fixed number of linear inequality constraints can be
solved in polynomial time, while general linear constrained (RS) is shown to
be NP-hard. It is unknown what happens when p 6= 4.
References
1. D. Bienstock and A. Michalka, Polynomial Solvability of Variants of the Trust-Region
Subproblem, ACM-SIAM Symposium on Discrete Algorithms (2014), pp. 380–390.
2. C. Cartis, N. I. M. Gould, Ph. L. Toint, Adaptive cubic regularisation methods for un-
constrained optimization. Part I: motivation, convergence and numerical results, Math-
ematical Programming, 127 (2011), pp. 245–295.
3. A. R. Conn, N. I. M. Gould, Ph. L. Toint, Trust-Region Methods, Number 01 MPS-
SIAM Series on Optimization, Philadelphia, SIAM, 2000.
4. E. Erkut, The discrete p-dispersion problem, European Journal of Operational Research
46 (1990), pp. 48–60
5. S. C. Fang, D. Gao, G. X. Lin, R. L. Sheu, W. Xing, Double Well Potential Function
and Its Optimization in The n-dimensional Real Space – Part I, submitted working
paper, 2012.
6. D. M. Gay, Computing optimal locally constrained steps, SIAM J. Sci. Stat. Comput.,
2(1981), pp. 186–197.
7. N. I. M. Gould, D. P. Robinson, H. Sue Thorne, On solving trust-region and other
regularised subproblems in optimization, Mathematical Programming Computation,
2(2010), pp. 21–57.
8. A. Griewank, The modification of Newtons method for unconstrained optimization by
bounding cubic terms, Technical Report DAMTP/NA12, Department of Applied Math-
ematics and Theoretical Physics, Cambridge University, Cambridge, UK, 1981.
9. P. Hansen, I. Moon, Dispersing facilities on a network, Presentation at the TIMS/ORSA
Joint National Meeting, Washington, D.C. (1988)
10. Y. Hsia, Y. Wang, A New Penalty Parameter for Linearly Constrained 0-1 Quadratic
Programming Problems, Optimization Letters, 7(4) (2013), pp. 765–778
11. Y. Hsia, R. L. Sheu, Trust Region Subproblem with a Fixed Number of Additional
Linear Inequality Constraints has Polynomial Complexity, arXiv:1312.1398, 2013
12. R. A. Horn, C. R. Johnson, Matrix Analysis, Cambridge: Cambridge University Press,
1985.
13. J. M. Mart´ınez, Local minimizers of quadratic function on Euclidean balls and spheres,
SIAM J. Optimization, 4(1994), pp. 159–176.
14. J. J. More´, D. C. Sorensen, Computing a trust region step, SIAM J. Sci. Statist. Com-
put., 4(1983), pp. 553–572.
15. Y. Nesterov, B. T. Polyak, Cubic regularization of Newton method and its global per-
formance, Math. Program., 108(2006), pp. 177–205.
16. D. C. Sorensen, Newton’s method with a model trust region modification, SIAM J.
Numer. Anal., 19(1982), pp. 409–426.
17. M. Weiser, P. Deuflhard, B. Erdmann, Affine conjugate adaptive Newton methods for
nonlinear elastomechanics, Optim. Methods Softw., 22(2007), pp. 413–431.
The p−regularized subproblem 19
18. Y. Xia, S. C. Fang, R. L. Sheu, W. Xing, Double Well Potential Function and Its
Optimization in The n-dimensional Real Space – Part II, submitted working paper,
2012.
