We describe in this paper a new approach for pattern recognition using modular neural networks with a fuzzy logic method for response integration. We proposed a new architecture for modular neural networks for achieving pattern recognition in the particular case of human faces and fingerprints. Also, the method for achieving response integration is based on the fuzzy Sugeno integral with some modifications.
Introduction
Response integration methods for modular neural networks that have been studied, to the moment, do not solve well real recognition problems with large sets of data or in other cases reduce the final output to the result of only one module. Also, in the particular case of face recognition, methods of weighted statistical average do not work well due to the nature of the face recognition problem. For these reasons, a new approach for face and fingerprint recognition using modular neural networks and fuzzy integration of responses was proposed in this paper.
The basic idea of the new approach is to divide a human face into three different regions: 1) the eyes, 2) nose 3) mouth, and the fingerprint also into three parts: 1) top, 2) middle 3) bottom. Each of these regions is assigned to one module of the neural network. In this way, the modular neural network has three different modules, one for each of the regions of the human face and the fingerprint.
At the end, the final decision of face and fingerprint recognition is done by an integration module, which has to take into account the results of each of the modules. In our approach, the integration module uses the fuzzy Sugeno integral to combine the outputs of the three modules. The fuzzy Sugeno integral allows the integration of responses from the three modules of the eyes, nose and mouth of a human specific face and the integration of the responses from the three modules of the fingerprint parts
Modular Neural Networks
There exists a lot of neural network architectures in the literature that work well when the number of inputs is relatively small, but when the complexity of the problem grows or the number of inputs increases, their performance decreases very quickly. For this reason, there has also been research work in compensating in some way the problems in learning of a single neural network over high dimensional spaces. In some research work has been shown that the use of multiple neural systems have better performance or even solve problems that monolithic neural networks are not able to solve, in the case of multiple networks we can have the ensemble and modular type.
The term "ensemble" is used when a redundant set of neural networks is utilized. In this case, each of the neural networks is redundant because it is providing a solution for the same task, as it is shown in Figure 1 . On the other hand, in the modular approach, one task or problem is decompose in subtasks, and the complete solution requires the contribution of all the modules, as it is shown in Figure 2 . 
Multiple Neural Networks
In this approach we can find networks that use strongly separated architectures. Each neural network works independently in its own domain. Each of the neural networks is build and trained for a specific task. The final decision is based on the results of the individual networks, called agents or experts.
One example of this decision is shown in Figure 3 , where a multiple architecture is used, one module consists of a neural network trained for recognizing a person by the voice, while the other module is a neural network trained for recognizing a person by the image. Modular Neural Networks cont.
Main Architectures with Multiple Networks
Mixture of Experts (ME): The ME can be viewed as a modular version of the multi-layer networks with supervised training or the associative version of competitive learning. In this design, the local experts are trained with the data sets to mitigate weight interference from one expert to the other. Gate of Experts: In this case, an optimization algorithm is used for the gating network, to combine the outputs from the experts. Hierarchical Mixture of Experts: In this architecture, the individual outputs from the experts are combined with several gating networks in a hierarchical way.
When considering modular networks to solve a problem, one has to take into account the following points: 1) Decompose the main problem into subtasks. 2) Organizing the modular architecture, taking into account the nature of each subtask. 3) Communication between modules is important, not only in the input of the system but also in the response integration.
Modular Neural Networks cont.
We will concentrate in more detail in the third point, the communication between modules, more specifically information fusion at the integrating module to generate the output of the complete modular system.
Methods for Response Integration
The importance of this part of the architecture for pattern recognition is due to the high dimensionality of this type of problems. As a consequence in pattern recognition is good alternative to consider a modular approach. This has the advantage of reducing the time required of learning and it also increases accuracy. In our case, we consider dividing the images of a human face in three different regions. We also divide the fingerprint into three parts, and applying a modular structure for achieving pattern recognition. 
if {Ai}iα =1 is a sequence of increments of the 
for some value of λ>-1. This property says that the measure of the union of two disjunct sets can be obtained directly from the individual measures. .
Fuzzy Integral and Sugeno Measures cont.
Using the concept of fuzzy measures, Sugeno [9] developed the concept of fuzzy integrals, which are non-linear functions defined with respect to fuzzy measures like the gλ-fuzzy measure One can interpret fuzzy integrals as finding the maximum degree of similarity between the objective and expected value.
Proposed Architecture and Results
In the experiments performed in this research work, we used 20 photographs that were taken with a digital camera and 20 fingerprints from students and professors of our Institution. The photographs were taken in such a way that they had 148 pixels wide and 90 pixels high, with a resolution of 300x300 ppi, and representation of a gray scale.
Proposed Architecture and Results cont.
In addition to the training data (20 photos) we did use 10 photographs that were obtained by applying noise in a random fashion, which was increased from 10 to 100%.
The images of fingerprints were taken in such a way that they had 198 pixels wide and 200 pixels high, with a resolution of 300x300 ppi, and a representation of a gray scale, some of these images are shown in the next Figure. 
Proposed Architecture
The architecture proposed in this work consist of three main modules, in which each of them in turn consists of a set of neural networks trained with the same data, which provides the modular architecture shown in the Figure. Proposed Architecture and Results cont.
The input to the modular system is a complete photograph. For performing the neural network training, the images of the human faces were divided in three different regions. An example of this image division is shown in Figure As output to the system we have an image that corresponds to the complete image that was originally given as input to the modular system, we show in Figure an example of this for face recognition.
In the same way the fingerprints are divided in three parts and given to the corresponding Sub task module. This is ilustrated in the next Figure. Proposed Architecture and Results cont.
Description of the Integration Module
The integration modules performs its task in two phases. In the first phase, it obtains two matrices. The first matrix, called h, of dimension 3x3, stores the larger index values resulting from the competition for each of the members of the modules. The second matrix , called I, also of dimension 3x3, stores the photograph number corresponding to the particular index.
Once the first phase is finished, the second phase is initiated, in which the decision is obtained.
Before making a decision, if there is consensus in the three modules, we can proceed to give the final decision, if there isn't consensus then we have search in matrix g to find the larger index values and then calculate the Sugeno fuzzy measures for each of the modules, using the following formula,
Where λ is equal to 1. Once we have these measures, we select the largest one to show the corresponding photograph.
Proposed Architecture and Results cont.
Summary of Results
We describe in this section the experimental results obtained with the proposed approach using the 20 photographs as training data. We show in The conclusion of this comparison was that for this type of input data, the monolithic approach is not feasible, since not only training time is larger, also the recognition is too small for real-world use. We show in Speech Recognition -Speaker recognition, which can be classified into identification and verification, is the process of automatically recognizing who is speaking on the basis of individual information included in speech waves. -This technique makes it possible to use the speaker's voice to verify their identity and control access to services such as voice dialing, banking by telephone, telephone shopping, database access services, information services, voice mail, security control for confidential information areas, and remote access to computers.
Speaker identification is the process of determining which registered speaker provides a given utterance. Speaker verification, on the other hand, is the process of accepting or rejecting the identity claim of a speaker. Most applications in which a voice is used as the key to confirm the identity of a speaker are classified as speaker verification. Speaker recognition methods can also be divided into text-dependent and textindependent methods. The former require the speaker to say key words or sentences having the same text for both training and recognition trials, whereas the latter do not rely on a specific text being spoken. 
Proposed Approach for Human Recognition
Our proposed approach for human recognition consists in integrating the information of the three main biometric parts of the person: the voice, the face, and the fingerprint. Basically, we have an independent system for recognizing a person from each of its biometric information (voice, face, and fingerprint), and at the end we have an integration unit to make a final decision based on the results from each of the modules. In Figure 1 we show the general architecture of our approach in which it is clearly seen that we have one module for voice, one module for face recognition, and one module
Integration of Results for Person Recognition
We also have developed previously methods for face and fingerprint recognition with modular neural networks [15] and now we need to integrate the results of the three biometric aspects of a person, to make a decision on the identity of a person. We show in Figure 8 the architecture of the fuzzy system used for this decision process.
