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ПРЕДИСЛОВИЕ 
 
Учебное пособие «Основы теории вероятностей» 
предназначено для иностранных студентов, изучающих 
экономические дисциплины по программе младших спе-
циалистов. 
Основной целью пособия является формирование у 
студентов навыков, умений и представлений об использо-
вании методов теории вероятностей в различных теорети-
ческих и прикладных науках. 
Выбор учебного материала определяется программой 
обучения младших специалистов по экономическим специ-
альностям и включает лексико-терминологический мини-
мум, необходимый для изучения иностранными студентами 
учебных дисциплин экономического профиля. 
Исходя из общего назначения пособия, в нем основное 
внимание обращено не на проблемы теории или аналити-
ческий аппарат, а на общее ознакомление с реальными во-
просами, приводящими к теории случайных процессов. 
Поэтому, кроме глав, отражающих основные аспекты тео-
рии вероятностей, в это пособие включены сборник задач и 
методы их решения. 
Автор приносит искреннюю благодарность всем, кто 
принимал участие в издании и оформлении пособия и с 
большой благодарностью примет от читателей любые по-
желания, относящиеся к содержанию пособия, стилю из-
ложения и характеру рассмотренных примеров. 
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ВВЕДЕНИЕ 
 
Возникновение теории вероятностей относится к сере-
дине семнадцатого столетия и связано с именами Ферма 
(1601–1665 гг.), Паскаля (1623–1662 гг.) и Гюйгенса (1625– 
1695 гг.). В работе этих ученых впервые появились понятия 
вероятности случайного события и математического ожи-
дания случайной величины. Началом для их исследований 
явились задачи, связанные с азартными играми. Дальней-
шее развитие теории вероятностей связано с именами Бер-
нулли (1654–1705 гг.), Муавра (1667–1754 гг.), Бейеса 
(1710–1763 гг.), Лапласа (1749–1827 гг.) и других. 
Русские ученые П.Л. Чебышев, А.М. Ляпунов, А.А. Мар-
ков нашли новый путь развития теории вероятностей – всесто-
роннее изучение последовательностей независимых случай-
ных величин (закон больших чисел, теорема Ляпунова). 
Начало общей теории случайных процессов было поло-
жено работами советских математиков А.Н. Колмогорова, 
А.Я. Хинчина и В.И. Романовского. Ими была создана аксио-
матика теории вероятностей, установлена связь теории веро-
ятностей с теорией множеств и разработаны основы теории 
случайных функций. 
Методы теории вероятностей широко применяются в 
различных отраслях естествознания и техники: в теории на-
дежности, теории массового обслуживания, в теоретической 
физике, геодезии, астрономии, теории ошибок наблюдений, 
теории автоматического управления, общей теории связи и 
во многих других теоретических и прикладных науках.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. ОСНОВНЫЕ ПОНЯТИЯ ТЕОРИИ  
ВЕРОЯТНОСТЕЙ. 
2. ТЕОРЕМЫ ТЕОРИИ ВЕРОЯТНОСТЕЙ. 
3. ПОВТОРЕНИЕ ИСПЫТАНИЙ. 
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Тема 1. ОСНОВНЫЕ ПОНЯТИЯ  
ТЕОРИИ ВЕРОЯТНОСТЕЙ 
1.1. ИСПЫТАНИЯ И СОБЫТИЯ. ПРЕДМЕТ ТЕОРИИ ВЕРОЯТНОСТЕЙ. 
1.2. ВИДЫ СЛУЧАЙНЫХ СОБЫТИЙ. 
1.3. КЛАССИЧЕСКОЕ ОПРЕДЕЛЕНИЕ ВЕРОЯТНОСТИ. 
1.4. ОТНОСИТЕЛЬНАЯ ЧАСТОТА. УСТОЙЧИВОСТЬ ОТНОСИТЕЛЬНОЙ ЧАСТОТЫ. 
1.5. ГЕОМЕТРИЧЕСКИЕ ВЕРОЯТНОСТИ. 
1.1. Испытания и события.  
Предмет теории вероятностей 
Событие – это результат испытания (опыта). 
Пример. Стрелок стреляет по мишени, разделенной на четыре 
части. Выстрел – это испытание. Попадание в определенную часть 
мишени – событие. 
Пример. В ящике есть цветные шары. Из ящика берут один 
шар. Извлечение шара из ящика – это испытание. Появление шара 
определенного цвета – событие. 
Элементарное событие (исход) – каждый из множест-
ва возможных результатов испытания. 
Благоприятствующее (удачное) событие (исход) – 
это элементарный исход, в котором наступает нужное нам 
событие. 
Все события делятся на три вида: 
1. Достоверное событие ( E ) – это событие, которое обяза-
тельно произойдет, если будут выполнены определенные 
условия S . 
Пример. В сосуде содержится вода при нормальном давлении 
и температуре. Событие «вода в сосуде находится в жидком со-
стоянии» есть достоверное. В этом примере атмосферное давление 
и температура воды составляют определенные условия S . 
Тема 1. Основные понятия теории вероятности 
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2. Невозможное событие (U ) – это событие, которое ни-
когда не произойдет, если будут выполнены определен-
ные условия S . 
Пример. Событие «вода в сосуде находится в твердом состоя-
нии» не произойдет, если будут выполнены условия предыдущего 
примера. 
3. Случайное событие ( A ) – это событие, которое при вы-
полнении определенных условий S  может произойти 
или не произойти. 
Пример. Бросают монету. Событие «выпал» герб – случайное. 
Каждое случайное событие есть следствие действия 
многих случайных причин, число которых очень велико и 
законы их действия неизвестны. Поэтому теория вероятно-
стей не решает задачу предсказания единичного события – 
это просто невозможно. 
Массовые однородные случайные события – это со-
бытия, которые многократно происходят при постоянных 
условиях S . 
Оказывается, что большое число однородных случай-
ных событий, независимо от их условий появления, подчи-
няются определенным закономерностям. Установлением 
этих закономерностей и занимается теория вероятностей. 
Следовательно, предметом теории вероятностей явля-
ется изучение вероятностных закономерностей массовых од-
нородных случайных событий. 
Знание закономерностей, которым подчиняются мас-
совые случайные события, позволяет предвидеть, как эти 
события будут происходить. 
Глава 1 
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1.2. Виды случайных событий 
События называются несовместными, если появление 
одного из них исключает появление других событий в одном 
и том же испытании. 
Пример. Брошена монета. Появление «герба» исключает по-
явление «решки». События «появился герб» и «появилась решка» – 
несовместимые. 
Несколько событий образуют полную группу, если в 
результате испытания появится хотя бы одно из них. Если 
события, образующие полную группу, попарно несовме-
стны, то в результате испытания появится только одно из 
этих событий. 
Пример. Стрелок сделал выстрел по цели. Обязательно про-
изойдет одно из следующих двух событий: попадание, промах. Эти 
два несовместных события образуют полную группу. 
События называются совместными, если появление 
одного из них не исключает появление другого в одном и 
том же испытании. 
Пример. A  – появление четырех очков при бросании играль-
ной кости; B  – появления четного числа очков. События A  и B  
совместны. 
Два события называются противоположными, если 
они образуют полную группу событий. 
Пример. Попадание и промах при выстреле по цели – проти-
воположные события. Если событие A  – попадание, то событие A  
– промах. 
События называются равновозможными, если появ-
ление каждого из них в результате опыта одинаково. 
Тема 1. Основные понятия теории вероятности 
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Пример. Появление одного или иного числа очков на бро-
шенной игральной кости – равновозможные события. Предполага-
ется, что игральная кость изготовлена из однородного металла и 
имеет форму правильного многогранника  
Событие B  называют независимым от события A , если 
появление события A  не изменяет вероятности события B . 
В противном случае события называются зависимыми. 
1.3. Классическое определение вероятности 
Вероятность – одно из основных понятий теории веро-
ятностей. Существует несколько определений этого понятия. 
Рассмотрим определение, которое называют классическим, 
на следующем примере. 
Пусть в ящике находится 6 одинаковых шаров: 
2 шара – красного цвета 
3 шара – синего цвета 
1 шар   – белого цвета 
Очевидно, возможность взять произвольно из ящика 
цветной (красный или синий) шар больше, чем возмож-
ность достать белый шар. Найдем количественную оценку 
возможности того, что взятый произвольно шар – цветной. 
Событие ( A ) – появление цветного шара 
Испытание – извлечение шара из ящика. 
В нашем примере возможны следующие 6 элементар-
ных исходов: 1w  – появился белый шар; 32 , ww  – появился 
красный шар; 654 ,, www – появился синий шар. 
Все исходы образуют полную группу попарно несовме-
стных событий (обязательно появится только один шар) и 
Глава 1 
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равновозможны (шары одинаковые и хорошо перемешаны). 
В нашем примере это следующие 5 исходов: 
65432 ,,,, wwwww . 
Следовательно, событие A  произойдет, если наступит 
один, неважно какой, из удачных исходов. В этом смысле 
событие A  делится на несколько элементарных исходов 
( nwwww K,,, 321 ): элементарный исход не делится на дру-
гие события. В этом и состоит различие между событием 
A  и элементарным исходом. 
Отношение числа удачных исходов к числу всех эле-
ментарных исходов дает количественную оценку возможности 
появления цветного шара. В нашем примере это отношение 
равно 
6
5 . Сформулируем определение вероятности. Веро-
ятностью события A  называют отношение: 
( )
n
mAP = , 
где m  – число удачных исходов; 
 n  – число равновозможных несовместных элемен-
тарных исходов, образующих полную группу. 
Из определения вероятностей следуют ее свойства: 
Свойство 1  
 Вероятность достоверного события равна единице. 
Действительно, если событие достоверно, то каждый 
элементарный исход испытания благоприятствует собы-
Тема 1. Основные понятия теории вероятности 
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тию. В этом случае nm = , следовательно: 
1)( ===
n
n
n
mEP . 
Свойство 2  
 Вероятность невозможного события равна нулю. 
Действительно, если событие невозможно, то ни один 
из элементарных исходов не благоприятствует событию. В 
этом случае 0=m , следовательно, 
00)( ===
nn
mUP . 
Свойство 3  
 Вероятность случайного события: 
1)(0 << AP . 
 
Свойство 4  
 Вероятность любого события: 
1)(0 ££ AP . 
Если при вычислении вероятности события никаких 
других ограничений, кроме условий S , нет, то такую веро-
ятность называют безусловной. Если есть и другие дополни-
тельные условия, то вероятность события называют услов-
ной. Например, часто вычисляют вероятность события B  
при дополнительном условии, что произошло событие A . 
Условной вероятностью )(BPA  называют вероятность 
события ,B  вычисленную в предположении, что событие 
A  уже произошло. 
Глава 1 
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1.4. Относительная частота.  
Устойчивость относительной частоты 
Относительной частотой события называют отно-
шение числа испытаний, в которых событие произошло, к 
числу произведенных испытаний. 
n
mAW =)( , 
где m  – число появления события A ; 
 n  – общее число испытаний. 
Сравнивая определения вероятности и относительной 
частоты, можно сделать вывод: определение вероятности не 
требует проведения испытаний; определение относительной 
частоты предполагает фактическое проведение испытаний. 
Или вероятность вычисляют до испытаний, а относитель-
ную частоту – после испытаний. 
Пример. По мишени произвели 8 выстрелов. Было сделано 3 
попадания. Относительная частота поражения мишени: 
8
3)( =AW . 
Свойство устойчивости относительной частоты состо-
ит в том, что в различных испытаниях относительная час-
тота приблизительно равна некоторому постоянному числу. 
Оказалось, что это постоянное число есть вероятность появ-
ления события. Следовательно, если опытным путем уста-
новлена относительная частота, то полученное число можно 
принять за приближенное значение вероятности. 
Пример. Многократно проводились опыты бросания монеты, 
Тема 1. Основные понятия теории вероятности 
 13 
в которых считали число появлений «герба». Результаты опытов 
приведены в таблице 1. 1. 
Таблица 1.1 
Число испытаний Число появления «герба» Относительная частота 
4040 2048 0,5069 
12000 6019 0,5016 
24000 12012 0,5005 
Здесь относительные частоты незначительно отклоняются от 
числа 0,5, причем, тем меньше, чем больше число испытаний. Но 
вероятность появления «герба» равна 0,5. Это доказывает, что от-
носительная частота приблизительно равна вероятности. 
Классическое определение вероятности предполагает, 
что число элементарных исходов испытания конечно. На 
практике есть испытания, число возможных исходов кото-
рых бесконечно. В таких случаях классическое определение 
вероятности неприменимо. Этот недостаток исчезает с ис-
пользованием аксиоматической вероятности. В системе ак-
сиом, предложенной А.Н. Колмогоровым, неопределенными 
понятиями являются элементарное событие и вероятность. 
Приведем аксиомы, определяющие вероятность: 
Каждому событию A  поставлено в соответствие неот-
рицательное действительное число )(AP . Это число назы-
вается вероятностью события A . 
Вероятность достоверного события равна единице: 
1)( =AP . 
Вероятность наступления хотя бы одного из попарно не-
совместных событий равна сумме вероятностей этих событий. 
Исходя из этих аксиом, свойства вероятностей и зави-
симости между ними выводят в качестве теорем. 
Глава 1 
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Другой недостаток классического определения веро-
ятности состоит в том, что часто невозможно представить 
результат испытания в виде совокупности элементарных ис-
ходов. Еще труднее указать основания, позволяющие счи-
тать элементарные исходы равновозможными. Поэтому и ис-
пользуют статистическое определение вероятности: в ка-
честве статистической вероятности события прини-
мают относительную частоту. 
Для существования статистической вероятности собы-
тия A  требуется: 
а) возможность производить неограниченное число испы-
таний, в каждом из которых событие A  происходит или 
не происходит; 
б) устойчивость относительных частот появления события 
A  в различных сериях достаточно большого числа ис-
пытаний. 
Недостатком статистического определения является не-
однозначность статистической вероятности; так, в приведен-
ном примере в качестве вероятности события можно принять 
не только 0,5, но и 0,49; 0,52 и т.д. 
1.5. Геометрические вероятности 
Для исключения недостатка классического определе-
ния вероятности, состоящего в том, что оно неприменимо к 
испытаниям с бесконечным числом исходов, вводят геомет-
рические вероятности. 
Геометрическая вероятность – вероятность попада-
ния точки в область (отрезок, часть плоскости и т.д.). Если 
обозначить единицу измерения (длина, площадь, объем) об-
Тема 1. Основные понятия теории вероятности 
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ласти через mes , то вероятность попадания точки, произ-
вольно поставленной в область g  – часть области G , равна: 
mesG
mesgP = . 
Пусть отрезок l  составляет часть отрезка L . На отрез-
ке L  произвольно поставлена точка. Это означает выполне-
ние следующих предположений: поставленная точка может 
оказаться в любой точке отрезка L , вероятность попадания 
точки на отрезок l  пропорционально длине этого отрезка и 
не зависит от его расположения относительно отрезка L . В 
этих предположениях вероятность попадания точки на отре-
зок l  определяется равенством: 
L
lP
Длина
Длина
= . 
Пусть плоская фигура g  составляет часть плоской фи-
гуры G . На фигуре G  произвольно поставлена точка. Это 
означает выполнение следующих предположений: постав-
ленная точка может оказаться в любой точке фигуры G , 
вероятность попадания поставленной точки на фигуру g  
пропорциональна площади этой фигуры и не зависит от ее 
расположения относительно G  и от формы g . В этих пред-
положениях вероятность попадания точки в фигуру g  оп-
ределяется равенством: 
G
gP
Площадь
Площадь
= . 
Глава 1 
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Аналогично определяется вероятность попадания точ-
ки в пространственную фигуру v , которая составляет часть 
фигуры V : 
V
vP
Объем
Объем
= . 
Замечание 
В случае классического определения вероятность не-
возможного события равна нулю. Справедливо и обратное 
утверждение. Например, если вероятность события равна 
нулю, то событие невозможно. В случае геометрического 
определения вероятности обратные утверждения не имеют 
смысла. Например, вероятность попадания поставленной 
точки в одну определенную точку области G  равна нулю, 
однако это событие может произойти и, следовательно, не 
является невозможным. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Приведите примеры невозможного и достоверного со-
бытия. 
2. Что изучает теория вероятностей? 
3. Назовите недостатки классического определения веро-
ятности. 
4. Какой недостаток классического определения вероятно-
сти исключает геометрическая вероятность? 
5. Решите задачи (1-13). 
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Тема 2. ТЕОРЕМЫ ТЕОРИИ ВЕРОЯТНОСТЕЙ 
2.1. ТЕОРЕМА СЛОЖЕНИЯ ВЕРОЯТНОСТЕЙ НЕСОВМЕСТНЫХ СОБЫТИЙ. 
2.2. ТЕОРЕМА СЛОЖЕНИЯ ВЕРОЯТНОСТЕЙ СОВМЕСТНЫХ СОБЫТИЙ. 
2.3. ТЕОРЕМА УМНОЖЕНИЯ ВЕРОЯТНОСТЕЙ. 
2.4. ВЕРОЯТНОСТЬ ПОЯВЛЕНИЯ ХОТЯ БЫ ОДНОГО СОБЫТИЯ. 
2.5. ФОРМУЛА ПОЛНОЙ ВЕРОЯТНОСТИ. 
2.6. ВЕРОЯТНОСТЬ ГИПОТЕЗ. ФОРМУЛА БЕЙЕСА. 
2.1. Теорема сложения вероятностей  
несовместных событий 
Суммой ВА +  двух событий А  и В  называют собы-
тие, состоящее в появлении события А , или события В , 
или обоих этих событий. Например, если из орудия сделаны 
два выстрела и А  – попадание при первом выстреле, В  – 
попадание при втором выстреле, то )( ВА+  – попадание при 
первом выстреле, или при втором, или в обоих выстрелах. 
Если два события А  и В  – несовместные, то )( ВА+  – со-
бытие, состоящее в появлении одного из этих событий, без-
различно какого. 
Пусть события А  и В  – несовместные и вероятности 
этих событий известны. Как найти вероятность того, что 
произойдет либо событие А , либо событие В ? Ответ на 
этот вопрос дает теорема сложения вероятностей. 
Теорема  
  
 Вероятность появления одного из двух несовмест-
ных событий равна сумме вероятностей этих со-
бытий: 
)()()( BPAPBAP +=+ . 
Глава 1 
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Доказательство  
Введем обозначения: n  – общее число возможных эле-
ментарных исходов испытания; 2m  – число удачных исхо-
дов события А ; 2m  – число удачных исходов события B . 
Число элементарных исходов, удачных для события 
А , либо события B , равно 21 mm + . Следовательно, 
n
m
n
m
n
mmBAP 2121 )()( +=+=+ . 
Учитывая, что )(и)( 21 BP
n
mAP
n
m
== , получим 
)()()( BPAPBAP +=+ . 
Следствие  
Вероятность появления одного из нескольких попарно 
несовместных событий равна сумме вероятностей этих со-
бытий: 
)()()()( 21121 nAPAPAPAAAP +++++++ KK . 
Доказательство  
Рассмотрим три события: CBA ,, . 
Так как эти события попарно несовместны, то появле-
ние одного из трех событий CBA и,  равносильно появле-
нию одного из двух событий CBA и+ , поэтому исходя из 
теоремы сложения  
[ ]
).()()(
)()()()(
CPBPAP
CPBAPCBAPCBAP
++=
=++=++=++  
Тема 2. Теоремы теории вероятности 
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Для любого числа попарно несовместных событий дока-
зательство проводится методом математической индукции. 
2.2. Теорема сложения вероятностей  
совместных событий 
Пусть события BA и  совместны. Известны вероятно-
сти этих событий и вероятность их совместного появления. 
Как найти вероятность события )( BA + , состоящего в том, 
что произойдет хотя бы одно из событий BA и ? Ответ на 
этот вопрос дает теорема сложения вероятностей совмест-
ных событий. 
Теорема  
  
 Вероятность появления хотя бы одного из двух со-
вместных событий равна сумме вероятностей этих 
событий без вероятности их совместного появления: 
)()()()( ABPBPAPBAP -+=+ . 
Доказательство  
Так как события BA и  совместны, то событие )( BA +  
произойдет, если произойдет одно из следующих трех не-
совместные событий: ABBABA или, . 
По теореме сложения вероятностей несовместных со-
бытий: 
)()()()( ABPBAPBAPBAP ++=+ . (1.1) 
Событие A  произойдет, если произойдет одно из двух 
несовместных событий: ABBA или . 
Глава 1 
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По теореме сложения несовместных событий имеем: 
)()()( ABPBAPAP += . 
Отсюда, 
)()()( ABPAPBAP -= . (1.2) 
Аналогично для )()()( ABPBAPBP +=  
)()()( ABPBPBAP -= . (1.3) 
Решая совместно уравнения (1.1), (1.2.) и (1.3.), получим: 
)()()()( ABPBPAPBAP -+=+ . (1.4) 
При использовании этой формулы нужно учитывать, 
что события BA и  могут быть как независимыми, так и 
зависимыми. 
Для независимых событий: 
)()()()()( BPAPBPAPBAP -+=+ . 
Для зависимых событий: 
)()()()()( BPAPBPAPBAP A-+=+ . 
2.3. Теорема умножения вероятностей 
Произведением двух событий BA и  называют собы-
тие AB , состоящее в совместном появлении этих событий. 
Например, если A  – деталь годная, B  – деталь окрашен-
ная, то AB  – деталь годная и окрашенная. 
Рассмотрим два события: BA и . Как найти вероят-
ность их совместного появления? Ответ на этот вопрос да-
ет теорема умножения. 
Тема 2. Теоремы теории вероятности 
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Теорема    
 Вероятность совместного появления двух зависи-
мых событий равна произведению вероятности 
одного из них на условную вероятность другого, 
вычисленную в предположении, что первое собы-
тие уже произошло: 
)()()( BPAPABP A= . 
Для трех событий: 
)()()()( CPBPAPABCP ABA= . 
Порядок расположения событий выбирается произ-
вольно. 
Для независимых событий теорема умножения имеет вид: 
)()()( BPAPABP ×= . 
Это равенство используют для определения независи-
мых событий. 
Несколько событий называют независимыми в сово-
купности (или просто независимыми), если независимы 
каждые два из них и независимы каждое событие и все 
возможные произведения остальных. Например, если со-
бытия CBA ,,  независимы, то независимы события: ,и BA  
ABCACBBCACBCA и,и,и;и,и . 
Из этого следует, что если события независимы, то ус-
ловная вероятность появления любого события, вычислен-
ная в предположении, что произошли другие события из 
числа остальных, равна его безусловной вероятности. 
Глава 1 
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2.4. Вероятность появления хотя бы  
одного события 
Пусть в результате испытания могут произойти n  не-
зависимых событий или некоторые из них (одно или ни од-
ного). Известны вероятности появления каждого события. 
Как найти вероятность появления хотя бы одного из них? 
Ответ на этот вопрос дает следующая теорема. 
Теорема    
 Вероятность появления хотя бы одного из незави-
симых событий nAAA ,,2,1 K  равна разности меж-
ду единицей и произведением вероятностей про-
тивоположных событий nAAA ,,2,1 K . 
)()()(1)( 21 nAPAPAPAP K-= . 
Если qAPAPAP n ==== )()()( 21 K , то 
nqAP -= 1)( . 
2.5. Формула полной вероятности 
Пусть событие A  может произойти при условии появле-
ния одного из несовместных событий nBBB ,,, 21 K , которые 
образуют полную группу. Известны вероятности событий и 
условные вероятности события A . Как найти вероятность со-
бытия A ? Ответ на этот вопрос дает следующая теорема. 
Теорема    
 Вероятность события A , которое может произойти 
только при условии появления одного из несовме-
стных  событий nBBB ,,, 21 K , образующих  полную
группу, равна сумме произведений вероятностей  
Тема 2. Теоремы теории вероятности 
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 каждого из этих событий на соответствующую ус-
ловную вероятность события A : 
.)()(
)()()()()(
21 21
APBP
APBPAPBPAP
nBn
BB
++
++=
K
 
Эту формулу называют «формулой полной вероятности». 
Доказательство  
По условию, появление события A  означает осуществ-
ление одного из несовместных событий ABABAB n,,, 21 K . 
Используя теорему сложения, получим: 
)()()()( 21 ABPABPABPAP n+++= K . 
По теореме умножения вероятностей зависимых собы-
тий имеем: 
  ; )()()(
111
APBPABP B= K);()()( 222 APBPABP B= , 
)()()( APBPABP
nBnn = . 
Следовательно, 
 )()()()( )()()(
21 21
APBPAPBPAPBPAP
nBnBB
+++= K . 
2.6. Вероятность гипотез. Формула Бейеса 
Пусть событие A  может произойти при условии появ-
ления одного из несовместных событий ,,,, 21 nBBB K  об-
разующих полную группу. Так как заранее не известно, ка-
кое из этих событий произойдет, их называют гипотезами. 
Допустим, что произведено испытание, в результате ко-
торого произошло событие A . Определим, как изменились 
Глава 1 
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вероятности гипотез, т.е. найдем условные вероятности: 
)();();( 21 nAAA BPBPBP K . 
Найдем сначала )( 1BPA . По теореме умножения имеем: 
)()()()()(
1111
APBPBPAPABP BA == . 
Отсюда 
)(
)()(
)( 111 AP
APBP
BP BA = , 
где )(AP  – «формула полной вероятности». 
Аналогично находим условные вероятности осталь-
ных гипотез. 
Следовательно, условная вероятность любой гипотезы 
находится по формуле: 
)()()()()()(
)()(
)(
21 21
APBPAPBPAPBP
APBP
BP
n
i
BnBB
Bi
iA +++
=
K
. 
Эту формулу называют формулой Бейеса. Формула 
Бейеса позволяет переоценить вероятности гипотез после 
того, как становится известным результат испытания, в ре-
зультате которого произошло событие A . 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Найдите вероятность появления одного из двух несо-
вместных событий. 
2. Для каких видов событий справедлива теорема сложе-
ния вероятностей? 
3. Решите задачи (14-33). 
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Тема 3. ПОВТОРЕНИЕ ИСПЫТАНИЙ 
3.1. ТЕОРЕМА БЕРНУЛЛИ. 
3.2. ЛОКАЛЬНАЯ ТЕОРЕМА ЛАПЛАСА. 
3.3. ИНТЕГРАЛЬНАЯ ТЕОРЕМА ЛАПЛАСА. 
3.4. ВЕРОЯТНОСТЬ ОТКЛОНЕНИЯ ОТНОСИТЕЛЬНОЙ ЧАСТОТЫ ОТ ПОСТОЯННОЙ 
ВЕРОЯТНОСТИ В НЕЗАВИСИМЫХ ИСПЫТАНИЯХ. 
3.1. Теорема Бернулли 
Если производится несколько испытаний, причем веро-
ятность события A  в каждом испытании не зависит от ис-
ходов других испытаний, то такие испытания называются 
независимыми относительно события A . 
В разных независимых испытаниях событие A  может 
иметь различные вероятности. Далее будут рассматриваться 
независимые испытания, в которых событие A  имеет оди-
наковую вероятность. 
Пусть производится n  независимых испытаний, в ка-
ждом из которых событие A  может произойти или не про-
изойти. Будем считать, что вероятность события A  в каж-
дом испытании одинаковая и равна p . Следовательно, ве-
роятность того, что событие A  не произойдет в каждом ис-
пытании, будет равна pq -= 1 . 
Вычислим вероятность того, что при n  испытаниях 
событие A  произойдет k  раз. Не требуется также, чтобы 
событие A  повторилось k  раз в определенной последова-
тельности. Например, если событие A  произошло три раза 
в четырех испытаниях, то возможны следующие собы-
тия: AAAAAAAAAAAAAAAA ,,, . Запись AAAA  озна-
Глава 1 
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чает, что в первом, втором и третьем испытаниях событие 
A  произошло, а в четвертом испытании оно не появилось, 
т. е. произошло противоположное событие A ; соответст-
венный смысл имеют и другие записи. 
Искомую вероятность обозначим )(kPn . Например, 
символ )3(5P  означает вероятность того, что в пяти испыта-
ниях событие произойдет три раза и, следовательно, не на-
ступит два раза. 
Данную задачу можно решить с помощью формулы 
Бернулли. 
Вывод формулы Бернулли 
Вероятность одного сложного события, состоящего в 
том, что в n  испытаниях событие A  произойдет k  раз и не 
произойдет )( kn -  раз, по теореме умножения вероятностей 
независимых событий равна knk qp - . Таких сложных собы-
тий может быть столько, сколько можно составить сочета-
ний из n  элементов по k  элементов, т.е. knC . Так как эти 
сложные события несовместны, то по теореме сложения ве-
роятностей несовместных событий искомая вероятность 
равна сумме вероятностей всех возможных сложных собы-
тий. Но вероятности всех возможных событий одинаковы, 
поэтому искомая вероятность равна вероятности одного 
сложного события, умноженного на их число: 
knkk
nn qpCkP
-=)(   или  knkn qpknk
nkP -
-
=
!)(!
!)( . 
Эту формулу называют формулой Бернулли. 
Тема 3. Повторение испытаний 
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3.2. Локальная теорема Лапласа 
Использовать теорему Бернулли для большого количе-
ства испытаний )1( >>n  трудно, так как формула требует 
выполнения действий над большими числами. Например, 
если 1,0,30,50 === pkn , то для нахождения вероятности 
)30(50P  надо вычислить выражение 
2030
50 )9,0()1,0(!20!30
!50)30( ××=P . 
Вычисления с использованием таблиц логарифмов 
факториалов легче, но они дают большую погрешность в 
результате. 
Локальная теорема Лапласа дает асимптотическую 
формулу, которая позволяет приближенно найти вероят-
ность появления события при больших количествах испы-
таний. Заметим, что для частного случая )5,0( =p  асим-
птотическая формула была найдена в 1730г. Муавром; в 
1783 г. Лаплас обобщил формулу Муавра для произвольно-
го p . Поэтому данную теорему иногда называют теоремой 
Муавра-Лапласа. 
Доказательство локальной теоремы Лапласа сложное, 
поэтому здесь приведем только ее формулировку. 
Если вероятность появления события A  в каждом ис-
пытании постоянна и равна p  )10( << p , то вероятность 
того, что в n  независимых испытаниях событие A  про-
изойдет k  раз, приближенно равна: 
Глава 1 
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)(1)( x
npq
kPn j×= ,  
где 
npq
npkxlx
x -
==
-
,)( 2
2
1
2
p
j . 
Таблица функции )(xj  для положительных значений 
x  приведена в приложении (1). Так как )(xj  – четная, 
функция )()( xx jj =- , то эти таблицы используют и для 
отрицательных значений этой функции. 
3.3. Интегральная теорема Лапласа 
Теорема    
 Если вероятность появления события A  в каждом 
испытании постоянна и равна p  )10( << p , то ве-
роятность того, что событие A  произойдет в n
испытаниях от 1k  до 2k раз приближенно равна: 
dzekkP
z
x
x
n
2
2,1
2
2
1)(
-¢¢
¢
ò» p ,  
где .и 21
npq
npkx
npq
npkx -=¢¢-=¢  
При решении задач, требующих применения интеграль- 
ной теоремы Лапласа, пользуются специальными таблица- 
ми, т.к. неопределенный интеграл  dze
z
ò
-
2
2
  не выражается 
через  элементарные  функции.  Таблица  для  интеграла 
Тема 3. Повторение испытаний 
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dzexФ
z
x 2
0
2
2
1)(
-
ò= p  приведена в приложении (2). 
Функция )(xФ  – нечетная, т.е. [ ])()( xФxФ -=- . В таб-
лице приведены значения функции до 5=x . Для 5>x  
можно принять 5,0)( =xФ . 
Функцию )(xФ  называют функцией Лапласа. 
Для пользования таблицей функции Лапласа преобра-
зуем соотношение: 
=+» òò
¢¢ -
¢
-
dzeekkP
x z
x
z
n
0
2
0
2
2,1
22
2
1 
2
1)(
pp
 
)()(
2
1
2
1
0
2
0
2
22
xФxФdzedze
x zx z
¢-¢¢=-= òò
¢ -¢¢ -
pp
. 
Следовательно, вероятность того, что событие A  поя-
вится в n  испытаниях от 21 до kk  раз, 
).()();( 21 xФxФkkPn ¢-¢¢»  
3.4. Вероятность отклонения относительной  
частоты от постоянной вероятности  
в независимых испытаниях 
Производится n  независимых испытаний, в каждом из 
которых вероятность появления события A  постоянна и рав- 
на p  )10( << p . Найдем вероятность того, что отклонение 
 относительной частоты 
n
m  от постоянной вероятности p  
по абсолютной величине не превышает заданного числа .0>e  
Глава 1 
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Другими словами, найдем вероятность выполнения нера-
венства: 
e£- p
n
m . (1.5) 
Эту вероятность обозначим так: 
÷
ø
ö
ç
è
æ
£- ep
n
mP . 
Заменим неравенство (1.5) равносильными ему: 
eeee £
-
£-£-£-
n
npmp
n
m и . 
Умножая эти неравенства на положительный множи-
тель 
pq
n , получим неравенства, равносильные исходному: 
pq
n
npq
npm
pq
n
ee £
-
£- . 
Используя интегральную теорему Лапласа и положив 
pq
nx
pq
nx ee =¢¢-=¢ и , имеем: 
.2
2
2
2
1
0
2
2
2
2
÷÷
ø
ö
çç
è
æ
==
=»÷÷
ø
ö
çç
è
æ
£
-
£
ò
ò
-
-
-
pq
nФdzl
dzl
pq
n
npq
npm
pq
nP
p
n
z
pq
n
pq
n
z
e
p
p
ee
e
e
e  
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Или ÷÷
ø
ö
çç
è
æ
»÷
ø
ö
ç
è
æ
£-
pq
nФp
n
mP ee 2 . 
Следовательно, вероятность выполнения неравенства 
e£- p
n
m  приближенно равна значению удвоенной функ-
ции Лапласа 
pq
nxФ ea =при)(2 . 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Что позволяет переоценить формула Бейеса? 
2. Почему теорема Бернулли неприменима для большого 
числа испытаний? 
3. Решите задачи (36-50). 
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Тема 1. ВИДЫ СЛУЧАЙНЫХ ВЕЛИЧИН 
1.1. СЛУЧАЙНАЯ ВЕЛИЧИНА. ДИСКРЕТНЫЕ И НЕПРЕРЫВНЫЕ СЛУЧАЙНЫЕ ВЕ-
ЛИЧИНЫ. 
1.1. Случайная величина. Дискретные` 
и непрерывные случайные величины 
Случайная величина – это величина, которая в резуль-
тате испытания принимает одно возможное значение, неиз-
вестное и зависящее от случайных причин, которые не мо-
гут быть учтены. 
Пример. Число родившихся мальчиков среди ста новорож-
денных есть случайная величина, которая имеет следующие воз-
можные значения: 100,,3,2,1,0 K . 
Будем далее обозначать случайные величины пропис-
ными буквами ,,, ZYХ  а их возможные значения – соот-
ветствующими строчными буквами zyx ,, . Например, 
 ели случайная величина X  имеет три  возможных значе-
ния, то они будут обозначены так: 321 ,, xxx . 
Дискретная (прерывная) величина – это величина, 
которая принимает отдельные, изолированные возможные 
значения с определенными вероятностями. 
Число возможных значений дискретной случайной ве-
личины может быть конечным или бесконечным. 
Непрерывная величина – это величина, которая может 
принимать все значения из некоторого конечного или беско-
нечного промежутка. Число возможных значений непрерыв-
ной случайности величины бесконечно. 
Для задания дискретной случайной величины, недос-
Глава 2 
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таточно перечислить все возможные ее значения, нужно 
еще указать их вероятности. 
Законом распределения дискретной случайной вели-
чины называют соответствие между возможными значения-
ми и их вероятностями. 
Этот закон можно задать в виде таблицы, формулы или 
графически. 
При табличном задании закона распределения дискрет-
ной случайной величины первая строка таблицы содержит 
возможные значения, а вторая строка – их вероятности: 
Таблица 2.1 
Х  1x  2x  … nx  
P  1p  2p  … np  
Так как в одном испытании случайная величина при-
нимает только одно возможное значение, следовательно, со-
бытия nxXxXxX === ,,, 21 K образуют полную 
группу событий и сумма вероятностей равна единице: 
1321 =++++ npppp K . 
При графическом задании дискретной случайной ве-
личины в прямоугольной системе координат строят точки 
),( іі px  и соединяют их отрезками прямых. Полученную 
фигуру называют многоугольником распределения. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Приведите пример случайной величины. 
2. Назовите виды задания случайной величины. 
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Тема 2. ЗАКОНЫ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ 
ДИСКРЕТНОЙ СЛУЧАЙНОЙ ВЕЛИЧИНЫ 
2.1. БИНОМИНАЛЬНОЕ РАСПРЕДЕЛЕНИЕ. 
2.2. РАСПРЕДЕЛЕНИЕ ПУАССОНА. 
2.3. ПРОСТЕЙШИЙ ПОТОК СОБЫТИЙ. 
2.4. ГЕОМЕТРИЧЕСКОЕ РАСПРЕДЕЛЕНИЕ. 
2.5. ГИПЕРГЕОМЕТРИЧЕСКОЕ РАСПРЕДЕЛЕНИЕ. 
2.1. Биноминальное распределение 
Пусть производится n  независимых испытаний, в каж-
дом из которых событие A  может появиться либо не появиться. 
Вероятность появления события во всех испытаниях постоян-
на и равна p  (следовательно, вероятность не появления равна 
)1( pq -= . Рассмотрим в качестве дискретной случайной ве-
личины X  число появлений события A  в этих испытаниях. 
Найдем закон распределения величины X . Очевидно, 
событие A  в n  испытаниях может либо не появиться, либо 
появиться 1 раз, либо 2 раза, …, либо n  раз. Таким образом, 
возможные значения X  такие: 
nxxxx n ==== +1321 ,,2,1,0 K . 
Найдем вероятности этих возможных значений, для 
чего воспользуемся формулой Бернулли: 
knkk
nn qpCkP
-=)( , (2.1) 
где nk ,,2,1,0 K= . 
Эта формула является аналитическим выражением 
данного закона распределения. 
Биноминальным называют распределение вероятностей, 
Глава 2 
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определяемое формулой Бернулли. Закон назван «биноми-
нальным» потому, что правую часть равенства (2.1) можно 
рассматривать как общий член разложения бинома Ньютона: 
n
n
knkk
n
nn
n
nn
n
n qCqpCqpCpCqp 011)( +++++=+ --- KK . 
Первый член разложения )( np  определяет вероятность 
появления события n  раз в n  независимых испытаниях; 
 елрой член )( 1qnpn-  определяет вероятность наступления 
события )1( -n  раз; последний член )( nq  определяет вероят-
ность того, что событие не появится ни разу. 
Биноминальный закон в виде таблицы имеет вид: 
Таблица 2.2 
X  n  1-n  K  k  K  0  
P  np  qnpn 1-  K  1-nkkn qpC  K  
nq  
2.2. Распределение Пуассона 
Найдем вероятность того, что при очень большом ко-
личестве испытаний, в каждом из которых вероятность со-
бытий мала )1,0( £p , событие наступит k  раз. Допустим: 
произведение )(np  сохраняет постоянное значение, а 
именно: l=np . Это означает, что среднее число появлений 
события при различных значениях n  остается неизменным. 
Воспользуемся формулой Бернулли: 
[ ] knk
n ppk
knnnnkP ------= )1(
!
)1()2)(1()( K . 
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Так как l=np ., то 
n
p l= . Следовательно, 
[ ] knk
n nnk
knnnnkP
-
÷
ø
ö
ç
è
æ -÷
ø
ö
ç
è
æ----=
ll 1
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)1()2)(1()( K , 
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Итак: 
!
)(
k
ekP
k
n
ll -
» . 
Эта формула выражает закон распределения Пуассона 
вероятностей массовых )1( >>n  и редких )1,0( £p  событий. 
Замечание 
Имеются специальные таблицы, пользуясь которыми 
можно найти )(kPn , зная lиk . 
2.3. Простейший поток событий 
Потоком событий называют последовательность со-
бытий, которые происходят в случайные моменты времени. 
Глава 2 
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Пример.  еличии ние вызовов на АТС, прилет самолетов в 
аэропорт, последовательность отказов элементов и многое другое. 
Среди свойств, которыми могут обладать потоки, 
главными являются следующие свойства: 
Свойство 1  
 Свойство стационарности характеризуется 
тем, что вероятность появления k  событий в 
течение любого промежутка времени зависит 
только от числа k  и от величины t  промежутка 
времени и не зависит от начала его отсчета. 
При этом различные промежутки времени не 
должны пересекаться. 
Например, вероятности появления k  событий на про-
межутках времени ( )7;1 , ( )16;10 , ( )6; +TT  одинаковой ве-
личины 6=t  единиц времени равны между собой. 
Следовательно, если поток событий обладает свойством 
стационарности, то вероятность появления k  событий за про-
межуток времени t  есть функция, зависящая только от k  и t . 
Свойство 2  
 Свойство отсутствия последствия характе-
ризуется тем, что условная вероятность появ-
ления k  событий на любом промежутке време-
ни, вычисленная при любых предположениях, 
равна безусловной вероятности. 
Следовательно, если поток событий обладает свойст-
вом отсутствия последствия, то имеет место взаимная не-
Тема 2. Законы распределения вероятностей дискретной случайной величины 
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зависимость появления любого числа событий в непересе-
кающиеся промежутки времени. 
Свойство 3  
 Свойство ординарности характеризуется тем, 
что вероятность появления более одного собы-
тия очень мала по сравнению с вероятностью 
появления только одного события. 
Следовательно, если поток событий обладает свойст-
вом ординарности, то за бесконечно малый промежуток 
времени может произойти не более одного события. 
Простейшим (Пуассоновским) называется поток со-
бытий, который обладает свойствами стационарности, от-
сутствия последствия и ординарности. 
Интенсивностью потока l  называется среднее чис-
ло событий, которые происходят в единицу времени. 
Вероятность появления k  событий простейшего потока 
за промежуток времени t  определяется формулой Пуассона: 
( ) ( )
!k
etkP
tk
t
ll -×
= . 
Эта формула отражает все свойства простейшего по-
тока событий, поэтому ее можно считать математической 
моделью простейшего потока событий. 
2.4. Геометрическое распределение 
Производятся независимые испытания в каждом из кото-
рых вероятность появления события A  равна p  ( )10 << p . 
Следовательно, вероятность его непоявления pq -= 1 . Ис-
Глава 2 
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пытания заканчиваются с появлением события A . Значит, 
если событие A  появилось в k -испытании, то в предшест-
вующих ( )1-k  испытаниях оно не появилось. 
Обозначим через X  дискретную случайную величину 
– число испытаний, которые нужно провести до первого 
появления события A . Возможными значениями X  являют-
ся натуральные числа: 11 =x , 22 =x , … . 
Пусть в первых ( )1-k  испытаниях событие A  не про-
изошло, а в k -м испытании появилось. Вероятность этого 
события, по теореме умножения вероятностей независимых 
событий, 
( ) pqkxP k ×== -1 . 
Полагая, что K;2;1=k  получим геометрическую про-
грессию с первым членом p  и знаменателем q  ( )10 << q : 
KK ,,,,, 12 pqpqqpp k-  . 
Поэтому, распределение ( )kxP =  называется геомет-
рическим. 
2.5. Гипергеометрическое распределение 
Рассмотрим задачу. Пусть в партии из N  деталей есть 
M  стандартных ( )NM < . Из партии произвольно отбира-
ют n  деталей (каждая деталь отбирается с одинаковой ве-
роятностью). Отобранное изделие перед отбором следую-
щего не возвращается обратно в партию (поэтому формула 
Бернулли неприменима). Обозначим через X  случайную 
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величину – число m  стандартных деталей среди n  ото-
бранных. Возможные значения X  следующие: 0; 1; 2; … ; 
( )nM ,min . 
Найдем вероятность того, что mX = , т.е. что среди n  
отобранных деталей ровно m  стандартных. Используем 
для этого классическое определение вероятности.  
Общее число возможных элементарных исходов испы-
тания равно числу способов, которыми можно отобрать n  из 
N  деталей, т.е. числу сочетаний nNC . 
Найдем число исходов, благоприятствующих событию 
( )mX = ; m  стандартных деталей можно отобрать из M  
деталей mMC  способами; остальные ( )mn -  детали должны 
быть нестандартными, которые можно обобрать из ( )mN -  
нестандартных деталей mn MNC
-
-  способами. Следовательно, 
число благоприятствующих исходов по правилу умножения 
равно mn MN
m
M CC
-
- . 
Искомая вероятность равна  
( ) n
N
mb
MN
m
M
C
CCmXP
-
-== . 
Эта формула определяет распределение вероятностей, 
которое называется гипергеометрическим. 
Учитывая, что m  – случайная величина, поэтому ги-
пергеометрическое распределение определяется тремя па-
раметрами: N , M , n . Иногда в качестве параметров этого 
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распределения рассматривают N , n  p , где 
N
Mp =  – веро-
ятность того, что первая отобранная деталь стандартная. 
Если Nn 1.0< , то гипергеометрическое распределение 
дает вероятности, близкие к вероятностям, найденным по 
биноминальному закону. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Что определяет первый член разложения бинома Нью-
тона? 
2. Какие события определяет закон распределения Пуассо-
на? 
3. Приведите примеры потока событий. 
4. Назовите главные свойства потока событий. 
5. Назовите математическую модель потока событий. 
6. Какими параметрами определяется гипергеометрическое 
распределение? 
7. Решите задачи (52-58, 108-110). 
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Тема 3. ЧИСЛОВЫЕ ХАРАКТЕРИСТИКИ  
ДИСКРЕТНЫХ СЛУЧАЙНЫХ ВЕЛИЧИН 
3.1. МАТЕМАТИЧЕСКОЕ ОЖИДАНИЕ ДИСКРЕТНОЙ СЛУЧАЙНОЙ ВЕЛИЧИНЫ. 
3.2. ДИСПЕРСИЯ ДИСКРЕТНОЙ СЛУЧАЙНОЙ ВЕЛИЧИНЫ. 
3.3. СРЕДНЕЕ КВАДРАТИЧЕСКОЕ ОТКЛОНЕНИЕ. 
3.4. НАЧАЛЬНЫЕ И ЦЕНТРАЛЬНЫЕ ТЕОРЕТИЧЕСКИЕ МОМЕНТЫ. 
3.1. Математическое ожидание  
дискретной случайной величины 
Математическое ожидание дискретной случай-
ной величины – это сумма произведений всех ее возможных 
значений на их вероятности. 
Пусть случайная величина X  может принимать только 
значения nxxx ,,, 21 K , вероятности которых соответствен-
но равны nppp ,,, 21 K . Тогда математическое ожидание 
)(XM  случайной величины X  определяется равенством: 
nn pxpxpxXM +++= K2211)( . 
Свойства математического ожидания 
Свойство 1  
 Математическое ожидание постоянной 
 еличиины равно самой постоянной: 
CCM =)( . 
Свойство 2  
 Постоянный множитель можно выносить за 
знак математического ожидания: 
)()( XCMXMC = . 
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Свойство 3  
 Математическое ожидание произведения n  вза-
имно независимых случайных величин равно 
произведению их математических ожиданий. 
Для 2=n : 
)()()( YMXMXYM = . 
Свойство 4  
 Математическое ожидание суммы n  случайных 
величин равно сумме математических ожида-
ний слагаемых. Для 2=n : 
)()()( YMXMYXM +=+ . 
Свойство 5  
 Математическое ожидание приближенно равно 
среднему арифметическому наблюдаемых зна-
чений случайной величины: 
XXM »)( . 
Свойство 6  
 Математическое ожидание числа появлений со-
бытия в одном испытании равно вероятности 
этого события: 
PXM =)( . 
Свойство 7  
 Математическое ожидание числа появлений со-
бытия в n  независимых испытаниях равно 
произведению числа испытаний на вероятность 
появления события в каждом испытании: 
npXM =)( . 
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3.2. Дисперсия дискретной случайной величины 
Математическое ожидание полностью случайную вели-
чину не характеризует. По этой причине вводят и другие чи-
словые характеристики. Так, например, для того, чтобы оце-
нить, как отличаются возможные значения случайной вели-
чины от ее математического ожидания, используют другую 
числовую характеристику. Для этого введем понятие откло-
нения случайной величины от ее математического ожидания. 
Отклонением называют разность между случайной ве-
личиной и ее математическим ожиданием: 
)(XMX - . 
Теорема  
  
 Математическое ожидание отклонения равно нулю: 
[ ] 0)( =- XMXM . 
Доказательство 
[ ] [ ] .0)()()()()(
,const)(
=-=-=-
=
XMXMXMMXMXMXM
XM
 
Это объясняется тем, что одни возможные отклонения 
положительны, а другие – отрицательны; в результате их 
взаимного погашения среднее значение отклонения равно 
нулю. Эти выводы говорят о целесообразности заменить 
возможные отклонения их абсолютными значениями. 
Дисперсия дискретной случайной величины – это ма-
тематическое ожидание квадрата отклонения случайной 
величины: 
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( ) ( )[ ]22)( XMXMXD -= . 
Следовательно, для того, чтобы найти дисперсию, нуж-
но вычислить сумму произведений возможных значений 
квадрата отклонения на их вероятности. 
Для вычисления дисперсии удобно пользоваться еще 
одной формулой. 
Дисперсия равна разности между математическим 
ожиданием квадрата случайной величины и квадратом ее 
математического ожидания: 
( ) ( ) ( )[ ]22 XMXMXD -= . 
Свойства дисперсии 
Свойство 1  
 Дисперсия постоянной величины С  равна нулю: 
0)( =CD . 
Свойство 2  
 Постоянный множитель можно выносить за 
знак дисперсии, возводя его в квадрат: 
)()( 2 XDCCXD = . 
Свойство 3  
 Дисперсия суммы n  взаимно независимых ве-
личин равна сумме дисперсий этих величин. 
Для 2=n : 
)()()( YDXDYXD +=+ . 
Свойство 4  
 Дисперсия суммы постоянной величины и слу-
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чайной равна дисперсии случайной величины: 
)()( XDYCD =+ . 
Свойство 5  
 Дисперсия разности двух независимых случай-
ных величин равна сумме их дисперсий: 
)()()( YDXDYXD +=- . 
Свойство 6  
 Дисперсия числа появлений события A  в n  не-
зависимых испытаниях, в каждом из которых 
вероятность p  появления постоянна, равна: 
pqnpqXD -== 1,)( . 
3.3. Среднее квадратическое отклонение 
Для оценки рассеяния возможных значений случайной 
величины вокруг его среднего значения служит также и ха-
рактеристика, которая называется средним квадратическим 
отклонением. 
Среднее квадратическое отклонение случайной ве-
личины X  – это величина, равная 
)()( XDXG = . 
Так как среднее квадратическое отклонение равно 
квадратному корню из дисперсии, то размерность )(XG  
совпадает с размерностью X . Поэтому в тех случаях, когда 
нужно, чтобы оценка рассеяния имела размерность случай-
ной величины, вычисляют среднее квадратическое откло-
нение, а не дисперсию. Например, если X  выражается в 
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метрах, то )(XG  будет выражаться также в метрах, а )(XD  
– в квадратных метрах. 
Если известны средние квадратические отклонения не-
скольких взаимно независимых случайных величин, то сред-
нее квадратическое отклонение суммы этих величин равно: 
)()()()( 22
2
1
2
21 nn XGXGXGXXXG +++=+++ KK . 
3.4. Начальные и центральные теоретические моменты 
Если случайная величина X  имеет несколько больших 
и маловероятных значений, то для оценки этих значений на 
рассеяние случайной величины рассматривают характери-
стики, которые называются начальными и центральными 
теоретическими моментами. 
Начальный момент порядка k  случайной величины 
X  – это математическое ожидание величины kX : 
)( kk XM=n . 
В частности, )(),( 21 XMXM == ann . 
Пользуясь этими моментами, формулу для вычисления 
дисперсии [ ]22 )()()( XMXMXD -=  можно записать так: 
2
12)( nn -=XD . 
Центральный момент порядка k  случайной величи-
ны X  – это математическое ожидание величины 
( )kXMX )(- : 
( )[ ]kk XMXM )(-=m . 
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В частности, 
( )[ ] 0)(1 =-= XMXMm . 
( )[ ] )()( 22 XDXMXM =-=m . 
Исходя из определения центрального момента и поль-
зуясь свойствами математического ожидания, легко полу-
чить формулы: 
.364
,23
,
4
1
2
121344
3
11233
2
122
nnnnnnm
nnnnm
nnm
-+-=
+-=
-=
 
Моменты более высоких порядков применяются редко. 
Моменты, рассмотренные здесь, называются теоретиче-
скими моментами. В отличие от теоретических моментов, 
моменты, которые вычисляются по данным наблюдений, 
называются эмпирическими. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Назовите свойства математического ожидания. 
2. Что характеризует дисперсия? 
3. Назовите условия применения квадратического откло-
нения. 
4. Решите задачи (59-66). 
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Тема 4. ЗАКОН БОЛЬШИХ ЧИСЕЛ 
4.1. ТЕОРЕМА ЧЕБЫШЕВА. 
4.2. ТЕОРЕМА БЕРНУЛЛИ. 
Как уже известно, нельзя точно определить, какое из 
возможных значений примет случайная величина в резуль-
тате испытаний; это зависит от многих случайных причин, 
учесть которые невозможно. Однако при некоторых услови-
ях суммарное поведение большого числа случайных вели-
чин теряет случайный характер и становится закономерным. 
Эти условия и указываются в теоремах, которые называются 
«Закон больших чисел». К ним относятся теоремы Чебыше-
ва, Бернулли и др. 
Теорема Чебышева является общим законом больших 
чисел, теорема Бернулли – простейшим. Для доказательства 
этих теорем используют неравенство Чебышева: 
Вероятность того, что отклонение случайной величи-
ны X  от ее математического ожидания по абсолютной ве-
личине меньше положительного числа e , не меньше, чем 
2
)(1
e
XD
- : 
( ) 2
)(1)(
e
e XDXMXP -³<- . 
Неравенство Чебышева имеет для практики ограничен-
ное значение, так как дает приближенную оценку. 
Например, если 2)( e>XD  и, следовательно, 
0 )(1то,1)( 22 <-> ee
XDXD . 
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В этом случае неравенство Чебышева указывает на то, 
что вероятность отклонения неотрицательна, а это очевид-
но, так как любая вероятность выражается неотрицатель-
ным числом. 
4.1. Теорема Чебышева 
Если последовательность попарно независимых слу-
чайных величин KK ,,,, 21 nXXX  имеет конечные ма-
тематические ожидания и дисперсии этих величин равно-
мерно ограничены (не больше постоянного числа C ), то 
среднее арифметическое случайных величин сходится по ве-
роятности к среднему арифметическому их математических 
ожиданий, т.е., если e  – любое положительное число, то: 
1)(11lim
11
=÷÷
ø
ö
çç
è
æ
<- åå
==¥®
e
n
i
n
i
in
XM
n
X
n
P . 
В частности, если случайные величины имеют одно и 
тоже математическое ожидание a , то  
11lim
1
=÷÷
ø
ö
çç
è
æ
<-å
=¥®
eaX
n
P
n
i
in
. 
Сущность теоремы Чебышева такова: среднее арифме-
тическое большого числа независимых случайных величин 
(дисперсии которых равномерно ограничены) теряют ха-
рактер случайной величины. Объясняется это тем, что от-
клонения каждой из величин от своих математических 
ожиданий могут быть как положительными, так и отрица-
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тельными, а в среднем арифметическом они взаимно ис-
ключаются. 
Теорема Чебышева справедлива и для непрерывных 
случайных величин и является доказательством связи меж-
ду случайностью и необходимостью. 
Приведем пример применения теоремы Чебышева к 
решению практической задачи. 
Обычно для измерения физической величины произ-
водят несколько измерений и их среднее арифметическое 
принимают в качестве искомого числа. При каких условиях 
этот способ измерения можно считать правильным? Ответ 
на этот вопрос дает теорема Чебышева. 
Действительно, рассмотрим результаты каждого изме-
рения как случайные величины nXXX ,,, 21 K . К этим 
величинам можно применить теорему Чебышева, если вы-
полняются следующие условия: 
1. Случайные величины попарно независимы. Выполняется, 
так как результат каждого измерения не зависит от ре-
зультатов остальных. 
2. Имеют одно и тоже математическое ожидание. Выполня-
ется, так как все измерения произведены без системати-
ческих (одного знака) ошибок. 
3. Дисперсии их равномерно ограничены. Выполняется, 
так как прибор обеспечивает определенную точность 
измерений. Хотя при этом результаты отдельных изме-
рений различны, но отклонение их ограничено. 
4. Если указанные требования выполнены, применим к ре-
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зультатам измерений теорему Чебышева: 
e<-å
=
n
i
i aXn 1
1 . 
При большом числе измерений среднее арифметиче-
ское очень мало отличается от истинного значения измеряе-
мой величины. 
Итак, теорема Чебышева указывает условия, при кото-
рых описанный способ измерения может быть применен. 
Однако ошибочно думать, что, увеличивая число измере-
ний, можно достичь большой точности. Дело в том, что сам 
прибор дает показания с точностью a± ; поэтому каждый 
из результатов измерений, а, следовательно, и их среднее 
арифметическое, будут получены с точностью, не превы-
шающей точности прибора. 
На теореме Чебышева основан применяемый в мате-
матической статистике выборочный метод, суть которого 
состоит в том, что по небольшой случайной выборке судят 
о всей совокупности исследуемых объектов. Например, о 
качестве зерна судят по небольшой его пробе. 
4.2. Теорема Бернулли 
Пусть производится n  независимых испытаний, в ка-
ждом из которых вероятность появления события A  равна 
p . Можно ли предсказать, какова будет относительная час-
тота появлений событий? Положительный ответ на этот во-
прос дает теорема Бернулли, которая получила название 
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«Закона больших чисел» и положила начало теории веро-
ятности как науке. Простое доказательство теоремы Бер-
нулли было дано П.Л. Чебышевым. 
Теорема  
  
 Если в каждом из n  независимых испытаний ве-
роятность p  появления события A  постоянна, то 
к единице стремится вероятность того, что откло-
нение относительной частоты от вероятности p
по абсолютной величине будет мало, если число 
испытаний велико. 
Другими словами, если e  – очень малое положитель-
ное число, то при соблюдении условий теоремы имеет место 
равенство: 
1lim =÷
ø
ö
ç
è
æ
<-
¥®
ep
n
mP
n
. 
Доказательство 
Обозначим через 1X  дискретную случайную величину 
– число появлений события в первом испытании, через 2X  
– во втором, ..., nX  – в n  испытании. Ясно, что каждая ве-
личина может принять лишь два значения: 1 (событие A  
произошло) с вероятностью p  и 0 (событие не произошло) 
с вероятностью qp =-1 . 
Применяя теорему Чебышева к рассматриваемым ве-
личинам, имеем: 
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1lim 21 =÷
ø
ö
ç
è
æ
<-
+++
¥®
ea
n
XXXP n
n
K . 
Приняв во внимание, что математическое ожидание a  
каждой из величин iX  равно pa = , получим: 
1lim 21 =÷
ø
ö
ç
è
æ
<-
+++
¥®
ep
n
XXXP n
n
K . 
Остается показать, что 
n
m
n
XXX n =+++ K21 . 
Действительно, каждая из величин nXXX ,,, 21 K  при 
появлении события в соответствующем испытании прини-
мает значение, равное единице; следовательно, сумма 
nXXX +++ K21  равна числу m  появлений событий в n  
испытаниях, а значит: 
n
m
n
XXX n =+++ K21 . 
Учитывая это равенство, получим: 
1lim =÷
ø
ö
ç
è
æ <-
¥®
ep
n
mP
n
. 
Итак, теорема Бернулли утверждает, что при ¥®n  от-
носительная частота стремится по вероятности к p . Теорема 
Бернулли объясняет, почему относительная частота при 
большом числе испытаний обладает свойством устойчивости 
и доказывает статистическое определение вероятности. 
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КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Что доказывает теорема Чебышева? 
2. Приведите пример применения теоремы Чебышева. 
3. Какой метод математической статистики основан на тео-
реме Чебышева? 
4. Какое определение вероятности доказывает теорема 
Бернулли? 
5. Решите задачи (67-70). 
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Тема 5. ФУНКЦИЯ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ 
СЛУЧАЙНОЙ ВЕЛИЧИНЫ 
5.1. ОПРЕДЕЛЕНИЕ ФУНКЦИИ РАСПРЕДЕЛЕНИЯ. 
5.2. СВОЙСТВА ФУНКЦИИ РАСПРЕДЕЛЕНИЯ. 
5.3. ПЛОТНОСТЬ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ НЕПРЕРЫВНОЙ СЛУЧАЙНОЙ 
ВЕЛИЧИНЫ. 
5.4. СВОЙСТВА ПЛОТНОСТИ РАСПРЕДЕЛЕНИЯ. 
5.5. ЧИСЛОВЫЕ ХАРАКТЕРИСТИКИ НЕПРЕРЫВНЫХ СЛУЧАЙНЫХ ВЕЛИЧИН. 
5.1. Определение функции распределения 
Дискретная случайная величина может быть задана пе-
речислением всех ее возможных  значений и их вероятно-
стей. Но такой способ задания неприменим для непрерыв-
ных случайных величин. С этой целью и вводят функции 
распределения вероятностей случайной величины. 
Пусть x  – действительное число. Вероятность события, 
состоящего в том, что X  примет значение меньшее x , т.е. 
вероятность события xX < , обозначим через )(xF . 
Функцией распределения называют функцию )(xF , 
определяющую вероятность того, что случайная величина 
X  в результате испытания примет значение меньше x , т.е. 
)()( xXPxF <= . 
Геометрически это равенство определяется так: )(xF  
есть вероятность того, что случайная величина имеет значе-
ние, которое изображается на числовой оси точкой, лежащей 
левее точки x . 
Иногда вместо термина «функция распределения» ис-
пользуют термин «интегральная функция». 
Сейчас можно дать более точное определение непре-
Глава 2 
 58 
рывной случайной величины: случайную величину назы-
вают непрерывной, если ее интегральная функция есть не-
прерывная, кусочно-дифференцируемая функция с непре-
рывной производной. 
5.2. Свойства функции распределения 
Свойство 1  
 Значение функции распределения принадлежит 
отрезку [ ]1;0 : 
1)(0 ££ xF . 
Свойство вытекает из определения функции как веро-
ятности: вероятность всегда есть неотрицательное число, 
не больше единицы. 
Свойство 2  
 )(xF  – неубывающая функция, т.е. )()( 12 xFxF ³  
если 12 xx > . 
Пусть 12 xx > . Событие, состоящее в том, что X  при-
мет значение, меньшее 2x , можно разделить на два несо-
вместных события: 
1. X  примет значение, меньшее x , с вероятностью 
)( 1xXP < ; 
2. X  примет значение, удовлетворяющее неравенству 
21 xXx ££ , с вероятностью )( 21 xXxP ££ . 
По теореме сложения имеем: 
)()()( 2112 xXxPxxPxXP ££+<=< . 
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Отсюда, 
)()()( 2112 xXxPxxPxXP ££=<-< . 
Или 
)()()( 2112 xXxPxFxF ££=- . 
Так как любая вероятность есть число неотрицатель-
ное, то 0)()( 12 ³- xFxF  или )()( 12 xFxF ³ . 
Следствие 1 
Вероятность того, что случайная величина примет зна-
чение, заключенное в интервале );( ba , равна приращению 
функции распределения на этом интервале: 
)()()( aFbFbXaP -=££ . 
Следствие 2 
Вероятность того, что непрерывная случайная величи-
на X  примет одно определенное значение, равна нулю. 
Свойство 3  
 Если возможные значения случайной величины 
принадлежат интервалу );( ba , то: 
1. axxF £= при0)( ; 
2. bxxF ³= при1)( . 
1. Пусть ax £1 . Тогда событие 1xX <  невозможно (т.к. 
значений, меньших 1x , величина X  по условию не име-
ет) и, следовательно, вероятность его равна нулю. 
2. Пусть bx ³2 . Тогда событие 2xX <  достоверно (т.к. все 
Глава 2 
 60 
возможные значения X  меньше 2x ) и, следовательно, 
вероятность его равна единице. 
Следствие 1 
Если возможные значения непрерывной случайной ве-
личины расположены на всей оси x , то справедливы сле-
дующие соотношения: 
1)(lim;0)(lim ==
¥®-¥®
xFxF
xx
. 
Доказанные свойства позволяют представить, как вы-
глядит график функции распределения непрерывной слу-
чайной величины показано на рисунке 2.1. 
 
 
Рисунок 2.1 
5.3. Плотность распределения вероятностей 
непрерывной случайной величины 
Непрерывную случайную величину задают, используя 
другую функцию, которую называют плотностью распреде-
ления или плотностью вероятности, а также дифференци-
альной функцией. 
0 
F(x) 
ab -
1  
b x a 
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Плотностью распределения вероятностей непрерыв-
ной случайной величины X  называют функцию )(xf  – 
первую производную от функции распределения )(xF : 
)()( xFxf ¢=  
Заметим, что для описания распределения вероятно-
стей дискретной случайной величины плотность распреде-
ления неприменима. Зная плотность распределения, можно 
вычислить вероятность того, что непрерывная случайная ве-
личина примет значение, принадлежащее заданному интер-
валу. Вычисление основано на теореме. 
Теорема  
  
 Вероятность того, что непрерывная случайная вели-
чина X  примет значение, принадлежащее интервалу
);( ba , равна определенному интегралу от плотно-
сти распределения, взятому в пределах от a  до b : 
ò=<<
b
a
dXXfbXaP )()( . 
Доказательство 
Используем соотношение: 
)()()( aFbFbXaP -=<£ . 
По формуле Ньютона-Лейбница: 
òò =¢=-
b
a
b
a
dXXfdXXFaFbF )()()()( . 
Следовательно, 
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ò=<£
b
a
dXXfbXaP )()( . 
Так как )()( bXaPbXaP <<=<£ , то получим: 
ò=<<
b
a
dXXfbXaP )()( . 
Геометрически полученный результат объясняется так: 
вероятность того, что непрерывная случайная величина при-
мет значение, принадлежащее интервалу ( )ba; , равна пло-
щади криволинейной трапеции, ограниченной осью OX , 
кривой распределения )(xf  и прямыми aX =  и bX = . 
В частности, если )(xf  – четная функция и концы ин-
тервала симметричны относительно начала координат, то: 
( ) ò=<=<<-
a
dXXfaXPaXaP
0
)(2)( . 
Зная плотность распределения )(Xf , можно найти и 
функцию распределения )(XF  по формуле: 
ò
¥-
=
x
dxXfXF )()( . 
5.4. Свойства плотности распределения 
Свойство 1  
 Плотность распределения – неотрицательная 
функция 
0)( ³Xf . 
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График плотности распределения называют кривой 
распределения. 
Свойство 2  
 Несобственный интеграл от плотности распре-
деления в пределах от ¥-  до ¥равен единице: 
1)( =ò
¥
¥-
dXXf . 
В частности, если все возможные значения случайной 
величины принадлежат интервалу ( )ba; , то 
1)( =ò
b
a
dXXf . 
5.5. Числовые характеристики непрерывных 
случайных величин 
Пусть непрерывная случайная величина X  задана плот-
ностью распределения )(Xf . Допустим, что все возможные 
значения X  принадлежат отрезку [ ]ba; . Разделим этот отре-
зок на n  отрезков длиной nxxx DDD ,,, 21 K  и выберем в 
каждом из них произвольную точку ( )nixi ,,2,1 K= . Опре-
делим математическое ожидание непрерывной величины по 
аналогии с дискретной; составим сумму произведений воз-
можных значений ix  на вероятности попадания их в интер-
вал ixD  (напомним, что произведение xxf D×)(  приближен-
но равно вероятности попадания X  в интервал XD : 
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iii xxfx Då )( . 
Перейдя к пределу при стремлении к нулю длины 
наибольшего из отрезков, получим определенный интеграл 
ò
b
a
dxXxf )( . 
Математическим ожиданием непрерывной случай-
ной величины X , возможные значения которой принадле-
жат отрезку [ ]ba; , называют определенный интеграл 
ò=
b
a
dxXxfXM )()( . 
Если возможные значения принадлежат всей оси OX , 
то ò
¥
¥-
= dxXxfXM )()( . 
Предполагается, что несобственный интеграл сходится 
абсолютно, т.е. существует интеграл ò
¥
¥-
dxXfx )( . 
Дисперсией непрерывной случайной величины назы-
вают математическое ожидание квадрата ее отклонения. 
Если  возможные  значения X   принадлежат  отрезку 
[ ]ba; , то  
[ ] dxXfXMxXD
b
a
)()()( 2ò -= . 
Если возможные значения принадлежат всей оси OX , то  
[ ] dxXfXMxXD )()()( 2ò
¥
¥-
-= . 
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Среднее квадратическое отклонение непрерывной 
случайной величины определяется равенством: 
)()( XDXG = . 
Свойства математического ожидания и дисперсии дис-
кретных величин сохраняются и для непрерывных величин. 
Для вычисления дисперсии используют более удоб-
ные формулы: 
[ ]22 )()()( XMdxXfxXD
b
a
-= ò , 
[ ]22 )()()( XMdxXfxXD -= ò
¥
¥-
. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. С какой целью применяются функции распределения ве-
роятностей случайной величины? 
2. Дайте определение плотности распределения вероятно-
стей случайной величины. 
3. Решите задачи (71-88). 
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Тема 6. ЗАКОНЫ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ 
НЕПРЕРЫВНОЙ СЛУЧАЙНОЙ ВЕЛИЧИНЫ 
6.1. РАВНОМЕРНОЕ РАСПРЕДЕЛЕНИЕ. 
6.2. НОРМАЛЬНОЕ РАСПРЕДЕЛЕНИЕ. 
Плотность распределения непрерывных случайных 
величин называют также законом распределений. Часто 
встречаются, например, законы равномерного, нормального 
и показательного распределений. 
6.1. Равномерное распределение 
Распределение вероятностей называется равномерным, 
если на интервале, которому принадлежат все возможные 
значения случайной величины, плотность распределения 
имеет постоянное значение. 
Найдем плотность равномерного распределения )(xf , 
считая, что все возможные значения случайной величины 
принадлежат интервалу );( ba , на котором функция )(xf  
сохраняет постоянные значения. 
По условию 0)( =xf  при ax <  и bx > , то должно 
выполняться соотношение: 
òò ==
b
a
b
a
cdxdxxf 1или,1)( . 
Отсюда, 
abdx
c b
a
-
==
ò
11 . 
Следовательно, искомая плотность вероятности рав-
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номерного распределения: 
ï
ï
î
ï
ï
í
ì
>
£<
-
£
=
.при0
,при1
,при0
)(
bx
bxa
ab
ax
xf  
 
Рисунок 2.2 – График плотности равномерного 
распределения 
 
 
Рисунок 2.3 – График функции распределения 
a x b 0 
F(x) 
 
1 
 
0 
F(x) 
ab -
1  
b x a 
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6.2. Нормальное распределение 
Нормальным называют распределение вероятностей 
непрерывной случайной величины, которое описывается 
плотностью: 
2
2
2
)(
2
1)( s
ps
ax
exf
-
-
= . 
Нормальное распределение определяется двумя пара-
метрами: a  и s . Достаточно знать эти параметры, чтобы 
задать нормальное распределение. Покажем вероятностный 
смысл этих параметров. 
1. По определению математического ожидания непрерыв-
ной случайной величины: 
dxxedxxxfXM
ax
2
2
2
)(
2
1)()(
s
ps
-
-¥
¥-
¥
¥-
ò ò== . 
Введем новую переменную 
s
axz -= . Отсюда, 
azx += s , xddx s= . Приняв во внимание, что новые пре- 
делы интегрирования равны старым, получим: 
( ) ( ) =+=
-¥
¥-
ò dzeazXM
z
2
2
2
s
ps
s  
.
22
1 22
22
dzeadzze
zz
òò
¥
¥-
-¥
¥-
-
+=
p
s
p
 
Первое слагаемое равно нулю (под знаком интеграла 
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нечетная функция; пределы интегрирования симметричны 
относительно начала координат). 
Второе слагаемое равно a  (интеграл Пуассона 
p22
2
=ò
¥
¥-
-
dze
z
). 
Следовательно, ,)( axM =  т.е. математическое ожи-
дание нормального распределения равно параметру a . 
2. По определению дисперсии непрерывной случайной ве-
личины, учитывая, что ,)( aXM =  имеем: 
dxeaxXD
ax
ò
¥
¥-
-
-
-= s
ps
2
)(
2
2
)(
2
1)( . 
Введем новую переменную 
s
axz -= . Отсюда  
dzzezxDdzdxzax
z
ò
¥
¥-
-
×===- 2
2 2
2
)(,,
p
s
ss . 
Интегрируя по частям, положив, ,, 2
2
dzzedvzu
z
-
==  
найдем 2)( s=XD . 
Следовательно, sss === 2)()( XDX . 
Итак, среднее квадратическое отклонение нормаль-
ного распределения равно параметру s . 
Замечание 
Общим называют нормальное распределение с пара-
метрами 0=a , 1=s . Например, если X  – нормальная вели 
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чина с параметрами a  и s , то 
s
axU -=  – нормированная 
величина, причем 1)(,0)( == UUM s . 
Плотность нормированного распределения: 
2
2
2
1)(
x
ex
-
=
p
j . 
Эта функция табулирована (приложение 1). 
График плотности нормального распределения назы-
вают нормальной кривой (кривой Гаусса). 
Исследуем функцию 2
2
2
)(
2
1 s
ps
ax
eу
-
-
=  методом диф-
ференциального исчисления. 
Функция определена на всей оси OX . 
1. При всех значениях x  функция положительная. 
2. Предел функции при возрастании  x  (по абсолютной ве 
личине) равен нулю: 0lim =
¥®
у
x
. Ось OX  служит горизон- 
тальной асимптотой графика. 
3. Исследуем функцию на экстремум. Найдем первую про-
изводную: 
2
2
2
)(
3 2
s
ps
ax
eaxу
-
--
-=¢ ,  
.при0
,при0
,при0
axу
axу
axу
><¢
<>¢
==¢
 
Следовательно, при ax =  функция имеет максимум, 
равный 
ps 2
1 . 
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4. График функции симметричен относительно прямой 
ax = . 
5. Исследуем функцию на точки перегиба. Найдем вторую 
производную: 
ú
û
ù
ê
ë
é -
--=¢¢
-
-
2
2
2
)( )(1
2
1 2
2
sps
s axeу
ax
. 
При s+= ax  и s-= ax  вторая производная 0=¢¢у , а 
при переходе через эти точки она меняет знак (в этих точ-
ках 
е
у
ps 2
1
= ). Следовательно, точки графика: 
÷÷
ø
ö
çç
è
æ
×
-
e
a
ps
s
2
1;  и ÷÷
ø
ö
çç
è
æ
×
+
e
a
ps
s
2
1; . 
На рис. 2.4 изображена нормальная кривая при 1=a  и 
2=s . 
 
Рисунок 2.4 
 
Изменение величины параметра a  не изменяет форму 
x 1 0 
F(x) 
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нормальной кривой, а приводит лишь к ее сдвигу вдоль оси OX . 
Влияние изменения параметра s  на форму нормаль-
ной кривой приведено на рис. 2.5. 
 
 
Рисунок 2.5 
 
.021 =< ass  
Но при любых значениях параметров sиa  площадь, 
ограниченная нормальной кривой и осью OX , всегда равна 
единице. 
При 1=a  и 1=s нормальную кривую называют нор-
мированной. 
Если случайная величина X  распределена по нормаль-
ному закону, то вероятность того, что X  примет значение, 
принадлежащее интервалу ( )ba; , равна: 
dxeXp
ax
2
2
2
)(
2
1)(
sb
aps
ba
-
-
ò=<< . 
x 0 
F(x) 
 
1s  
2s  
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Преобразуем эту формулу так, чтобы можно было 
пользоваться таблицами. Введем новую переменную 
s
axz -= . 
Отсюда, zddxazx ss =+= , . Найдем новые преде-
лы интегрирования. Если ax = , то 
s
a az -= . Если b=x , 
то 
s
b az -= . 
Таким образом, произведя несложные вычисления и 
используя функцию Лапласа dzexФ
z
x 2
0
2
2
1)(
-
ò= p , оконча-
тельно получим: 
÷
ø
ö
ç
è
æ --÷
ø
ö
ç
è
æ -=<<
s
a
s
b
ba
aФaФXp )( . (2.2) 
Значения функции Лапласа находим по таблицам 
(приложение 2). 
Часто требуется вычислить вероятность того, что от-
клонение нормально распределенной случайной величины 
X  по абсолютной величине меньше заданного положи-
тельного числа d , т.е. требуется найти вероятность реше-
ния неравенства d<- ax . 
Используя формулу (2.2), получим  
( ) ( ) =+<<-=<- ddd aXaPaxP  
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.()( ÷
ø
ö
ç
è
æ--÷
ø
ö
ç
è
æ=úû
ù
êë
é --úû
ù
êë
é +=
s
d
s
d
s
d
s
d ФФaФaФ  
Т.к. функция Лапласа – нечетная ÷
ø
ö
ç
è
æ-=÷
ø
ö
ç
è
æ -
s
d
s
d ФФ , 
получим: ( ) ÷
ø
ö
ç
è
æ=<-
s
d
d ФaxP 2 . 
Если принять tdd = , получим ( ) )(2 tФtaxP =<- s . 
Если ss 3то,3 == tt . 
( ) .9973,049865,02)3(23 =×==<- ФaxP s  
В этом состоит сущность правила «трех сигм» s3 . 
Если случайная величина распределена нормально, то 
абсолютная величина ее отклонения от математического 
ожидания не превосходит утроенного среднего квадратиче-
ского отклонения. 
На практике правило «трех сигм» применяют так: если 
распределение изучаемой случайной величины неизвестно, 
но условие, указанное в правиле, выполняется, то есть осно-
вание предполагать, что изучаемая величина распределена 
нормально. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ  
1. Назовите пример равномерного распределения случай-
ной величины. 
2. Какими параметрами определяется нормальное распре-
деление случайной величины? 
3. Решите задачи (89-98). 
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Тема 7. ФУНКЦИЯ ОДНОГО СЛУЧАЙНОГО АРГУМЕНТА 
7.1. ОПРЕДЕЛЕНИЕ ФУНКЦИИ ОДНОГО СЛУЧАЙНОГО АРГУМЕНТА 
7.2. МАТЕМАТИЧЕСКОЕ ОЖИДАНИЕ ФУНКЦИИ ОДНОГО СЛУЧАЙНОГО АРГУМЕНТА 
7.3. РАСПРЕДЕЛЕНИЕ «ХИ КВАДРАТ» 
7.4. РАСПРЕДЕЛЕНИЕ СТЬЮДЕНТА 
7.1. Определение функции одного  
случайного аргумента 
Если каждому возможному значению случайной вели-
чины X  соответствует одно возможное значение случайной 
величины Y , то Y  называют функцией случайного аргу-
мента X : )(XY j= . 
Далее найдем распределение функции по известному 
распределению дискретного и непрерывного аргумента. 
1. Пусть аргумент X  – дискретная случайная величина. 
а) Если различным возможным значениям аргумента X  
соответствуют различные возможные значения функ-
ции Y , то вероятности соответствующих значений X  
и Y  между собой равны. 
Пример. Дискретная случайная величина X  задана распреде-
лением (закон распределения вероятностей). 
X  2 3 
P  0,6 0,4 
Найти распределение функции 2XY = .  
Решение. Найдем возможные значения Y : 
93;42 22
2
1 ==== уy . 
Напишем искомое распределение Y : 
Y  4 9 
P  0,6 0,4 
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б) Если различным возможным значениям X  соответст-
вуют значения Y , среди которых есть равные между 
собой, то нужно складывать вероятности повторяю-
щихся значений Y . 
Пример. Дискретная случайная величина X  задана распреде-
лением: 
Y  -2 2 3 
P  0,4 0,5 0,1 
Найдем распределение функции 2XY = . 
Решение. Вероятность возможного значения 41 =y  равна 
сумме вероятностей несовместимых событий 2,2 =-= xx , т.е. 
9,05,04,0 =+ . Вероятность возможного значения 92 =y  равна 
0,1. Напишем искомое распределение Y : 
Y  4 9 
P  0,9 0,1 
2. Пусть аргумент X  – непрерывная случайная величина. 
Как найти распределение функции )(XY j= , зная плот-
ность распределения случайного аргумента X ? 
Доказано: если )(xy j=  – дифференцируемая строго 
возрастающая или строго убывающая функция, обратная 
функция которой )( уx y= , то плотность распределения 
)( yq  случайной величины Y  находится по формуле: 
[ ] )()()( уууq yy ¢= ò . (2.3) 
Пример. Случайная величина X  распределена нормально и 
ее математическое ожидание 0=a . Найдем распределение функ-
ции 3XY = . 
Решение. Так как функция 3xy =  дифференцируема и строго 
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возрастает, то можно  применить  формулу (2.3). Найдем функ-
цию, обратную функции 3xy = : 3
1
)( уxу ==y .  
Найдем [ ])( yf y . По условию: 2
2
2
2
1)( s
ps
x
exf
-
= . Поэтому: 
[ ] 2
3
2
23
1
2
1)( s
ps
y
у
eyfуf
-
=ú
û
ù
ê
ë
é
= . (2.4) 
Найдем производную обратной функции по y : 
3
2
3
1
3
1)()(
y
yy =¢=¢y . (2.5) 
Найдем искомую плотность распределения, для чего подста-
вим (2.4) и (2.5) в (2.3): 
2
3
2
2
3
2
23
1)( s
ps
у
e
y
yq
-
= . 
Замечание 
Пользуясь формулой (2.3), можно доказать, что линейная 
функция BAXY +=  нормально распределенного аргумента 
X  тоже распределена нормально и, чтобы найти математиче-
ское ожидание Y , надо в выражении функции подставить 
вместо аргумента X  его математическое ожидание a : 
BAaYM +=)( . 
Чтобы найти среднее квадратическое отклонение Y , 
надо среднее квадратическое отклонение аргумента X  ум-
ножить на модуль коэффициента при X : 
)()( xAY ss = . 
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Пример. Найти плотность распределения линейной функции 
13 += xY , если аргумент распределен нормально, математическое 
ожидание 2=a  и среднее квадратическое отклонение .5,0=s  
Решение. .5,15,03)(,7123)( =×==+×= YYM s  
Искомая плотность распределения имеет вид: 
])5,1(2[
)7(
2
2
25,1
1)( ×
-
-
=
y
eyq
p
. 
7.2. Математическое ожидание функции одного  
случайного аргумента 
Задана функция )(XY j=  случайного аргумента X . 
Нужно найти математическое ожидание этой функции, зная 
закон распределения аргумента. 
1. Пусть аргумент X  – дискретная случайная величина с 
возможными  значениями  ,,,, 21 nxxx K   вероятности 
которых равны nppp ,,, 21 K . Y  – дискретная случай-
ная величина с возможными значениями ),( 11 xy j=  
)(,),( 22 nn xyxy jj == K . 
Так как событие «величина X  приняла значение ix » 
ведет за собой событие «величина Y  приняла значение 
)( ixj », то вероятности возможных значений Y  соответст-
венно равны nPPP ,,, 21 K . Следовательно, математиче-
ское ожидание функции: 
[ ] å
=
=
n
i
ii pxxM
1
)()( jj . (2.6) 
Пример. Дискретная случайная величина X  задана распреде-
лением: 
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X  1 3 5 
P  0,2 0,5 0,3 
Найти математическое ожидание функции  
1)( 2 +== XXY j . 
Решение. Найдем возможные значения Y : 
.2615)5(;1013)3(;211)1( 222 =+==+==+= jjj  
Математическое ожидание функции Y  равно: 
[ ] 2,133,0265,0102,0212 =×+×+×=+XM . 
2. Пусть аргумент X  – непрерывная случайная величина, 
заданная плотностью распределения )(xf . Для нахожде-
ния математического ожидания функции )(XY j=  нуж-
но сначала найти плотность распределения )( yq  величи-
ны Y , а затем использовать формулу: 
ò
¥
¥-
= dуyуqYM )()( . 
Если нахождение функции )( yq  является трудным, то 
математическое ожидание находят по формуле: 
[ ] ò
¥
¥-
= dxXfXXM )()()( jj . 
В частности, если возможные значения X  принадле-
жат интервалу ( )ba; , то 
[ ] ò=
b
a
dxxfxXM )()()( jj . (2.7) 
Пример. Непрерывная случайная величина X  задана плотно-
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стью распределения xxf sin)( =  в интервале ÷
ø
ö
ç
è
æ
2
;0 p ; вне этого 
интервала 0)( =xf . Найти математическое ожидание функции 
2)( XXY == j . 
Решение. Используем формулу (2.7). По условию, xxf sin)( = , 
2)( xx =j , 0=a . 
2
p
=b . Следовательно, 
[ ] ò=
2
0
2 sin)(
p
j xdxxXM . 
Интегрируя по частям, получим [ ] 22 -= pXM . 
7.3. Распределение «хи квадрат» 
Пусть ),,2,1( niX i K=  – нормальные независимые 
случайные величины, математическое ожидание каждой из 
них равно нулю, а среднее квадратическое отклонение – еди- 
нице. Тогда сумма квадратов этих величин å
=
=
n
i
iX
1
22c   рас- 
пределена по закону 2c  « c  квадрат» с nk =  степенями сво- 
боды: если же эти величины связаны одним линейным со-
отношением, например, XnX i =å , то число степеней 
свободы 1== nk . Плотность этого распределения: 
ï
ï
î
ï
ï
í
ì
>
÷
ø
ö
ç
è
æ
£
= -- ,0
2
2
1
,00
)( 122
2
xxe
kГ
x
xf
kx
k
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где dtetxГ tx -
¥
-ò=
0
1)(  – гамма функция, в частности, !)1( nnГ =+  
Отсюда видно, что распределение « c  квадрат» определяет-
ся одним параметром – числом степеней свободы k . С уве-
личением числа свободы распределение приближается к 
нормальному. 
7.4. Распределение Стьюдента 
Пусть Z  – нормальная случайная величина, причем 
0)( =ZM , 1)( =Zs , а V  – независимая от Z  величина, ко-
торая распределена по закону 2c  с k  степенями свободы. 
Тогда величина 
k
V
ZT =  имеет распределение, которое на-
зывают – распределением Стьюдента (псевдоним английско-
го ученого В. Госсета), с k  степенями свободы. С возраста-
нием числа степеней свободы распределение Стьюдента бы-
стро стремится к нормальному. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ 
1. Определите математическое ожидание и среднее квадра-
тическое отклонение линейной функции. 
2. Назовите параметр распределения «хи квадрат». 
3. При каких условиях распределение Стьюдента стремит-
ся к нормальному распределению? 
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Тема 8. ПОКАЗАТЕЛЬНОЕ РАСПРЕДЕЛЕНИЕ 
8.1. ОПРЕДЕЛЕНИЕ ПОКАЗАТЕЛЬНОГО РАСПРЕДЕЛЕНИЯ. 
8.2. ВЕРОЯТНОСТЬ ПОПАДАНИЯ В ЗАДАННЫЙ ИНТЕРВАЛ ПОКАЗАТЕЛЬНОГО 
РАСПРЕДЕЛЕНИЯ СЛУЧАЙНОЙ ВЕЛИЧИНЫ. 
8.3. ЧИСЛОВЫЕ ХАРАКТЕРИСТИКИ ПОКАЗАТЕЛЬНОГО РАСПРЕДЕЛЕНИЯ. 
8.4. ФУНКЦИЯ НАДЕЖНОСТИ. 
8.5. ПОКАЗАТЕЛЬНЫЙ ЗАКОН НАДЕЖНОСТИ. 
8.1. Определение показательного распределения 
Показательным (экспоненциальным) называют рас-
пределение вероятностей непрерывной случайной величины 
X , которая задана плотностью: 
ïî
ï
í
ì
³
<
=
- ,0
,00
)(
xe
x
xf
xll
 
где l  – постоянная положительная величина. 
Показательное распределение зависит только от одного 
параметра l , поэтому оно имеет преимущество по сравне-
нию с распределениями, зависящими от большого числа па-
раметров, т.к. эти параметры неизвестны и нахождение их 
значений требует дополнительных вычислений. 
Найдем функцию распределения показательного закона: 
ò ò ò
¥- ¥-
-- -=+==
x
x
x
x edxedxdxxfxF
0
0
10)()( lll . 
Итак, 
ïî
ï
í
ì
³-
<
=
- .01
,00
)(
xe
x
xF
xl
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Рисунок 2.6 –  Графики плотности и функции рас- 
пределения показательного закона 
8.2. Вероятность попадания в заданный интервал  
показательного распределения случайной величины 
Найдем вероятность попадания в интервал ( )ba;  не-
прерывной случайной величины X , которая распределена 
по показательному закону, заданному функцией распреде-
ления xexF l--= 1)(  )0( ³x . 
Используем формулу )()()( aFbFbxaP -=<< . 
Учитывая, что ,1)( xeaF l--=  bebF l--= 1)( получим 
ba eebxaP ll -- -=<< )( . (2.8) 
Значение функции xe-  находят по таблице. 
Пример. Непрерывная случайная величина распределена по 
закону xexf 22)( -=  при 0³x : 0)( =xf  при 0>x . 
Найти вероятность того, что в результате испытания X  попа-
дет в интервал )1;3,0( . 
Решение. По условию 2=l . Используем формулу (2.8): 
1 
0 
f(x) 
x 
1 
0 
F(x) 
x 
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( ) ( )
.41,013534,054881,0
)13,0( 26,0123,02
»-=
=-=-=<< --×-×- eeeeXP
 
8.3. Числовые характеристики показательного  
распределения 
Пусть непрерывная случайная величина X  распреде-
лена по показательному закону. Найдем математическое 
ожидание: 
dxxedxxxfXM xòò
¥
-
¥
==
00
)()( ll . 
Интегрируя по частям, получим: 
l
1)( =XM . 
Итак, математическое ожидание показательного рас-
пределения равно обратной величине параметра l . 
Найдем дисперсию: 
[ ] 2
0
22
0
2 1)()()(
l
l l -=-= -
¥¥
òò dxexxMdxxfxXD x . 
Интегрируя по частям, получим: 2
0
2 2
l
l l =-
¥
ò dxex x , сле-
довательно, 2
1)(
l
=XD . Значит среднее квадратическое от-
клонение: 
l
s
1)()( == xDx . 
Показательное распределение широко применяется в 
теории надежности, одним из основных понятий которой 
является функция надежности. 
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8.4. Функция надежности 
Будем называть элементом любое устройство незави-
симо от его сложности. 
Пусть элемент начинает работать в момент времени 
0=t , а через промежуток времени t  происходит отказ. Обо-
значим через T  непрерывную случайную величину – дли-
тельность времени безотказной работы элемента. Если 
элемент проработал безотказно время, меньше t , то, следо-
вательно, за время t  поступит отказ. 
Следовательно, функция )()( tTPtF <=  определяет 
вероятность безотказной работы за это время, т.е. вероят-
ность противоположного события tT >  равна: 
)(1)()( tFtTPtR -=>= . 
Функцией надежности )(tR  называют функцию, оп-
ределяющую вероятность безотказной работы элемента за 
промежуток времени t : 
)()( tTPtR >= . 
8.5. Показательный закон надежности 
Часто промежуток времени безотказной работы эле-
мента имеет показательное распределение, функция рас-
пределения которого tetF l--= 1)( . 
Следовательно, функция надежности имеет вид: 
tt eetFtR ll -- =--=-= )1(1)(1)( . 
Показательным законом надежности называют функ-
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цию надежности, определяемую равенством tetR l-=)( , где 
l  – интенсивность отказов. 
Если отказы элементов в случайные моменты времени 
образуют простейший поток, то вероятность того, что за 
промежуток времени t  не наступит ни одного отказа 
t
t eP
l-=)0( , )()0( tRPt = . 
Пример. Время безотказной работы элемента распределено по 
закону tetf 02,002,0)( -=  при 0³t . Найти вероятность того, что 
элемент проработает безотказно 100 часов. 
Решение. По условию интенсивность отказов 02,0=l . По-
этому 13554,0)100( 210002,0 === -×- eeR . 
Искомая вероятность того, что элемент проработает безотказ-
но 100 часов, равна 0,14. 
Показательный закон надежности имеет важное свой-
ство: вероятность безотказной работы элемента за проме-
жуток времени t  не зависит от времени предшествующей 
работы, а зависит только от величины этого промежутка 
времени (при заданной величине l ). 
Для доказательства свойства введем обозначение со-
бытий: 
  A  – безотказная работа элемента в промежутке време-
ни );0( 0t . 
  B  – безотказная работа элемента в промежутке време-
ни );( 00 ttt + . 
Тогда AB  – безотказная работа в промежутке времени 
);0( 0 tt + . 
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Найдем вероятности событий по формуле: 
)( 00 )(,)(,)( tttt eABPeBPeAP +--- === lll . 
Найдем условную вероятность того, что элемент будет ра-
ботать безотказно в промежутке );( 00 ttt + , при условии, что 
он уже проработал безотказно в промежутке времени );0( 0t : 
t
t
tt
A ee
ee
AP
ABPBP ll
ll
-
-
--
==
0
0
)(
)()( . 
Итак, в случае показательного закона надежности безот-
казная работа элемента «в прошлом» не влияет на величину 
вероятности его безотказной работы в настоящем времени. 
КОНТРОЛЬНЫЕ ВОПРОСЫ И ЗАДАНИЯ  
1. Назовите параметр, определяющий показательное рас-
пределение. 
2. Дайте определение функции надежности. 
3. Определите главное свойство функции надежности. 
4. Решите задачи (99-107). 
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– ЗАДАЧИ НЕПОСРЕДСТВЕННОГО 
ВЫЧИСЛЕНИЯ ВЕРОЯТНОСТЕЙ; 
– ТЕОРЕМЫ ТЕОРИИ ВЕРОЯТНОСТЕЙ; 
– ПОВТОРЕНИЕ ИСПЫТАНИЙ; 
– ДИСКРЕТНЫЕ СЛУЧАЙНЫЕ ВЕЛИЧИНЫ;  
– ЗАКОН БОЛЬШИХ ЧИСЕЛ; 
– ФУНКЦИИ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНО-
СТЕЙ СЛУЧАЙНЫХ ВЕЛИЧИН; 
– ЗАКОНЫ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ 
НЕПРЕРЫВНОЙ СЛУЧАЙНОЙ ВЕЛИЧИНЫ. 
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Тема 1. ТИПЫ ЗАДАЧ И ПРИМЕРЫ ИХ РЕШЕНИЯ 
1.1. ОСНОВНЫЕ ФОРМУЛЫ КОМБИНАТОРИКИ. 
1.2. ЗАДАЧИ НЕПОСРЕДСТВЕННОГО ВЫЧИСЛЕНИЯ ВЕРОЯТНОСТЕЙ. 
1.3. ТЕОРЕМЫ ТЕОРИИ ВЕРОЯТНОСТЕЙ. 
1.4. ПОВТОРЕНИЕ ИСПЫТАНИЙ. 
1.5. ДИСКРЕТНЫЕ СЛУЧАЙНЫЕ ВЕЛИЧИНЫ. 
1.6. ЗАКОН БОЛЬШИХ ЧИСЕЛ. 
1.7. ФУНКЦИИ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ СЛУЧАЙНЫХ ВЕЛИЧИН. 
1.8. ЗАКОНЫ РАСПРЕДЕЛЕНИЯ ВЕРОЯТНОСТЕЙ НЕПРЕРЫВНОЙ СЛУЧАЙНОЙ 
ВЕЛИЧИНЫ. 
1.1. Основные формулы комбинаторики 
При непосредственном вычислении вероятностей ис-
пользуют формулы комбинаторики. Комбинаторика изучает 
количество комбинаций, подчиненных определенным усло-
виям, которые можно составить из элементов заданного ко-
нечного множества. 
Перестановками называют комбинации, состоящие 
из одних и тех же n  различных элементов и отличающиеся 
только порядком их расположения. Число всех возможных 
перестановок !nPn = , где nn ××××= K321! . 
По определению 1!0 = . Если же некоторые элементы 
повторяются, то в этом случае комбинации с повторениями 
вычисляют по другим формулам. Например, если среди n  
элементов есть 1n  элементов одного вида, 2n  элементов 
другого вида и т.д., то число перестановок с повторениями: 
( )K
K
!!
!),,(
21
21 nn
nnnPn = . 
Пример. Сколько трехзначных чисел можно составить из цифр 1, 
Глава 3 
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2, 3, если каждая цифра входит в изображение числа только один раз? 
Решение. Искомое число трехзначных чисел 6321!33 =××==P . 
Размещением называют комбинации, составленные из 
n  различных элементов по m  элементов, которые отли-
чаются либо составом элементов, либо их порядком. 
Число всех возможных размещений: 
)1()2)(1( +---= mnnnnAmn K . 
Пример. Сколько можно составить сигналов из 6 флажков 
различного цвета, взятых по 2? 
Решение. Искомое число сигналов 305626 =×=A . 
Сочетаниями называют комбинации, составленные 
из n  различных элементов по m  элементов, которые отли-
чаются хотя бы одним элементом. Число сочетаний: 
!)(!
!
mnm
nC mn -
= . 
Пример. Сколько способов нужно, чтобы выбрать две детали 
из ящика, содержащего 10 деталей? 
Решение. Искомое число способов: 45
!8!2
!102
10 ==C . 
Число размещений, перестановок и сочетаний связаны 
равенством: mnm
m
n CPA = . 
При решении задач комбинаторики используют сле-
дующие правила: 
Правило произведения   
 Если некоторый объект A  может (быть) выбран из 
Тема 1.Типы задач и примеры их решения 
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совокупности объектов m  способами, а другой 
объект B  может быть выбран n  способами, то вы-
брать либо A , либо B  можно )( nm +  способами. 
Правило произведения   
 Если объект A  можно выбрать из совокупности 
объектов m  способами и после каждого такого вы-
бора объект B  может быть выбран n  способами, то 
пара объектов );( BA  в указанном порядке может 
быть выбрана nm  способами. 
1.2. Задачи непосредственного вычисления  
вероятностей 
Задача 1  
Набирая номер телефона, абонент забыл одну цифру и 
набрал ее наудачу. Найти вероятность того, что набрана 
нужная цифра. 
Решение  
Обозначим через A  событие – набрана нужная цифра. 
Абонент мог набрать любую из 10 цифр, потому общее 
число возможных элементарных исходов равно 10. Эти ис-
ходы несовместны, равновозможны и образуют полную 
группу. Благоприятствует событию A  лишь один исход 
(нужная цифра лишь одна). Искомая вероятность равна от-
ношению числа исходов, благоприятствующих событию, к 
числу всех элементарных исходов: 
10
1)( =AP . 
Глава 3 
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Задача 2 
Набирая номер телефона, абонент забыл две последние 
цифры и, помня, что эти цифры различны, набрал их наудачу. 
Найти вероятность того, что набраны нужные цифры. 
Решение  
Обозначим через A  событие – набраны две нужные 
цифры. Всего можно набрать столько различных цифр, 
сколько может быть составлено размещений из десяти 
цифр по две, т.е.: 
90910210 =×=A . 
Общее число элементарных исходов равно 90. Эти ис-
ходы несовместны, равновозможны и образуют полную 
группу. Искомая вероятность равна: 
90
1)( =AP . 
Задача 3  
Брошены две игральные кости. Найти вероятность то-
го, что сумма очков на выпавших гранях – четная, причем 
на грани хотя бы одной из костей появится шестерка. 
Решение  
На выпавшей грани «первой» игральной кости может 
появиться одно очко, два очка, … шесть очков. Аналогич-
но, шесть элементарных исходов возможны при бросании 
«второй» кости. Каждый из исходов бросания «первой» 
кости может сочетаться с каждым из исходов бросания 
«второй». Поэтому, общее число возможных элементарных 
Тема 1.Типы задач и примеры их решения 
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исходов равно 3666 =´ . Эти исходы единственно возмож-
ны и, в силу симметрии костей, равновозможны. Благопри-
ятствующими  интересующему нас событию являются сле-
дующие пять исходов (первым записано число очков, вы-
павших на «первой» кости, вторым – число очков, выпав-
шим на «второй» кости; далее найдена сумма очков): 
1) 6; 2; 6+2=8;  4) 2; 6; 2+6=8; 
2) 6; 4; 6+4=10;  5) 4; 6; 4+6=10. 
3) 6; 6; 6+6=12;   
Искомая вероятность равна отношению числа благо-
приятствующих исходов к числу всех возможных элемен-
тарных исходов: 
36
5
=P . 
1.3. Теоремы теории вероятностей 
Задача 1 
В ящике 30 шаров: 10 красных, 5 синих и 15 белых. 
Найти вероятность появления цветного шара. 
Решение  
Появление цветного шара означает появление любо 
красного, либо синего шара. 
Вероятность появления красного шара (событие A ) 
3
1
30
10)( ==AP . 
Вероятность появления синего шара (событие B ) 
6
1
30
5)( ==AP . 
Глава 3 
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События A  и B  несовместны (появление шара одного 
цвета исключает появление шара другого цвета), поэтому 
теорема сложения применима. 
2
1
6
1
3
1)()()( =+=+=+ BPAPBAP . 
Задача 2  
Стрелок стреляет по мишени, разделенной на 3 области. 
Вероятность попадания в первую область равна 0,45, во вто-
рую – 0,35. Найти вероятность того, что стрелок при одном 
выстреле попадет либо в первую, либо во вторую область. 
Решение 
Событие A  – стрелок попал в первую область.  
Событие B  – стрелок попал во вторую область. 
Эти события несовместны (попадание в одну область 
исключает попадание в другую), поэтому по теореме 
сложения искомая вероятность равна:  
8,035,045,0)()()( =+=+=+ BPAPBAP . 
Задача 3  
В ящике 3 белых и 3 черных шара. Из ящика дважды 
отбирают по одному шару, не возвращая их обратно. Найти 
вероятность появления белого шара при втором испытании 
(событие B ), если при первом испытании был отобран 
черный шар (событие A ). 
Решение 
После первого испытания в урне осталось 5 шаров, из 
Тема 1.Типы задач и примеры их решения 
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них 3 белых. Искомая условная вероятность  
5
3)( =BPA . 
Этот результат можно получить по формуле: 
0)(,
)(
)()( >= AP
AP
ABPBPA . 
Вероятность появления черного шара при первом ис-
пытании: 
2
1
6
3)( ==AP . 
Найдем вероятность )(ABP  того, что при первом ис-
пытании появится черный шар, а во втором – белый. Общее 
число исходов – совместного появления двух шаров, безраз-
лично какого цвета, равно числу размещений: 
305626 =×=A . 
Из этого числа исходов событию AB  благоприятствуют 
3·3=9 исходов. Следовательно, 
10
3
30
9)( ==ABP . 
Искомая вероятность: 
5
3
110
23
)(
)()( =
×
×
==
AP
ABPBPA . 
Задача 4  
В цехе работают 7 мужчин и 3 женщины. По табель-
Глава 3 
 96 
ным номерам наудачу отобраны 3 человека. Найти вероят-
ность того, что все отобранные лица окажутся мужчинами. 
Решение 
Событие A  – первым отобран мужчина. 
Событие B  – вторым отобран мужчина. 
Событие C  – третьим отобран мужчина. 
Вероятность того, что первым будет отобран мужчина: 
10
7)( =AP . 
Вероятность того, что вторым отобран мужчина, при 
условии, что первым уже был отобран мужчина, т.е. услов-
ная вероятность события B : 
3
2
9
6)( ==BPA . 
Вероятность того, что третьим будет отобран мужчина, 
при условии, что уже отобраны двое мужчин, т.е. условная 
вероятность события C : 
8
5)( =CPAB . 
Искомая вероятность того, что все отобранные лица 
есть мужчины: 
24
7
8
5
3
2
10
7)( =××=ABCP . 
Задача 5  
Вероятности появления каждого из трех независимых 
событий 1A , 2A , 3A  соответственно равны 1p , 2p , 3p . Най-
Тема 1.Типы задач и примеры их решения 
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ти вероятность появления только одного из этих событий. 
Решение 
Заметим, что, например, появление только первого со-
бытия 1A  равносильно появлению события 321 AAA  (появи-
лось первое и не появилось второе и третье события). 
Введем обозначения: 
1B  – появилось только событие 1A , т.е. 3211 AAAB = . 
2B – появилось только событие 2A , т.е. 3212 AAAB = . 
3B  – появилось только событие 3A , т.е. 3213 AAAB = . 
Чтобы найти вероятность появления только одного из 
событий 1A , 2A , 3A  надо найти вероятность )( 321 BBBP ++  
появления одного из событий 1B , 2B , 3B . 
Так как события 1B , 2B , 3B  несовместны, то по теоре-
ме сложения: 
)()()()( 321321 BPBPBPBBBP ++=++ . 
События 1A , 2A , 3A  независимы, следовательно неза-
висимы события 321 AAA , поэтому к ним применима теоре-
ма умножения: 
3213213211 )()()()()( qqpAPAPAPAAAPBP =××== . 
Аналогично, 
3123123122 )()()()()( qqpAPAPAPAAAPBP =××== , 
2132132133 )()()()()( qqpAPAPAPAAAPBP =××== . 
Глава 3 
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Отсюда 
213312321321 )( qqpqqpqqpBBBP ++=++ . 
Задача 6  
Вероятности попадания в цель при стрельбе из трех 
орудий таковы: 8,01 =p , 7,02 =p , 9,03 =p . Найти вероят-
ность хотя бы одного попадания (событие A ) при одном 
залпе из всех орудий. 
Решение 
Вероятность попадания в цель каждым из орудий не 
зависит от результатов стрельбы из других орудий, поэтому 
рассматриваемые события 1A  (попадание первого орудия), 
2A  (попадание второго орудия) и 3A  (попадание третьего 
орудия) независимые в совокупности. 
Вероятности событий, противоположных событиям 
1A , 2A , 3A  (вероятности промахов), соответственно равны 
2,08,011 11 =-=-= pq ; 
3,07,011 22 =-=-= pq ; 
1,09,011 33 =-=-= pq . 
Искомая вероятность: 
994,01,03,02,011)( 321 =××-=-= qqqAP . 
Задача 7  
Вероятность того, что при одном выстреле стрелок 
попадет в цель, равна 0,4. Сколько выстрелов должен про-
извести стрелок, чтобы с вероятностью не менее 0,9 он по-
пал в цель хотя бы один раз
Тема 1.Типы задач и примеры их решения 
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Решение 
Обозначим через A  событие «при n  выстрелах стре-
лок попадет в цель хотя бы один раз». 
События, состоящие в попадании в цель при первом, 
втором выстрелах и т.д., независимы в совокупности, поэто-
му применима формула: 
nqAP -= 1)( , 
По условию, 9,0)( ³AP , 4,0=p , 6,04,01 =-=q , по-
лучим: 
9,06,01 ³- n ; 
1,06,0 £n . 
Прологарифмируем это неравенство: 
1,0lg6,0lg £n ; 
5,4
6,0lg
1,0lg
==n . 
Итак, 5³n , т.е. стрелок должен произвести не менее 5 
выстрелов. 
Задача 8  
Имеется два набора деталей. Вероятность того, что де-
таль первого набора стандартная, равна 0,8, а второго – 0,9. 
Найти вероятность того, что взятая произвольно деталь из 
любого набора – стандартная. 
Решение 
Обозначим через A  событие «взятая из набора деталь 
стандартная». 
Глава 3 
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Деталь может быть взята либо из первого набора (со-
бытие 1B ), либо из второго набора (событие 2B ). 
Вероятность того, что деталь взята из первого набора: 
2
1)( 1 =BP . 
Вероятность того, что деталь взята из второго набора: 
2
1)( 2 =BP . 
Условная вероятность того, что из первого набора будет 
взята стандартная деталь: 
8,0)(
1
=APB . 
Условная вероятность того, что из второго набора будет 
взята стандартная деталь: 
9,0)(
2
=APB . 
Искомая вероятность того, что взятая произвольно де-
таль – стандартная, по формуле полной вероятности равна: 
.85,09,05,08,05,0
)()()()()(
21 21
=×+×=
=+= APBPAPBPAP BB
 
Задача 9  
В первом ящике находится 20 деталей, из них 18 стан-
дартных; во втором ящике – 10 деталей, из них 9 стандарт-
ных. Из второго ящика произвольно взята деталь и перело-
жена в первый ящик. Найти вероятность того, что деталь, 
произвольно взятая из первого ящика, будет стандартной. 
Тема 1.Типы задач и примеры их решения 
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Решение 
Обозначим через A  событие «из первого ящика взята 
стандартная деталь». 
Из второго ящика могла быть взята либо стандартная 
деталь (событие 1B ), либо нестандартная (событие 2B ). 
Вероятность того, что из второго ящика взята стандарт-
ная деталь, 
10
9)( 1 =BP . 
Вероятность того, что из второго ящика взята нестан-
дартная деталь, 
10
1)( 2 =BP . 
Условная вероятность того, что из первого ящика взята 
стандартная деталь, при условии, что из второго ящика в 
первый была переложена стандартная деталь, равна: 
21
19)(
1
=APB . 
Условная вероятность того, что из первого ящика взята 
стандартная деталь, при условии, что из второго ящика в 
первый была переложена нестандартная деталь, равна: 
21
18)(
2
=APB . 
Условная вероятность того, что из первого ящика будет взя-
та стандартная деталь, по формуле полной вероятности равна: 
.9,0
21
18
10
1
21
19
10
9
)()()()()(
21 21
=×+×=
=+= APBPAPBPAP BB
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Задача 10  
Детали, изготовляемые цехом завода, попадают для 
проверки их на стандартность к одному из двух контроле-
ров. Вероятность того, что деталь попадет к первому кон-
тролеру, равна 0,6, а ко второму – 0,4. Вероятность того, что 
годная деталь будет признана стандартной первым контро-
лером, равна 0,94, а вторым – 0,98. Годная деталь при про-
верке была признана стандартной. Найти вероятность того, 
что эту деталь проверил первый контролер. 
Решение 
Обозначим через A  событие, состоящее в том, что 
годная деталь признана стандартной. Можно сделать два 
предположения (гипотезы): 
1) деталь проверил первый контролер (гипотеза 1B ); 
2) деталь проверил второй контролер (гипотеза 2B ). 
Искомую вероятность того, что деталь проверил пер-
вый контролер, найдем по формуле Бейеса: 
)()()()(
)()(
)(
21
1
21
1
1 APBPAPBP
APBP
BP
BB
B
A +
= . 
По условию задачи: 
6,0)( 1 =BP  (вероятность того, что деталь попадет к 
первому контролеру); 
4,0)( 2 =BP  (вероятность того, что деталь попадет ко 
второму контролеру); 
94,0)(
1
=APB  (вероятность того, что годная деталь бу-
дет признана первым контролером стандартной); 
Тема 1.Типы задач и примеры их решения 
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48,0)(
2
=APB  (вероятность того, что годная деталь бу-
дет признана вторым контролером стандартной). 
Искомая вероятность: 
59,0
98,04,094,06,0
94,06,0)( 1 »×+×
×
=BPA . 
До испытания вероятность гипотезы 1B  равнялась 0,6, а 
после того, как стал известен результат испытания, вероят-
ность этой гипотезы изменилась, и стала равной 0,59. Сле-
довательно, использование формулы Бейеса позволило пе-
реоценить вероятность рассматриваемой гипотезы. 
Задача 11  
Батарея из трех орудий произвела залп, причем два 
снаряда попали в цель. Найти вероятность того, что первое 
орудие попало в цель, если вероятности попадания в цель 
первым, вторым и третьим орудиями соответственно равны 
4,01 =P , 3,02 =P , 5,03 =P . 
Решение 
Обозначим через A  событие – два орудия попали в 
цель. Сделаем две гипотезы: 
1B  – первое орудие попало в цель; 
2B  – первое орудие не попало в цель. 
По условию 4,0)( 1 =BP ; следовательно (событие 2B  
противоположно событию 1B ) 6,04,01)( 2 =-=BP . 
Найдем условную вероятность )(
1
APB , т.е. вероятность 
Глава 3 
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того, что в цель попало два снаряда, причем один из них по- 
слан первым орудием и, следовательно, второй – либо вто-
рым орудием, либо третьим (при этом второе орудие дало 
промах). Эти два события несовместны, поэтому примени-
ма теорема сложения: 
5,07,05,05,03,0)( 23321 =×+×=+= qpqpAPB . 
Найдем условную вероятность )(
2
APB , т.е. вероятность 
того, что в цель попало два снаряда, причем первое орудие да- 
дало промах, или вероятность того, что в цель попали вто-
рое и третье орудие. Эти два события независимы, поэтому 
применима теорема умножения: 
15,05,03,0)( 321 =×=×= ppAPB . 
Искомая вероятность того, что первое орудие попало в 
цель, по формуле Бейеса равна: 
.
29
20
15,06,05,04,0
5,04,0
)()()()(
)()(
)(
21
1
21
1
1
=
×+×
×
=
=
×+×
×
=
APBPAPBP
APBP
BP
BB
B
A
 
Задача 12  
Два из трех независимо работающих элементов уст-
ройства отказали. Найти вероятность того, что отказали 
первый и второй элементы, если вероятности отказа перво-
го, второго и третьего элементов соответственно равны 
2,01 =P ; 4,02 =P ; 3,03 =P . 
Тема 1.Типы задач и примеры их решения 
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Решение 
Обозначим через A  событие – отказали два элемента. 
Можно сделать следующие гипотезы:  
1B  – отказали первый и второй элементы, а третий эле-
мент исправен. События независимы, поэтому по теореме 
сложения: 
056,07,04,02,0)( 3211 =××=××= qppBP ; 
2B  – отказали первый и третий элементы, а второй 
элемент исправен: 
036,06,03,02,0)( 2312 =××=××= qppBP ; 
3B  – отказали второй и третий элементы, а первый эле-
мент исправен: 
096,08,03,04,0)( 1323 =××=××= qppBP ; 
4B  – отказал только один элемент; 
5B  – отказали все три элемента; 
6B  – ни один из элементов не отказал. 
Вероятности последних трех гипотез не вычислены, так 
как при этих гипотезах событие A  невозможно и значит ус- 
ловные вероятности )(
4
APB , )(5 APB  и )(6 APB  равны нулю, 
следовательно, равны нулю и произведения )()(
44
APBP B× , 
)()(
55
APBP B× , )()( 66 APBP B×  при любых значениях веро-
ятностей гипотез 4B , 5B , 6B . 
При гипотезах 1B , 2B , 3B  событие A  достоверно, то 
соответствующие условные вероятности равны единице: 
Глава 3 
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1)()()( 321 === APAPAP BBB . 
По формуле полной вероятности вероятность того, что 
отказали два элемента, 
.188,01096,01036,01056,0
)()()()()()()(
321 321
=×+×+×=
=×+×+×= APBPAPBPAPBPAP BBB
 
По формуле Бейеса искомая вероятность того, что от-
казали первый и второй элементы, 
3,0
118,0
056,0
)(
)()(
)( 111 »=
×
=
AP
APBP
BP BA . 
1.4. Повторение испытаний 
Задача 1  
Два равносильных шахматиста играют в  шахматы. 
Что вероятнее выиграть две партии из четырех или три пар-
тии из шести (ничьи во внимание не принимаются)? 
Решение 
Играют равносильные шахматисты, поэтому вероятность 
выигрыша 
2
1
=p , следовательно, вероятность проигрыша 
2
1
2
11 --=q . Так как во всех партиях вероятность выигры- 
ша постоянна и не зависит от последовательности выигран- 
ных партий, то применима формула Бернулли. 
Найдем вероятность выигрыша двух партий из четырех: 
16
6
2
1
2
1
21
34)2(
22
222
44 =÷
ø
ö
ç
è
æ×÷
ø
ö
ç
è
æ×
×
×
== qpCP . 
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Вероятность выигрыша трех партий из шести: 
16
5
2
1
2
1
321
456)3(
33
333
66 =÷
ø
ö
ç
è
æ×÷
ø
ö
ç
è
æ×
××
××
== qpCP . 
Так как )3()2( 64 PP > , то вероятнее выиграть две пар-
тии из четырех, чем три из шести. 
Вероятность того, что событие наступит: 
а) менее k  раз 
б) )1(...)1()0( -+++ kPPP nnn ; 
б) более k  раз 
в) )(...)2()1( nPkPkP nnn +++++ ; 
в) не менее k  раз 
г) )(...)1()( nPkPkP nnn ++++ ; 
г) не более k  раз 
)(...)1()0( kPPP nnn +++ . 
Задача 2  
Найти вероятность того, что событие A  произойдет не 
менее трех раз в четырех независимых испытаниях, если веро-
ятность появления события A  в одном испытании равна 0,4. 
Решение 
По условию задачи 3=k , 4=n , 4,0=p , 6,01 =-= pq . 
Искомая вероятность равна: 
044
4
133
444 )4()3( qpCqpCPP +=+ ; 
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4
1321
43213
4 =×××
×××
=C , ( ) 1536,06,04,04)3( 34 =××=P ; 
1
14321
43214
4 =××××
×××
=C , ( ) ( ) 0256,06,04,01)4( 034 =××=P ; 
1792,00256,01536,0)4()3( 44 =+=+ PP . 
Задача 3  
Найти вероятность того, что событие A  наступит ровно 
70 раз в 243 испытаниях, если вероятность появления этого 
события в каждом независимом испытании равна 0,25. 
Решение 
По условию 70=k , 243=n , 25,0=p , 75,0=q . Так 
как 243=n  – большое число, воспользуемся локальной 
теоремой Лапласа: 
)(1)( x
npq
kPn j= , 
где 
npq
npkx -= . 
Найдем значение x : 
73,1
75,6
25,9
75,025,0243
25,024370
==
××
×-
=x . 
По таблице (приложение 1) найдем 
1561,0)73,1( =j . 
Искомая вероятность: 
0231,01561,0
75,6
1)70(243 =×=P . 
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Задача 4  
Вероятность появления события в каждом из 100 неза-
висимых испытаниях постоянна и равна 8,0=p . Найти ве-
роятность того, что событие произойдет: 
а) не менее 75 раз и не более 90 раз; 
)1(...)1()0( -+++ kPPP nnn ; 
б) не менее 75 раз; 
в) не более 74 раз. 
Решение 
Воспользуемся интегральной теоремой Лапласа: 
)()(),( 21 xxkkPn ¢=¢¢= ff , 
где 
npq
npkx -=¢ 1 , 
npq
npkx -=¢¢ 2 . 
а) По условию задачи 100=n ; 8,0=p ; 2,0=q ; 751 =k ; 
902 =k . 
25,1
2,08,0100
8,010075
-=
××
×-
=¢x ; 
5,2
2,08,0100
8,0100100
=
××
×-
=¢¢x . 
Учитывая, что функция Лапласа нечетная, т.е. 
)()( xx ff -=- , получим: 
)25,1()5,2()25,1()5,2()90;75(100 ffff +=--=P . 
По таблицам (приложение 2) найдем: 
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4938,0)5,2( =f ; 3944,0)25,1( =f . 
Искомая вероятность: 
8882,03944,04938,0)90;75(100 =+=P . 
б) Требование, чтобы событие произошло не менее 75 раз, 
означает, что число появлений события может быть рав-
но 75, либо 76, …, либо 100. Таким образом, в нашем 
примере следует считать 751 =k ; 1002 =k . 
Тогда ,3944,0)25,1(,25,1 =-=¢ fx  
5,0)5(;5 ==¢¢ fx . 
Искомая вероятность 
8944,03944,05,0)100;75(100 =+=P . 
в) События – « A  произошло не менее 75 раз» и « A  про-
изошло не более 74 раз» противоположны, поэтому 
сумма вероятностей этих событий равна единице. Сле-
довательно, искомая вероятность: 
1056,08944,01)100;75(1)74;0( 100100 =-=-= PP . 
Задача 5  
Вероятность появления события в каждом из незави-
симых испытаний равна 0,8. Сколько нужно произвести 
испытаний, чтобы с вероятностью 0,9 можно было ожи-
дать, что событие появится не менее 75 раз? 
Решение 
По условию 8,0=p , 2,0=q , 751 =k , nk =2 , 
9,0);75( =nPn . 
Тема 1.Типы задач и примеры их решения 
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Используем интегральную теорему Лапласа: 
ú
û
ù
ê
ë
é -
-ú
û
ù
ê
ë
é -
=¢=¢¢=
npq
npk
npq
npkxxkkPn 1221 )()(),( ffff . 
Подставляя данные задачи, получим: 
ú
û
ù
ê
ë
é
××
-
-ú
û
ù
ê
ë
é
××
-
=
2,08,0
8,075
2,08,0
8,09,0
n
n
n
nn
ff , 
ú
û
ù
ê
ë
é -
-ú
û
ù
ê
ë
é
=
n
nn
4,0
8,075
2
9,0 ff . 
Очевидно, число испытаний 75<n , поэтому 
33,4
2
75
2
»>
n . Функция Лапласа возрастающая функ-
ция и 5,0)4( »f , тогда 5,0)
2
( =nf . 
ú
û
ù
ê
ë
é -
-=
n
n
4,0
8,0755,09,0 f , 4,0
4,0
8,075
-=ú
û
ù
ê
ë
é -
n
n
f . 
По таблице (примечание 2) найдем, что 4,0)28,1( =f . 
Отсюда 28,1
4,0
8,075
-=
-
n
n . 
Решив это квадратное уравнение относительно n , 
получим 10=n , 100=n . 
Задача 6  
Вероятность появления в каждом из 625 независимых 
испытаниях равна 0,8. Найти вероятность того, что относи-
Глава 3 
 112 
тельная частота появления события отклонится от его веро-
ятности по абсолютной величине не более чем на 0,04. 
Решение 
По условию 625=n ; 8,0=p ; 2,0=q ; 04,0=e . 
Требуется найти вероятность ÷
ø
ö
ç
è
æ
£- 04,08,0
625
mP . 
Используем формулу: ÷÷
ø
ö
çç
è
æ
=÷
ø
ö
ç
è
æ £-
pq
np
n
mP efe 2 . 
Имеем: 
)5,2(2
2,08,0
62504,0204,08,0
625
ff =÷÷
ø
ö
çç
è
æ
×
=÷
ø
ö
ç
è
æ £-
mP . 
По таблицам (приложение 2) найдем 4938,0)5,2( =f , 
9876,04938,02)5,2(2 =×=f . 
Искомая вероятность равна 0,9876. 
Задача 7  
Вероятность появления события в каждом из независи-
мых испытаниях равна 0,5. Найти число испытаний n , при 
котором с вероятностью 0,7698 можно ожидать, что относи-
тельная частота появления события отклонится от его веро-
ятности по абсолютной величине не более чем на 0,02. 
Решение 
По условию 5,0=p ; 5,0=q ; 02,0=e : 
7698,002,05,0 =÷
ø
ö
ç
è
æ
£-
n
mP . 
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Используем формулу 
÷÷
ø
ö
çç
è
æ
=÷
ø
ö
ç
è
æ £-
pq
np
n
mP efe 2 ; 
7698,0
5,05,0
02,02 =÷÷
ø
ö
çç
è
æ
×
nf ; 
( ) 3849,004,0 =nf . 
По таблицам (приложение 2) найдем 3849,0)2,1( =f . 
Следовательно, 2,104,0 =n ; 
30=n ; 
900=n . 
1.5. Дискретные случайные величины 
Задача 1  
Устройство состоит из трех независимо работающих 
элементов. Вероятность отказа каждого элемента в одном 
опыте равна 0,1. Составить закон распределения числа от-
казавших элементов в одном опыте. 
Решение 
Дискретная случайная величина X  (число отказавших 
элементов в одном опыте) имеет следующие возможные 
значения: 
01 =x  (ни один из элементов устройства не отказал), 
12 =x  (отказал один элемент), 
23 =x  (отказали два элемента), 
Глава 3 
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34 =x  (отказали три элемента). 
Отказы элементов независимы один от другого, веро-
ятности отказа каждого элемента равны между собой, по-
этому применима формула Бернулли. 
По условию задачи 3=n ; 1,0=p ; 9,01,01 =-=q . 
729,0)0( 33 == qP ; 
243,09,01,03)1( 22133 =××== pqCP ; 
027,09,01,03)2( 22233 =××== qpCP ; 
001,01,0)3( 333 === pP . 
Контроль: 1001,0027,0243,0729,0 =+++ . 
Напишем искомый биноминальный закон распределе-
ния X : 
X  0 1 2 3 
P  0,729 0,243 0,027 0,001 
Задача 2 
В партии из 10 деталей есть 8 стандартных. Произ-
вольно отобрали 2 детали. Составить закон распределения 
числа стандартных деталей среди отобранных. 
Решение 
Случайная величина X  – число стандартных деталей 
среди отобранных деталей – имеет следующие возможные 
значения: 01 =x , 12 =x , 23 =x . 
По формуле  
m
N
km
nN
k
n
C
CCkxP
-
-== )( , 
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где N  – число деталей в партии, 
 n  – число стандартных деталей, 
 m  – число отобранных деталей, 
 k  – число стандартных деталей среди отобранных, 
находим 
45
1)0( 2
10
3
2
0
8 ===
C
CCxP ; 
45
16)1( 2
10
1
2
1
8 ===
C
CCxP ; 
45
28)2( 2
10
0
2
2
8 ===
C
CCxP . 
Напишем искомый закон распределения: 
X  0 1 2 
P  
45
1  
45
16  
45
28  
Контроль: 1
45
28
45
16
45
1
=++ . 
Задача 3  
Завод отправил в магазин 500 изделий. Вероятность 
повреждения изделия в пути равна 0,002. найти вероят-
ность того, что в пути будет повреждено изделие: 
а) ровно три; 
б) менее трех; 
в) более трех; 
г) хотя бы одно. 
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Решение 
Число 500=n  велико вероятность 002,0=p  мала и 
рассматриваемые события независимы, поэтому имеет ме-
сто формула Пуассона: 
!
)(
k
ekP
k
n
ll -
= . 
Найдем l : 
1002,0500 =×== npl . 
а) Найдем вероятность того, что будет повреждено ровно 
три изделия ( 3=k ): 
0613,0
6
36788,0
!3
)3(
1
500 ===
-eP . 
б) Найдем вероятность того, что будет повреждено менее 
трех изделий: 
.9197,036788,0
2
5
2
5
2
)3()1()0(
1
1
11
500500500
=×==
=++=++
-
-
--
e
eeePPP
 
в) Найдем вероятность P  того, что будет повреждено бо-
лее трех изделий. События «повреждено более трех из-
делий» и «повреждено не более трех изделий» (вероят-
ность этого события обозначим через Q ) противопо-
ложны, поэтому:  
1=+ QP ; 
[ ])3()2()1()0(11 500500500500 PPPPQP +++-=-= . 
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Используя результаты, полученные выше, имеем: 
[ ] 019,00613,09197,01 =+-=P . 
г) Найдем вероятность 1P  того, что будет повреждено хотя 
бы одно изделие. Это событие противоположно собы-
тию 1Q  – ни одно из изделий не повреждено. Поэтому: 
111 =+ QP . 
Отсюда 
632,036788,011)0(11 150011 =-=-=-=-=
-ePQP . 
Задача 4  
Устройство состоит из большого числа независимо ра-
ботающих элементов с равной (очень малой) вероятностью 
отказа каждого элемента за время T . Найти среднее число 
отказавших за время T  элементов, если вероятность тог, 
что за это время откажет хотя бы один элемент, равна 0,98. 
Решение 
Нужно найти l . Вероятность того, что откажет хотя 
бы один элемент, равна 0,98. 
Из примера 3(г) имеем: 
98,01 =- -le , 
02,098,01 =-=-le . 
По таблицам функции xe-  находим: 9,3=l . Итак, за 
время T  работы устройства откажет примерно 4 элемента. 
Задача 5  
Среднее число вызовов, поступающих на АТС за одну 
Глава 3 
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минуту, равно двум. Найти вероятность того, что за пять 
минут поступит:  
а) два вызова;  
б) менее двух вызовов; 
в) не менее двух вызовов.  
Поток вызовов предполагается простейшим. 
Решение 
По условию, 2=l , 5=t , 2=k . Используем формулу 
Пуассона. 
а) Искомая вероятность того, что за пять минут поступит 
два вызова: 
( ) 00225,0
2
000045,0100
!2
102
102
5 =
×
=
×
=
-eP . 
Это событие невозможно. 
б) События «не поступило ни одного вызова» и «поступил 
один вызов» несовместны, поэтому по теореме сложения 
вероятностей искомая вероятность того, что за пять ми-
нут поступит менее двух вызовов, равна: 
( ) ( ) ( ) 000495,0
!1
10102
10
10
555 =
×
+=+=<
-
- eePPkP . 
Это событие невозможно. 
в) События «поступило менее двух вызовов» и «поступило 
не менее двух вызовов» противоположны, поэтому ис-
комая вероятность того, что за пять минут поступит не 
менее двух вызовов: 
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( ) ( ) 999505,0000495,01212 55 =-=<-=³ kPkP . 
Это событие достоверное. 
Задача 6  
Из орудия производится стрельба до первого попада-
ния. Вероятность попадания в цель 6,0=p . Найти вероят-
ность того, что попадание произойдет при третьем выстреле. 
Решение 
По условию, 6,0=p , 4,06,01 =-=q , 3=k . Искомая 
вероятность находится по формуле: 
( ) 096,06,04,0 21 =×=×== - pqkxP k . 
Задача 7  
Среди 50 деталей 20 стандартных. Найти вероятность 
того, что среди произвольно отобранных 5 деталей будет 3 
стандартных. 
Решение 
По условию, 50=N , 20=M , 5=n , 3=m . Искомая 
вероятность: 
( ) 234,03 5
50
2
30
3
20 =
×
==
C
CCxP . 
Задача 8  
Найти математическое ожидание дискретной случай-
ной величины X , заданной законом распределения: 
X  -4 6 10 
P  0,2 0,3 0,5 
Решение 
Математическое ожидание равно сумме произведений 
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всех возможных значений X  на их вероятности: 
65,0103,062,04)( =×+×+×-=XM . 
Задача 9  
Дан ряд возможных значений дискретной случайной 
величины X : 
11 -=x ; 02 =x ; 13 =x . 
Известны математическое ожидание этой величины и 
ее квадрата: 
1,0)( =XM ; 9,0)( 2 =XM . 
Найти вероятности 1p , 2p , 3p  соответствующие воз-
можным значениям 1x , 2x , 3x . 
Решение 
Используя то, что сумма вероятностей всех возможных 
значений X  равна единице и 1,0)( =XM ; 9,0)( 2 =XM  
составим систему трех линейных уравнений относительно 
неизвестных вероятностей: 
( )
( )ï
ï
î
ïï
í
ì
=×+×+×-
=×+×+×-
=++
.9,0101
;1,0101
;1
3
2
2
2
1
2
321
321
ppp
ppp
ppp
 
Решив эту систему, найдем искомые вероятности: 
4,01 =p ; 1,02 =p ; 5,03 =p . 
Задача 10.  
Найти математическое ожидание дискретной случай-
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ной величины X  – числа бросаний пяти игральных костей, 
в каждом из которых на двух костях появится по одному 
очку, если общее число бросаний равно двадцати. 
Решение 
Используем формулу: 
( ) nPXM = , 
где n  – общее число испытаний (бросаний пяти костей); 
 X – число появлений интересующего нас события (на 
двух костях из пяти появится по одному очку) в n
испытаниях; 
 P  – вероятность появления рассматриваемого собы-
тия в одном испытании. 
По условию 20=n . Найдем P  – вероятность того, что на 
гранях двух из пяти костей появится по одному очку. Эту ве- 
роятность вычислит по формуле Бернулли, учитывая, что ве- 
роятность появления одного очка на грани одной кости 
6
1
=p  
и, следовательно, вероятность непоявления 
6
5
6
11 =-=q . 
( ) 4
432
2
55 63
5
6
5
6
12
×
=÷
ø
ö
ç
è
æ×÷
ø
ö
ç
è
æ×== CPP . 
Искомое математическое ожидание: 
( ) 3
63
520 4
4
»
×
×== nPXM . 
Задача 11 
Найти дисперсию и среднее квадратическое отклоне-
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ние дискретной случайной величины X, заданной законом 
распределения: 
X  -5 2 3 4 
P  0,4 0,3 0,1 0,2 
Решение 
Используем формулу: 
( ) ( ) ( )[ ] 22 XMXMXD -= . 
Найдем математическое ожидание X: 
( ) 3,02,041,033,024,05 -=×+×+×+×-=XM . 
Напишем закон распределения :2X  
2X  25 4 9 16 
P  0,4 0,3 0,1 0,2 
Найдем математическое ожидание 2X : 
( ) 3,152,0161,093,044,0252 =×+×+×+×=XM . 
Найдем дисперсию: 
( ) ( ) 21,153,03,15 2 =--=XD . 
Найдем среднее квадратическое отклонение: 
( ) ( ) 9,321,15 === XDXG . 
Задача 12  
Найти дисперсию дискретной случайной величины X  
– числа появлений события A  в пяти независимых испыта-
ниях, если вероятность появления события A  в каждом ис-
пытании равна 0,2. 
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Решение 
Дисперсия числа появлений события в независимых 
испытаниях равна: 
npqxD =)( . 
По условию 5=n ; 2,0=p ; 8,02,01 =-=q . 
Искомая дисперсия 8,08,02,05)( =××=xD . 
Задача 13  
Найти дисперсию дискретной случайной величины X  
– числа появлений события A  в двух независимых испыта-
ниях, если вероятности появления события в этих испыта-
ниях одинаковы и известно, что математическое ожидание 
( ) 2,1=xM . 
Решение 
Первый способ. Возможные значения величины X  такие: 
01 =x  (событие не появилось); 
12 =x  (событие появилось один раз); 
23 =x  (событие появилось два раза). 
Найдем вероятности возможных значений по формуле 
Бернулли: 
( ) 22 0 qP = ; ( ) pqpqCP 21 122 == ; ( ) 22 2 pP = . 
Напишем закон распределения X : 
X  0 1 2 
P  q  pq2  2p  
Найдем ( )xM : 
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( ) ( ) ppqpppqxM 2122 2 =+=+= . 
По условию ( ) 2,1=xM ,  
2,12 =p ; 6,0=p ; 4,06,01 =-=q . 
Искомая дисперсия: 
( ) 48,04,06,02 =××== npqxD . 
Второй способ. Воспользуемся формулой ( ) npxM = . 
По условию ( ) 2,1=xM ; 2=n . Следовательно, p22,1 = ; 
6,0=p ; 4,0=q . Искомая дисперсия:  
( ) 48,04,06,02 =××== npqxD . 
Задача 14  
Дискретная случайная величина X  задана законом 
распределения: 
X  1 3 
P  0,4 0,6 
Найти начальные моменты первого, второго и третьего 
порядков. 
Решение 
Найдем начальный момент первого порядка: 
( ) 2,26,034,011 =×+×== xMg . 
Напишем закон распределения 2X : 
2X  1 9 
P  0,4 0,6 
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Найдем начальный момент второго порядка: 
( ) 8,56,094,0122 =×+×== xMg . 
Напишем закон распределения 3X : 
3X  1 27 
P  0,4 0,6 
Найдем начальный момент третьего порядка: 
( ) 6,166,0274,0133 =×+×== xMg . 
Задача 15  
Дискретная случайная величина задана законом рас-
пределения: 
X  1 2 4 
P  0,1 0,3 0,6 
Найти центральные моменты первого, второго, третье-
го и четвертого порядков. 
Решение 
Центральный момент первого порядка равен нулю: 
01 =m . Для вычисления центральных моментов удобно пользо-
ваться формулами, выражающими центральные моменты че-
рез начальные, поэтому сначала найдем начальные моменты: 
( ) 1,36,043,021,011 =×+×+×== xMg ; 
( ) 9,106,0163,041,0122 =×+×+×== xMg ; 
( ) 9,406,0643,081,0133 =×+×+×== xMg , 
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( ) 5,1586,02563,0161,0144 =×+×+×== xMg . 
Найдем центральные моменты: 
( ) 29,11,39,10 22122 =-=-= ggm ; 
( ) 888,01,329,101,339,4023 3312133 -=×+××-=+-= ggggm ; 
( ) ( ) .7777,21,331,39,106
1,39,4045,158364
42
4
1
2
121344
=×-××+
+××-=-+-= ggggggm
 
1.6. Закон больших чисел 
Задача 1  
Устройство состоит из десяти независимо работающих 
элементов. Вероятность отказа каждого элемента за время 
T  равна 0,05. С помощью неравенства Чебышева оценить 
вероятность того, что абсолютная величина разности между 
числом отказавших элементов и средним числом (математи-
ческим ожиданием) отказов за время T  окажется: 
а) меньше двух;  
б) не меньше двух. 
Решение 
а) Обозначим через X  дискретную случайную величину – 
число отказавших элементов за время T . Тогда  
( ) 5,005,010 =×== npXM , 
( ) 475,095,005,010 =××== npqXD . 
Воспользуемся неравенством Чебышева: 
( )( ) ( )21 ee
XDXMXP -³<- . 
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Подставим сюда ( ) 5,0=XM ; ( ) 475,0=XD ; 2=e , 
получим ( ) 88,0
4
475,0125,0 =-³<-XP . 
б) События 25,0 <-X  и 25,0 ³-X  противоположны, 
поэтому сумма их вероятностей равна единице. Следо- 
вательно, ( ) 12,088,0125,0 =-£<-XP . 
Задача 2  
Вероятность появления события A  в каждом испыта-
нии равна 0,5. Используя неравенство Чебышева, оцените 
вероятность того, что число X  появлений события A  будет 
заключено в пределах от 40 до 60, если будет сделано 100 
независимых испытаний. 
Решение 
Найдем математическое ожидание и дисперсию дис-
кретной случайной величины X  – числа появлений собы-
тия A  в 100 независимых испытаниях. 
( ) 501,0100 =×== npXM ; 
( ) 255,05,0100 =××== npqXD . 
Найдем максимальную разность между заданным чис-
лом появлений события и математическим ожиданием: 
105060 =-=e . 
Воспользуемся неравенством Чебышева в форме: 
( )( ) ( )21 ee
XDXMXP -³<- . 
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Подставляя значения ( ) 50=XM ; ( ) 25=XD ; 10=e , 
получим: ( ) 75,0
100
2511050 =-³<-XP . 
Задача 3  
Дискретная случайная величина X  задана законом 
распределения 
X  0,3 0,6 
P  0,2 0,8 
Используя неравенство Чебышева, оценить вероят-
ность того, что ( ) 2,0<- XMX . 
Решение 
Найдем математическое ожидание и дисперсию вели-
чины X : 
( ) 54,08,06,02,03,0 =×+×=XM ; 
( ) ( ) ( )[ ]
( ) ( ) ( ) .0144,054,08,06,02,03,0 222
22
=-×+×=
=-= XMXMXD
 
Воспользуемся неравенством Чебышева в форме: 
( )( ) ( )21 ee
XDXMXP -³<- . 
Подставляя значения ( ) 54,0=XM ; ( ) 0144,0=XD ; 
2,0=e ; получим ( ) 64,0
04,0
0144,012,054,0 =-³<-XP . 
Задача 4  
Последовательность независимых случайных величин 
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1X , 2X , … nX , задана законом распределения: 
nX  an-  0 an  
P  22
1
n
 2
11
n
-  22
1
n
 
Можно ли применить последовательности теоремы 
Чебышева? 
Решение 
Так как случайные величины независимы, то они так-
же попарно независимы, т.е. первое требование теоремы 
Чебышева выполняется. 
Проверим, выполняется ли требование конечности ма-
тематических ожиданий: 
( ) 0
2
1110
2
1
222 =×+÷ø
ö
ç
è
æ -×+×-=
n
n
nn
nXM n aa . 
Таким образом, каждая случайная величина имеет ко-
нечное (равное нулю) математическое ожидание, т.е. второе 
требование теоремы выполняется. 
Проверим, выполняется ли требование равномерной 
ограниченности дисперсий. 
Запишем закон распределения 2nX  
2
nX  22an  0 22an  
P  22
1
n
 2
11
n
-  22
1
n
 
или, сложив вероятности одинаковых возможных значений, 
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2
nX  22an  0 
P  22
1
n
 2
11
n
-  
найдем ( )2nXM  и дисперсию ( )nXD : 
( ) 22222
1
aa =×=
n
nXM n ; 
( ) ( ) ( )[ ] 222 a=-= nnn XMXMXD . 
Следовательно, дисперсии заданных случайных вели-
чин равномерно ограничены числом 2a , т.е. третье требо-
вание выполняется. 
Итак, все требования выполняются, значит, к данной 
последовательности случайных величин теорема Чебышева 
применима. 
1.7. Функции распределения вероятностей  
случайных величин 
Задача 1  
Случайная величина X  задана интегральной функцией: 
( )
ï
ï
ï
î
ïï
ï
í
ì
>
£<-+
£
=
.
3
11
,
3
11
4
3
4
3
,10
x
xx
x
xF  
Найти вероятность того, что в результате испытания 
величина X  примет значение, заключенное в интервале 
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( )ba; , равно приращению интегральной функции в этом 
интервале: 
( ) ( ) ( )aFbFbXaP -=<< . 
Положив 0=a , 
3
1
=b , получим: 
( )
.
4
1
4
3
4
3
4
3
4
3
0
3
1
3
10
0
3
1
=úû
ù
êë
é +-úû
ù
êë
é +=
=-÷
ø
ö
ç
è
æ=÷
ø
ö
ç
è
æ <<
== xx
xx
FFXP
 
Задача 2  
Случайная величина X  задана интегральной функцией: 
ï
î
ï
í
ì
>
£<+
£
=
.41
,4215,0
,20
)(
x
xx
x
xF  
Найти вероятность того, что в результате испытания 
величина X  примет значение: 
а) меньшее 0,2; 
б) меньшее трех; 
в) не меньшее трех; 
г) не меньшее пяти. 
Решение 
а) Так как при 2£x  функция ( ) 0=xF , то ( ) 02,0 =F , т.е. 
( ) 02,0 =<xP . 
б) ( ) ( ) [ ] 5,015,115,033 3 =-=-==< =xxFxP . 
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в) События 3³x  и 3<x  противоположны, поэтому 
( ) ( ) 133 =<+³ xPxP . Учитывая, что ( ) 5,03 =<xP , по-
лучим ( ) 5,05,013 =-=³xP . 
г) ( ) ( ) 155 =<+³ xPxP . Но при 4>x  функция ( ) 1=xF , 
получим: 
( ) ( ) ( ) 01151515 =-=-=<-=³ FxPxP . 
Задача 3  
Случайная величина X  задана на всей оси ОХ инте-
гральной функцией ( )
2
arctg1
2
1 xxF
p
+= . 
Найти возможное значение 1x , удовлетворяющее ус-
ловию: с вероятностью 0,25 случайная величина X  в ре-
зультате испытания примет значение, большее 1x . 
Решение 
События 1xX £  и 1xX >  – противоположные, поэтому 
( ) ( ) 111 =>+£ xXPxXP . 
Следовательно, 
( ) ( ) 75,025,011 11 =-=>-=£ xXPxXP . 
Так как ( ) 01 == xXP , то  
( ) ( ) ( ) ( ) 25,01111 =<=<+==£ xXPxXPxXPxXP . 
По определению интегральной функции 
( ) ( )
2
arctg15,0 111
xxPxXP
p
+==< . 
Тема 1.Типы задач и примеры их решения 
 133 
Следовательно,  
75,0
2
arctg15,0 1 =+ x
p
, 
42
arctg 1 p=x . 
Отсюда 1
2
1 =
x , или 21 =x . 
Задача 4  
Дискретная случайная величина X  задана законом 
распределения: 
X  2 4 7 
P  0,5 0,2 0,3 
Найти интегральную функцию )(xF  и начертить ее 
график. 
Решение  
1. Если 2£x , то 0)( =xF . Действительно, значений, 
меньших числа 2, величина X  не имеет. Значит при 
2£x  функция ( ) 0)( =<= xXPxF . 
2. Если 42 £< x , то 5,0)( =xF . Действительно, X  может 
иметь значение 2 с вероятностью 0,5. 
3. Если 74 £< x , то 7,0)( =xF . Действительно, X  может 
иметь значение 2 с вероятностью 0,5 и значение 4 с ве-
роятностью 0,2; следовательно, одно из этих значений 
X  может принимать (по теории сложения вероятностей 
несовместных событий) с вероятностью 7,02,05,0 =+ . 
4. Если 7>x , то 1)( =xF . Действительно, событие 7£X  
достоверно и вероятность его равна единице. 
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Итак, искомая интегральная функция имеет вид: 
ï
ï
î
ï
ï
í
ì
>
£<
£<
£
=
.71
,747,0
,425,0
,20
)(
x
x
x
x
xF  
График этой функции имеет вид: 
 
 
Рисунок 3.1 
 
Задача 5  
Дана интегральная функция непрерывной случайной 
величины X : 
ï
ï
î
ï
ï
í
ì
>
£<
£
=
.
2
1
,
2
0sin
,00
)(
p
p
x
xx
x
xF  
Найти дифференциальную функцию )(xf . 
x 2 0 
F(x) 
 
0,5 
 
1,0 
 0,7 
 
4 7 
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Решение 
Дифференциальная функция равна первой производ-
ной от интегральной функции: 
ï
ï
î
ï
ï
í
ì
>
£<
<
=¢=
.
2
1
,
2
0cos
,00
)()(
p
p
x
xx
x
xFxf  
При 0=x  производная )(xF ¢  не существует. 
Задача 6  
Непрерывная случайная величина X  задана диффе-
ренциальной функцией xxf 3sin
3
2)( =  в интервале ÷
ø
ö
ç
è
æ
3
;0 p . 
Вне этого интервала 0)( =xf . Найти вероятность того, что 
X  примет значение, принадлежащее интервалу ÷
ø
ö
ç
è
æ
4
;
6
pp . 
Решение 
Используем формулу: 
( ) ò=<<
b
a
dxxfbxap )( . 
По условию 
6
p
=a , 
4
p
=b , xxf 3sin
3
2)( = . Следова-
тельно, искомая вероятность 
ò ==÷ø
ö
ç
è
æ <<
4
6
9
23sin
3
2
46
p
p
pp xdxxp . 
Глава 3 
 136 
Задача 7  
Дана дифференциальная функция непрерывной слу-
чайной величины X : 
ï
ï
î
ï
ï
í
ì
>
£<
£
=
.
2
1
,
2
0cos
,00
)(
p
p
x
xx
x
xF  
Найти интегральную функцию )(xF . 
Решение 
Используем формулу ò
¥-
=
x
dxxfxF )()( . 
Если 0£x , то 0)( =xf , следовательно, ò
¥-
==
x
dxxF 00)( . 
Если 
2
0 p£< x , то  
ò ò
¥-
=+=
0
0
sincos0)( xxdxdxxF
x
. 
Если 
2
p
>x , то  
ò òò
¥-
==++=
0
2
0
2
2
0
1sin0cos0)( |
p
p
p
xdxxdxdxxF
x
. 
Искомая интегральная функция имеет вид: 
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ï
ï
î
ï
ï
í
ì
>
£<
£
=
.
2
1
,
2
0sin
,00
)(
p
p
x
xx
x
xF  
Задача 8  
Случайная величина X  задана дифференциальной 
функцией xxf 2)( =  в интервале ( )1;0 ; вне этого интервала 
0)( =xf . Найдите математическое ожидание величины X . 
Решение 
Используем формулу: 
ò=
b
a
dxxxfXM )()( . 
Подставив 0=a , 1=b , xxf 2)( = , получим: 
òò ===×=
1
0
1
0
32
1
0 3
2
3
222)( |xdxxxdxxXM . 
Задача 9  
Случайная величина X  задана интегральной функци-
ей 
4
)( xxF =  в интервале ( )4;0 ; вне этого интервала 
0)( =xF . Найдите математическое ожидание величины X . 
Решение 
Найдем дифференциальную функцию величины X . 
( )
4
1)( =¢= xFxf . 
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Найдем искомое математическое ожидание: 
òò ====
4
0
4
0
24
0
2
84
1)()( |xxdxdxxxfXM . 
Задача 1.  
Случайная величина X  задана интегральной функци-
ей 
2
1
4
)( += xxF  в интервале ( )2;2- ; вне этого интервала 
0)( =xF . Найдите математическое ожидание величины X . 
Решение 
Найдем дифференциальную функцию величины X . 
( )
4
1)( =¢= xFxf . 
Найдем искомое математическое ожидание: 
òò
--
===
2
2
2
2
0
4
1)()( xdxdxxxfXM . 
Найдем дисперсию: 
[ ] ò òò
- --
===-=
2
2
2
2
22
2
2
2
3
4
4
2
4
1)()()( dxxdxxdxxfxMxXD . 
1.8. Законы распределения вероятностей  
непрерывной случайной величины 
Задача 1  
Цена деления шкалы амперметра равна A1,0 . Показа-
ния округляют до ближайшего целого деления. Найти веро-
ятность того, что при отсчете будет сделана ошибка, боль-
шая A02,0 . 
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Решение 
Ошибку округления отсчета рассматриваем как случай-
ную величину X , которая распределена равномерно между 
двумя соседними целыми делениями.  
Дифференциальная функция равномерного распреде-
ления в нашей задаче:  
10
1,0
11)( ==
-
=
ab
xf . 
Ошибка отсчета большая 02,0  находится в интервале 
( )08,0;02,0 . По формуле ( ) ò=<<
b
a
dxxfbxap )(  получим: 
( ) 6,01008,002,0
08,0
02,0
==<< ò dxxP . 
Задача 2  
Найти математическое ожидание, дисперсию и сред-
нее квадратическое отклонение случайной величины X , 
равномерно распределенной в интервале ( )ba; . 
Решение 
График дифференциальной функции равномерного 
распределения симметричен относительно прямой 
2
baX += , поэтому 
2
)( baXM +=  или  
( )( )
( )
.
22
1
2
11)()( |
2
2
ba
ab
abab
x
ab
dxx
ab
dxxxfXM
b
a
b
a
b
a
+
=
×-
+-
=
=×
-
=
-
== òò
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Найдем дисперсию и среднее квадратическое отклонение: 
[ ] ( )
12
)()()(
2
22 abxMdxxfxXD
b
a
-
=-= ò , 
12
)()( abxDXG -== . 
Задача 3  
Математическое ожидание и среднее квадратическое 
отклонение нормально распределенной случайной величи-
ны X  соответственно равны 10 и 2. Найти вероятность то-
го, что в результате испытания X  примет значение, заклю-
ченное в интервале ( )14;12 . 
Решение  
Используем формулу: 
( ) ÷
ø
ö
ç
è
æ --÷
ø
ö
ç
è
æ -=<<
s
a
f
s
b
fba
aaXP . 
Подставив 12=a ; 14=b ; 10=a ; 2=s , поучим 
( ) ( ) ( )121412 ff -=<< XP . 
По таблицам (приложение 2) находим 
4772,0)2( =f ;  3413,0)1( =f . 
Искомая вероятность:  
( ) 1359,01412 =<< XP . 
Задача 4  
Автомат изготавливает шарики. Шарик считается 
стандартным, если отклонение X  диаметра шарика от про-
Тема 1.Типы задач и примеры их решения 
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ектного размера по абсолютной величине меньше 0,7 мм. 
Считая, что случайная величина X  распределена нормально 
со средним квадратическим отклонением мм,4,0=s  найти, 
сколько будет стандартных шариков из ста изготовленных. 
Решение 
Так как X  – отклонение диаметра шарика от проект-
ного размера, то ( ) 0== aXM . 
Используем формулу: 
( ) ÷
ø
ö
ç
è
æ=<
s
d
fd 2XP . 
Подставив 7,0=d , 4,0=s , получим: 
( ) ( ) 92,04599,0275,12
4,0
7,027,0 =×==÷÷
ø
ö
çç
è
æ
=< ffXP . 
Таким образом, вероятность отклонения, меньшего 0,7мм 
равна 0,92. Отсюда следует, что примерно 92 шарика из 100 
будут стандартными. 
Задача 5  
Случайная величина X  распределена нормально с ма-
тематическим ожиданием 10=a . Вероятность попадания 
X  в интервал ( )20;10  равна 0,3. Чему равна вероятность 
попадания X  в интервал ( )10;0 ? 
Решение 
Так как нормальная кривая симметрична относительно 
прямой 10== ax , то площади, ограниченные сверху нор-
мальной кривой и снизу – интервалами ( )20;10  и ( )10;0  
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равны между собой. Но эти площади численно равны веро-
ятностям попадания X  в соответствующий интервал, то  
( ) ( ) 3,02010100 =<<=<< XPXP . 
Задача 6  
Непрерывная случайная величина X  распределена по 
показательному закону, заданному дифференциальной 
функцией xexf 33)( -=  при 0³x ; 0)( =xf  при 0<x . 
Найти вероятность того, что в результате испытания X  по-
падет в интервал ( )7,0;13,0 . 
Решение 
Используем формулу:  
( ) ba eebXaP ll -- -=<< . 
По условию 13,0=a ; 7,0=b ; 3=l . Используя табли-
цу значений функции xe- , получим: 
( ) 555,0122,0677,07,013,0 1,239,0 =-=-=<< -- eeXP . 
Задача 7  
Длительность времени безотказной работы элемента 
имеет показательное распределение tetF 01,01)( --=  ( )0>t . 
Найти вероятность того, что за время 50=t часов:  
а) элемент откажет; 
б) элемент не откажет. 
Решение  
а) Так как интегральная функция )(tF  определяет вероят-
ность отказа элемента за определенное время, то, под-
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ставив 50=t  в интегральную функцию, получим: 
394,0606,0111)50( 5,05001,0 =-=-=-= -×- eeF . 
б) События «элемент откажет» и «элемент не откажет» – 
противоположные, поэтому, вероятность того, что эле-
мент не откажет 606,0394,01 =-=P . 
Задача 8  
Испытывают два независимо работающих элемента. 
Длительность времени безотказной работы первого эле-
мента имеет показательное распределение tetF 02,01 1)( -= , 
второго tetF 05,02 1)(
--= . Найти вероятность того, что за 
время 6=t часов: 
а) оба элемента откажут; 
б) оба элемента не откажут; 
в) только один элемент откажет; 
г) хотя бы один элемент не откажет. 
Решение 
а) Вероятность отказа первого элемента:  
113,0887,011)6( 12,01 =-=-==
-eFp . 
Вероятность отказа второго элемента:  
259,0741,011 3,02 =-=-=
-ep . 
Вероятность того, что оба элемента откажут по теореме 
умножения вероятностей независимых событий: 
03,0258,0113,021 =×=pp . 
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б) Вероятность безотказной работы первого элемента:  
887,0113,011 11 =-=-= pq . 
Вероятность безотказной работы второго элемента:  
741,0259,011 22 =-=-= pq . 
Вероятность безотказной работы обоих элементов: 
66,0741,0741,021 =×=qq . 
в) Вероятность того, что откажет только один элемент: 
31,0887,0259,0741,0113,01221 =×+×=+ qpqp . 
г) Вероятность того, что хотя бы один элемент не откажет: 
34,066,011 21 =-=-= qqp . 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рекомендуется следующий 
порядок решения задач: 
1. Прочитайте условие задачи. 
2. Определите тип задач и метод 
ее решения. 
3. Решите задачу самостоятельно. 
4. Проверьте решение в ответе. 
 
Глава 4 
 146 
Рекомендуется следующий порядок решения задач: 
1. Прочитайте условие задачи. 
2. Определите тип задач и метод ее решения. 
3. Решите задачу самостоятельно. 
4. Проверьте решение в ответе. 
 
1. Брошена игральная кость. Найти вероятность того, что 
выпадет четное число очков. 
2. Брошены две игральные кости. Найти вероятность то-
го, что сумма очков на выпавших гранях равна семи. 
3. Брошены две игральные кости. Найти вероятность то-
го, что сумма очков на выпавших гранях равна пяти, а 
произведение – четырем. 
4. В ящике есть 5 одинаковых кубиков. На всех гранях 
каждого кубика написана одна из следующих букв: О, 
П, Р, С, Т. Найти вероятность того, что из взятых из 
ящика по одному кубику можно составить слово 
«спорт». 
5. В ящике есть 6 одинаковых карточек. На каждой кар-
точке напечатана одна из следующих букв: А, Т, М, Р, 
С, О. Найти вероятность того, что на четырех, взятых 
по одной карточке, можно составить слово «трос». 
6. В ящике 15 деталей, среди которых 10 стандартных. 
Наудачу берут 3 детали. Найти вероятность того, что 
взятые детали стандартные. 
7. В цехе работают 6 мужчин и 4 женщины. По табель-
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ным номерам отобраны 7 человек. Найти вероятность 
того, что среди отобранных людей 3 женщины. 
8. В группе 12 студентов, среди которых 8 отличников. 
По списку отобраны 9 студентов. Найти вероятность 
того, что среди отобранных студентов 5 отличников. 
9. Библиотека состоит из 10 различных книг. Из них пять 
книг стоят по 4 гривне каждая, три книги – по одной 
гривне и две книги – по 3 гривне. Найти вероятность 
того, что взятые две книги стоят 5 гривен. 
10. Отдел технического контроля обнаружил 10 бракованных 
изделий из случайно отобранных 100 изделий. Найти от-
носительную частоту появления бракованных изделий. 
11. При испытании партии приборов относительная частота 
годных приборов оказалась равной 0,9. Найти число 
годных приборов, если было проверено 200 приборов. 
12. На отрезок ОА длины L числовой оси ОХ произвольно 
поставлена точка В(х). Найти вероятность того, что 
меньший из отрезков ОВ и ВА будет иметь длину, 
большую чем 
3
1 . Предполагается, что вероятность попа-
дания точки на отрезок пропорциональна длине отрезка 
и не зависит от его расположения на числовой оси. 
13. Внутрь круга радиуса R произвольно поставлена точ-
ка. Найти вероятность того, что точка окажется внутри 
вписанного в круг:  
а) квадрата;  
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б) правильного треугольника.  
Предполагается, что вероятность попадания точки в 
часть круга пропорциональна площади этой части и не 
зависит от ее расположения относительно круга. 
14. Вероятность того, что стрелок при одном выстреле на-
берет 10 очков, равна 0,1; вероятность набрать 9 очков 
равна 0,3; вероятность набрать 8 или меньше очков 
равна 0,6. Найти вероятность того, что при одном вы-
стреле стрелок наберет не менее 9 очков. 
15. Найти вероятность совместного поражения цели двумя 
орудиями, если вероятность поражения цели первым 
орудием равна 0,8, а вторым – 0,7. 
16. Найти вероятность совместного появления «герба» 
при бросании двух монет. 
17. Два стрелка стреляют по мишени. Вероятность попа-
дания в мишень при одном выстреле для первого 
стрелка равна 0,7, а для второго – 0,8. Найти вероят-
ность того, что при одном залпе в мишень попадет 
только один из стрелков. 
18. Вероятность одного попадания в цель при одном залпе из 
двух орудий равна 0,38. Найти вероятность поражения 
цели при одном выстреле первым орудием, если извест-
но, что для второго орудия эта вероятность равна 0,8. 
19. Из партии изделий отбирают стандартные изделия. Веро-
ятность того, что произвольно взятое изделие будет стан-
дартным, равна 0,8. Найти вероятность того, что из трех 
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отобранных изделий только два будут стандартными. 
20. Вероятность того, что стандартная деталь находится в 
первом, втором, третьем, четвертом ящике, соответст-
венно равны 0,6; 0,7; 0,8; 0,9. Найти вероятности того, 
что стандартная деталь содержится:  
а) не более чем в трех ящиках;  
б) не менее чем в двух ящиках.  
21. Брошены три игральные кости. Найти вероятности 
следующих событий: 
а) на каждой из выпавших граней появится 5 очков;  
б) на всех выпавших гранях появится одинаковое чис-
ло очков. 
22. Отрезок разделили на три равные части. На этот отре-
зок произвольно поставлены три точки. Найти вероят-
ность того, что на каждую из трех частей отрезка по-
падет по одной точке. Предполагается, что вероят-
ность попадания точки на отрезок пропорциональна 
длине отрезка и не зависит от его расположения. 
23. Среднее число пасмурных дней в июле равно шести. 
Найти вероятность того, что первого и второго июля 
будет ясная погода. 
24. В ящике 10 деталей, среди которых 6 стандартных. 
Произвольно берут 4 детали. Найти вероятность того, 
что все отобранные детали будут стандартными. 
25. Студент знает 20 из 25 вопросов программы. Найти 
вероятность того, что студент знает предложенные ему 
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преподавателем три вопроса. 
26. Устройство содержит 2 независимо работающих эле-
мента. Вероятности отказов элементов соответственно 
равны 0,05 и 0,08. Найти вероятность отказа устройст-
ва, если для этого достаточно, чтобы отказал хотя бы 
один элемент. 
27. Для разрушения моста достаточно попадания одной 
бомбы. Найти вероятность того, что мост будет разру-
шен, если на него сбросить 4 бомбы, вероятности попа-
дания которых соответственно равны 0,3; 0,4; 0,6; 0,7. 
28. Вероятность попадания в мишень каждым из двух 
стрелков равна 0,3. Стрелки стреляют по очереди, при-
чем каждый должен сделать по 2 выстрела. Попавший 
в мишень получает приз. Найти вероятность того, что 
стрелки получат приз. 
29. Вероятность хотя бы одного попадания в цель при че-
тырех выстрелах равна 0,9984. Найти вероятность по-
падания в цель при одном выстреле. 
30. В первом ящике содержится 10 шаров, из них 8 белых; 
во втором ящике 25 шаров, из них 4 белых. Из каждого 
ящика произвольно берут по одному шару, а затем из 
этих двух шаров берут один шар. Найти вероятность 
того, что взят белый шар. 
31. В каждом из трех ящиков содержится 6 черных и 4 бе-
лых шара. Из первого ящика произвольно берут один 
шар и кладут его во второй ящик, после чего из второ-
Сборник задач 
 151 
го ящика берут один шар и кладут его в третий ящик. 
Найти вероятность того, что шар, произвольно взятый 
из третьего ящика, будет белым. 
32. Два рабочих изготавливают детали. Вероятность того, 
что первый рабочий изготовит бракованную деталь, 
равна 0,05. Для второго рабочего эта вероятность рав-
на 0,1. При проверке деталей был обнаружен брак. 
Найти вероятность того, что бракованную деталь изго-
товил первый рабочий. 
33. Деталь проверяется на стандартность одним из двух 
контролеров. Вероятность того, что деталь попадет к 
первому контролеру, равна 0,55, а ко второму – 0,45. 
Вероятность того, что стандартная деталь будет при-
знана стандартной первым контролером, равна 0,9, а 
вторым – 0,98. Стандартная деталь при проверке была 
признана стандартной. Найти вероятность того, что 
деталь проверил второй контролер. 
34. Три стрелка произвели залп, причем две пули попали в 
мишень. Найти вероятность того, что третий стрелок 
попал в мишень, если вероятности попадания в ми-
шень первым, вторым и третьим стрелками соответст-
венно равны 0,6; 0,5; 0,4. 
35. Два из четырех независимо работающих компьютера 
отказали. Найти вероятность того, что отказали пер-
вый и второй компьютеры, если вероятности отказа 
первого, второго, третьего и четвертого компьютера 
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соответственно равны: 1,01 =p ; 2,02 =p ; 3,03 =p ; 
4,04 =p . 
36. Монету бросают 5 раз. Найти вероятность того, что 
«герб» выпадет: 
а) менее двух раз;  
б) не менее двух раз.  
37. Найти вероятность того, что событие А появится не 
менее трех раз в четырех независимых испытаниях, 
если вероятность появления события А в одном испы-
тании равна 0,4. 
38. В семье пять детей. Найти вероятность того, что среди 
этих детей: 
а) два мальчика;  
б) не более двух мальчиков; 
в) более двух мальчиков; 
г) не менее двух и не более трех мальчиков. 
Вероятность рождения мальчика равна 0,51. 
39. Вероятность поражения мишени при одном выстреле 
равна 0,8. Найти вероятность того, что при 100 вы-
стрелах мишень будет поражена ровно 75 раз. 
40. Вероятность рождения мальчика равна 0,51. Найти ве-
роятность того, что среди 100 новорожденных будет 50 
мальчиков. 
41. Монета брошена N2  раза ( 1>>N ). Найти вероят-
ность того, что «герб» выпадет равно N  раз. 
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42. Вероятность появления события в каждой из 2100 не-
зависимых испытаниях равна 0,7. Найти вероятность 
того, что событие произойдет: 
а) не менее 1470 и не более 1500 раз;  
б) не менее 1470 раз; 
в) не более 1469 раз. 
43. Вероятность появления положительного результата в ка-
ждом из n  опытов равна 0,9. Сколько нужно сделать 
опытов, чтобы с вероятностью 0,98 можно было ожидать, 
что не менее 150 опытов дадут положительный результат. 
44. Вероятность появления события в каждом из 900 неза-
висимых испытаний равна 0,5. Найти вероятность то-
го, что относительная частота появления события от-
клонится от его вероятности по абсолютной величине 
не более чем на 0,02. 
45. Вероятность появления события в каждом из 10000 
независимых испытаний равна 0,75. Найти вероят-
ность того, что относительная чистота появления со-
бытия отклонится от его вероятности по абсолютной 
величине не более чем на 0,01. 
46. Вероятность появления события в каждом из незави-
симых испытаний равна 0,2. Найти число испытаний 
n , при котором с вероятностью 0,9876 можно ожидать, 
что относительная частота появления события откло-
нится от его вероятности по абсолютной величине не 
более чем на 0,04. 
Глава 4 
 154 
47. В ящике содержатся белые и черные шары в отноше-
нии 4:1. После извлечения шара регистрируется его 
цвет, и шар возвращается в ящик. Чему равно число 
извлечений n , при котором с вероятностью 0,9722 мож-
но ожидать, что абсолютная величина отклонения отно-
сительной частоты появления белого шара от его веро-
ятности будет не более чем 0,01? 
48. Вероятность появления события в каждом из 900 неза-
висимых испытаний равна 0,5. Найти такое положи-
тельное число e , чтобы с вероятностью 0,7698 абсо-
лютная величина отклонения относительной частоты по-
явления события от его вероятности 0,5 не превысила e . 
49. Вероятность появления события в каждом из 1000 неза-
висимых испытаний равна 0,75. Найти такое положи-
тельное число e , чтобы с вероятностью 0,979 абсолют-
ная величина отклонения относительной частоты появ-
ления события от его вероятности 0,75 не превысила e . 
50. Отдел технического контроля проверяет 475 изделий 
на брак. Вероятность того, что изделие бракованное, 
равна 0,05. Найти с вероятностью 0,9426 границы, в 
которых будет заключено число n  бракованных изде-
лий среди проверенных. 
51. Написать биномиальный закон распределения дис-
кретной случайной величины X  – числа появлений 
«герба» при двух бросаниях монеты. 
52. Две игральные кости одновременно бросают два раза. 
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Написать биномиальный закон распределения дис-
кретной случайной величины X  – числа выпадений 
четного числа очков на двух игральных костях. 
53. В партии из шести деталей есть четыре стандартных. 
Произвольно отобраны три детали. Составить закон 
распределения дискретной случайной величины X  – 
числа стандартных деталей среди отобранных. 
54. Устройство состоит из 1000 элементов, работающих 
независимо друг от друга. Вероятность отказа любого 
элемента в течении времени T  равна 0,002. Найти ве-
роятность того, что за время T  откажут ровно три эле-
мента ( 13534,02 =-e ). 
55. Станок делает детали. Вероятность того, что изготовлен-
ная деталь будет бракованной, равна 0,01. Найти вероят-
ность того, что среди 200 деталей будет 4 бракованных. 
56. Найти среднее число l  бракованных изделий в партии 
изделий, если вероятность того, что в этой партии есть 
хотя бы одно бракованное изделие, равна 0,95. Пред-
полагается, что число бракованных изделий в партии 
изделий распределено по закону Пуассона ( 05,03 =-e ). 
57. Найти математическое ожидание дискретной случай-
ной величины X , заданной законом распределения. 
X  0,21 0,54 0,61 
P  0,1 0,5 0,4 
58. Даны возможные значения дискретной случайной ве-
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личины X : 11 =x , 22 =x , 33 =x , а также известны 
( ) 3,2=XM , ( ) 9,52 =XM . Найти вероятности, соот-
ветствующие возможным значениям X . 
59. В партии из 10 деталей есть 3 нестандартных. Произ-
вольно отобраны 2 детали. Найти математическое ожи-
дание дискретной случайной величины X  – числа не-
стандартных деталей среди двух отобранных. 
60. Найти дисперсию и среднее квадратическое отклоне-
ние дискретной случайной величины X , заданной за-
коном распределения: 
X  4,3 5,1 10,6 а) 
P  0,2 0,3 0,5 
 
X  131 140 160 180 б) 
P  0,05 0,1 0,25 0,6 
61. Найти дисперсию дискретной случайной величины X  
– числа отказов элемента устройства в десяти незави-
симых опытах, если вероятность отказа элемента в каж-
дом опыте равна 0,9. 
62. Найти дисперсию дискретной случайной величины X  
– числа появлений события A  в двух независимых ис-
пытаниях, если вероятности появления события в этих 
испытаниях одинаковы и известно, что 9,0)( =XM . 
63. Производятся независимые испытания с одинаковой 
вероятностью появления события A  в каждом испы-
тании. Найти вероятность появления события A , если 
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дисперсия числа появлений события в трех независи-
мых испытаниях 63,0)( =XD . 
64. Дискретная случайная величина X  имеет только два 
возможных значения: 1x  и 2x , 21 xx < . Вероятность 
того, что случайная величина X  примет значение 1x  
равна 0,2. Найти закон распределения X , зная, что 
6,2)( =XM , 8,0)( =XG . 
65. Дискретная случайная величина X  имеет только три 
возможных значения: 1x , 2x  и 3x , 321 xxx << . Вероят-
ности того, что случайная величина X  примет значение 
1x  и 2x  соответственно равны 0,3 и 0,2. Найти закон рас-
пределения X , зная, что 2,2)( =XM  и 76,0)( =XD . 
66. Дискретная случайная величина X  задана законом 
распределения: 
X  3 5 
P  0,2 0,8 
Найти центральные моменты первого, второго, третье-
го и четвертого порядков. 
67. Дано 9,0))(( ³<- eaMXP , 009,0)( =XD . Исполь-
зуя неравенство Чебышева, найти e . 
68. В цехе есть 20 станков. Вероятность того, что за время 
T  будет работать станок, равна 0,8. Пользуясь нера-
венством Чебышева, оценить вероятность того, что аб-
солютная величина разности между числом работаю-
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щих станков и средним числом (математическим ожи-
данием) работающих станков за время T  будет:  
а) меньше трех; 
б) не меньше трех. 
69. Вероятность появления события в каждом испытании 
равна 0,25. Используя неравенство Чебышева, оценить 
вероятность того, что число X  появлений события за-
ключено в пределах от 150 до 250, если будет сделано 
800 испытаний. 
70. Дискретная случайная величина X  задана законом 
распределения: 
X  0,1 0,4 0,6 
P  0,2 0,3 0,5 
Используя неравенство Чебышева, оценить вероят-
ность того, что 4,0)( <- aMX . 
71. Случайная величина X  задана интегральной функцией 
ï
ï
î
ï
ï
í
ì
>
£<-+
-£
=
.21
,22
2
arcsin1
2
1
,20
)(
x
xx
x
xF
p
 
Найти вероятность того, что в результате испытания 
величина X  примет значение, заключенное в интерва-
ле ( )1;1- . 
72. Интегральная функция непрерывной случайной вели-
чины X  (времени безотказной работы устройства) 
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равна T
x
exF
-
-= 1)( , ( 0³x ). Найти время безотказной 
работы устройства за время Tx ³ . 
73. Случайная величина X  задана интегральной функцией: 
ï
ï
î
ïï
í
ì
>
£<
£
=
.11
,10
,00
)( 2
x
xx
x
xF  
Найти вероятность того, что в результате четырех ис-
пытаний величина X  три раза примет значение, за-
ключенное в интервале ( )75,0;25,0 . 
74. Случайная величина X  задана на всей оси OX  инте-
гральной функцией 
2
arctg1
2
1)( xxF
p
+= . Найти воз-
можное значение 1x , удовлетворяющее условию: с ве-
роятностью 
6
1  случайная величина X  в результате 
испытания примет значение, большее 1x . 
75. Дискретная случайная величина X  задана законом 
распределения 
X  3 4 7 10 
P  0,2 0,1 0,4 0,3 
Найти интегральную функцию и построить ее график. 
76. Дана интегральная функция непрерывной случайной 
величины X : 
Глава 4 
 160 
ï
ï
î
ï
ï
í
ì
>
£<
£
=
.
4
1
,
4
02sin
,00
)(
p
p
x
xx
x
xF  
Найти дифференциальную функцию )(xf . 
77. Непрерывная случайная величина в интервале ( )¥+;0  
задана дифференциальной функцией xaexf a-=)(  
( 0>a ); вне этого интервала 0)( =xf . Найти вероят-
ность того, что X  примет значение, принадлежащее 
интервалу ( )2;1 . 
78. Дана дифференциальная функция непрерывной слу-
чайной величины X :  
ï
ï
î
ï
ï
í
ì
>
£<
£
=
.
2
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2
0sin
,00
)(
p
p
x
xx
x
xf  
Найти дифференциальную функцию )(xF . 
79. Дана дифференциальная функция непрерывной слу-
чайной величины X : 
ï
î
ï
í
ì
>
£<-
£
=
.20
,215,0
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x
xx
x
xf  
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Найти дифференциальную функцию )(xF . 
80. Дифференциальная функция непрерывной случайной 
величины X  задана на всех оси OX  равенством 
21
2)(
x
Cxf
+
=  Найти постоянную величину C . 
81. Дифференциальная функция непрерывной случайной вели-
чины X  в интервале ÷
ø
ö
ç
è
æ
2
;0 p  равна xCxf 2sin)( = ; вне 
этого интервала 0)( =xf . Найти постоянную величину С. 
82. Дифференциальная функция непрерывной случайной 
величины X  в интервале ( )1;0  равна xCxf arctg)( = ; 
вне этого интервала 0)( =xf . Найти постоянную ве-
личину C . 
83. Случайная величина X  задана дифференциальной функ-
цией xxf
2
1)( =  в интервале ( )2;0 ; вне этого интервала 
0)( =xf . Найти математическое ожидание величины X . 
84. Случайная величина X  задана дифференциальной фун-
кцией (распределение Лапласа) xexf -=
2
1)( . Найти 
математическое ожидание величины X . 
85. Случайная величина X  задана дифференциальной 
функцией ( )xxCxf 2)( 2 +=  в интервале ( )1;0 ; вне 
этого интервала 0)( =xf . Найти  
а) постоянную величину C ;  
б) математическое ожидание величины X . 
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86. Случайная величина X  задана дифференциальной функ-
цией 
29
1)(
x
xf
-
=
p
 в интервале ( )3;3- ; вне этого 
интервала 0)( =xf . Найти дисперсию величины X . 
87. Случайная величина X  в интервале ( )5;0  задана 
дифференциальной функцией xxf
25
2)( = ; вне этого 
интервала 0)( =xf . Найти дисперсию величины X . 
88. Случайная величина X  задана интегральной функцией 
ïî
ï
í
ì
<
>³-=
.0
),0(1)(
0
002
3
xx
xxx
x
x
xF  
Найти математическое ожидание, дисперсию и сред-
нее квадратическое отклонение величины X . 
89. Найти математическое ожидание, дисперсию и сред-
нее квадратическое отклонение случайной величины 
X , распределенной равномерно в интервале ( )8;2 . 
90. Написать дифференциальную функцию нормально 
распределенной случайной величины X , зная что 
3)( =XM ; 16)( =XD . 
91. Нормально распределенная случайная величина X  зада-
на дифференциальной функцией 
( )
50
1 2
25
2)(
-
-
=
x
exf
p
. 
Найти математическое ожидание и дисперсию вели- 
чины Х. 
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92. Дана интегральная функция нормированного нор-
мального распределения ò
¥-
-
=
x x
dxexF 2
2
2
1)(
p
. Найти 
дифференциальную функцию )(xf . 
93. Математическое ожидание и среднее квадратическое от-
клонение нормально распределенной случайной вели-
чины X  равны 20)( =XM , 5)( =XG . Найти вероят-
ность того, что в результате испытания величина X  бу-
дет иметь значения, заключенные в интервале ( )25;15 . 
94. Случайные ошибки измерения подчинены нормально-
му закону распределения со средним квадратическим 
отклонением 20=G мм и математическим ожиданием 
0)( =XM . Найти вероятность того, что из трех неза-
висимых измерений ошибка хотя бы одного не будет 
больше по абсолютной величине 4 мм. 
95. Деталь, изготовленная рабочим, считается годной, если 
отклонение ее контролируемого размера от проектного 
не больше 10 мм. Случайные отклонения контролируе-
мого размера от проектного подчинены нормальному 
закону распределения с 5=G мм и 0)( =XM . Сколько 
процентов годных деталей изготавливает рабочий? 
96. Случайная величина X  распределена нормально с ма-
тематическим ожиданием 25)( =XM . Вероятность 
попадания X  в интервал ( )15;10  равна 0,2. Найти ве-
роятность попадания величины X  в интервал 
( )40;35 . 
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97. Случайная величина X  распределена нормально с ма-
тематическим ожиданием 10)( =XM  и средним квад-
ратическим отклонением 5=G . Найти интервал, в ко-
тором с вероятностью 0,9973, попадет в результате ис-
пытаний величина X . 
98. Случайная величина X  распределена нормально со 
средним квадратическим отклонением 5=G мм. Най-
ти длину интервала, в который с вероятностью 0,9973 
попадет величина X  в результате испытаний. 
99. Написать дифференциальную и интегральную функции 
показательного распределения, если параметр 6=l . 
100. Найти параметр l  показательного распределения: 
а) 0)( =xf  при 0<x , 
б) xexf 22)( -=  при 0³x , 
в) xexF 4,01)( --=  при 0<x , 
г) 0)( =xF  при 0³x . 
101. Непрерывная случайная величина X  распределена по 
показательному закону, заданному при 0³x  диффе-
ренциальной функцией xexf 004,004,0)( -= ; при 0<x  
0)( =xf . Найти вероятность того, что в результате 
испытания величина X  попадет в интервал ( )2;1 . 
102. Непрерывная случайная величина X  распределена по 
показательному закону, заданному интегральной 
функцией xexF 6,01)( --=  при 0³x , 0)( =xF  при 
0<x . Найти вероятность того, что в результате испы-
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тания величина X  попадет в интервал ( )5;2 . 
103. Найти математическое ожидание показательного рас-
пределения, заданного интегральной функцией 
xexF 1,01)( --=  при 0³x . 
104. Найти дисперсию и среднее квадратическое отклоне-
ние показательного распределения, заданного инте-
гральной функцией: 
а) xexF 4,01)( --=  при 0³x , 
б) xexF 1010)( -=  при 0³x , 
105. Найти теоретический центральный момент четвертого 
порядка ( )[ ]44 XMXM -=m  показательного распре-
деления. 
106. Испытывают три элемента, которые работают незави-
симо друг от друга. Длительность времени безотказ-
ной работы элементов распределена по показательно-
му закону: 
– для первого элемента tetF 1,01 1)(
--= , 
– для второго элемента tetF 2,02 1)(
--= , 
– для третьего элемента tetF 3,03 1)(
--= . 
Найти вероятность того, что в интервале времени 
( )5;0  часов откажут: 
а) только один элемент;  
б) только два элемента;  
в) все три элемента. 
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107. Испытывают три элемента, которые работают незави-
симо друг от друга. Длительность времени безотказ-
ной работы элементов распределена по показательно-
му закону: 
– для первого элемента tetf 1,01 1,0)(
-= ; 
– для второго элемента tetf 2,02 2,0)(
-= ; 
– для третьего элемента tetf 3,03 3,0)(
-= . 
Найти вероятность того, что в интервале времени 
( )10;0  часов откажут: 
а) хотя бы один элемент,  
б) не менее двух элементов. 
108. В цехе работают 1000 станков. Вероятность отказа од-
ного станка в течение одной минуты равна 0,004. Най-
ти вероятность того, что в течении одной минуты от-
кажут 5 станков. 
109. АТС обслуживает 100 абонентов. Вероятность того, 
что в течение 1 минуты позвонит абонент равна 0,02. 
какое из двух событий вероятнее: в течение 1 минуты 
позвонят 3 абонента; позвонят 4 абонента? 
110. Производится бросание игральной кости до первого 
выпадения шести очков. Найти вероятность того, что 
первое выпадение «шестерки» произойдет во втором 
бросании игральной кости. 
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РУССКО-АНГЛИЙСКИЙ СЛОВАРЬ 
Абонент subscriber  
абсолютный absolute 
 абсурд absurdity 
 аванс advance 
 авария accident 
 автомат automatic machine 
 автор author 
 авторитет authority 
 агент agent 
 агрегат aggregate 
 азарт passion 
 азбука alphabet 
 аксиома axiom 
 акт act 
 активность activity 
 активный active 
 акция share 
 анализ analysis 
 анонс announcement, notice 
 аргумент argument 
 аргументировать to argue 
 архив archives 
 ассортимент choice 
 аукцион auction 
База base  
базис basis 
баланс balance  
банк bank 
 банкрот bankrupt  
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 барьер barrier 
 батарея radiator 
 бесполезно uselessly 
 бесполезный useless 
 беспорядок disorder 
 бесконечно infinitely 
 бесконечный infinite 
 бесспорный indisputable 
 бессрочный permanent 
 билет ticket 
 биржа exchange 
 более more 
 большинство majority 
 брак spoilage 
 браковать reject as defective 
 бредовый delirious 
 бросить to throw 
 бросок throw; hurl 
 будущее future 
 буква letter 
 бывший former 
 быстрый rapid 
 бюджет budget 
 бюллетень bulletin 
Важный important  
важно it is important 
 вакансия vacancy 
 вакантный vacant 
 валовой gross, total 
 вариант version 
 введение introduction  
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 ввести to introduce 
 ввоз import 
 вдоль along 
 вдруг suddenly 
 везде everywhere 
 величие grandeur 
 величина quantity; value 
 вера trust 
 вероятность probability 
 вероятный probable, likely 
 версия version 
 вес weight 
 весить to weigh 
 весы scales; balance 
 весьма very 
 весьма вероятно most probably 
 вето veto 
 вещество matter, substance 
 вещь thing; object 
 взаимный mutual, reciprocal 
 взаимодействие to interaction 
взаимоотношение relation, interrelation  
взамен in exchange 
 взгляд look 
 взятие to taking 
 вид kind, sort 
 видение vision 
 винтовка rifle 
 висеть to hang 
 включение inclusion 
 включительно inclusive  
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 вкратце briefly 
 владелец owner 
 владеть to own 
 влечение inclination, bent 
 влияние influence 
 вложить to put in 
 вместе together 
 вместимость capacity 
 вместо instead 
 вначале at first 
 внедрение inculcation 
 внезапно suddenly 
 внимание attention 
 внимательно attentively 
 внутри in, inside 
 возможно possibly 
 возможный possible 
 возникновение rise 
возникнуть to arise  
возрастание growth 
 вписать to enter, put down 
 временно temporarily 
 временный temporary 
 всемирный world; universal 
 вследствие because of 
 вставить to insert 
 выбор choice; selection 
 выборка (действие) to selection 
 выбрать to choose 
 вывод conclusion, inference 
 выгода profit  
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 выстрел shot; report 
 выстрелить to fire 
 вычисление calculation 
 вычислить to calculate 
Геометрический geometrical  
геометрия geometry 
 герб State Emblem 
 гипотеза hypothesis 
 глава chapter 
 главный chief; principal 
 годный fit 
 горизонт horizon 
 грань border 
 графа column 
 график diagram, graph 
Давний old  
давно long ago 
 давность remoteness 
 данные data, facts 
 данный given; present 
 двойник double 
 действие action 
 действительно really, actually 
 действовать to act 
 делать to make 
 деление division 
 делить to divide 
 держать to hold 
 деталь detail 
 детальный detailed 
 дети children 
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 дефект defect 
 диагональ diagonal 
 диаграмма diagram 
 диапазон diapason, range 
 дифференциал differential 
 длина length 
 длинный long 
 добавить to add 
 добиться to get 
 доверие trust 
 довод reason 
 догма dogma 
доказательство proof  
доказать to prove 
 дополнение addition 
 дополнительно in addition 
 дополнить to complete 
 допустимый admissible 
 допустить to admit 
 допущение admission 
 достаточно enough 
Единица unity  
единичный single 
 единство unity 
 единственный only 
 единица измерения unit of measurement 
 естественно naturally 
Ждать to wait  
желание wish 
 желать to wish 
 железо iron  
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 жесткий hard 
 жребий fate 
Завершить to complete  
зависеть (от чего) to depend 
 зависимость (чего от чего) dependence 
 завод works, factory 
 загрузка charge; load 
 задача problem 
 заключение conclusion 
закон law  
закономерность regularity 
 закономерный regular 
 закончить to finish 
 залп (дать залп) volley (to fire a volley) 
 замена substitution 
 замечание remark 
 замкнутость insularity 
 замкнутый closed 
 запас reserve 
 запасной reserve 
 записать to write down 
 записка note 
 запись record 
 запомнить to remember 
 запрет interdiction 
 затрата expenditure 
 затратить to spend 
 зачет examination 
 защита defence 
 заявка statement 
 заявление declaration  
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 звук sound 
 знак symbol 
 значение meaning 
 зона zone 
Игра game  
играть to play 
игрок player  
идеал ideal 
 идентичный identical 
 идея idea 
 избыток surplus 
 известно t is known 
 извлечь to extract 
 извне from outside 
 изделие manufactured article 
 изделия ware 
 изменение change 
 измерение measuring 
 измерять to measure 
 изолировать to isolate 
 израсходовать to spend 
 изучать to study 
 изъян defect 
 имущество property 
 индекс index 
 иной other, another 
 интеграл integral 
 интенсивный intensive 
 интервал interval 
 исключение expulsion 
 испарение evaporation  
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 использование utilization 
 использовать to use 
 исправить to correct 
исправность good condition  
испытание test 
 испытанный tested 
 исследование investigation 
 истина truth 
 исход result 
 исходный initial 
 итог result 
 итого altogether; in all 
Кадры personnel  
каждый each, every 
 как-нибудь somehow 
 каков, какова, каковы what 
 какой-нибудь any 
 какой-то some 
 калибр calibre 
 карта card 
 касательная tangent 
 категория category 
 качество quality 
 квадрат square 
 классификация classification 
 клиент client 
 ключ key 
 кодекс code 
 кое-где somewhere 
 кое-как anyhow 
 кое-кто somebody  
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кое-что something  
количество quantity 
 коллекция collection 
 колода pack 
 комплект complete set 
 конец end 
 конечно certainly, surely 
 конечный final 
 конкурент competitor 
 конспект summary 
 констатировать to state 
 контролер controller 
 контроль control 
 конус cone 
 краткий short; brief 
 кривая curve 
 кривизна crookedness 
 критерий criterion 
 куб cube 
 кусок piece, bit 
Лампа lamp  
лексика vocabulary 
 линейка ruler 
 линия line 
 логарифм logarithm 
 лотерея lottery 
 луч ray 
 любой any 
Магазин shop  
мало little 
 маловероятный unlikely  
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 маршрут route 
 масштаб scale 
 матрица matrix 
 мгновение instant, moment 
 мгновенный instantaneous, momentary 
 медленно slowly 
 медленный slow 
 менее less 
 меньшинство minority 
 мера measure 
 мешать to stir, to mix 
 мимо past, by 
 мнимый imaginary 
 много many, much 
 многократно many times 
 многообразный diverse, varied 
 многосторонний many-sided 
 многоугольник polygon 
 многочисленный numerous 
 множество multitude 
 можно one may, one can 
наблюдать to observe  
наблюдение observation 
 набор collection 
 набрать to collect 
Наверно(е) surely  
надежный sure, safe 
 назначить to fix 
 наклон inclination 
 нанести to bring 
 нарушить to break 
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 наряду side by side 
 наугад at random 
 наудачу haphazard 
 наука science 
 научный scientific 
 начертить to draw 
 неблагоприятный unfavorable 
 невероятный incredible 
 невозможно impossible 
 недостаток lack 
 независимость independent 
 неисправный in disrepair 
 некоторый some 
 ненадежный insecure 
 необходимо it is necessary 
 необходимость necessity 
 необъяснимый inexplicable 
 неограниченный unlimited 
 неоднократный repeated 
 неопределенный indefinite 
 непрерывный continuous 
 нюанс shade 
Оба both  
обеспечить to provide 
 обман fraud 
 обмен exchange 
 обобщить to generalize 
 обобщение generalization 
 обозначать to mean 
 обоснование basis 
 обрабатывать to till  
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 образец example, model 
 обследование inspection 
 обстоятельство circumstance 
 обстрел bombardment 
 обстрелять to bombard 
 общий common, general 
 одновременно simultaneously 
 опыт experiment 
 орудие (зенитное орудие) gun (anti-aircraft gun) 
 оружие arms 
 ось axis 
 отбор selection, choice 
 отклонение deflection 
 открытие discovery 
 отличие difference 
 отношение attitude 
 отрезок piece, segment 
 очко point 
 ошибка mistake 
Падение fall  
падать to fall 
 пара pair, couple 
 парадокс paradox 
 парный twin 
 перебрать to sort out 
 передача transference 
 перемешать to mix up 
 перенести to transfer 
 переоценить to overrate 
 пересчитать to count all 
 повод pretext  
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 повторение repetition 
 погрешность error, mistake 
 подбор selection 
 подобие likeness 
 подобный similar 
 покой rest 
 полезно usefully 
 полезный useful 
 понижение fall 
 понятие idea, notion 
 попадание hit 
 попасть to get 
 попытка attempt 
 порядок order 
 предположение hypothesis 
 предположить to suppose, to assume 
прежний previous, former  
пренебрегать to neglect 
 приблизительно approximately 
 признак sign 
 пример example 
 примечание note, footnote 
 присоединить to join 
 причина cause, reason 
 проверить to check, to control 
 проиграть to lose 
 производная derivative 
 произойти take place, to happen 
 простой simple 
 против opposite 
 противоположность contrast  
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 противоположный contrary 
 процент percentage 
 пустой empty 
Работа work  
рабочий workman 
 равенство equality 
 равновесие balance 
 равномерный even, uniform 
 равный equal 
 раз once 
 раздел part 
 разделить to divide 
 раздельно apart 
 различие difference 
 различный different 
 разложение decomposition 
 разнообразный various 
 распределение distribution 
 редкий rare 
 резюме summary 
 решить to decide, to solve 
 решение solution 
 рисовать to draw 
 ряд row 
Сам, сама, само itself  
свободно freely 
 свой our 
 свойство property 
 связь tie 
 сделка agreement 
 символ symbol, emblem 
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 склад warehouse 
 следовательно consequently 
 следствие consequence 
 следующий following 
 сложить to add 
 сложение addition 
 сложный complicated 
 случай case, occurrence 
 случайно accidentally 
 случайность chance 
случайный accidental  
смысл sense, meaning 
 событие event 
 совершить to accomplish 
 совершиться to be accomplished 
 совместно jointly 
 совокупность totality 
 совпадение coincidence 
 соединение union 
 соединить to unite 
 соответственно accordingly 
 соотношение correlation 
 состав composition 
 состояние condition 
 сохранение preservation 
 сохранить to keep 
 способ means, way 
 способность capacity 
 сравнение comparison 
 средний middle 
 средняя величина mean quantity 
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Таблица table  
тираж draw, circulation 
 товар goods, commodity 
 тождество identity 
 только exactly, just 
 точно only 
 требование demand 
Убыль decrease  
убыток loss 
 увеличение increase 
 узнать to learn 
 уменьшаемое minuend 
 уменьшение decrease 
 умножить to increase 
 уравнение equation 
 условие condition 
 условно conditionally 
 условный conditional 
Фабрика factory  
факт fact 
 фактор factor 
 фиктивный fictitious 
 флаг flag 
 функция function 
Хоть at least  
хотя although 
 хранить to keep 
Цвет colour  
цветной coloured 
 цель target 
 цена price  
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 цепь chain 
 цикл cycle, round 
 цифра figure 
Частично partially  
частное quotient 
 часто often 
 часть part 
 чужой strange 
Шар bale  
шахматы chess 
 шахматист chess-player 
Эволюция evolution  
экзамен examination 
 эквивалент equivalent 
 экзаменатор examiner 
 экземпляр copy5,05 
 эксперт expert 
 эпизод episode 
Явление appearance 
явный evident 
якобы as if 
 
ящик box 
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ПРИЛОЖЕНИЯ 
ПРИЛОЖЕНИЕ 1 
Таблица значений функции ( ) 2
2
2
1 xex
-
=
p
j  
 0 1 2 3 4 5 6 7 8 9 
0,0 0,3989 3989 3989 3988 3986 3984 3982 3980 3977 3973 
0,1 3970 3965 3961 3956 3951 3945 3939 3932 3925 3918 
0,2 3910 3902 3894 3885 3876 3867 3857 3847 3836 3825 
0,3 3314 3802 3790 3778 3765 3752 3739 3726 3712 3697 
0,4 3683 3668 3652 3637 3621 3605 3589 3572 3555 3538 
0,5 3521 3503 3485 3467 3448 3429 3410 3391 3372 3352 
0,6 3332 3312 3292 3271 8251 3230 3209 3187 3166 3144 
0,7 3123 3101 3079 3056 3034 3011 2989 2966 2943 2920 
0,8 2897 2874 2850 2827 2803 2780 2756 2732 2709 2685 
0,9 2661 2637 2613 2589 2565 2541 2516 2492 2468 2444 
1,0 0,2420 2396 2371 2347 2323 2299 2275 2251 2227 2203 
1,1 2179 2155 2131 2107 2083 2059 2036 2012 1989 1965 
1,2 1942 1919 1895 1872 1849 1826 1804 1781 1758 1736 
1,3 1714 1691 1669 1647 1626 1604 1582 1561 1539 1518 
1,4 1497 1476 1456 1435  1415 1394 1374 1354 1334 1315 
1,5 1295 1276 1257 1238 1219 1200 1182 1163 1145 1127 
1,6 1109 1092 1074 1057 1040 1023 1006 0989 0973 0957 
1,7 0940 0925 0909 0893 0878 0863 0848 0833 0818 0801 
1,8 0790 0775 0761 0748 0734 0721 0707 0694 0681 0669 
1,9 0656 0644 0632 0620 0608 0596 0584 0573 0562 0551 
Приложение 
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Продолжение приложения 1 
 0 1 2 3 4 5 6 7 8 9 
2,0 0,0540 0529 0519 0508 0498 0488 0478 0468 0459 0449 
2,1 0440 0431 0422 0413 0404 0396 0387 0379 0371 0363 
2,2 0355 0347 0339 0332 0325 0317 0310 0303 0297 0290 
2,3 0283 0277 0270 0264 0258 0252 0246 0241 0235 0229 
2,4 0224 0219 0213 0208 0203 0198 0194 0189 0184 0180 
2,5 0175 0171 0167 0163 0158 0154 0151 0147 0143 0139 
2,6 0136 0132 0129 0126 0122 0119 0116 0113 0110 0107 
2,7 0104 0101 0099 0096 0093 0091 0088 0086 0084 0081 
2,8 0079 0077 0075 0073 0071 0069 0067 0065 0063 0061 
2,9 0060 0058 0056 0055 0053 0051 0050 0048 0047 0046 
3,0 0,0044 0043 0042 0040 0039 0038 0037 0036 0035 0034 
3,1 0033 0032 0031 0030 0029 0028 0027 0026 0025 0025 
3,2 0024 0023 0022 0022 0021 0020 0020 0019 0018 0018 
3,3 0017 0017 0016 0016 0015 0015 0014 0014 0013 0013 
3,4 0012 0012 0012 0011 0011 0010 0010 0010 0009 0009 
3,5 0009 0008 0008 0008 0008 0007 0007 0007 0007 0006 
3,6 0006 0006 0006 0005 0005 0005 0005 0005 0005 0004 
3,7 0004 0004 0004 0004 0004 0004 0003 0003 0003 0003 
3,8 0003 0003 0003 0003 0003 0002 0002 0002 0002 0002 
3,9 0002 0002 0002 0002 0002 0002 0002 0002 0001 0001 
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ПРИЛОЖЕНИЕ 2 
Таблица значений функции ( ) ò
-
=
x z
dzexΦ
0
2
2
2
1
p
 
x  ( )xΦ  x  ( )xΦ  x  ( )xΦ  x  ( )xΦ  
0,00 0,0000 0,31 0,1217 0,62 0,2324 0,93 0,3238 
0,01 0,0040 0,32 0,1255 0,63 0,2357 0,94 0,3264 
0,02 0,0080 0,33 0,1293 0,64 0,2389 0,95 0,3289 
0,03 0,0120 0,34 0,1331 0,65 0,2422 0,96 0,3315 
0,04 0,0160 0,35 0,1368 0,66 0,2454 0,97 0,3340 
0,05 0,0199 0,36 0,1406 0,67 0,2486 0,98 0,3365 
0,06 0,0239 0,37 0,1443 0,68 0,2517 0,99 0,3389 
0,07 0,0279 0,38 0,1480 0,69 0,2549 1,00 0,3413 
0,08 0,0319 0,39 0,1517 0,70 0,2580 1,01 0,3438 
0,09 0,0359 0,40 0,1554 0,71 0,2611 1,02 0,3461 
0,10 0,0398 0,41 0,1591 0,72 0,2642 1,03 0,3485 
0,11 0,0438 0,42 0,1628 0,73 0,2673 1,04 0,3508 
0,12 0,0478 0,43 0,1664 0,74 0,2703 1,05 0,3531  
0,13 0,0517 0,44 0,1700 0,75 0,2734 1,06 0,3554  
0,14 0,0557 0,45 0,1736 0,76 0,2764 1,07 0,3577  
0,15 0,0596 0,46 0,1772 0,77 0,2794 1,08 0,3599 
0,16 0,0636 0,47 0,1808 0,78 0,2823 1,09 0,3621 
0,17 0,0675 0,48 0,1844 0,79 0,2852 1,10 0,3643 
0,18 0,0714 0,49 0,1879 0,80 0,2881 1,11 0,3665 . 
0,19 0,0753 0,50  0,1915 0,81 0,2910 1,12 0,3686 
0,20 0,0793 0,51 0,1950 0,82 0,2939 1,13 0,3708 
0,21 0,0832 0,52 0,1985 0,83 0,2967 1,14 0,3729 
0,22 0,0871 0,53 0,2019 0,84 0,2995 1,15 0,3749 
0,23 0,0910 0,54 0,2054 0,85 0,3023 1,16 0,3770 
0,24 0,0948 0,55 0,2088 0,86 0,3051 1,17 0,3790 
0,25 0,0987 0,56 0,2123 0,87 0,3078 1,18 0,3810 
0,26 0,1026 0,57 0,2157 0,88 0,3106 1,19 0,3830 
0,27 0,1064 0,58 0,2190 0,89 0,3133 1,20 0,3849 
0,28 0,1103 0,59 0,2224 0,90 0,3159 1,21 0,3869  
0,29 0,1141 0,60 0,2257 0,91 0,3186 1,22 0,3883 
0,30 0,1179 0,61 0,2291 0,92 0,3212 1,23 0,3907 
Приложение 
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Продолжение приложения 2 
10 ( )xΦ  x  ( )xΦ  x  ( )xΦ  x  ( )xΦ  
1,24 0,3925 1,58 0,4429 1,92 0,4726 2,52 0,4941 
1,25 0,3944 1,59 0,4441 1,93 0,4732 2,54 0,4945 
1,26 0,3962 1,60 0,4452 1,94 0,4738 2,56 0,4948 
1,27 0,3980 1,61 0,4463 1,95 0,4744 2,58 0,4951 
1,28 0,3997 1,62 0,4474 1,96 0,4750 2,60 0,4953 
1,29 0,4015 1,63 0,4484 1,97 0,4756 2,62 0,4956 
1,30 0,4032 1,64 0,4495 1,98 0,4761 2,64 0,4959 
1,31 0,4049 1,65 0,4505 1,99 0,4767 2,66 0,4961 
1,32 0,4066 1,66 0,4515 2,00 0,4772 2,68 0,4963 
1,33 0,4082 1,67 0,4525 2,02 0,4783 2,70 0,4965 
1,34 0,4099 1,68 0,4535 2,04 0,4793 2,72 0,4967 
1,35 0,4115 1,69 0,4545 2,06 0,4803 2,74 0,4969 
1,36 0,4131 1,70 0,4554 2,08 0,4812 2,76 0,4971 
1,37 0,4147 1,71 0,4564 2,10 0,4821 2,78 0,4973 
1,38 0,4162 1,72 0,4573 2,12 0,4830 2,80 0,4974 
1,39 0,4177 1,73 0,4582 2,14 0,4838 2,82 0,4976 
1,40 0,4192 1,74 0,4591 2,16 0,4846 2,84 0,4977 
1,41 0,4207 1,75 0,4599 2,18 0,4854 2,86 0,4979 
1,42 0,4222 1,76 0,4608 2,20 0,4861 2,88 0,4980 
1,43 0,4236 1,77 0,4616 2,22 0,4868 2,90 0,4981 
1,44 0,4251 1,78 0,4625 2,24. 0,4875 2,92 0,4982 
1,45 0,4265 1,79 0,4633 2,26 0,4881 2,94 0,4984 
1,46 0,4279 1,80 0,4641 2,28 0,4887 2,96 0,4985 
1,47 0,4292 1,81 0,4649 2,30 0,4893 2,98 0,4986 
1,48 0,4306 1,82 0,4656 2,32 0,4898 3,00 0,49865 
1,49 0,4319 1,83 0,4664 2,34 0,4904 3,20 0,49931 
1,50 0,4332 1,84 0,4671 2,36 0,4909 3,40 0,49966 
1,51 0,4345 1,85 0,4678 2,38 0,4913 3,60 0,499841 
1,52 0,4357 1,86 0,4686 2,40 0,4918 3,80 0,499928 
1,53 0,4370 1,87 0,4693 2,42 0,4922 4,00 0,499968 
1,54 0,4382 1,88 0,4699 2,44 0,4927 4,50 0,499997 
1,55 0,4394 1,89 0,4706 2,46 0,4931 5,00 0,499997 
1,56 0,4406 1,90 0,4713 2,48 0,4934   
1,57 0,4418 1,91 0,4719 2,50 0,4938   
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