Consider the oriented percolation model. Let r n be the right edge. By a subadditive argument, it is known that lim n→∞ r n
Introduction and statement of results.
Consider the graph with vertices L = {(m, n) ∈ Z 2 : m + n is even n ≥ 0}
and oriented edges from (m, n) to (m + 1, n + 1) and to (m − 1, n + 1). Each edge is independently open or closed with probability p or 1 − p. Let P p be the measure on the sample space edge {open, closed} and E p be the expectation with respect to P p . Let
The critical point is defined by
It is well known that 0 < p c < 1.
For A ⊂ (−∞, ∞), we denote a random subset by
The right edge for this set is defined by
We know (see page 1004 in Durrett, 1984) by using Kingman's subadditive ergodic theorem that there exists a nonrandom constant α(p) such that
Similar to most subadditive random sequences, Kingman's theorem tells us almost nothing about the behavior of α(p). A large amount of work on oriented percolation has been focused on the limit α(p). At this moment, it has been proved (see Durrett, 1984 and Bezuidenhout and Grimmett, 1991) that Our method in the proof of the Theorem depends on the fact (see Kuczek, 1989 ) that r n can be almost decomposed into an i.i.d. sequence. With this decomposition we can represent α(p) as a ratio of two expected values (see Lemma 1 below). Both terms in the ratio can be factored out as two parts: P p (Ω (0,0) ∞ ) and an infinite series with terms i times a probability that depends only on the edges in the finite triangle with corners at (0, 0), (i, i) and (−i, i). The smoothness of the first part P p (Ω (0,0) ∞ ) is well known in Durrett (1984) . The probability in the second part is just a polynomial with a degree about i 2 so the k-th derivative of the probability contributes at most i 2k . Then exponential decay of the probability allows us to add up the smoothness of the second part.
The method may not be applied for other subadditive processes such as the first passage percolation model. In this model, the time constant µ x (p), similar to α(p), is the limit of a first passage time process, where p is the probability that an edge is open and x is a unit vector as the direction. The continuity of µ x (p) took many years to be solved by Cox and Kesten (1981) . But the differentiability for µ x (p) still remains open. Moreover, Yukich and Zhang (2004) showed that the time constant is not three times differentiable for some p and x.
A representation of α(p).
We use the notations in Kuczek (1989) 
On {ξ 
where τ i = 0 if T i and T i−1 are infinity. Also define
where X i = 0 if T i = ∞ and T i−1 = ∞. With these definitions, Kuczek (1989) In fact, Kuczek (1989) shows τ 1 has all moments without the condition Ω (0,0) ∞ . Moreover, if we use Kuczek's generating function argument (see page 1328 in Kuczek 1989), we can even show that if p > p c , there exist C 1 and C 2 depending only on p such that
for all n. But we will not use this strong argument in this paper.
With these observations we can give a representation of α(p). We denote bȳ
∞ ) andĒ p the expected value respect toP p .
Lemma 1. If p > p c , then
Proof. By the Proposition and a simple computation, we have
By (2.1) and the ergodic theorem, we have
By (1.1) and P p (Ω (0,0)
By the definitions of X i and τ i the sequence
is a subsequence of r n nP p -a.s.
where
Proof of the Theorem
First we show a few lemmas before the proof of the Theorem.
Lemma 2. (Durrett 1984) If
For a given positive integer j we denote a polynomial f (p) by
where a m,n is a positive constant.
,
Next we will show a lemma regarding the differentiability of E pX1 .
Proof. We know that
By the definition ofX 1 andτ 1 we haveX
We also know thatτ
since X 1 is the right edge on the level τ 1 . By (3.1)
For i > 1, define the event
for any x and for all 0 < l ≤ i − 1}.
We also define the events
With these events we have for i ≥ 2
3)
For i = 1 we have (3.4) and
By (3.3)-(3.5)
By Lemma 2 we only need to show that
is infinitely differentiable.
The event {(0, 0) → (j, i)} ∩ E i only depends on the edges in the triangle with corners at (0, 0), (−i, i) and (i, i). We know that the number of the edges in this triangle is less than 2i 2 . By this observation, we can decompose the probability of the event into
where a n,m is the number of subevents of
such that the triangle contains only n open and m closed edges. By lemma 3 for p c < p < 1 there exists a positive constant
(3.8) Sinceτ 1 has all finite moments, by (3.8) and Markov's inequality there exist constants C 1 (k, p) = C 1 and C 2 (k, p) = C 2 such that
Therefore, (3.9) shows that E pX1 is k times differentiable for p c < p < 1. 2
Next we show the differentiability of E pτ1 .
Lemma 5. If 1 > p > p c , E p (τ 1 ) is infinitely differentiable.
Proof. Note that
so the differentiability of E pτ1 follows from the same proof of Lemma 4. 2
Proof the Theorem. We have shown that
where both E pX1 and E pτ1 are infinitely differentiable and E pτ1 > 0. The Theorem now follows by the calculus rules for taking derivatives.
