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ABSTRACT
Over the last century, scientists have raised questions about climate change and one of
the more important variables that may undergo change is precipitation. Precipitation can
affect many sectors including agriculture, socio-economic activities and hazard
management. This dissertation addresses the temporal aspect of precipitation using 167
first order stations in the contiguous United States from 1951-2015. The three objectives
of this dissertation are to perform (1) an annual analysis of the frequency of rain days in
the United States and changing magnitudes of daily rainfall, (2) seasonal rain day
frequency in the United States, and (3) use an artificial neural network (ANN) to address
predictive accuracy between teleconnections and precipitation days throughout the
United States. Similar methods will be used throughout these studies including mainly
non-parametric trend analyses. Methods include Mann Kendall trend testing, sliding
window correlations analyses, autoregressive forecasting models, and an artificial neural
network. The annual Mann-Kendal test found that the majority of the Northeast and
Midwestern states show upward trends in precipitation days, while negative trends are
located in the Southeast and in clusters throughout the Northwest. The seasonal MannKendal test found clusters of positive and negative trends. In the winter, the northwest
and northern Rockies had significant negative trends and the upper Midwest and central
Ohio valley had significant positive trends. Spring and summer also had many positive
trends within regions. There were no significant negative trends throughout the United
States in Fall. The annual sliding window correlation analysis revealed that the
Northeastern United States had more significant changes during the earlier decades
whereas the center part of the country had more significant changes in the later decades.
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The seasonal sliding window correlation showed decadal trends at a regional scale
throughout the 1990s and 2000s especially. The autoregressive forecast model showed
that precipitation days are expected to increase for most of the United States into the
future. The ANN predicted approximately 66% of the month/region combinations above
the no information rate of 51%. Even through teleconnections are beneficial for
precipitation day prediction throughout the United States, other climate variables may
help increase accuracy in predictions.
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CHAPTER 1
INTRODUCTION AND LITERATURE REVIEW
1.1 Introduction
In a changing climate, one of the most important variables that could change is
precipitation (Osborn et al. 2000, Frei et al. 2006). Therefore, analyzing precipitation
patterns from the past can shed light on potential trends for the future. In climate change
research, ample focus has been centered on changing temperatures with less focus on
precipitation. However, precipitation change could be more important in regards to
society as many sectors of society are precipitation dependent, i.e., agriculture.
Agricultural production clearly impacts our ability to sustain a society of over 7 billion
people. In addition, understanding precipitation could be beneficial to other sectors of
society. Gaining an understanding of changing precipitation patterns will assist us in
planning for possible change that may occur to potentially mitigate impacts associated
with flooding and drought, where even the smallest amount of change could enhance
their severity (Huntingford et al. 2003).
Precipitation related hazards occur in all climatic regions and impacts many
different sectors around the world including economic, social, and agricultural (Wilhelmi
and Wilhite 2002). For example, Wilhelmi and Wilhite (2002) found the United States
drought of 1988 caused approximately $62 billion in damage. Annually drought damages
can cost between $6 – 8 billion throughout the United States alone (Andreadis et al.
2005). On the other end of the spectrum, one of the most costly floods in the United
States was in 1993 in the upper Mississippi valley causing approximately $18 billion in
damage (Kunkel et al. 1999). Flooding through protracted periods of rain can be just as
dangerous and catastrophic as drought.
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Many approaches have been taken to examine precipitation patterns. One
common approach measures the frequency or magnitude of heavy rainfall over time (Karl
and Knight 1998). The authors propose a different approach, that of measuring rain day
frequency. To date, however, there are only a few studies that examine rain day
climatology (Karl and Knight 1998; Dai 1999; Zhai et al. 2005). As such, this dissertation
will analyze rain day frequency at a national and regional scale during 1951 – 2015 and
evaluate long-term change in precipitation trends that may be linked to climate change.
Analysis of rainfall has shown large temporal changes over regions (Ulanski and
Garstang 1978; Karl and Knight 1998; Wilhelmi and Wilhite 2002), the United States
(Vining and Griffiths 1985; Groisman and Easterling 1994; Lynch et al. 1995; Dai 1999),
and even the world (Hulme 1994; Huntington 2006). Analysis of annual rainfall however,
gives little to no information on how the rainfall was distributed over the year; nor, how
many days had rain and how large some of the rain events were. In addition, it would be
beneficial if we could determine if the distribution is changing over time. Harrison (1983)
states the rain day frequency is one of the most important indicators in annual
precipitation change. The United States has been analyzed nationally using rainfall
magnitude by Groisman and Easterling (1994), Dai (1999), Kunkel et al. (1999), Kunkel
et al. (2003) and at the regional level using rainfall magnitude by Karl and Knight (1998)
and Kunkel et al. (2003). Regarding rain days, however, a comprehensive analysis of the
spatial and temporal components of rain days across the United States has also received
little attention. In light of this fact, Harrison (1983) noted that precipitation in the United
States has spatial dependents; meaning areas around the United States have different
precipitation patterns and a geographical analysis is clearly warranted.
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The need for precipitation studies is evident, precipitation affects and restricts
many human and agricultural activities. Therefore, changes in precipitation are of
fundamental importance (Groisman and Legates 1995). Groisman and Easterling (1994)
agree that over North America precipitation has changed both spatially and temporally
throughout the last century. Karl and Knight (1998) state that there have been multiple
statistical techniques performed on precipitation studies in North America, yet new
techniques may be beneficial in the discovery of precipitation trends. The idea of
studying rain days at different timescales (summations of rain days at the yearly,
seasonal, and monthly scale) and precipitation at diurnal cycles will benefit sectors that
depend on precipitation. Analysis of rain days can also assist in identifying trends in
precipitation using a different method than previously used and add to the current
research of precipitation changes in a changing climate.
1.2 Literature Review
1.2.1 Rain Gages / Instrumentation
Precipitation data are gathered by rain gages throughout the United States. Rain
gages do have limitations and biases that could affect rainfall magnitudes in this study,
but will less likely impact rain days. Groisman and Legates (1995) discuss the general
seven possible rain gage bias: wind effecting rainfall, wetting losses, gage evaporation,
effects of splashing, winter weather – blowing and drifting snowfall, final recording of a
trace precipitation event, and automatic recording techniques. Other limitations include
the movement of rain gages over time and measurement errors. Human errors are a factor
in rain gages due to calibration issues and human read errors (Groisman and Legates
1995).
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At many recording stations in the United States, there are either one or two types
of gages located as each first order station. Karl and Knight (1998) documented that
standard 8 inch precipitation gages have been used during the twentieth century at all
locations throughout the United States. According to the Weather Bureau (1953) the
order of the gages are (1) weighing gage, (2) tipping-bucket gage, (3) eight-inch gage, (4)
four-inch gage, and (5) all other types of gages. Depending on the amount and type of
gages at the recording stations, the higher order gage would be used (Weather Bureau
1953). The specifics of these gages are discussed in section 4.2.3, which addresses data
instrumentation. Therefore, the highest order gage is the weighing gage followed by the
tipping bucket gage, depending on the gages available at each station these first order
gages would be the first to be used for measurements. Throughout the twentieth century
there have been revisions to the gages. An improvement to measuring rainfall is the
addition of the windshield to reduce rain catch error due to wind (Groisman and
Easterling 1994).
Many different errors from precipitation gages can cause upwards of 1-50% bias
error while recording, with the 50% bias coming from the windiest conditions (Groisman
and Easterling 1994). The errors that can occur are loss due to wind field deformation,
loss from internal walls from the precipitation collector, loss due to evaporation from the
collector, precipitation splashing in and out of the catch, and blowing and drifting snow,
under freezing conditions (Groisman and Easterling 1994). Karl et al. (1993) explains
errors that could occur with movement of precipitation gages include a gage being
replaced (usually an upgrade) or moving the gage to a different area changes the
environmental surroundings of the gage. The bias and errors from gage changes can be

4

corrected or downscaled by averaging stations near the area in a regional approach
(Groisman and Easterling 1994).
The upgrades to precipitation gages stem from a different matter of recalibrations
and upgrades. Groisman and Easterling (1994) discuss the changes including human
based snow stick measurement to a shielded elevated snow gage and transitions to
elevated rain gages. There have been other changes in precipitation gages in the United
States including changes in technology and preferred site selection locations. Groisman
and Easterling (1994) provide examples of precipitation gage changes in technology and
locations including precipitation gages moving from downtown to airports, windshields
installed on most stations in the late 1940s, and non-recording gages to automated
recording gage stations.
1.2.2 Precipitation Days
One form of change to the precipitation climatology may come in altering the
number and distribution of precipitation days. Even without changing annual rainfall
totals, changes in how rainfall is distributed can have serious implications to society.
Relatively few studies have examined this important component of precipitation
climatology. Vestal (1961) studied precipitation day statistics throughout the United
States and found large gradients of precipitation days in some areas. For example, large
gradients exist between the desert southwestern United States and the rest of the country
due to small number of rain days in the desert. Precipitation days are a conservative
measure of precipitation as compared to precipitation totals since frequency should be
less variable with horizontal and vertical distances (Englehart and Douglas 1985).
However, Vestal (1961) argues that although the precipitation day statistic is more

5

conservative than many other climatic variables, it is not exempt from the effects of rapid
elevation changes and other geographical features.
Most of the existing research on precipitation days focuses on individual states.
For example, Changnon and Huff (1970) found a small change in precipitation days over
time in Illinois but large changes in precipitation amount per day using multiple
regression techniques. Ulanski and Garstang (1978) found that in Florida, the frequency
of precipitation days proved to be a determinant of change over the magnitude and
intensity of the rainfall. Flynn and Griffiths (1980) studied drought and non-drought
periods in Texas and found that changes in rain day frequency are a very important
component in producing drought across the State. In a study focused on Kansas, Anandhi
et al. (2016) examined changes in spatial and temporal trends on wet and dry spells,
which are a function of variability in rain day frequency, and determined that the state has
more dry spells than wet spells annually.
1.2.3 Annual
As mentioned earlier, analysis of rain days and the magnitude of daily rainfall
trends has had little attention in the United States at the national and regional level.
However, both of the variables have been studied separately at the state level. Changnon
and Huff (1970) found in their Illinois corn belt modification report a small change in
rain days over time, but more change in the magnitude of the rain per day using multiple
regression techniques. In a study of convection in Florida, the frequency of rain days has
changed over time which impacted the magnitude and intensity of rainfall patterns
(Ulanski and Garstang 1978). Flynn and Griffiths (1980) studied drought and nondrought periods in Texas using 12 different points in the state and different rainfall
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boundaries and parameters. The shift in rain days with less precipitation led to drought in
Texas. Rainfall magnitude and intensity also proved to be an indicator of drought (Flynn
and Griffiths 1980).
Precipitation modeling agrees with change in precipitation trends. Zhang et al.
(2001) state that precipitation in a warmer climate will increase over decadal time scales.
For example, in North America extreme precipitation will occur in half the time, a 20year rainfall event will occur every 10 years in a world that is warmer (Zhang et al.
2001). In a regional study, New et al. (2001) mentioned that regional annual precipitation
has increased in all parts of the world except Amazonia and western South America. In
annual precipitation studies, it is important to study the phenomena geographically,
because precipitation varies across a wide range of space-time scales (New et al. 2001).
1.2.4 Seasonal / Monthly
Monthly and/or seasonal rain day deviations could have a major impact on
different sectors in the United States that depend on seasonal weather patterns (Trenberth
et al. 2003). Harrison (1983) argues seasonal changes in the magnitude of daily rainfall
could result from an increased number of heavy rain days, a smaller number of rain days
with lighter amounts of rain, or shifts in rain days of high proportions. A combination of
these three types of trend shifts could play a factor in seasonal precipitation change
(Harrison 1983).
Trends in seasonal precipitation have been changing; i.e., Fowler and Kilsby
(2003) noted that autumn of 2000 was the wettest autumn on record since 1766. This wet
year caused one of the worst floods in the United Kingdom history (Palmer and Räisänen
2002). A way of interpreting what could potential occur in the future, regarding
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precipitation, is use of computer models. Palmer and Räisänen (2002) mention, through
use of model predictions, that there is potential for increases in both precipitation
frequency and magnitude in the Northern Hemisphere over the next century. Yet, the
United Kingdom has already discovered an increasing trend in precipitation (Palmer and
Räisänen 2002, Fowler and Kilsby 2003). Palmer and Räisänen (2002) studied the
CMIP2 model in relation to extreme precipitation change over the United Kingdom for
80 years. They found a 3% to 7% increase over the United Kingdom, with most of the
area having at least a 5% change in precipitation (Palmer and Räisänen 2002).
Zhai et al. (2005) used rain days and rain intensities to analyze precipitation
patterns and extremes in China. The precipitation patterns were conducted at the national
and regional level for seasonal trends. The authors found a small trend at the national
level but found larger precipitation trends in certain regions of China including the
western and southern sectors. The regions had four different types of patterns between
rain days and intensity that were observed including (1) low precipitation days and low
intensities, (2) high precipitation days and low intensities, (3) low precipitation days and
high intensities, and (4) high precipitation days with high intensities (Zhai et al. 2005).
The authors state high precipitation days and high intensities were the variable of interest
in relation to flooding in Western China and low precipitation days and intensities led to
drought in the northern part of China.
1.2.5 Teleconnections
Teleconnections have a large influence on climate variability in the United States
and have been analyzed at national (Leathers et al. 1991; Leathers and Palecki 1992;
Sheridan 2003; Sheridan and Lee 2012) and regional scales (Bates et al. 2001; Hu and
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Feng 2001; Coleman and Rogers 2007; Weiss et al. 2009; Roller et al. 2016). The
interactions between teleconnections and precipitation in the United States have been
studied throughout past decades. Most of these studies have focused on the connection
between United States rainfall and the Pacific/North American (PNA) oscillation
(Leathers et al. 1991; Leathers and Palecki 1992; Sheridan 2003; Sheridan and Lee 2012;
Roller et al. 2016), El Niño Southern Oscillation (ENSO; Changnon 1999, McCabe and
Dettinger 1999; Jones et al. 2000; Schmidt et al. 2001; Sheridan and Lee 2012), North
American Oscillation (NAO; Weaver and Nigam 2008; Coleman and Budikova 2010;
Sheridan and Lee 2012) and Southern Oscillation (SOI; Ropelewski and Halpert 1996;
Wise 2010).
PNA and precipitation have been analyzed at the national and regional scale
throughout the United States. Leathers et al. (1991) applied a correlation analysis
between PNA and United States Precipitation. They found many significant correlations
between PNA and monthly precipitation throughout the United States. During winter, the
Midwest and Southern United States experience a negative correlation between PNA and
precipitation (Leathers et al. 1991). In addition, there are strong relationship between
PNA, precipitation, and weather types throughout the United States especially in the
Midwest and South (Sheridan 2003).
At the regional level, Coleman and Rogers (2007) analyzed relationships between
precipitation, PNA, and ENSO in the central United States using a cluster analysis based
on principal components to create synoptic weather types. Coleman and Rogers (2007)
found variations in temperature and precipitation throughout the central United States
with stronger zonal and meridional flow during PNA episodes and ENSO having a factor
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with low pressure systems in the Gulf Coast. Roller et al. (2016) studied similarities
between winter weather patterns in the Northeast United States and teleconnections
(PNA, ENSO, and NAO). During positive PNA episodes weather systems causing less
precipitation days decrease and weather systems causing more precipitation days increase
(Roller et al. 2016). Bates et al. (2001) studied precipitation extremes with PNA and
ENSO in the central United States using dynamical methods. They found that both PNA
and ENSO have interactions throughout the central United States in spring. Interactions
between PNA and ENSO contributed to major climatic events in the central United
States, such as the 1988 drought and 1993 floods (Bates et al. 2001).
ENSO is another key factor influencing precipitation across the United States.
McCabe and Dettinger (1999) analyzed decadal variations in ENSO and precipitation in
the western United States. They studied decadal variations in precipitation between
summer and fall months using Southern Oscillation Index (SOI) and ENSO, finding that
ENSO processes were weaker in earlier decades (1920 – 1950) compared to recent
decades in the western United States (McCabe and Dettinger 1999). These ENSO
processes can be reliable predictors of winter precipitation in the Western United States,
specifically positive correlations between ENSO and precipitation (McCabe and
Dettinger 1999). Interactions between summer rainfall in the United States and ENSO
were studied by Hu and Feng (2001) using monthly and annual precipitation data. They
used global sea surface temperatures (SSTs), northern hemisphere sea level pressure,
850-hPa geopotential height, and wind data. Using inter-annual variations of a 3-6 year
period, Hu and Feng (2001) found El Niño cycles caused a change in the lower
troposphere over the central United States which led to wet summers and cold phases led
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to drier summers. ENSO influences have also been analyzed at the state level by Schmidt
et al. (2001) using ENSO phases and seasonal precipitation during 1950 – 1998 across
Florida. Schmidt et al. (2001) found relationships between ENSO phases and seasonal
precipitation in Florida, but the state is not uniform with the distribution of precipitation
and ENSO phases. For example, during winter, south and central Florida experienced
greater rainfall during El Niño events compared to the Florida panhandle.
ENSO and NAO were used to analyze variability of the low-level jet over the
Great Plains (Weaver and Nigam 2008). They found an association between ENSO, the
low-level jet, and precipitation variability over the Great Plains. The NAO caused
variability of the Great Plains low-level jet and upper-level high patterns over the Pacific
(Weaver and Nigam 2008). There is also evidence that the patterns of the NAO may
influence flooding in the Midwest. Coleman and Budikova (2010) used sea-level
pressure, geopotential heights, and vector wind along with NAO to examine causes of
flooding in the Midwest. The authors found that the NAO pattern switched two months
before both 1993 and 2008 Midwest flooding events (Coleman and Budikova 2010).
The Southern Oscillation can also have an impact on precipitation in the United
States. Wise (2010) studied the lagged correlation coefficient between SOI and
precipitation in the western United States. The author found a positive SOI caused a wet
northwest and dry southwest. The opposite was true for a negative SOI, dry northwest
and wet southwest (Wise 2010). SOI also has relationships with precipitation throughout
parts of the United States. Ropelewski and Halpert (1996) found that the Southern
Oscillation moderates the mean level of precipitation around the Gulf of Mexico region.
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In the Great Basin region of North America during April to October, more precipitation is
likely with a warm phase Southern Oscillation (Ropelewski and Halpert 1996).
1.3 Research Questions
Many studies have analyzed trends in precipitation patterns with most emphasis
on precipitation magnitude (Harrison 1983; Keim and Muller 1993; Keim 1997;
Trenberth 1998; Rahmani et al. 2015). Although annual precipitation magnitude is
important, precipitation days are also an important aspect of precipitation analysis
because they relate to the systematic distribution of precipitation throughout the year. As
such, this dissertation will primarily focus on changing precipitation day climatologies
across the contiguous United States. The core of this dissertation consists of three
manuscripts, which each focusing on a unique precipitation day problem. The first
manuscript (Chapter 2) focuses on trends in nationwide precipitation day frequency. The
main research questions for this study are:
•

Are annual precipitation days changing over time throughout the United
States?

•

Are there decadal patterns in annual precipitation days throughout the United
States?

•

Are any regions in the United States experiencing long term or decadal
trends?

•

Using an autoregressive forecast model, how are precipitation days going to
change over the next thirty years?

The second manuscript (Chapter 3) focuses on seasonal precipitation days across
the United States. Seasonal precipitation patterns are predicted to change as Earth’s
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climate changes, and precipitation days are an important component of precipitation
patterns. Many sectors are dependent on seasonal precipitation such as agriculture (Jones
et al. 2000) and tourism (Hamilton et al. 2003). A change in seasonal precipitation will
also change precipitation related hazards such as flooding, potentially leading to more
damage to property and increasing costs of flood insurance (Changnon et al. 1997).
Through Mann-Kendal and sliding window correlation statistical tests, seasonal
precipitation day patterns are analyzed in detail to determine regional changes in
precipitation days across the contiguous United States. The main research questions for
this study are:
•

Are precipitation days changing at the seasonal level?

•

Are there trends in precipitation days that are present at the seasonal scale
which are not present at the annual scale?

•

Are any regions in the United States experiencing long term or decadal
seasonal trends?

•

Do teleconnections influence precipitation days throughout the United
States?

The third manuscript (Chapter 4) focuses on monthly precipitation days across the
United States and teleconnections using an artificial neural network. Many different
statistical techniques have been used to analyze precipitation patterns, including artificial
neural networks (ANNs). ANNs have been applied to many different physical science
fields, including climatology, as a robust non-linear function and forecasting application.
Due to this nature, ANNs are beneficial in solving climate related issues (Tsonis and
Elsner 1992). ANNs have been used in a variety of atmospheric studies including
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precipitation modeling (Gardner and Dorling 1998; Kuligowski and Barros 1998; Hall et
al. 1999; Sahai et al. 2000, Silverman and Dracup 2000; Bellerby et al. 2000; Schoof and
Pryor 2001; Cavazos and Hewitson 2005; Valverde Ramirez et al. 2005; Haylock et al.
2006). These studies have created ANNs between atmospheric variables and
precipitation. ANNs have been proven to be more robust than other statistical procedures
for precipitation analysis (Kuligowski and Barros 1998; Valverde Ramirez et al. 2005;
Ramseyer and Mote 2016). ANNs have yet to be applied to precipitation days and
teleconnections throughout the United States. The main research questions for this study
are as follows:
•

Are teleconnections (such as the NAO, PNA, ENSO, and SOI) good
predictors for precipitation days at the monthly timescale?

•

Are there regions that have high prediction rates from using
teleconnections as input variables?

•

Are there months that have high prediction rates from using
teleconnections as input variables to explain precipitation day occurrence?

It is expected to find both upward and downward trends of precipitation days at
the annual and seasonal timescale throughout the regions. Teleconnection patterns will
help explain some of the precipitation day patterns throughout this dissertation. Although
teleconnections are an important part of the United States climate, other variables will
also be beneficial to analyze. Some regions that are expected to have the most trends, due
to their variability between seasons, change in the Jetstream and synoptic weather setup,
are the Midwest, Northeast, and Great Plains. There is expected to be more positive
trends than negative trends throughout all timescales.
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1.4 Summary
The first analysis of the United States precipitation day statistics was described by
Vestal (1961) when gradients of precipitation days and some statistical procedures were
preformed throughout the country. However, Vestal (1961) completed this study in the
early 1960s and climatological variables tend to change over time. Therefore, a more
current analysis for United States precipitation days using different statistical tests is
needed to determine trends throughout the country.
The purpose of this dissertation is to understand and expand the background about
precipitation day characteristics throughout the contiguous United States. To better
understand how precipitation day statistics have changed historically and may change in
the future, statistical tests such as the Mann-Kendal trend test, sliding window
correlations analyses, and autoregressive forecast models were preformed. Also, an
artificial neural network was produced to analyze predictive tendencies between
precipitation days and teleconnection patterns. Results from this dissertation will further
our understanding on precipitation patterns in the contiguous United States between 1951
and 2015.
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CHAPTER 2
TRENDS IN PRECIPITATION DAYS IN THE UNITED STATES
2.1 Introduction
The spatial and temporal distribution of precipitation has significant impacts on
society. Minor changes in this distribution can lead to flooding or drought and have
economic impacts across an array of industries from agriculture to tourism to
transportation. Annual precipitation patterns are shifting across the United States (Vining
and Griffiths 1985; Karl and Knight 1998), which obviously is related to changing storm
frequencies and precipitation day patterns. Approaches to studying precipitation vary
considerably, ranging from analyses of changing frequencies of heavy rainfall events
(Keim and Muller 1993; Keim 1997), geographical change in heavy rainfall (Keim 1996)
changes in magnitude of heavy rainfall (Keim and Muller 1992; Keim 1999; Kunkel et al.
1999; Anandhi et al. 2016), analysis of dry spells (Trepanier et al. 2015), and changes in
rainfall intensity (Powell and Keim 2015).
One form of change to the precipitation climatology may come in altering the
number and distribution of precipitation days. Even without changing annual rainfall
totals, changes in how rainfall is distributed can have serious implications to society.
Relatively few studies have examined this important component of precipitation
climatology. Vestal (1961) studied precipitation day statistics throughout the United
States and found large gradients of precipitation days in some areas. For example, large
gradients exist between the desert southwestern United States and the rest of the country
due to small number of rain days in the desert. Precipitation days are a conservative
measure of precipitation as compared to precipitation totals since frequency should be
less variable with horizontal and vertical distances (Englehart and Douglas 1985).
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However, Vestal (1961) argues that although the precipitation day statistic is more
conservative than many other climatic variables, it is not exempt from the effects of rapid
elevation changes and other geographical features.
Most of the existing research on precipitation days focuses on individual states.
For example, Changnon and Huff (1970) found a small change in precipitation days over
time in Illinois but large changes in precipitation amount per day using multiple
regression techniques. Ulanski and Garstang (1978) found that in Florida, the frequency
of precipitation days proved to be a determinant of change over the magnitude and
intensity of the rainfall. Flynn and Griffiths (1980) studied drought and non-drought
periods in Texas and found that changes in rain day frequency are a very important
component in producing drought across the State. In a study focused on Kansas, Anandhi
et al. (2016) examined changes in spatial and temporal trends on wet and dry spells,
which are a function of variability in rain day frequency, and determined that the state has
more dry spells than wet spells annually.
Correlations are commonly used in precipitation analysis to examine relationships
between precipitation frequency and time, precipitation magnitude versus time, or
precipitation frequency versus precipitation magnitude. Harrison (1983) studied
precipitation days versus time and precipitation days versus precipitation magnitude
throughout South Africa. It was found that the relationship between the number of rain
days and mean daily rainfall were strongly correlated, which is beneficial in determining
rainfall intensity. Rahmani et al. (2015) examined precipitation magnitude versus time at
23 precipitation stations in Kansas using Spearman’s correlation and Mann-Kendall trend
tests. Increasing trends were found at many stations in Kansas over the 1895–2011
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period. Eastern Kansas had the largest trends over time, due in part to the 1930s dustbowl
that occurred throughout the United States Great Plains (Rahmani et al. 2015).
Although correlation tests that examine long time series of data are robust, there
can be considerable variability at smaller temporal scales within the long-term trend.
Therefore, partitioning the correlation analysis could be beneficial in determining trends
at these scales. Meng et al. (2014) used sliding window correlation to examine monthly
temperature and precipitation in eastern China. They found strong correlations
throughout the timescale of the study between soil moisture, temperature, and
precipitation at the 15-year timescale using the sliding window correlation analysis.
Precipitation modeling studies suggest that precipitation frequency and intensity will
change over time. Zhang et al. (2001) states that precipitation in a warmer climate will
increase over decadal time scales. For example, in North America, extreme precipitation
will occur twice as often, whereby a 20-year rainfall event will occur every 10 years in a
world that is warmer (Zhang et al. 2001). Precipitation days are an important part of the
frequency/intensity relationship, and therefore it is important to project how they may
change in the future.
Many studies have analyzed trends in precipitation patterns with most emphasis
on precipitation magnitude (Harrison 1983; Keim and Muller 1993; Keim 1997 and
Rahmani et al. 2015). Although annual precipitation magnitude is important, precipitation
days are also an important aspect of precipitation analysis because they relate to the
systematic distribution of precipitation throughout the year.
This study focuses on trends in nationwide precipitation day frequency. The main
objectives of this study are to:
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(1) examine annual precipitation day trends across the conterminous United
States from 1951-2015,
(2) investigate the temporal variability in precipitation day trends across the
United States using a sliding window correlation analysis,
(3) investigate the difference in amount of positive and negative sliding window
correlations, and
(4) predict future trends in precipitation days throughout the United States using a
stepwise autoregressive model.
2.2 Data and Methods
2.2.1 Data
The study area for this work is the contiguous United States. Precipitation data
were gathered from the National Oceanic and Atmospheric Administration (NOAA) for
each of the 242 first order stations with a continuous record for the period 1951–2015
(NOAA 2015). This period was chosen because most first-order stations were relocated
to open area airports in the United States by 1951 (Groisman and Easterling 1994). These
stations were tested using outlier analyses to satisfy assumptions used in the statistical
tests for this study. Following guidance from Kunkel et al. (1999), stations with more
than five percent missing data were eliminated from the study. This reduced the number
of stations in this analysis from 242 stations to 167, which were considered for this
precipitation day analysis (Figure 2.1). These regions are useful for applying current
climate anomalies into historical perspective (Karl and Koss 1984). The regions were
adapted from the National Centers for Environmental Information.
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Figure 2.1: The location of first-order stations used in this analysis (black dots) and the
geographic regions referenced in the results, discussion, and conclusion (Karl and Koss
1984).
2.2.2 Methods
Precipitation days were used as the unit of analysis for this study, and were
chosen as they should be less variable geographically when compared to precipitation
amounts. A precipitation day is tallied when the minimum value for precipitation is
greater than or equal to 0.254 mm (0.01 inches) in a day (Vestal 1961; Harrison 1983).
Each day was assigned a binary categorization of zero for a day with no precipitation and
one for a day with precipitation. All days with a trace of precipitation were considered as
no precipitation. A Mann-Kendall trend test, sliding window correlation analysis and an
auto-regressive stepwise model was performed in this study.
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2.3 Results and Discussion
2.3.1 Spatial Distribution of Precipitation Days
Examination of precipitation days reveals a clear spatial gradient in precipitation
days from the southwestern to northeastern and northwestern United States (Figure 2.2).
The region with the lowest average number of annual precipitation days is the desert
Southwest with approximately 26 - 30 precipitation days per year, with the greatest
number in the Northeast, Midwest, and coastal northwestern United States with 160 or
more per year. The highest average annual precipitation days are clustered around the
Great Lakes, which is potentially a result of lake effect snow events that have increased
during the 20th century (Burnett et al. 2003). The Southeast and Great Plains region of the
United States are around the middle percentiles.

Figure 2.2: Average annual number of precipitation days for the United States first order
stations from 1951 – 2015.
26

2.3.2 Mann-Kendall Test for Trend
To estimate potential trends in precipitation days over the entire study period, the
Mann-Kendall test is calculated at the 90%, 95%, and 99% significance levels (Mann
1945; Kendall 1962). The Mann-Kendall trend test was also used on annual precipitation
totals to analyze trends throughout the United States, similar to Adamowski and
Bougadis (2003). The data are assumed to be independent since each point location was
tested separately and not against each other (Adamowski and Bougadis 2003). Annual
number of precipitation days from each station were correlated with the year in which it
occurred using a Mann-Kendall test to determine temporal trends.
The Mann-Kendall trend test was conducted to identify trends over time for each
first-order station (Figure 2.3). Results show that 31% of the stations across the U.S. have
a significant trend in precipitation days at the 90% confidence level. There were only five
significant negative trends, which were scattered across the country. In contrast to the
positive significant trends, which had 13 significant locations at the 99% confidence
interval, the negative significant trends did not have any locations at the 99% confidence
level. Among the 51 stations with significant trends, 90% of the trends were positive,
indicating more precipitation days through time. The majority of the stations with
significant trends are in the Northeast, Northern Rockies and Plains, northern Ohio
Central Valley, and Upper Midwestern United States. In those three areas, only one out
of 25 stations exhibited a decreasing trend in precipitation days.
These results agree with a number of previous studies that suggested increasing
trends in rainfall (Karl and Knight 1998; Kunkel et al. 2003; Kunkel et al. 2007; Peterson
et al. 2008; and Pryor et al. 2009) and flooding (Changnon 1999) throughout the Midwest
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United States. The Southern region had nine locations with significant positive trends in
Texas, Tennessee, Louisiana, and Oklahoma which is consistent with Keim (1997),
which showed positive trends in heavy rainfall events in this region. The two stations
with the greatest significant Mann-Kendall trends (p<0.001) were Rochester, New York
and Fargo, North Dakota (Figure 2.4). The Rochester location shows a large increase
during the early 1960s to the mid-1970s, with a more stable trend between the 1980s and
early 2000s, and an upward trend during 2010 – 2015. During the decades of 1990 and
2000, there is more inter-annual variability than the rest of the study period. The Fargo
location shows a general upward trend during 1951 – 2015. Precipitation days are more
variable during 1975–1980 and 2007–2015 than most of the other years. While both of
these stations have large positive trends across the complete period of record, the
variability within the time series highlights the need for the sliding window analysis to
determine which decades contribute most significantly to the overall upward trend.

Figure 2.3: Mann-Kendall test for trend in precipitation days for the first order stations
from 1951-2015. Significant increasing trends are upward arrows, significant decreasing
trends are downward arrows, and neutral are all displayed.
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Figure 2.4: Time series graphs of the two most significant locations on the Mann-Kendall
test, Rochester, New York (top) and Fargo, North Dakota (bottom).
2.3.3 Sliding Window Correlation
While the Mann-Kendall test is beneficial in testing trends over the entire time
series, a sliding window correlation analysis can be used to analyze shorter temporal
trends within the timeseries that may have been masked by longer-term correlation
analysis (Meng et al. 2014). Meng et al. (2014) used the 15-year sliding window
correlation approach in their 40-year study on precipitation, temperature, and soil
moisture in eastern China. Given the similar number of years in this analysis, a 15-year
sliding window correlation was applied, resulting in 50 sliding windows. In essence, this
test measures 15-year trends in the dataset, while moving ahead 1-year at a time, i.e., the
first iteration is 1951-1965, the second iteration is 1952-1966, etc., until the 50th iteration
of 2001-2015. The sliding window correlations were binned by decade based on the last
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year in the sliding window period, therefore a significant correlation from 1951 – 1965
would be placed in the 1960s. After binning, the decadal trends and their spatial
characteristics were examined.
Results of the sliding window correlation analysis are significant at the 90%
confidence level, with windows at or above R = 0.41 (Figure 2.5). With the exception of
Newark, NJ, the sliding window correlation analysis shows at least one window (i.e. a
15-year period) at each station with a statistically significant increase or decrease in
precipitation days. Over 83% (141) of stations exhibit more than five significant sliding
windows and approximately 42% (70) of stations have over 10 significant sliding
windows. There were three stations with 20 or more significant windows, indicating that
≥40% of the time series at those stations had significant changes in precipitation days.
These stations were located in differing regions of the United States —Cheyenne, WY
(25 windows), Youngstown, OH (24 windows), and El Paso, TX (20 windows). Overall,
the majority of stations exhibit more increasing sliding windows than decreasing sliding
windows (57.3% Positive, 42.7% negative).
Many locations in the Northeast, upper Midwest, Southeast, northern Rockies and
Plains, Southwest, and Northwest have 10 or more significant sliding windows. The
South, upper Midwest, central Ohio valley, and Northeastern regions exhibit more
positive windows than negative windows, while the Southeast has more negative
windows than positive. Most of the Northwest and northern Rockies and Plains have
equal positive and negative windows. A few stations in the upper Midwest and Ohio
central valley (Green Bay, WI, Akron, OH, Duluth, MN and Fort Wayne, IN) and the
Northeast (Burlington, VT, Providence, RI and Concord, NH) exhibit 80% or more
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positive windows, whereas a few stations in the Southeast (Macon, GA, Tampa, FL, and
Columbia, SC) exhibit 80% or more negative windows. Several stations in the South
region (Topeka, KS, Oklahoma City, OK, and Dodge City, KS) and the northern Rockies
and Plains (Kalispell, MT, and Great Falls, MT) region exhibit less than five significant
windows.
The sliding window correlation time series shows two stations with the most
significant sliding window correlations, Cheyenne, WY (CYS) and Youngstown, OH
(YNG), have a nearly inverse relationship (Figure 2.6). There are three spans that have
large inverse relationships, the late 1960s (windows 8-10), late 1970s (windows 18-21),
and windows 40-43 (late 1990s). Given that this relationship seems to persist through
time and follows a cyclical pattern, it seems likely that this is related to large-scale
teleconnections, which will be discussed in subsequent sections of the manuscript.

Figure 2.5: Total 15-year sliding window correlations during the study timeframe, green
are positive windows, brown are negative windows, and the size of the pie chart shows
how many significant windows occurred at each station. The Northeast is enlarged due to
overlapping of stations on the national map.
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Figure 2.6: Sliding window correlation coefficient for two sites with the greatest number
of significant correlations: Cheyenne, Wyoming (25 significant windows; dashed line)
and Youngstown, Ohio (24 significant windows; dotted line). Note the inverse
relationship between the two sites.
The sliding window correlations were then binned by decade to reveal which
decades had the greatest number of significant changes in precipitation days and mapped
to explore their spatial patterns (Figure 2.7). The Northeast, eastern Ohio central valley,
and northern part of the southeastern region exhibit the majority of their significant
sliding window correlations in the early decades (1960s, 1970s, and 1980s). The amount
of significant correlations shifts westward in the later decades to the Midwest, western
Ohio central valley, northern Rockies and Plains, South, and the northwestern United
States which have many significant correlation windows in the 1990s and 2000s. The
Southeast and parts of the West exhibit a more uniform amount of sliding windows over
the decades.
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Figure 2.7: Count of significant sliding window correlations by decade at each study site
throughout the United States.
Positive and negative sliding window correlations by decade were isolated for
further examination (Figure 2.8; Table 2.1). Overall, there were 223 more positive sliding
window correlations than negative window correlations (887 vs. 644). The decade that
had the most positive sliding windows was the 1970s, which had 353 positive windows
(41% of the total amount of positive windows). The next largest decade was the 1990s
with 170 windows (19% of the total amount of positive windows). The decade with the
most negative sliding window correlations was the 2000s, which had 215 negative
windows (33% of the total amount of negative windows). The next largest decade was
the 1980s with 152 windows (24% of the total amount of negative windows).
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Table 2.1: The number of positive and negative significant sliding window correlations
per decade across the conterminous U.S. and the corresponding percentage of positive or
negative correlations per decade.
Decade
1960s
1970s
1980s
1990s
2000s
2010s
Total

Positive
60 (7%)
353 (41%)
137 (16%)
170 (19%)
79 (9%)
68 (8%)
867

Negative
73 (11%)
67 (10%)
152 (24%)
88 (14%)
215 (33%)
49 (8%)
644

The positive sliding window correlations follow a more uniform trend spatially.
Significant windows in the Northeast are generally found between 1970 and 1990, with
the majority in the 1970s. Most significant windows in the upper Midwest and Ohio
central valley occur in the 1970s, with the exception of Michigan, Indiana, and Illinois
where significant windows were also observed in the 2010s. Positive trends in the
Southeast and South Central United States are in the 1970s – 1990s, with the majority in
the 1990s. The Southwest has many locations that are positive in the 1980s. Northwest
has many positive correlations during the 2000s and 2010s, with the exception of a few
stations in Washington and Idaho. The northern Rockies and Plains and western part of
the Midwest United States have a mixture of different decades. Most northern states
(Washington, Montana, Wyoming, South Dakota, Minnesota, Michigan, Illinois, Indiana,
Vermont, New Hampshire, and Maine) have significant positive correlations in the
2010s.
Many of the northeastern and eastern Ohio central valley regions exhibit all of
their negative sliding window correlations between 1960-1980, with the 1980s being the
dominant decade. The Midwest and western Ohio central valley regions underwent one
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of the most catastrophic droughts in 1988 and 1989 (Trenberth and Branstator 1992),
which could attribute to the large amount of negative windows in the 1980s. The western
Midwest, western Ohio central valley, South, and northern Rockies and central plains
regions have the bulk of their significant negative windows in the 2000s, with a few in
the 1990s and 2010s. The Southwest and West have a majority of windows in the 1990s,
while the southeastern United States and Northwest have a mixture of decades. Although
there are a few regions that have a mixture of significant decades, there are regions that
display a dominant decade when it comes to negative sliding window correlations.
Many of these decadal trends may be explained by single extreme events that
have occurred over the timescale of this study. The southern United States has undergone
droughts in 1999, 2000, 2006, and 2011 (Trepanier et al. 2015). These recent droughts in
the South could have attributed to the negative windows in the 2000 and 2010 decades.
Midwestern and eastern Ohio central valley regions negative and positive decadal
correlation in the 2000s and 2010s may have been a result of the 1988 North American
drought (Trenberth and Branstator 1992) and 1993 flooding event (Trenberth and
Guillemot 1996). In the northeastern and eastern Ohio central valley regions, the positive
decadal correlation in the 1960s and 1970s could be a result of increasing lake effect
snow (Burnett et al. 2003).
Some of these results could be partially explained by El Nino and La Nina events.
A strong relationship was found between drought and El Nino in the Northwest United
States. There is also a strong relationship between the southern United States and La Nina
events (Piechota and Dracup 1996). During the El Niño years of 1997 – 1998 the
southern states and California experienced more storms and precipitation than normal
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while the northern half of the nation experienced below normal precipitation (Changnon
1999). The increase in storms during the late 1990s could be contributing to the high
number of positive windows throughout the South and Southeast during the 1990s. In
2007, a La Niña year, the southern United States, from Arizona eastward to the Atlantic
coast experienced drought conditions (Seager et al. 2009). The droughts could be a factor
in the large amount of negative windows in the 2000s for that region. The Bermuda High
could be another factor in the increased negative sliding window correlations in the Great
Plains and South throughout the 2000s. Zhu and Liang (2013) found when the Bermuda
high is shifted westward that it creates dry conditions throughout the Great Plains and
Southern United States.
The Northeast also had some patterns throughout the 1970s and 1980s with a high
amount of positive windows in the 1970s and negative windows in the 1980s.
Repercussions from the Pacific North American (PNA) teleconnection pattern may have
been a factor. Leathers et al. (1991) state that in winter, a positive (negative) PNA index
causes the northeastern United States to become drier (wetter) due to shifts in the polar
jet stream. In the positive PNA phase, the polar jet shifts south and cuts the Northeast off
from the Gulf of Mexico moisture. In a negative PNA cycle the polar jet moves further
north and the northeast gets a moisture sources out of the Gulf of Mexico (Leathers et al.
1991). In the Northeast, the 1970s decade had an increase in positive windows, which
happened to be during a more dominant negative PNA decade. In the 1980s there were a
large amount of negative sliding windows in the Northeast during a positive PNA cycle.
Large-scale climate teleconnection patterns exert at least some influence on precipitation
days, and these connections will be explored in future work.
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!

Figure 2.8: Count of significant positive (top) and negative (bottom) sliding window
correlations by decade.
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2.3.4 Forecast Model
An auto regressive forecasting model was used to forecast precipitation days 30
years into the future, similar to Livezey et al. (2007). Autoregressive forecast models are
time trend models that use past data and forecast different periods into the future (Besse
et al. 2000). Although there are many forecasting models, the right model and algorithm
must be used to fit the data involved. The stepwise autoregressive forecast model uses
time trend analysis to determine if the time series has no-trend, a linear trend, or
quadratic trend (Besse et al. 2000). The time series data are exponentially smoothed,
depending on its trend, with greater weight placed on years closer to present. This method
places more emphasis on recent years and increases the confidence in the predictions.
Finally, a 30-year projection with confidence intervals was created for each station. The
autoregressive forecast model is set to predict precipitation days 30 years into the future,
which makes this model potentially beneficial for planning purposes.
Results of the stepwise autoregressive forecast model show that precipitation days
are projected to increase at the majority of stations in the United States (Table 2.2).
Annual precipitation days are predicted to increase by three or more days over the next
Table 2.2: The forecasted amount (percentages) of changes in precipitation days for the
United States first order stations for the next 30 years.

Precipitation Days
6 and more
3 to 6
0 to 3
-3 to 0
-6 to -3
-6 and less

Number of Stations
53 (31%)
33 (20%)
30 (18%)
27 (16%)
16 (10%)
8 (5%)
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30 years at 51% of the stations. Around a third of stations are expected to have a modest
change of between -3 and 3 precipitation days per year. Decreases of three or more
precipitation days per year are only expected at about 15% of the stations.
Regional trends in future precipitation days are apparent (Figure 2.9). The
majority of stations in the Northeast, Midwest, Ohio central valley, South, and the eastern
Great Plains are expected to experience increases in precipitation days. The Midwest,
Ohio central valley, and northeastern United States are expected to have the largest
increases, specifically southern portions of the Northeast, around the Great Lakes, and
along the eastern seaboard. Texas, Louisiana, and Mississippi and parts of Florida also
have large values of increasing precipitation days. The areas that are predicted to

Figure 2.9: The autoregressive forecast model results by station. Upward arrows
indicate increases in precipitation days, while downward indicate decreases. Arrow size
is proportional to the forecasted increase or decrease.
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experience a decrease in rainfall days include parts of the Southeast, western Rockies and
Plains, Southwest, central plains and the northwestern Midwest. The areas with decreases
of three or more days per year are found in Montana, California, Wyoming, Florida, and
Minnesota. Trends are less pronounced across areas of complex terrain, such as the
Rocky Mountains, the coastal Pacific, and the Great Lakes. The complexities of
topography and land/sea factors can have an influence on the days of precipitation and
magnitude of precipitation.
Other studies have conducted precipitation predictions into the future at both
regional (Hayhoe et al. 2008; Deser et al. 2012; Wuebbles et al. 2013) and national scales
(Deser et al. 2012 and Wuebbles et al. 2013). In the southern part of the northeastern
United States, total precipitation is expected to increase by 2090 (Hayhoe et al. 2008).
Analysis of CMIP5 projections by Wuebbles et al. (2013) suggest tropical cyclones have
potential to move further north and impact the East Coast, increasing rainfall there, while
decreasing rainfall in parts of the Southeast (Wuebbles et al. 2013), which is largely
consistent with these findings. In winter, Deser et al. (2012) predict drier conditions over
the Northwest and Southeast by 2060. The autoregressive forecast model predicts
increasing precipitation days in the southern part of the northeastern region and decreases
in precipitation days in part of the southeast, supporting the conclusions of these studies.
Wuebbles et al. (2013) also concludes that the south central United States will have
increased rainfall water gain by 2073-2099, while rainfall will be reduced in parts of the
Southwest from a weakened American monsoon. Deser et al. (2012) also predicts drier
conditions over parts of the Southwest in winter by 2060. Again, the autoregressive
forecast model supports these findings, showing that the majority of the Southern region
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is predicted to have an increase in precipitation days during the next 30 years, while
decreases are predicted across the Southwest. The autoregressive forecast model also
predicts increases in precipitation days in the Northeast, Midwest, and Ohio central valley
regions over the next 30 years, consistent with findings of Deser et al. (2012) that suggest
increasing precipitation in those regions by 2060. Even though studies such as Deser et
al. (2012) and Hayhoe et al. (2008) examine precipitation patterns in the mid- and latecentury, it is possible that the changes predicted by these studies are already beginning to
occur. This would imply that the changes were captured by the precipitation day data
used in the autoregressive forecast model and may explain the relatively good agreement
between the model and the previous studies.
2.4 Conclusion
Precipitation days were analyzed spatially and temporally over the contiguous
United States at 167 first order stations from 1951 – 2015. Using a Mann-Kendall trend
test and sliding window correlation analysis, past precipitation days were analyzed for
trends and a stepwise autoregressive forecast model was used to predict 30 years into the
future. There is an increasing trend in precipitation days at the majority of stations, with
this trend is especially concentrated in the Northeast and Midwestern United States.
The sliding window correlation analysis revealed that most of the northeastern
United States had significant correlations within the first three decades of the timeframe
(1960s, 1970s, and 1980s), with the majority of correlations being positive. A large part
of the Midwest, Ohio central valley, northern Great Plains, and northwestern United
States had significant correlations in the later decades of this study (1990s and 2000s),
with many negative correlations in the 2000s decade. Areas with less significant
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correlations were in the central Great Plains and the Southwest. Overall, there was a
gradual shift in significant correlations over time from the northeastern to the
northwestern United States. The Southern United States exhibited more negative
correlations in the beginning decades and slightly more positive correlations in the later
decades.
The stepwise autoregressive forecast model revealed the majority of the
Northeast, Midwest, Ohio central valley, Plains, and South Central United States are
predicted to increase on average six or more precipitation days within the next 30 years.
The eastern part of the northwestern United States and the majority of the southeastern
United States are expected to decrease on average three to six precipitation days per year
in the next 30 years. A few areas, such as the northern Rockies and Plains, Northwest,
and the Southwest United States have more mixed results, with an average change of less
than three precipitation days per year. Overall, there are more increasing trends than
decreasing trends. The regions that exhibit significant increasing past and future trends
were the Midwest, Ohio central valley and northeastern United States. Other areas such
as the West Coast and the Great Plains show the majority of their locations having
upward trends. A few regions had clusters of decreasing trends such as the Southeast and
Northwest, yet not one region had a majority of decreasing trends.
Trends found in this study can partially be attributed to teleconnections. Even
though teleconnections can play a role, other variables can also play a role in
precipitation patterns. Possible other variables could be the change of jet stream
migration from year to year, temperature changes throughout the atmosphere, and other
synoptic processes. Also, each region can experience different variables that can

42

influence precipitation days. For example, the jet stream could have more of an influence
in the Great Plains whereas it could have a small influence in the Southwest.
Precipitation days are an important aspect of precipitation climatology, but
receive less attention than accumulation and intensity. Changes in precipitation days have
implications for agriculture, water management, and a range of other planning activities.
Given changes in precipitation days found at the annual scale and their relationship to
teleconnections, future work should examine seasonal and monthly trends and links to
teleconnections and other synoptic scale patterns. Understanding these associations on a
seasonal or monthly scale may improve forecasting of precipitation days, and improve
the ability of those planners to cope with wet or dry periods.
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CHAPTER 3
A SEASONAL ANALYSIS OF PRECIPITATION DAYS IN THE UNITED
STATES
3.1 Introduction
The distribution of seasonal rain days is critical to a number of economic sectors
that depend on specific weather patterns (Trenberth et al. 2003). For example, the
distribution of rainfall within the growing season is important to agricultural production.
Other sectors of the economy are also impacted by the distribution of precipitation days.
Hartley and Keables (1998) note that seasonal shifts in winter precipitation can either
damage or enrich winter sport industries. Most studies of precipitation focus on rainfall
totals or intensity. These studies range from analyses of changing frequencies of heavy
rainfall (Keim 1996; Keim 1997), changes in magnitude of heavy rainfall (Keim and
Muller 1992; Keim 1999; Kunkel et al. 1999; Anadhi et al. 2016), analysis of dry spells
(Trepanier et al. 2015, Anandhi et al. 2016), and changes in rainfall intensity (Powell and
Keim 2015).
However, the number of days with precipitation is also a factor that influences
total accumulation. For example, Zhai et al. (2005) used rain days and intensities to
analyze precipitation extremes in China and found a small trend at the national level but
larger precipitation trends in certain regions of China including the western and southern
sectors. The regions had four different types of patterns between rain days and intensity
that were observed including (1) low precipitation days and low intensities, (2) high
precipitation days and low intensities, (3) low precipitation days and high intensities, and
(4) high precipitation days with high intensities (Zhai et al. 2005). The authors state high
precipitation days and high intensities were the variable of interest in relation to flooding
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in western China and low precipitation days and intensities led to drought in northern
China. Seasonal changes in rainfall accumulation are ultimately linked to changes in
rainfall intensity, rainfall days, or both (Harrison 1983). A number of studies suggest that
shifts in precipitation days, accumulation, and intensity are occurring globally (Palmer
and Räisänen 2002, Fowler and Kilsby 2003). Palmer and Räisänen (2002) found a 3% to
7% increase in precipitation over the United Kingdom, with most of the area having at
least a 5% change in precipitation (Palmer and Räisänen 2002). Fowler and Kilsby (2003)
noted that autumn of 2000 was the wettest autumn on record in England since 1766. This
wet year caused one of the worst floods in the United Kingdom’s history (Palmer and
Räisänen 2002).
Few studies have examined precipitation days despite the fact that they are an
important aspect of precipitation climatology, especially at seasonal scales. Vestal (1961)
studied precipitation day statistics throughout the United States and found spatial
gradients of precipitation days throughout United States with the southwest having the
lowest amount of precipitation days and the northeast having the highest amount of
precipitation days. Other studies have analyzed the precipitation day at state levels
(Changnon and Huff 1970; Flynn and Griffiths 1980; Anandhi et al. 2016). Precipitation
days are a conservative measure of precipitation as compared to precipitation amounts
since frequency should be less variable with horizontal and vertical distances (Englehart
and Douglas 1985). However, Vestal (1961) argues that although the precipitation day
statistic is more conservative than many other climatic variables, it is not exempt from
the effects of rapid elevation changes and other geographical features.
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Teleconnections have a large influence on climate variability in the United States
and have been analyzed at many different scales, including national and regional. The
interactions between teleconnections and precipitation in the United States have been
studied throughout past decades. Most of these studies have focused on the connection
between United States rainfall and the Pacific/North American (PNA) oscillation
(Leathers et al. 1991; Leathers and Palecki 1992; Sheridan 2003; Sheridan and Lee 2012;
Roller et al. 2016), El Niño Southern Oscillation (ENSO; McCabe and Dettinger 1999;
Jones et al. 2000; Schmidt et al. 2001; Sheridan and Lee 2012) and North American
Oscillation (NAO; Weaver and Nigam 2008; Coleman and Budikova 2010; Sheridan et
al. 2012).
Leathers et al. (1991) analyzed correlations between PNA and United States
precipitation. They found that PNA is correlated with monthly precipitation throughout
many regions in the United States. During winter months, the Midwest and Southern
United States experience a negative correlation between PNA and precipitation (Leathers
et al. 1991). A strong relationship was also found between PNA, precipitation, and
weather types throughout the United States especially in the Midwest and South
(Sheridan 2003).
At the regional level, Coleman and Rogers (2007) looked at relationships between
precipitation, PNA, and ENSO in the Great Plains United States using a cluster analysis
based on principal components to create synoptic weather types. Coleman and Rogers
(2007) found variations in temperature and precipitation throughout the central United
States with stronger zonal and meridional flow during PNA episodes and ENSO having a
factor with low pressure systems in the Gulf Coast. Roller et al. (2016) analyzed the
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relationship between winter weather patterns in the Northeast United States and
teleconnections (PNA, ENSO, and NAO). During positive PNA episodes weather
systems causing less precipitation days decrease and weather systems causing more
precipitation days increase (Roller et al. 2016). Bates et al. (2001) studied precipitation
extremes with PNA and ENSO in the central United States using dynamical methods.
They found that both PNA and ENSO have interactions throughout the central United
States in spring. Interactions between PNA and ENSO contributed to major climatic
events in the central United States, such as the 1988 drought and 1993 floods (Bates et al.
2001).
ENSO is another factor that influences precipitation across the United States. At a
regional scale, McCabe and Dettinger (1999) analyzed decadal variations in ENSO and
precipitation in the western United States. McCabe and Dettinger (1999) studied decadal
variations in precipitation between June and November using Southern Oscillation Index
(SOI) and ENSO, finding that ENSO processes were not as strong in earlier decades
(1920 – 1950) compared to recent decades in the western United States. These ENSO
processes can be reliable predictors of winter precipitation in the western United States,
specifically positive correlations between ENSO and precipitation (McCabe and
Dettinger 1999). Hu and Feng (2001) studied interactions between ENSO and summer
rainfall in the central United States using monthly and annual precipitation data. They
used global sea surface temperatures (SSTs), northern hemisphere sea level pressure,
850-hPa geopotential height, and wind data. Using inter-annual variations of a 3-6 year
period, Hu and Feng (2001) found warm phases of ENSO caused a change in the lower
troposphere over the central United States which led to wet summers and cold phases led

50

to drier summers. ENSO influences have also been analyzed at the state level by Schmidt
et al. (2001) using ENSO phases and seasonal precipitation during 1950 – 1998 over
Florida. Schmidt et al. (2001) found relationships between ENSO phases and seasonal
precipitation in Florida, but the state is not uniform with the distribution of precipitation
and ENSO phases. For example, during winter, south and central Florida experienced
greater rainfall during El Niño events compared to the Florida panhandle.
ENSO and NAO were used to analyze variability of the low-level jet over the
Great Plains (Weaver and Nigam 2008). They found a link between ENSO, the low-level
jet, and precipitation variability over the Great Plains. NAO caused variability of the
Great Plains low-level jet and upper-level high patterns over the Pacific (Weaver and
Nigam 2008). There is also evidence that the patterns of the NAO may influence flooding
in the Midwest. Coleman and Budikova (2010) used sea-level pressure, geopotential
heights, and vector wind along with NAO to examine causes of flooding in the Midwest.
The authors found that the NAO pattern switched two months before both 1993 and 2008
Midwest flooding events (Coleman and Budikova 2010).
Seasonal precipitation patterns are predicted to change as Earth’s climate changes,
and precipitation days are an important component of precipitation patterns. Although
many papers have examined precipitation and teleconnections (Leathers et al. 1991;
Leathers and Palecki 1992; Bates et al. 2001; Schmidt et al. 2001; Sheridan 2003;
Sheridan and Lee 2012; Roller et al. 2016) no studies have analyzed United States
precipitation days and teleconnections. The objectives of this study are to:
•

Analyze precipitation days at the seasonal scale.

•

Identify trends throughout the timescale of this study and decadal scale.
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•

Use teleconnections to explain past seasonal trends in precipitation days
throughout the United States and at a region level.

3.2 Scope and Methods
3.2.1 Study Area
The study area for this work is the contiguous United States. Precipitation data
were gathered from the National Oceanic and Atmospheric Administration (NOAA) for
each of the 242 first order stations with a continuous record for the period 1951–2015
(NOAA 2015). This period was chosen because first order stations were mostly relocated
to open area airports in the United States in 1951 (Groisman and Easterling 1994). These
stations were tested using outlier analyses to satisfy assumptions used in statistical tests
for this study. Following guidance from Kunkel et al. (1999), stations with more than 5
percent of missing data were eliminated from the study. This reduced the number of
stations in this analysis from 242 stations to 167 (Figure 3.1). These regions are useful for

Figure 3.1: The location of first-order stations used in this analysis (black dots) and the
geographic regions referenced in the results and discussion and conclusion (Karl and
Koss 1984).
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applying current climate anomalies into historical perspective (Karl and Koss 1984). The
regions were adapted from the National Centers for Environmental Information.
3.2.2. Methods
A precipitation day is tallied when the precipitation accumulation is greater than
or equal to 0.01 inches (Vestal 1961; Harrison 1983). All trace entries were considered as
no precipitation. Precipitation days were tabulated and summed using a binary
categorization of zero for a day with no precipitation and one for a day with precipitation
for each meteorological season: Winter (DJF), Spring (MAM), Summer (JJA), and Fall
(SON).
Methods used for the seasonal precipitation analysis include tabulating
precipitation days into seasonal sums at each station. To estimate potential trends in
precipitation days over time, the non-parametric Mann-Kendall test is used at the
significance level of 90%, 95%, and 99% (Mann 1945; Kendall 1962). The MannKendall trend test was used on seasonal tabulations to analyze trends throughout the
contiguous United States, similar to Adamowski and Bougadis (2003). Data are assumed
to be independent since each point location was tested separately and not against each
other (Adamowski and Bougadis 2003).
Seasonal sums from each station were correlated with the year in which it
occurred using a Mann-Kendall test to determine temporal trends. Due to a large amount
of variability, a 15-year sliding window correlation was performed to observe smaller
scale temporal trends (Meng et al. 2014). The purpose of the sliding window correlation
is to analyze windows at every 15-year increment. Using every possible window,
potential 15-year correlations can be found. This analysis starts at 1951 – 1965 and ended
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at 2001 – 2015. This analysis will be beneficial in determining trends throughout decades
and at smaller scales compared to a large scale trend test.
3.3 Results
3.3.1 Mann-Kendall Test
Seasonal trends were analyzed for each region, with fall having the greatest
amount of total trends (29%) of all stations and spring having the fewest (20%). Winter
and summer each had approximately 25% of the stations possessing trends. The seasonal
Mann-Kendall test on precipitation days (Figure 3.2; Table 3.1) revealed three seasons
with a larger amount of significant increasing trends and only one season with more
significant decreasing trends. Fall had the largest amount of stations with trends with 32
(19%) having positive trends and no stations having negative trends. The positive trends
in fall were located throughout the Midwest, northern Great Plains, Northeast, and
southern United States. Summer had 28 (16.7%) stations with significant trends. Twentyseven of the summer trends were positive with only one station in Arizona having a
negative trend. The positive trends were located throughout the Midwest, eastern Florida,
Mississippi, north central Texas, and Northeast United States. Spring also had more
positive trends than negative trends with the Northwest region having the majority of the
positive trends. There was a cluster of negative trends throughout the Southeast in the
spring. Winter had the second largest amount of trends with 29 (17.2%) of stations
reporting significant results. Winter was the only season to have more negative trends
than positive trends. Northwest United States and Florida panhandle had negative trends
in winter. In contrast, the Midwestern United States reported most of the positive trends
throughout winter.
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Table 3.1: The Mann-Kendall test results at each significance level.

Season
Winter
Spring
Summer
Fall
Total

Positive Trends
99%
95%
90%
3
3
4
2
7
6
3
12
12
5
10
17
13
32
39

Negative Trends
99%
95%
90%
2
8
8
2
2
3
0
0
1
0
0
0
4
10
12

The most noticeable difference in trends were in the northwest during the winter
and spring. In winter there were many significant negative trends along the northwest
coast and inland into the western part of the northern great plains and rocky mountain
region. In spring there were many significant positive trends along the same area,
revealing that precipitation days are decreasing during winter and increasing in spring
throughout the northwest and northern rocky mountain regions. Another area of interest
is the eastern Ohio central valley region and the southern Northeast region. This area had
many significant positive trends during three out of four seasons. The only season that
positive trends were not present in this area was spring. This area also had few negative
trends throughout the seasons. The southeast was the only region to have more than one
negative trend throughout a season. These negative trends in the Southeast could have
been caused by variations in the Bermuda High, which has an influence precipitation
days (Diem 2013). Coleman (1988) also found changes in precipitation days throughout
parts of the Southeast with increasing aridity throughout Florida during the summer
because of warming conditions. In the winter, negative trends were found in the Florida
panhandle and in the spring negative trends were found throughout the Florida
panhandle, Alabama, Georgia, and South Carolina. At a monthly scale, the Mann-Kendall
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test revealed 25% of total precipitation day trends were in October and 50% of total
precipitation day trends are in three months, October, June, and March.

Figure 3.2: Mann-Kendall test on seasonal precipitation days throughout the United
States with confidence intervals at 90%, 95%, and 99%.
The two stations with the greatest significant Mann-Kendall trends (p<0.001)
were La Crosse, Wisconsin and Sheridan, Wyoming (Figure 3.3). Both of the most
significant seasonal trends occurred during the winter. The La Crosse location shows a
noticeable upward trend, with higher amounts of precipitation days during the later years.
Also, the years with smaller amounts of precipitation days occurThe Sheridan location
shows a negative trend during the winter with higher amounts of precipitation days
during the 1970s and a lower amount of precipitation days during the 2000s.
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Figure 3.3: Time series graphs of the two most significant locations on the seasonal
Mann-Kendall test, La Crosse, Wisconsin (a) and Sheridan, Wyoming (b).
3.3.2 Sliding Window Correlation
Sliding window correlations were computed for seasonal precipitation days
throughout the United States. Significant sliding window correlations were compiled into
seasonal station totals. Sliding window correlations were also examined by decade to
explore temporal trends. Since many stations have both positive and negative sliding
windows from 1951 to 2015, the decadal sliding window correlation analysis will
indicate where positive and negative windows have occurred at each station.
The seasonal sliding window correlations were summed throughout the stations to
distinguish if there were more positive or negative correlations through time for each
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season (Figure 3.4). Three of the seasons, winter, summer, and fall had more positive
sliding windows and only spring had more negative sliding windows. Winter had the
most sliding windows with 31% of the total amount and spring had the least amount of
sliding windows with 19%. Both summer and fall had 25% of the total sliding windows.
Fall had the largest percentage (61%) of positive windows. The Midwest,
northern Great Plains, Northeast regions as well as Louisiana, Mississippi, and Arkansas
show a larger amount of positive windows over negative windows. The only region that
shows more negative sliding windows is the extreme Southeast, anchored by Florida.
Winter had the second highest percentage of positive sliding windows with 57% (43%
negative). The Midwest, central Ohio valley, and Northeast United States had large
amounts of positive sliding windows and parts of the southeast, such as Alabama and
South Carolina had more negative correlations. Summer had 55% positive sliding
windows, the South, Northeast, central Ohio valley, and Midwestern United States
reported more positive than negative sliding windows. A larger amount of negative
correlations were present in the Northwest and northern Great Plains. Spring only had
47% positive sliding windows. Mid-Atlantic and Midwestern United States had more
negative sliding windows in the spring. Parts of Kansas, Nebraska, and the Northwest had
more positive windows.
Overall, all regions have at least one season with a significant amount of sliding
windows. The Midwest, central Ohio valley, and northeastern United States had a large
amount of sliding windows, except in spring. In the spring, most of the sliding windows
were negative. The Southeast also had a large amount of sliding windows, with mixed
results in the fall. The Northwest had many sliding windows during the winter months.
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Figure 3.4: Significant Seasonal positive (green) and negative (brown) sliding window
correlations at each station with proportion symbols at 4, 8, 16, and 24 total sliding
window correlations.
The decadal positive sliding window correlation analysis revealed some
regionality between seasons (Figure 3.5). In winter, the Northeast region has many
significant windows during the 1970 and 2010 decades which had negative PNA and
positive NAO phases in the early parts of the decades, this agrees with Roller et al.
(2016). The Southeastern and southern region have many positive windows during the
1990s decade. Changnon (1999) found that there were more storms in the south and
southeast during the late 1990s, which could have contributed to the large amount of
positive windows. The West and Northwest regions have many significant windows
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along the coastal regions during the 2000s decade which could have been a result of the
negative NAO phase ending the 1990s.
The largest spatial clusters of positive sliding window correlations are in upper
Midwest, northern central Ohio valley, and northern Rockies and Plains during the 2010
decade. During 2012 through 2014 there was a negative PNA phase which could be a
cause for more precipitation in the upper Midwest and northern central Ohio valley.
Leathers et al. (1991) found that a negative PNA phase causes more precipitation
throughout the Midwest United States. The Northeast, Southeast, and southeastern part of
the South region also have areas with positive windows in the 2010 decade. The 1980s
had a small amount of positive windows during winter.
In spring, there was a large cluster of significant positive windows throughout the
western part of the country, encompassing the West, Southwest, Northwest, and Rockies
and Plains regions during the 1980s which could have been a result of a persistent
negative NAO phase (Coleman and Budikova 2010). During the 1980s, there were a
strong presence with El Niño phases. Bates et al. (2001) states El Niño phases during
spring cause more precipitation in the central plains, which could have caused the
noticeable amount of positive windows in Kansas and Nebraska in the 1980s. There are a
few smaller spatial clusters present in the 1990s within the southeastern part of the South
region which could have been the result of increased storms noted by Changnon (1999).
Towards the end of the 1960s and beginning of the 1970s there were many negative NAO
phases, which a negative NAO causes more rain in the southeast region during spring
(Coleman and Budikova 2010). Most of the Southeast had significant trends in the 1970s
that could have been a result from the negative NAO phases around that time.
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Summer is the most non-uniform distribution in comparison to the other seasons.
The Southeast had significant positive trends during the 1960s which could have been a
result of more precipitation due to a negative PNA phase (Leathers et al. 1991). The
central Ohio valley, upper Midwest, and the western part of the Northeast had many
significant trends during the 1970s which could have resulted from a positive NAO
phase. Coleman and Budikova (2010) state that during a positive NAO phase there were
wetter springs and summers throughout the Midwestern United States. Into the 1980s, the
western part of the Southwest and the northern Rockies and Plains regions had positive
windows. This could have resulted from the La Niña cycle in the mid to late 1970s and
the El Niño cycle in the early 1980s. Hu and Feng (2001) state that an El Niño cycle
during summer will cause more rain in the upper Rockies and Great Plains region. The
western part of the South region, along with New Mexico, has significant positive trends
in the 1990s which could have been a result of the increased storms throughout those
regions noted by Changnon (1999). The southern part of Florida and the northern part of
the Northeast region had a small cluster of significant trends in the 2000s.
Fall has a noticeable distribution in almost every decade. In the 1960s, Arizona
and coastal California have many significant positive windows. The many El Niño
episodes towards the end on the 1970s could have caused more rain throughout the south
and central United States. Hu and Feng (2001) state that El Niño conditions could cause
wetter conditions in the southern United States in fall. The 1970s have the largest spatial
area of most significant windows throughout the upper Midwest, Northeast, central Ohio
valley, northern part of the Southeast, and into the eastern part of the South region. The
Northwest had the largest amount of positive significant windows during the 2010 decade
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which could have been a result of the negative PNA phase during 2012 – 2014. Leathers
et al. (1991) found a negative correlation between PNA and precipitation during fall in
the Northwest region.

Figure 3.5: Seasonal decadal sliding window correlations at each station during 1960 –
2010 decades.
The negative decadal sliding window correlation analysis (Figure 3.6) was less
uniform throughout the United States from a regional prospective. Winter analyses were
dominated by two decades throughout the United States, 1990s and 2000s. Parts of
central Florida, North Dakota, Nebraska, Kansas, northern part of the Southwest, and the
eastern part of the West region have most of their significant windows in the 1990s. A
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large portion of the United States had significant negative windows in the 2000s. Areas
with the largest amount of significant negative windows include, western Montana,
Wyoming, South Dakota, Texas, Louisiana, South Carolina, North Carolina, and
Virginia. One factor that could have caused a decrease in the precipitation days during
the 2000s throughout these areas is the shift in the Bermuda high (Zhu and Liang 2013).
Other areas with significant windows in the 2000s include southern portions of
the Southwest, southern California, South region, Midwest, and parts of the Southeast.
The negative windows from the west, southeast, and southwest could have been caused
by the 2000 and 2007 droughts (Seager et al. 2009). The southern region also had
droughts during 1999, 2000, and 2006, noted by Trepanier et al. (2015), which is likely
associated with negative windows during 2000s. Eastern Minnesota, Wisconsin, and the
Northeast region had negative windows during the 1980s, which could be attributed to
positive PNA phases during the beginning and end of the decade. Leathers et al. (1991)
states that a positive PNA phase during the winter will cause below normal precipitation
in the Midwest. California and Oregon had many negative windows during the 2010s
decade. The California droughts, noted by Mao et al. (2015), could have caused the
decrease in precipitation days during the 2010s.
Spring did not have as many negative windows compared to winter. The
Northwest region had a large amount of significant windows during the 1970s. The
Southeast had many significant windows during the 1980s which could have been a result
from positive NAO phases toward the end of the 1980s. There is an inverse relationship
between the NAO index and precipitation in the southeast during spring (Sheridan 2012).
Along the Gulf of Mexico, northwestern Rockies, and southern and southwest regions
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there were many significant correlations during the 2000s. The negative significant
windows throughout the southwest and southeast region could have been related to the
2000 through 2003 droughts in the southwest (Weiss et al. 2009) and the two year
drought in the southern and southeast regions during 2005 through 2007 (Seager et al.
2009).
Summer had a few decades in which many locations had significant negative
windows. Northeast, Southeast, parts of the South and Southwest all had significant
windows in the 1980s. The southern negative windows could have been a result of the
1988 drought mentioned by Namias (1991). A large part of the country has many
significant windows in the 2000s, this includes the western Upper Midwest, the northern
Great Plains and Rockies, and parts of the Northwest region. The northern Great Plains
and Rockies region, along with the Midwest, could have negative windows during the
2000s due to early decade El Niño episodes and later decade La Niña episodes. Hu and
Feng (2001) state that summer El Niño’s cause more rain and La Niña’s cause less rain
throughout the Great Plains.
In fall, there is one main decade that had region specific negative sliding window
correlations. The 1990 decade had presence in the West, Southwest, southern part of the
Northwest, eastern part of the central Ohio valley, Iowa, and Nebraska. Some of the
negative windows from the Midwest and central Ohio valley could have been caused by
the 1988 and 1989 drought (Trenberth and Branstator 1992). Other decades had smaller
clusters of significant decades. The 2000s decade had many significant windows
throughout the upper Midwest and central Ohio Valley that could have been caused by
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negative NAO phases in the late 1990s. Coleman and Budikova (2010) suggest less rain
with a negative NAO phase during fall throughout the Midwest and central Ohio valley.

Figure 3.6: Negative decadal sliding window correlations at each station during 1960 –
2010 decades.
The 2010 decade had significant trends along the Florida, Georgia, and South Carolina
coasts which could have been caused by positive PNA cycles during the 2000s and early
2010 decade. Leathers et al. (1991) states that a positive PNA in November has a slight
correlation with more precipitation along the southeastern coast. There are also a few
clusters during the 1960s in the southern part of the Northeast and western Florida, and in
the 1970s around western Washington. Overall, regional trends are more defined in the
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positive sliding window correlation analysis over negative sliding window correlation
analysis for seasons.
3.3.3 Heat Map Analysis
Heat maps were used to analyze the stations with the highest and lowest amount
of positive and negative sliding windows from 1951 - 2015. The heat maps show
precipitation days throughout at the selected stations from each year during 1951 – 2015.
Heat maps are beneficial for this study in showing trends in precipitation days over time
at the selected stations. Eugene, Oregon (Figure 3.6a) had the largest amount of positive
sliding windows (33) throughout all seasons. A below normal PNA signature, which
suggests more precipitation in the west, was present throughout the early to mid 1970s,
and throughout the 1990s and early 2000s is reflected in the heat maps. In fall and winter,
the most significant positive sliding window correlations in Eugene were during 1970 –
1976, and 1998 – 2004. In contrast, Wichita Falls, Texas (Figure 3.6b) had the least
amount of positive sliding windows (5). There were no positive significant sliding
windows during spring and winter, and only a few during the summer (1966 and 1982)
and fall (1972 – 1974).
Cheyenne, Wyoming (Figure 3.6c) had the largest amount of negative sliding
windows (33). All seasons in Cheyenne have significant negative windows between 2002
and 2009. During these decades, there was a negative NAO phase and positive PNA
phase. Tallahassee, Florida (Figure 3.6d) had the least amount of negative sliding
windows (4). There were no negative windows during spring and summer for Tallahassee
and only one negative window during fall (2006). During the winter there were three
negative decades which occurred during 1976 – 1978.
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(a)

(b)

(c)

(d)

Figure 3.7: The seasonal amount of precipitation days for (a) Eugene, Oregon; (b)
Wichita Falls, Texas; (c) Cheyenne, Wyoming; and (d) Tallahassee, Florida from 19512015.
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3.4 Conclusion
Results of the seasonal analysis were summarized at the national and regional
level. Mann-Kendall and sliding window correlations analyses were performed at
seasonal timescales during the years 1951 – 2015. The Mann-Kendall test revealed 25%
of total precipitation day trends were in October and 50% of total precipitation day trends
are in three months, October, June and March.
The decadal sliding window correlation analysis revealed regionality during all
seasons. In winter, the Northwest region had many positive significant windows during
the 2000 decade and the northern Rockies and Plains and Midwest in the 2010 decade.
The West, Northwest, Southwest and Rockies and Plains regions had many positive
windows during the 1980s spring. The Midwest, central Ohio valley, northeast, south,
and southeast had significant positive windows during the 1970s. During the 2000
decade, parts of the United States had negative sliding windows in each season,
especially during winter and spring in the southern region. The other regions noticeable
with negative sliding windows were the West and Southwest regions during the 1990s
fall season.
Some teleconnection and precipitation day similarities were present in this study,
especially in the Northeast, Midwest, central Ohio valley, and plains regions that related
to findings from other studies. Other teleconnections could impact precipitation days in
the United States as well. It would be beneficial to quantitatively study teleconnections at
a national and regional scale.
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CHAPTER 4
USING AN ARTIFICIAL NEURAL NETWORK FOR PRECIPITAITON DAYS
AND TELECONNECTIONS THROUGHOUT THE CONTIGUOUS UNITED
STATES
4.1 Introduction
Understanding the possible controls for rainfall over the United States is useful
for future rainfall patterns. The distribution of monthly rain days is critical to a number of
economic sectors that depend on specific weather patterns (Trenberth et al. 2003). For
example, the distribution of rainfall within the growing season is important to agricultural
production. Other sectors of the economy are also impacted by the distribution of
precipitation days. Hartley and Keables (1998) note that seasonal shifts in winter
precipitation can either damage or enrich winter sports industries. Most studies of
precipitation examine rainfall totals or intensity. These studies range from analyses of
changing frequencies of heavy rainfall (Keim 1996; Keim 1997), changes in magnitude
of heavy rainfall (Keim and Muller 1992; Keim 1999; Kunkel et al. 1999; Anadhi et al.
2016), analysis of dry spells (Trepanier et al. 2015; Anandhi et al. 2016), and changes in
rainfall intensity (Harrison 1983; Zhai et al. 2005; Powell and Keim 2015).
Number of days with precipitation is another factor that influences precipitation
accumulation. For example, Zhai et al. (2005) used rain days and intensities to analyze
precipitation extremes in China and found a small trend at the national level but larger
precipitation trends in certain regions of China including the western and southern
sectors. The regions had four different types of patterns between rain days and intensity
that were observed including (1) low precipitation days and low intensities, (2) high
precipitation days and low intensities, (3) low precipitation days and high intensities, and
(4) high precipitation days with high intensities (Zhai et al. 2005). The authors state high
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precipitation days and high intensities were the variable of interest in relation to flooding
in western China and low precipitation days and intensities led to drought in northern
China. Seasonal changes in rainfall accumulation are ultimately linked to changes in
rainfall intensity, rainfall days, or both (Harrison 1983). A number of studies suggest that
shifts in precipitation days, accumulation, and intensity are occurring globally (Palmer
and Räisänen 2002, Fowler and Kilsby 2003). Palmer and Räisänen (2002) found a 3% to
7% increase in precipitation over the United Kingdom, with most of the area having at
least a 5% change in precipitation (Palmer and Räisänen 2002). Fowler and Kilsby (2003)
noted that autumn of 2000 was the wettest autumn on record in England since 1766. This
wet year caused one of the worst floods in the United Kingdom’s history (Palmer and
Räisänen 2002).
Few studies have used precipitation days despite the fact that they are an
important aspect of precipitation climatology, especially at seasonal scales. Vestal (1961)
studied precipitation day statistics throughout the United States and found spatial
gradients of precipitation days throughout United States with the southwest having a
lowest amount of precipitation days and the northeast having the largest amount of
precipitation days. Other studies have analyzed the precipitation day at state levels
(Changnon and Huff 1970; Flynn and Griffiths 1980; Anandhi et al. 2016). Precipitation
days are a conservative measure of precipitation as compared to precipitation amounts
since frequency should be less variable with horizontal and vertical distances (Englehart
and Douglas 1985). However, Vestal (1961) argues that although the precipitation day
statistic is more conservative than many other climatic variables, it is not exempt from
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the effects of rapid elevation changes and other geographical features. Geographical
features and variables such as teleconnections could influence precipitation.
Teleconnections have a large influence on climate variability in the United States
and have been analyzed at national and regional scales. The interactions between
teleconnections and precipitation in the United States have been studied throughout past
decades. Most of these studies have focused on the connection between United States
rainfall and the Pacific/North American (PNA) oscillation (Leathers et al. 1991; Leathers
and Palecki 1992; Sheridan 2003; Sheridan and Lee 2012; Roller et al. 2016), El Niño
Southern Oscillation (ENSO; Changnon 1999, McCabe and Dettinger 1999; Jones et al.
2000; Schmidt et al. 2001; Sheridan and Lee 2012), North American Oscillation (NAO;
Weaver and Nigam 2008; Coleman and Budikova 2010; Sheridan and Lee 2012), and
Southern Oscillation (SOI; Ropelewski and Halpert 1996; Wise 2010).
PNA and precipitation patterns have been analyzed for relationships, for example,
Leathers et al. (1991) analyzed correlations between PNA and United States
precipitation. They found that the PNA index has a strong relationship with monthly
precipitation throughout many areas in the United States. During winter, the Midwest and
Southern United States experience a negative correlation between PNA and precipitation
(Leathers et al. 1991). In addition, there is a strong relationship between PNA,
precipitation, and weather types throughout the United States especially in the Midwest
and South (Sheridan 2003).
At the regional level, Coleman and Rogers (2007) looked at relationships between
precipitation and two teleconnection patterns (PNA and ENSO) throughout the central
United States using a cluster analysis based on principal components to create synoptic
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weather types. Coleman and Rogers (2007) found variations in temperature and
precipitation throughout the central United States with stronger zonal and meridional
flow during PNA episodes and ENSO influencing with low pressure systems in the Gulf
Coast. Roller et al. (2016) analyzed the link between winter weather patterns in the
Northeast United States and teleconnections (PNA, ENSO, and NAO). During positive
PNA episodes weather systems causing more precipitation days increase (Roller et al.
2016). Bates et al. (2001) studied precipitation extremes with PNA and ENSO in the
central United States using dynamical methods. They found that both PNA and ENSO
have interactions throughout the central United States in spring. The interaction between
PNA and ENSO contributed to major climatic events in the central United States, such as
the 1988 drought and 1993 floods (Bates et al. 2001).
ENSO is another teleconnection that influences precipitation across the United
States. At a regional scale, McCabe and Dettinger (1999) analyzed decadal variations in
ENSO and precipitation in the western United States. McCabe and Dettinger (1999)
studied decadal variations in precipitation between June and November using SOI and
ENSO, finding that ENSO processes were weaker in earlier decades (1920 – 1950)
compared to recent decades in the western United States. These ENSO processes can be
reliable predictors of winter precipitation in the Western United States, specifically
positive correlations between ENSO and precipitation (McCabe and Dettinger 1999).
Interactions between ENSO and summer rainfall in the central United States were studied
by Hu and Feng (2001) using monthly and annual precipitation data. They used global
sea surface temperatures (SSTs), northern hemisphere sea level pressure, 850-hPa
geopotential height, and wind data. Using inter-annual variations of a 3-6 year period, Hu
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and Feng (2001) found warm phases of ENSO caused a change in the lower troposphere
over the central United States which led to wet summers and cold phases led to drier
summers. ENSO influences have also been analyzed at the state level by Schmidt et al.
(2001) using ENSO phases and seasonal precipitation during 1950 – 1998 over Florida.
Schmidt et al. (2001) found relationships between ENSO phases and seasonal
precipitation in Florida, but the state is not uniform with the distribution of precipitation
and ENSO phases. For example, during winter, south and central Florida experienced
greater rainfall during El Niño events compared to the Florida panhandle (Schmidt et al.
2001).
ENSO and NAO were used to analyze variability of the low-level jet over the
Great Plains (Weaver and Nigam 2008). They found a link between ENSO, the low-level
jet, and precipitation variability over the Great Plains. The NAO caused variability of the
Great Plains low-level jet and upper-level high patterns over the Pacific (Weaver and
Nigam 2008). There is also evidence that the patterns of the NAO may influence flooding
in the Midwest. Coleman and Budikova (2010) used sea-level pressure, geopotential
heights, and vector wind along with NAO to examine causes of flooding in the Midwest.
The authors found that the NAO pattern switched two months before both 1993 and 2008
Midwest flooding events (Coleman and Budikova 2010).
The Southern Oscillation can also have an impact precipitation in the United
States. Wise (2010) studied the lagged correlation coefficient between SOI and
precipitation in the western United States. The author found that a positive SOI caused a
wet northwest and dry southwest. The opposite was true for a negative SOI, dry
northwest and wet southwest (Wise 2010). SOI also has relationships with precipitation

77

throughout parts of the United States. Ropelewski and Halpert (1996) found that the
Southern Oscillation moderates the mean level of precipitation around the Gulf of
Mexico region. In the Great Basin region of North America during April to October,
more precipitation is likely with a warm phase Southern Oscillation (Ropelewski and
Halpert 1996).
Many different statistical techniques have been used to analyze precipitation
patterns, including artificial neural networks (ANNs). ANNs have been applied to many
different physical science fields, including climatology, as a robust non-linear function
and forecasting application. Due to this nature, ANNs are beneficial in solving climate
related issues (Tsonis and Elsner 1992). ANNs have been used in a variety of
atmospheric studies including precipitation modeling (Gardner and Dorling 1998;
Kuligowski and Barros 1998; Hall et al. 1999; Sahai et al. 2000, Silverman and Dracup
2000; Bellerby et al. 2000; Schoof and Pryor 2001; Cavazos and Hewitson 2005;
Valverde Ramirez et al. 2005; Haylock et al. 2006). These studies have created ANNs
between atmospheric variables and precipitation. ANNs have been proven to be more
robust than other statistical procedures for precipitation analysis (Kuligowski and Barros
1998; Valverde Ramirez et al. 2005; Ramseyer and Mote 2016).
Many studies have analyzed trends in precipitation patterns with most emphasis
on precipitation magnitude (Harrison 1983; Keim 1997; Rahmani et al. 2015). Although
precipitation magnitude is important, precipitation days are also an important aspect of
precipitation analysis because they relate to the systematic distribution of precipitation
throughout the year.
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This study focuses on nationwide monthly precipitation day frequency. The main
objectives of this study are to:
(1) Use a non-linear function, ANNs, to distinguish between precipitation days
across the United States and teleconnections,
(2) Find predictive accuracy between precipitation day averages and
teleconnections across the conterminous United States from 1951-2015.
4.2 Data and Methods
4.2.1 Data and Study Area
The study area for this work is the contiguous United States. Precipitation data
were gathered from the National Oceanic and Atmospheric Administration (NOAA) for
each of the 242 first order stations with a continuous record for the period 1951–2015.
This period was chosen because first order stations were mostly relocated to open area
airports in the United States in 1951 (Groisman and Easterling 1994). These stations were
tested using outlier analyses to satisfy assumptions used in statistical tests for this study.
Following guidance from Kunkel et al. (1999), stations with more than 5 percent of
missing data were eliminated from the study. This reduced the number of stations in this
analysis from 242 stations to 167 (Figure 4.1). Four teleconnection indices were gathered
for this study; NAO, PNA, ONI, and SOI (NOAA 2017). These four teleconnections
were used for this study because they have impact on more than one of the regions
throughout the United States. Two measures of ENSO were used, one has an oceanic
measurement (Ocean Niño Index; ONI) and one has an atmospheric measurement
(Southern Oscillation Index; SOI). These regions are useful for applying current climate

79

anomalies into historical perspective (Karl and Koss 1984). The regions were adapted
from the National Centers for Environmental Information.

Figure 4.1: The location of first-order stations used in this analysis (black dots) and the
geographic regions referenced in the results and discussion and conclusion (Karl and
Koss 1984).
4.2.2 Methods
ANNs are used in this study is to provide insight on prediction between
teleconnections and precipitation days and to determine if certain regions are affected by
a series of teleconnections. The teleconnections (NAO, PNA, ONI, and SOI), or
independent variables, and the precipitation day variables (dependent variable) were
normalized before training the ANNs. Precipitation days from each station were averaged
into regions and then transformed into a binary variable. The value for each station was
then transformed to binary, one being above average precipitation days and zero being
below average precipitation days. The independent variables (teleconnections) were also
assigned a binary variable before being input into the model.
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The independent variables were entered into the ANNs as the input variables and
the precipitation day variable was the target variable. The ANNs were created in R
statistical software and consisted of three layers, an input layer, hidden layer, and output
layer (Figure 4.2). The input layer consists of four teleconnections (NAO, PNA, ONI, and
SOI) where each teleconnection receives one node which has the input data. The input
layer is connected to the hidden layer, which the hidden layer uses matrices to weigh the
input variable parameters, also known as input weights. The hidden layer with the input
weight matrices is connected to the output layer. These matrices are then randomized. As
the training data (80% of the data in this case) is input into the model, the network learns
from a training function. During this process, error is reduced via training and the error
reduction is noted for the next model run in the network. The other 20% of the data, the
test data, is used for validation of the model. Therefore, the output layer consists of the
predicted precipitation days.
Data from each region and month were then tested from nodes 1,1 to 10,10 to test
accuracy of each model. Each model randomly divided the data into training (80%) and
testing (20%). The architecture, which had best accuracy from each region and month,
was noted and then ran through cross validation 100 times to find the range of accuracy
from the best architecture from each network. Box plots were created after the cross
validation to show the range in accuracy for each architecture to determine which regions
and months could be predicted with the highest accuracy. The purpose of this study was
to determine prediction accuracy between teleconnections and precipitation days.
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Figure 4.2: The Artificial Neural Network Structure.
4.3 Results and Discussion
At first a global (national) ANN was created to determine the accuracy between
precipitation days and teleconnections, which preformed poorly as expected due to
varying geographic regions. Therefore, regional ANNs were created to increase the
accuracy due to a smaller area and less variability throughout the country. There were a
total of 108 different combinations of months and regions tested in the ANNs. The output
consisted of 100 cross validations from the month and region combinations, starting in
January for region one (Northeast region) and ending in December for region nine (West
region). The output data were tested against a no information rate. The no information
rate is calculated by observing all the same predictions against the original data. For
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example, predicting ones (above normal monthly precipitation days in this case) for each
output and testing them against the original precipitation day data which consisted of one
for above normal monthly precipitation days and zero for below normal monthly
precipitation days. The no information rate for this study was 51%. The no information
rate is a null model where the same prediction is used for each output. For example, the
raw data tested was either a one (for above average precipitation days) or zero (for below
average precipitation days) and the null model output were all ones. The null model will
predict the raw data based on the same output for each prediction (in this case, all ones).
The mean accuracy for each month and region was compiled to determine how
accurate the months were predicted (Figure 4.3). Approximately 66% of the month and
region combinations were predicted above the no information rate. Three of the months,
January, February, and September had five or more of the regions below average
predictions where February had seven regions predicted below average, with only the
Southwest and West regions predicted slightly above average. Five of the months had
predictions slightly above the average, March, April, May, and June had seven of the
regions predicted slightly above the average and December had eight of the regions
predicted slightly above average with only the South region predicting below average.
Whereas, July and August predicted two of the regions (July: Southeast and Southwest
regions and August: Midwest and central Ohio valley regions) 60% or more correctly and
November predicted three of the regions (central Ohio valley, Southwest and northern
Rockies and Great Plains regions) 60% or more correctly.
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Figure 4.3: The amount of regions (9 total) above and below the no information rate.
The output was also complied into how many months were predicted correctly in
relation to regions (Figure 4.4). Two regions, Northeast and West regions had the least
amount of months (six) predicted greater than the no information rate. There were two
regions that had ten months predicted above the no information rate which were the upper
Rocky Mountains and Great Plans and Southwest regions. The five other regions had

Figure 4.4: The number of months in each region that were above the no information rate.
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seven to nine months predicted above the no information rate. In contrast, this indicates
that the Northeast and West regions had the most months (six) predicted below the no
information rate and the upper Rocky Mountain and Great Plains and Southwest regions
had only two months below the no information rate.
The region and month combinations were graphed to show which specific region
and months were predicted above the no information rate (Figure 4.5). There were six
months (March, April, May, June, October, and November) that had seven or more
regions with predictions above the no information rate. In contrast, January, February,
and September had four or less regions predicted above the no information rate. Overall,
spring months (MAM) had four regions (central Ohio valley, South, Southwest, and
Northwest) with all three months above the no information rate. Three regions (Midwest,
northern Rockies and Great Plains, and West) had all three of the summer (JJA) months
above the no information rate. Whereas winter (DJF) and fall (SON) only had one region
with all three months above the no information rate, the Southwest in winter and the
northern Rockies and Great Plains in the fall. The Northwest was the only region where
all three months of a season (fall) were below the no information rate.

Figure 4.5: A heat map showing all regions above the no information rate (black) and
below the no information rate (white).
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The region and month with the least variability and highest mean was the northern
Rockies and Great Plains during November. The Boxplot (Figure 4.6) shows a mean
accuracy and the upper quartile at approximately 70% with the lower quartile at
approximately 62%. The variability within the accuracy test was around 8% which is the
lowest of all 108 combinations of months and regions. The bar chart for the northern
Rockies and Great Plains region during November (Figure 4.7) shows test that were
compiled. Nearly 40 (40%) of the tests had approximately 70% accuracy and about 83 of
the tests were above 60% accuracy. Yet, only around 10 tests were above 80% accuracy.
To improve accuracy, it may be beneficial to reduce the spatial area of the region and
account for topographic differences.
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Figure 4.6: The November Northern Rockies and Great Plains box plot representing the
accuracy rates from the cross validation, showing the mean, quartiles, extremes, and
outliers.
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Figure 4.7: Northern Rockies and Great Plains bar chart showing the amount of accuracy
rates for total runs during the cross validation.
The poorest performing region and month combination was the Midwest region
during October (Figure 4.8). The variability between quartiles was around 22% with the
mean accuracy at 46%. Around 60% of the tests were under the no information rate,
meaning that it predicted poorly compared to the null model (or no information rate
model). The extremes on the plot show over 60% variability, which suggests that the
model could not train properly on the teleconnections alone or could be influenced by
different teleconnections. The bar chart (Figure 3.9) shows four different accuracies,
ranging from 39 – 61% accounting for around 15% of the test each. There were also only
one or two tests that predicted either 0% or 100% accuracy.
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Figure 4.8: The October Midwest box plot representing the accuracy rates from the cross
validation, showing the mean, quartiles, extremes, and outliers.
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Figure 4.9: October Midwest bar chart showing the amount of accuracy rates for total
runs during the cross validation.
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Results from all regions were within a 20% range of the no information rate.
There could be some influencing factors that cause many regions and months not to have
a high accuracy. One of the main reasons could be a smaller sample size. In this study,
only 65 points were used for analysis at each station and month, which more points
would be beneficial for model training and testing. Another factor that could have caused
lower accuracies is the input variables. While teleconnections can be good indicators of
precipitation days throughout the United States, other atmospheric variables could be
beneficial to use as input variables in the future. Lastly, the spatial area of the regions
could be changed for more similar precipitation day distributions.
4.4 Conclusion
The purpose of this study was to build an artificial neural network to determine
accuracy in prediction between teleconnections and precipitation days. The input
variables were four teleconnections including NAO, PNA, ONI, and SOI and the output
variable was prediction of precipitation days in relation to being above or below normal.
The ANN used 80% of the data for training and 20% of the data for testing and
comparison.
Approximately 66% of the month and region combinations were predicted above
the no information rate of 51%. Six months that performed well were March, April, May,
June, November and December. Many of the West and central regions preformed well
during these months, which might suggest that teleconnections play a large role during
these months in those areas. In contrast, three months, January, February, and September,
did not perform well, having the most months below the no information rate. Regions in
the West and East showed low predictions rates during these months, which might
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suggest that teleconnections do not play that large of role during the winter for the
northeast, southeast, northwest, and west. Other variables, such as synoptic weather
events, could be a contributing factor to the poor prediction rates. Two regions that
performed well were the Southwest and northern Rockies and Great Plains, which had ten
months above the no information rate. In contrast, the Northeast and West regions had the
least amount of months (six) predicted above the no information rate. Spring (MAM) and
Summer (JJA) had at least three regions with all months within the season predicted
above the no information rate. The other two seasons, Winter (DJF) and Fall (SON) had
only one region each that predicted all of the months within the season correctly. There
was only one region that had all months within a season predicted below the no
information rate. The Northwest region had no predictions above the no information rate
during fall months.
The northern Rockies and Great Plains region, during November, had the least
variability between cross validation tests and had the highest predicted mean. The mean
was approximately 70%, which suggests teleconnections could be a key variable in
rainfall in this region during November. The poorest performing region was the Midwest
during October. The cross validation variability was over 20% and the mean accuracy
was around 46%. This suggests that teleconnections could be beneficial for this region,
but other meteorological and climatic factors could play a more important role when it
comes to precipitation day predictions.
The next study pertaining to the neural network will address the specifics on the
teleconnections that impact each region the most. In future research, a few ways to
increase accuracy throughout regions could include using different teleconnections,
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adding other atmospheric variables as input variables, or including different variables and
applying the variables to specific regions. Teleconnections affect each region differently;
applying different teleconnections may increase the accuracy in certain, if not all regions.
Using different atmospheric variables, such as geopotential heights, convective processes,
and other variables could increase accuracy throughout regions that experience different
monthly and seasonal patterns. Lastly, determining which variables influence each region
and running each region with its own input variables may increase accuracy. Adding
more data to the ANNs could also help the accuracy by having more data to train and test.
Lastly, using different spatial parameters for the regions for more uniform precipitation
day distributions could help predictions. Overall, ANNs could be beneficial in
determining parameters and potentially predicting precipitation days in the future.
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CHAPTER 5
SUMMARY AND CONCLUSIONS
5.1 Overview
Climate over the last century has raised questions about climate change and one
of the more important variables that may undergo change is precipitation. Precipitation
can affect many sectors including agriculture, socio-economic activities and hazard
management. This dissertation addresses the temporal aspect of precipitation using 167
first order stations in contiguous United States from 1951-2015. The three objectives of
this dissertation included (1) an annual analysis of the frequency of rain days in the
United States and changing magnitudes of daily rainfall, (2) seasonal rain day frequency
in the United States, and (3) using an artificial neural network (ANN) to address
predictive accuracy between teleconnections and precipitation days throughout the
United States.
The annual Mann-Kendal test found that the majority of the Northeast and
Midwestern states show upward trends in precipitation days, while negative trends are
located in the Southeast and in clusters throughout the Northwest. The seasonal MannKendal test found clusters of positive and negative trends. In winter, the northwest and
northern Rockies had significant negative trends and the upper Midwest and central Ohio
valley had significant positive trends. Spring and summer also had many positive trends
within regions. There were no significant negative trends throughout the United States in
fall. The annual sliding window correlation analysis revealed that the Northeastern
United States had more significant changes during the earlier decades whereas the center
part of the country had more significant changes in later decades. The seasonal sliding
window correlation showed decadal trends at a regional scale throughout the 1990s and
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2000s especially. The autoregressive forecast model showed that Precipitation days are
expected to increase for most of the United States into the future. The ANN predicted
approximately 66% of the month/region combinations above the no information rate of
51%. Even through teleconnections are beneficial for precipitation day prediction
throughout the United States, other climate variables may help increase accuracy in
predictions.
The purpose of this dissertation was to expand and analyze research on
precipitation days throughout the United States. It was also important to add variables,
such as teleconnections, into analyzing precipitation days to help understand how they
may play a role. To achieve these goals, this dissertation has three studies with the effort
of understanding how precipitation days have changed from 1951 to 2015 and how they
could possibly be predicted in the future.
5.2 Statistical Analyses Implemented
Statistical methods were used three ways in this dissertation including diagnostic
testing, trend testing, and predictive modeling. The diagnostic testing was used for testing
assumptions such as normality, outliers, error rates, parametric versus non-parametric
distributions and reliability. Trend testing tests included Mann-Kendall and sliding
window analyses. Lastly, autoregressive forecast models and artificial neural networks
were used for predictive purposes.
5.3 Summary
5.3.1 Annual
Precipitation days were analyzed spatially and temporally over the contiguous
United States at 167 first order stations from 1951 – 2015. Using a Mann-Kendall trend
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test and sliding window correlation analysis, past precipitation days were analyzed for
trends and a stepwise autoregressive forecast model was used to predict 30 years into the
future. There is an increasing trend in precipitation days at the majority of stations, while
this trend is especially concentrated in the Northeast and Midwestern United States.
The sliding window correlation analysis revealed that most of the northeastern
United States had significant correlations within the first three decades of the timeframe
(1960s, 1970s, and 1980s), with the majority of correlations being positive. This could be
attributed to many different factors, including increasing temperatures and weather
pattern changes over time. A large part of the Midwest, Ohio central valley, northern
Great Plains, and northwestern United States had significant correlations in the later
decades of this study (1990s and 2000s), with many negative correlations in the 2000s
decade. Areas with less significant correlations were in the central Great Plains and the
Southwest. Overall, there was a gradual shift in significant correlations over time from
the northeastern to the northwestern United States. The Southern United States exhibited
more negative correlations in the beginning decades and slightly more positive
correlations in the later decades.
The stepwise autoregressive forecast model revealed the majority of the
Northeast, Midwest, Ohio central valley, Plains, and South Central United States are
predicted to increase on average six or more precipitation days within the next 30 years.
The eastern part of the northwestern United States and the majority of the southeastern
United States are expected to decrease on average three to six precipitation days per year
in the next 30 years. A few areas, such as the northern Rockies and Plains, Northwest,
and the Southwest United States have more mixed results, with an average change of less
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than three precipitation days per year. Overall, there are more increasing trends than
decreasing trends. The regions that exhibit significant increasing past and future trends
were the Midwest, Ohio central valley and northeastern United States. Other areas such
as the West Coast and the Great Plains show the majority of their locations having
upward trends. A few regions had clusters of decreasing trends such as the Southeast and
Northwest, yet not one region had a majority of decreasing trends.
Annual precipitation days are an important aspect of precipitation climatology,
but receive less attention than accumulation and intensity. Changes in precipitation days
have implications for agriculture, tourism, water management, and a range of other
planning activities. Given changes in precipitation days found at the annual scale and
their relationship to teleconnections, future work should examine seasonal and monthly
trends and links to teleconnections and other synoptic scale patterns. Understanding these
associations on a seasonal or monthly scale may improve forecasting of precipitation
days, and improve the ability of those planners to cope with wet or dry periods.
5.3.2 Seasonal
Results of the seasonal analysis were summarized at the national and regional
level. Mann-Kendall and sliding window correlations analyses were performed at
seasonal timescales during the years 1951 – 2015. The Mann-Kendall test revealed 25%
of total precipitation day trends are in October and 50% of total precipitation day trends
are in three months, October, June and March.
The decadal sliding window correlation analysis revealed regionality during all
seasons. In winter, the Northwest region had many positive significant windows during
the 2000 decade and the northern Rockies and Plains and Midwest in the 2010 decade.
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The West, Northwest, Southwest and Rockies and Plains regions had many positive
windows during the 1980s spring. The Midwest, central Ohio Valley, Northeast, South,
and Southeast had significant positive windows during the 1970s. During the 2000
decade, parts of the United States had negative sliding windows in each season,
especially during the winter and spring in the southern region. The other regions
noticeable with negative sliding windows were the West and Southwest regions during
the 1990s fall season.
Some teleconnection and precipitation day similarities were present in this study,
especially in the Northeast, Midwest, central Ohio Valley, and Plains regions that related
to findings from other studies. Other teleconnections could impact precipitation days in
the United States as well. It would be beneficial to quantitatively study teleconnections at
a national and regional scale.
5.3.3 Monthly
Approximately 66% of the month and region combinations were predicted above
the no information rate of 51%. Six months that performed well were March, April, May,
June, November and December. In contrast, three months, January, February, and
September, did not perform well, having the most months below the no information rate.
Two regions that performed well were the Southwest and northern Rockies and Great
Plains, which had ten months above the no information rate. In contrast, the Northeast
and West regions had the least amount of months (six) predicted above the no
information rate. Spring (MAM) and Summer (JJA) had at least three regions with all
months within the season predicted above the no information rate. The other two seasons,
Winter (DJF) and Fall (SON) had only one region each that predicted all of the months
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within the season correctly. There was only one region that had all months within a
season predicted below the no information rate. The Northwest region had no predictions
above the no information rate during fall months.
The northern Rockies and Great Plains region, during November, had the least
variability between cross validation tests and had the highest predicted mean. The mean
was approximately 70%, which suggests teleconnections could be a key variable in
rainfall in this region during November. The poorest performing region was the Midwest
during October. The cross validation variability was over 20% and the mean accuracy
was around 46%. This suggests that teleconnections could be beneficial for this region,
but other meteorological and climatic factors could play a more important role in
precipitation day predictions.
In future research, a few ways to increase accuracy throughout regions could
include using different teleconnections, adding other atmospheric variables as input
variables, or including different variables and applying the variables to specific regions.
Teleconnections affect each region differently; applying different teleconnections may
increase the accuracy in certain, if not all, regions. Using different atmospheric variables,
such as geopotential heights, convective processes, and other variables could increase
accuracy throughout regions that experience different monthly and seasonal patterns.
Lastly, finding which variables influence each region and running each region with its
own input variables may increase accuracy. Adding more data to the ANNs could also
help the accuracy by having more data to train and test. Lastly, using different spatial
parameters for the regions for more uniform precipitation day distributions could help
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predictions. Overall, ANNs could be beneficial in determining parameters and potentially
predicting precipitation days in the future.
5.4 Conclusions and Future Research
The studies indicate that there are trends in precipitation days throughout the
United States at both the national and regional levels over time. Throughout different
trend tests, including the Mann-Kendal and sliding window analyses, 65 year and decadal
trends were identified. Also, predictive models such as autoregressive forecast models
suggest an increase in precipitation days throughout most of the country over the next 30
years. Lastly, an artificial neural network suggests that teleconnections impact
precipitation days for most regions, but other climate variables should be applied to make
more robust predictions and decrease variability in predictions.
Future research includes identifying variables that impact the amount of
precipitation days at local, regional, and national scales. Adding more variables that are
region specific will aid in more robust forecasting methods. Reevaluating the region
parameters could improve the spatial relationships between regions. Applying a Principle
Component Analysis or cluster analysis could enhance the regional relationships. The
need for adding more data pre-1951 and post-2015 will help determine long term trends.
More data will also help predictive needs for greater significance.
More quantitative methods involving the relationship between the changes in
precipitation during the full 65 year and decadal timescales with region specific climate
variables will be beneficial in furthering precipitation day research. This could explain
more localized trends in precipitation days. Lastly, using gridded data over point data
may also help with identifying more localized trends.
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