The problem of strict convexity of the Besicovitch-Orlicz space of almost periodic functions is considered here in connection with the Orlicz norm. We give necessary and sufficient conditions in terms of the function φ generating the space.
Introduction
The class of Bohr's almost periodic functions denoted by {u.a.p} was subject to different generalizations. In [1] , A.S. Besicovitch considered this class in the context of the Lebesgue L p -spaces. Later, T.R. Hillmann [3] extended the work [1] to the context of Orlicz spaces, defining the large class of Besicovitch-Orlicz almost periodic functions.
All this work concerned different aspects of structure and topological properties. In [5] , [6] , [7] , we characterized the strict and uniform convexity of this space equipped with the Luxemburg norm.
In this note, we consider the Orlicz norm case and give a characterization of the strict convexity of this space in terms of regularity conditions on the generating function φ.
The results are of the same kind as those known in the classical Orlicz spaces. The methods are however different in many parts since the Orlicz case arguments are not valid in our space. We developed specific technical results in this sense.
Preliminaries

Orlicz functions
Let φ : R → R + be an Orlicz function, i.e. it satisfies the following conditions: φ is even, convex, φ (u) = 0 iff u = 0 and lim
The function φ is said to satisfy the Δ 2 −condition when, there exist K > 2 and u 0 ≥ 0 such that φ (2u) ≤ Kφ (u) , ∀u ≥ u 0 .
An Orlicz function admits, except on a denumerable set, a derivative ϕ : R + → R The derivative ϕ is increasing to infinity and moreover (c.f. [8] ) ,
From [8] , we know that if φ is an Orlicz function then, for each ε > 0 there exists an equivalent Orlicz function φ 1 with a continuous derivative, such that
The function ψ (y) = sup {x |y| − φ (x) , x ≥ 0} is called conjugate to φ, it is an Orlicz function when φ is. The pair (φ, ψ) satisfies the Young's inequality:
Let now φ be strictly convex, then (c.f. [2] ) : for every k > 0, and ε > 0, there exists δ > 0 such that
for all u, v ∈ R satisfying |u| ≤ k, |v| ≤ k and |u − v| ≥ ε.
The Besicovitch-Orlicz space of almost periodic functions
Let M (R) denote the linear set of Lebesgue measurable functions on R. The functional,
is a pseudomodular (c.f. [3] , [7] ). The associated modular space,
is called the Besicovitch-Orlicz space (c.f. [3] , [8] ). This space is usually equipped with the Luxemburg pseudonorm (c.f. [3] , [8] ) ,
Let P be the linear set of all generalized trigonometric polynomials, i.e.;
The Besicovitch-Orlicz space of almost periodic functions denoted by B φ a.p. is the closure of P in B φ (R) with respect to the pseudonorm . B φ :
From [3] , [8] , we know that φ (|f |) ∈ B 1 a.p. when f ∈ B φ a.p. and from a classical result in [1] we deduce the existence of the limit in the expression of ρ B φ (f ) , i.e. :
We denote by {u.a.p} the classical algebra of Bohr's almost periodic functions or, what is the same, the closure of P in the uniform metric. We know that φ (|f |) ∈ {u.a.p} when f ∈ {u.a.p} (c.f. [1] ) .
Furthermore, from [1] we know that M (|f |) > 0 if f ∈ {u.a.p} , f = 0, where
There is at most a denumerable set {λ 1 , λ 2 , ..., λ n , ...} of values of λ ∈ R for which a (λ, f ) = 0, (c.f. [1] , [3] , [8] ) .
Questions concerning the convergence of the formal Fourier series
are not trivial and only partial results are available.
The Bochner approximation result will be of importance in the sequel : For f ∈ B φ a.p., there exists a sequence {σ m (f )} , m ≥ 1 of generalized trigonometric polynomials ( the Bochner-Fejer's approximation polynomials ) of the form,
where the convergence factors {μ m k } depend only on the exponents λ k , k ≥ 1 of the function f and are such that 0 < μ m k ≤ 1.
The sequence {σ m (f )} satisfies moreover these fundamental approximation properties (c.f. [3] , [7] ) :
Let us mention that . B φ is in fact a norm on {u.a.p} . To end this section, as usual in such spaces, one may define in the space B φ a.p. the following Orlicz pseudonorm,
Auxiliary results
Let Σ (R) be the Σ−algebra of Lebesgue measurable subsets of R. We define the set function
where χ A denotes the characteristic set function of A ∈ Σ (R) . Clearly, μ is null on sets with μ−finite measure. Moreover, μ is not σ−additive. As usual, a sequence of Σ−measurable functions {f k } k≥1 is called μ− convergent to f when, for all ε > 0,
From easy computations we can show the following 
φ (a i ) μ (A i ) < +∞ and let f be the periodic extension of f to the whole R (with period τ = 1). Then, there exists a sequence {P m } m≥1 , P m ∈ P such that
Now, we state some technical results that will be used in the sequel :
, [6] , [7] ) Let {f k } k≥1 be a sequence of functions from B φ (R) . We have the following : 
, with α, β and θ from part 1.
Proof.
(1) The proof will consist of two steps.
Let us show first that taking θ ∈ ]0, 1[ there exist β > 0 and T 0 > 0 such that for all T ≥ T 0 there holds :
is not true, there will exist a sequence (T n ) n≥1 , increasing to infinity for which
2T n and thus,
(Here the notation G c is used for the complementary of G ).
Finally, since the limit lim 
where
For, let {P n } n≥1 be the sequence of generalized trigonometric polynomials that converge to f i.e., f − P n B φ → 0, when n → ∞. Take P δ such that
and let ε > 0 be such that δ 2 + Mε < δ. Suppose now that (3.3) is not true. 
we get finally
We now show the result 1 of the proposition. Let δ ∈ ]0, 1[ , put α = φ −1 (1 − δ) and consider the set G = {t ∈ R, α ≤ |f (t)| ≤ β} where β is the constant from (3.2) more precisely : Choose θ as in (3.3) then take θ > θ as in (3.2) and finally β > α as in (3.2) . We get ,
and then,
for T ≥ T 0 and the proof of 1 is finished.
(2) Take α 1 = α 2 , β 1 = α 2 +β and θ 1 = θ 2 then, since {f n } n≥1 is modular convergent to f it is also μ− convergent to f (see 3 of proposition 3.1) , it follows then
The assertion follows immediately.
Lemma 3.3.
Let f ∈ B φ a.p. and E ∈ Σ. Then, the function
Proof.
Let λ 0 > 0 and {λ n } be a sequence of scalars such that lim
It follows that 1 λ n fχ E is modular convergent to
Moreover, we have
for some constant A > 0. From lemma 3.1, it follows directly that
Which means that F is continuous at λ 0
Proof. Let us note that by arguments similar to those used in the Orlicz space case, we may show that,
(1) From the Young's inequality we have
For the opposite inequality, we proceed in several steps :
We suppose first that the derivative ϕ of φ is continuous. Let P ∈ P, then there exists k 0 ∈ ]0, +∞[ such that,
Then, since an Orlicz function increases to infinity with it's derivative (c.f. [2] , [8] ) , we get lim
We now show that F is continuous. For, let k 0 ∈ ]0, +∞[ and {k n } be a sequence of scalars converging to k 0 . Since a trigonometric polynomials is uniformly bounded, we put P ∞ = M . Let ε > 0 be arbitrary, since ϕ is uniformly continuous on the interval 
Considering the case of equality in the Young's inequality we get :
and finally, combining this with (3.5) , it follows that
To prove this equality in the general case of f ∈ B φ a.p., let {P n } be the sequence of Bochner-Fejer's polynomials of the approximation of f. From (3.7) we know that, ∀n ≥ 1, ∃k n ∈ ]0, +∞[ such that
from (3.4) and the properties of the Bochner-Fejer's polynomials (see (1) of 2.2) we get,
and thus k n ≥ 1 2 f B φ = c 1 > 0. Let us show that k n ≤ c 2 , ∀n ≥ 0 for some constant c 2 . Indeed, if this is not the case there exists a subsequence denoted by {k n } increasing to infinity and then 
Indeed, we have by (1) of 2.2,
and then lim
On the other hand, from the inequality
Consider now the case of a discontinuous ϕ. From [8] , we know that for each ε > 0 there exists an equivalent Orlicz function φ 1 with continuous derivative ϕ 1 , more precisely
We have also ( see [3] ) B φ a.p. = B φ1 a.p. as sets and one sees easily that
The same inequality holds for the corresponding norms. Now, since (3.9) is true for φ 1 , using (3.10) we get,
Finally ε > 0 being arbitrary and recalling (3.5), this proves that (3.9) holds in the general case as well. It follows that in all cases we have,
Suppose now that g = ϕ f |f | B φ , then g ∈ {u.a.p.} and using the case of equality in the Young's inequality and the fact that in this case the limit exists, we may write
so that we get ρ B φ f |f | B φ ≤ 1.
To consider the general case of f ∈ B φ a.p., let {P n } be the sequence of BochnerFejer's polynomials of the approximation of f , we have :
But, in view of proposition 3.1 and (1) of 2.2, we can write : 
