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Abstract
We construct a model of quantum gravity in which dimension, topology and geometry of spacetime
are dynamical. The microscopic degree of freedom is a real rectangular matrix whose rows label internal
flavours, and columns label spatial sites. In the limit that the size of the matrix is large, the sites can
collectively form a spatial manifold. The manifold is determined from the pattern of entanglement present
across local Hilbert spaces associated with column vectors of the matrix. With no structure of manifold fixed
in the background, the spacetime gauge symmetry is generalized to a group that includes diffeomorphism
in arbitrary dimensions. The momentum and Hamiltonian that generate the generalized diffeomorphism
obey a first-class constraint algebra at the quantum level. In the classical limit, the constraint algebra of the
general relativity is reproduced as a special case. The first-class nature of the algebra allows one to express
the projection of a quantum state of the matrix to a gauge invariant state as a path integration of dynamical
variables that describe collective fluctuations of the matrix. The collective variables describe dynamics
of emergent spacetime, where multi-fingered times arise as Lagrangian multipliers that enforce the gauge
constraints. If the quantum state has a local structure of entanglement, a smooth spacetime with well-defined
dimension, topology, signature and geometry emerges at the saddle-point, and the spin two mode that
determines the geometry can be identified. We find a saddle-point solution that describes a series of (3+1)-
dimensional de Sitter-like spacetimes with the Lorentzian signature bridged by Euclidean spaces in between.
The phase transitions between spacetimes with different signatures are caused by Lifshitz transitions in
which the pattern of entanglement is rearranged across the system. Fluctuations of the collective variables
are described by bi-local fields that propagate in the spacetime set up by the saddle-point solution.
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I. INTRODUCTION
According to Einstein’s theory of general relativity, gravity originates from dynamical
geometry[1]. While the theory has been extremely successful in explaining a myriad of phenom-
ena in the classical regime, understanding the quantum nature of gravity remains an outstanding
problem[2–17]. One notoriously difficult problem in quantum gravity is to tame quantum fluc-
tuations at short distance scales while preserving the essential aspects of the general relativity at
long distances[18, 19]. The crucial feature that a successful quantum theory of gravity should
reproduce in the continuum limit is the diffeomorphism invariance, which largely fixes the theory
at long distance scales.
Quantizing fluctuations of geometry in a fixed dimension, either in the form of metric or a new
degree of freedom, has provided important insights into quantum gravity. However, this may not
give the complete picture. If metric is dynamical, it is natural to posit that dimension and topology
of spacetime are also dynamical. In the presence of strong quantum fluctuations of geometry, there
is in priori no reason why topology and dimension of spacetime remain well-defined. Ideally, a
full theory of quantum gravity should be able to describe phenomena in which not only geometry
but also dimension and topology evolve dynamically. A background independent theory in the
strongest sense should include all of dimension, topology and geometry as dynamical degrees of
freedom : the entirety of spacetime should emerge[20].
Background independent theories can not be local theories[21] because a fixed notion
of locality can not be defined without specifying dimension, topology and geometry in the
background[22]. Nonetheless, the success of local quantum field theories as a low-energy descrip-
tion of our universe implies that local effective theories should arise as approximate descriptions
within states that describe classical spacetimes[23, 24]. The degree of locality in the effective
theory should be determined with respect to the metric of the classical geometry. Because the
classical geometry is state dependent, so is the locality of the effective field theory. Background
independent theories from which local effective theories emerge, while being non-local in the strict
sense, should have a weaker notion of locality called relative locality[25]. This may be an essential
ingredient that needs to be taken into account in understanding quantum gravity.
The AdS/CFT correspondence[8–10] provides a route to quantum gravity by mapping a quan-
tum field theory without gravity to a string theory that includes dynamical gravity in one higher
dimensional space. Although a background independent non-perturbative formulation of the string
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theory is not known yet, the AdS/CFT correspondence already provides an important clue on the
microscopic origin of gravity : geometry is nothing but a coarse-grained variable that controls en-
tanglement (among other things) of ordinary quantum matter[26–32]. This suggests an approach
to quantum gravity that we adopt in this paper. Here, the fundamental degrees of freedom are
ordinary quantum matter defined on a set. The set is what is to become a spatial manifold, but
it does not have a fixed structure of manifold. Dimension, topology and geometry of the set are
all collective degrees of freedom of the matter defined on the set. In particular, distances between
points in the set are determined from the amount of entanglement between points. Two points
that are strongly (weakly) entangled are deemed to be close (far)[25, 33]. The pattern of entangle-
ment determines the connectivity among points in the set. The connectivity, in turn, determines a
manifold, if its pattern exhibits a local structure.
Within this framework, a Hamiltonian that governs the dynamics of the underlying quantum
matter naturally induces dynamics of collective variables that describe dimension, topology and
geometry of the manifold. As much as the underlying quantum matter is dynamical, the emergent
manifold is fully dynamical. One main goal in this program is to construct a Hamiltonian for
the matter such that the induced Hamiltonian for the collective variables reduces to that of the
general relativity in a classical limit. Such a Hamiltonian must be relatively local if it is to induce
background independent dynamics for the collective variables and admit a local effective theory
description for perturbative fluctuations around semi-classical states[25]. Since geometric distance
is nothing but a collective property of the underlying matter, the effective strength of interactions
between points should be state dependent. In a state that describes a geometry that gives rise to a
small (large) proper distance between two points, the interaction between them should be strong
(weak) in the relatively local Hamiltonian.
Recently, a simple relatively local model has been constructed. In the background independent
model, the collective variables that describe dynamics of dimension, topology and geometry are
classical in the largeN limit, whereN is the number of flavours of underlying quantum matter[34].
In different states, the same Hamiltonian acts as local Hamiltonians defined on manifolds with
different dimensions, topologies and geometries. However, the model is not a theory of gravity yet
because it lacks the diffeomorphism invariance. The goal of this paper is to construct a relatively
local model of quantum gravity. For other related approaches to quantum gravity, see Refs. [33,
35–38].
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A. Conceptual overview
In this section, we provide a conceptual overview without technical details.
i I
j J
k
FIG. 1: Each column of the M ×L matrix represents a point in the set of L sites on the left panel.
At each site, one can define a local Hilbert space spanned by a column of M scalars. Under
SL(L,R) that acts on the matrix from the right, column vectors are linearly superposed to form a
new set of L column vectors. The rotated column vectors define a new set of sites and associated
local Hilbert spaces shown in the right panel. A choice of local Hilbert spaces into which the total
Hilbert space is decomposed is called a frame.
The microscopic degree of freedom of the theory is a real rectangular matrix with M rows
and L columns with M  L  1. While the row index labels internal flavours, the column
index plays the role of sites. Each column defines a local Hilbert space spanned by states of M
real scalars. A choice of such local Hilbert spaces is called a frame. There are multiple ways to
choose a frame as L column vectors can be linearly superposed to form a different set of column
vectors. A set of rotated vectors form a new frame. Rotations of frame that preserve the norm of
the Hilbert space are generated by the special linear group, SL(L,R) that multiplies the matrix
from the right. Once a frame is chosen, the total Hilbert space can be written as a direct product
of the local Hilbert spaces defined in that frame[83]. This is illustrated in Fig. 1.
In a frame, the collection of sites can form a spatial manifold for L 1. However, no structure
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FIG. 2: A state has a local structure in a frame if there exists a mapping r from the set of sites
into a Riemannian manifoldM such that the mutual information between sites i and j is
proportional to e−
d(ri,rj)
ξ to the leading order in d(ri, rj) for any i and j, where d(ri, rj) is the
proper distance between ri and rj in the Riemannian manifold and ξ is a constant.
of manifold, not even its existence, is fixed in the theory. Instead, the existence of spatial manifold
and its structure, if exists, depend on quantum state of the matrix in the following way. Suppose
we compute the mutual informations between all pairs of sites in a frame. The mutual information
between sites i and j is given by Iij = Si+Sj−Si∪j , where SA is the von Neumann entanglement
entropy of subset A. Then we ask if there exists a Riemannian manifold into which the sites can
be embedded such that − ln Iij is proportional to the proper distance between the images of i and
j in the Riemannian manifold to the leading order in the proper distance[84] If there exists such a
Riemannian manifold, we say that the state has a local structure (see Fig. 2). Roughly speaking,
a state with a local structure is a short-range entangled state when viewed as a state defined on a
Riemannian manifold in which sites are embedded. A classical notion of manifold exists only for
states with local structures. Any spatial manifold can emerge in this manner. Some examples are
given in Fig. 4. Here, dimension, topology and proper volume of space are order parameters that
encode different patterns of entanglement.
In order to identify physical Hilbert space, we need to construct constraints that generate gauge
symmetry. We start with the gauge group that generalizes the spatial diffeomorphism. The imme-
diate issue that we face is that the theory does not assume a manifold with fixed dimension and
topology. Because a spatial manifold with any dimension can dynamically arise, the gauge group
must be general enough to include spatial diffeomorphism in arbitrary dimensions. With this in
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mind, we consider O(M)× SL(L,R) symmetry, where the orthogonal group acts on the rows of
the matrix, and the special linear group on the columns. TheO(M) acts on the internal flavour, and
is regarded as a global symmetry of the theory. On the other hand, SL(L,R) acts on the site index,
and is a space symmetry. As SL(L,R) can rotate a frame into any other frame, it can generate
diffeomorphism in any manifold. SL(L,R) generators that give rise to smooth diffeomorphisms
in the continuum limit can be identified in any dimension as is discussed in Sec. III B. Therefore,
we take SL(L,R) as the generalized spatial diffeomorphism group.
An unavoidable consequence of the enlarged gauge symmetry is that SL(L,R) also includes
transformations that are non-local in a given coordinate system chosen by the local structure of a
state. Under an SL(L,R) transformation that mixes two columns through linear superpositions,
the set of local sites is not preserved. A local Hilbert space in one frame is made of linear super-
positions of states defined in multiple local Hilbert spaces in another frame. Since the total Hilbert
space can be written as direct products of local Hilbert spaces in any frame, there is no preferred
frame. Consequently, whether a state has a local structure or not is not gauge invariant. Even if
a state has a local structure of entanglement in one frame, it does not have a local structure in a
rotated frame in general. In order to define a gauge invariant notion of local structure, we first
need to choose a frame in a gauge invariant manner. Although there is no preferred frame fixed
in the background, one can define a set of local Hilbert spaces in terms of physical degrees of
freedom within the theory. This can be done in states in which the O(M) flavour symmetry is
spontaneously broken to a smaller group by a non-zero expectation value in an L×L block of the
M×L rectangular matrix. If the square matrix formed by the L×L block is non-singular, a frame
can be defined in terms of the row vectors in the block. Since it provides a physical reference with
respect to which the notion of local Hilbert spaces are defined, the local structure defined in this
frame is gauge invariant.
To fully specify the physical Hilbert space, one also needs to define a Hamiltonian constraint.
In the general relativity, the Hamiltonian density forms the representation of a scalar density under
the spatial diffeomorphism group. In the present theory, the Hamiltonian should form a representa-
tion under the generalized spatial diffeomorphism group, SL(L,R) . The minimal representation
that an O(M) invariant Hamiltonian forms under SL(L,R) is a rank 2 symmetric tensorial rep-
resentation. Accordingly, the lapse function is generalized to a rank 2 symmetric tensor, which is
called lapse tensor.
In the general relativity, the lapse function controls the lapse of proper time at each location in
8
space, and there are one scalar function worth of ways to generate multi-fingered time evolutions.
In the present theory, there are more ways of generating time evolutions because of the off-diagonal
elements of the lapse tensor. A general lapse tensor can be rotated into a diagonal form using an
SL(L,R) transformation. The off-diagonal elements of the lapse tensor encode the information on
the frame in which lapse tensor is put into a diagonal form. Therefore, the lapse tensor determines
not only the speed of local time evolutions but also the frame in which the time evolution is
generated. In priori, one can describe time evolution in any frame, and there is no preferred
lapse tensor. A gauge invariant notion of time evolution can only be defined in terms of physical
clocks made of dynamical degrees of freedom within the theory. If a set of unentangled clocks are
prepared out of local degrees of freedom in a frame, the Hamiltonian with a lapse tensor diagonal
in that frame should evolve those clocks independently. When the whole system that includes
the clocks and other degrees of freedom is evolved with the Hamiltonian, the evolution of the
other degrees of freedom relative to the local clocks describes the physical time evolution. The
correlation between the evolution of the local clocks and the remaining degrees of freedom is the
gauge invariant content of the theory. Different choices of local clocks give rise to different relative
motions.
In order to make sure that the Hamiltonian is background independent, and evolves unentan-
gled set of clocks independently, the Hamiltonian must be relatively local in the frames in which
the lapse tensor is diagonal. For the background independence, any two sites can couple with
each other as there is no fixed notion of locality. However, the effective strength of coupling be-
tween two sites should be determined from the entanglement present between the sites because the
proper distance between the points is determined from the entanglement. If two points are weakly
(strongly) entangled, the coupling between them are weak (strong). Although this kind of state
dependent evolution generally requires a non-linear action on states, a linear operator can realize
the state dependent locality approximately in the limit that the size of the matrix is large. This
guarantees that two sites that are unentangled remain decoupled to the leading order in the size of
the matrix.
The momentum and Hamiltonian obey a first-class constraint operator algebra. The first-class
nature of the constraint algebra allows one to define the set of gauge invariant states without
introducing additional constraints. However, gauge invariant states are non-normalizable with
respect to the norm defined for the microscopic degree of freedom. All gauge invariant states
have infinite norm because the gauge group, which is non-compact, necessarily generates gauge
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orbits that are unbounded in the phase space. Any state that has a finite norm must break the
gauge symmetry spontaneously. In this case, a natural object to consider is a projection between a
state with a finite norm with a gauge invariant state. This can be viewed as a wavefunction of the
gauge invariant state written in basis states with finite norms. Alternatively, the projection of the
state without gauge invariance toward the gauge invariant state can be implemented by applying
momentum and Hamiltonian constraints. The fact that the state with a finite norm is not gauge
invariant gives rise to a non-trivial evolution as the state is projected toward the gauge invariant
state, where the state with a finite norm plays the role of an initial state defined on a Cauchy
surface. This process can be understood as a time evolution, where multi-fingered times arise as
Lagrangian multipliers that enforce the gauge constraints.
In order to describe the process of gauge projection, it is useful to consider a sub-Hilbert space
that a given ‘initial state’ explores through the evolution generated by gauge transformations. A
sub-Hilbert space that is closed under the operations of the gauge transformations is specified by
global symmetry. Here we consider the sub-Hilbert space in which the O(M) flavour symmetry
is broken to SL × O(N/2) × O(N/2), where SL is the permutation group of the first L flavours
and N = M − N . This specific pattern of broken symmetry is not crucial. Here, this group is
chosen as an example that gives rise to a minimum number of propagating degrees of freedom after
gauge degrees of freedom is removed. One may choose a smaller unbroken symmetry, in which
case there exist more physical degrees of freedom. The sub-Hilbert space with SL × O(N/2) ×
O(N/2) is the kinematic Hilbert space. It is spanned by basis states which are labeled by a set of
collective variables. The collective variables, which are singlets of the unbroken symmetry, control
the pattern of entanglement within the sub-Hilbert space. Accordingly, those collective variables
encode the information on dimension, topology and geometry of the emergent manifold if the
pattern of entanglement has a local structure. Since general states in the sub-Hilbert space can be
faithfully represented as linear superpositions of the basis states labeled by the collective variables,
the dynamics within the sub-Hilbert space is completely captured by the collective variables. In
particular, the momentum and Hamiltonian induce constraints that act on wavefunctions defined
in the space of the collective variables. The induced Hamiltonian for the collective variables is
background independent as the underlying Hamiltonian for the microscopic degree of freedom is
relatively local.
The projection of a state with a finite norm in the kinematic Hilbert space to a gauge invariant
state can be expressed as a path integration over the collective variables that describe fluctua-
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tions of spacetime. In the path integration for the collective variables, spacetimes with differ-
ent dimensions, topologies and geometries are summed over non-perturbatively. In the limit that
M  L  1, the path integration can be replaced with a saddle-point. If the state with a finite
norm has a D-dimensional local structure, a (D + 1)-dimensional spacetime manifold emerges at
the saddle-point. The collective variables, which are bi-local in space, can be viewed as an infinite
tower of local fields that includes a spin 2 mode. In the classical limit, the constraint algebra for
the collective variables reduces to the hypersurface deformation algebra of the general relativity to
the leading order in the gradient expansion if all other modes except for the spin 2 mode is turned
off. From the constraint algebra, one can identify the emergent metric degree of freedom as a com-
posite of the dynamical collective variables. The metric identified from the algebra confirms the
idea that the proper distance between sites is determined from the entanglement such that strongly
entangled sites are physically close to each other. The saddle-point configuration provides a classi-
cal spacetime on which fluctuations of collective variables propagate. The propagating modes are
bi-local fields that are described by an effective theory whose locality is determined with respect
to the classical geometry set by the saddle-point configuration.
The collective variables are kinematically non-local. They can be viewed as an infinite tower
of local fields that include the gravitational degree of freedom and many other degrees of freedom.
The gravitational degree of freedom is a collective mode of the matrix that encodes the inter-site
entanglement in the spin 2 channel. Other degrees of freedom describe collective modes with
different spins. The emergent geometry captures only partial information of the full entanglement
pattern. The higher-spin collective modes describe entanglement of the underlying matrix which
is not captured by the geometry.
B. Outline
Here is an outline of the rest of the paper. In Sec. II, the kinematics of the theory is discussed.
We define the full Hilbert space from which the kinematic Hilbert space and the physical Hilbert
space are to be defined. We also define the inner product, and introduce the notion of frame. In
Sec. III, we first review the Hamiltonian formulation of the general relativity as we will use the
Hamiltonian formalism in this paper. We then construct the generalized momentum and Hamilto-
nian constraints. From an explicit computation of the commutators between the constraints, it is
shown that the constraints obey a first-class operator algebra. In Sec. IV, we define the kinematic
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Fundamental A real rectangular matrix : {ΦAi | 1 ≤ A ≤M, 1 ≤ i ≤ L}
degree of freedom (d.o.f.) A : flavour index, i : site index (M  L 1)
Frame A decomposition of the full Hilbert space
into local Hilbert spaces
Frame rotation SL(L,R) [right multiplication on Φ]
Local structure A pattern of entanglement that exhibits locality
across local Hilbert spaces [Sec. II C]
Flavour symmetry O(M) [left multiplication on Φ]
Kinematic Hilbert space (V ) Space of states with unbroken SL ×O
(
M−L
2
)×O (M−L2 ) ⊂ O(M)
Basis states ofV
∣∣s, t1, t2〉 [ Eqs. (43), (45), (44) ]
s, t1, t2 : collective variables (L× L matrices)
Generators of spacetime Generalized momentum : SL(L,R) transformation [ Eqs. (21), (23) ]
gauge symmetry Generalized Hamiltonian : frame dependent local time translation [ Eq. (33) ]
Constraint algebra (C.A.) First-class operator algebra [ Eqs. (37), (38), (40) ]
C. A. in the classical limit First-class Poisson algebra [ Eqs. (57), (58), (59) ]
Constraints Momentum constraint [ Eq. (66) ] with shift [ Eq. (28) ]
in the continuum limit Hamiltonian constraint [ Eq. (73) ] with lapse [ Eq. (75) ]
Constraint algebra Generalized hypersurface deformation algebra
in the continuum limit [ Eqs. (69), (78), (80) ]
Projection of a state inV Path integration of the collective variables [ Eq. (54) ]
to a gauge invariant state that represents fluctuating spacetime
Emergent metric A composite of the collective variables [ Eqs. (82), (83) ]
Saddle-point equation Eq. (91)
A classical solution A series of de Sitter-like spacetimes
for a generic initial condition bridged by Euclidean spaces [ Fig. 11 ]
A fine-tuned Minkowski spacetimes
classical solution [ Eq. (146) ]
Effective theory Bi-local field theory [ Eq. (155) ]
TABLE I: A roadmap of the paper.
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Hilbert space as the subset of states with unbroken SL ×O(N/2)×O(N/2) flavour symmetry. It
is shown that states that are gauge invariant have infinite norm, and states with finite norms nec-
essarily break the gauge symmetry. The projection of a state with a finite norm in the kinematic
Hilbert space to a gauge invariant state is expressed as a path integration over collective variables
that describe dynamical spacetime. Multi-fingered time evolutions arise as a sum over possible
routes via a state in the kinematic Hilbert space is projected to a gauge invariant state. In Sec. V,
it is shown that the constraint algebra of the present theory reduces to that of the general relativity
in a special case. Based on the algebra that the momentum and Hamiltonian constraints obey in
the continuum limit, the emergent metric degree of freedom is identified in terms of the collective
variables. In the limit that the size of the matrix is large, the dynamical collective variables become
classical. In Sec. VI, the saddle-point equation of motion for the collective variables is derived.
The equation of motion is solved both numerically and analytically in Sec. VII for an initial state
that exhibits a three-dimensional local structure. We find a solution which describes a series of
(3 + 1)-dimensional de Sitter-like spacetimes with the Lorentzian signature which are bridged by
4-dimensional Euclidean spaces. We show that the signature-changing dynamical phase transitions
are caused by Lifshitz transitions in which the dispersion of the collective variables are inverted
dynamically. The spacetime that emerges from a generic initial condition breaks the Lorentz sym-
metry. However, the Minkowski solution can be found with fine-tuning. We derive an effective
theory that describes propagating modes, which are small fluctuations of the collective variables.
We show that bi-local fields propagate in the spacetime determined from the saddle-point config-
uration, obeying local dynamics. In Sec. VIII, we conclude with discussions on connections with
the dS/CFT and AdS/CFT correspondences, and future directions.
Table I is a roadmap to the key concepts and results of the paper.
II. KINEMATICS
A. Hilbert space
We consider an M × L real rectangular matrix, ΦAi with A = 1, 2, ..,M and i = 1, 2, .., L in
the M  L 1 limit. The full Hilbert space is spanned by ∣∣Φ〉 ≡ ⊗i,A∣∣ΦAi〉, where ∣∣ΦAi〉 is the
13
eigenstate of ΦˆAi with eigenvalue Φ
A
i. The inner product between basis states is given by〈
Φ′
∣∣Φ〉 = ∏
i,A
δ
(
Φ
′A
i − ΦAi
)
. (1)
We note that the Fock space spanned by
{∣∣Φ〉} is infinite-dimensional for any M > 0 and L > 0
because
∣∣Φ〉 and ∣∣Φ′〉 are orthogonal unless Φ = Φ′. The conjugate momentum denoted as Πˆi A
satisfies the standard commutation relation,
[
ΦˆAi, Πˆ
j
B
]
= i δji δ
A
B . Φˆ (Πˆ) represents the M × L
(L×M) operator valued matrix.
The row index A is referred to as flavour index. In this paper, we consider a model that has the
O(M) flavour symmetry generated by
TˆAB =
1
2
(
ΦˆAiΠˆ
i
B − ΦˆBiΠˆiA
)
, (2)
where the flavour indices are raised or lowered with the Euclidean metric : ΦˆAi = ΦˆAi. The flavour
symmetry acts on Φ (Π) from the left (right) as
e−i tr{o˜Tˆ} Φˆ ei tr{o˜Tˆ} = O Φˆ,
e−i tr{o˜Tˆ} Πˆ ei tr{o˜Tˆ} = Πˆ O−1, (3)
where o˜ is an anti-symmetric matrix and O = e−o˜ ∈ O(M). General O(M) invariant operators
can be constructed as composites of the following bi-linears,
ΠˆΦˆ, ΠˆΠˆT , ΦˆT Φˆ, (4)
where ΦˆT (ΠˆT ) denotes the transpose of Φˆ (Πˆ). Products of operator valued matrices are defined
in the usual way, e.g., (ΠˆΦˆ)ij = Πˆ
i
AΦˆ
A
j . Henceforth, all repeated indices are understood to be
summed over unless mentioned otherwise.
B. Frame
The column index i is referred to as site index as it labels points of space in the model of gravity
to be constructed. Once we identify i as a site index, it is natural to write the total Hilbert space as
a direct product of local Hilbert spaces as
H = ⊗iHi, (5)
14
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FIG. 3: The total Hilbert space can be written as a direct product of local Hilbert spaces in a
frame. A frame is given by L linearly independent basis vectors that form an L-dimensional
parallelepiped with the unit Euclidean volume in RL. Each basis vector determines a local Hilbert
space. Under a special linear transformation, a frame can be rotated into another frame, which
defines a new set of local Hilbert spaces.
whereHi is the local Hilbert space spanned by⊗A
∣∣ΦAi 〉. Such a decomposition of the total Hilbert
space is called a frame. In a given frame, each site is associated with an infinite-dimensional local
Hilbert space spanned by basis states, each of which is labeled by an O(M) vector. In the limit
that both M and L are large, a manifold with any spatial dimension can emerge as will be shown
in the next section. This is a key difference from other approaches to quantum gravity in which
local Hilbert space is tailored for a specific space dimension.
The total Hilbert space can be decomposed in different frames. For example, one can use a
different set of basis states that are related to the original basis states through∣∣Φ) ≡ ∣∣Φ˜〉, (6)
where Φ˜Ai = g
I
i Φ
A
I and g ∈ SL(L,R). Eq. (6) should be understood as a change of basis in the
infinite dimensional Fock space. The inner product is preserved because(
Φ
∣∣Φ′) = ∏
A
∏
i
δ
(
gIi (Φ
A
I − Φ
′A
I)
)
=
∏
I,A
δ
(
Φ
′A
I − ΦAI
)
, (7)
where det g = 1 is used. This allows one to represent
∣∣Φ) = ⊗A,I∣∣ΦAI), where ⊗A∣∣ΦAI) spans
the local Hilbert space H′I at site I in the rotated frame. The total Hilbert space can be written as
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a direct product of the local Hilbert spaces in the rotated frame as H = ⊗IH′I .
A frame, denoted as X , is defined by a set of L linearly independent row vectors in RL :
X = {~e i ∈ RL∣∣V (~e 1, ~e 2, .., ~e L) = 1, i = 1, 2, .., L}, where V (~e 1, ~e 2, .., ~e L) is the Euclidean
volume of the parallelepiped formed by the L vectors. This is illustrated in Fig. 3. If X is a
frame, Xg = {~e ig
∣∣i = 1, 2, .., L} is also a frame for any g ∈ SL(L,R). A frame defines a set
of local Hilbert spaces of which the total Hilbert is decomposed as a direct product. Associated
with a frame, one can define a set of local observers : a local observer at site i in frame X has
access to HXi , where HXi is the local Hilbert space defined at site i in frame X . The Hilbert
space accessible to a local observer in one frame is comprised of linear superpositions of states
accessible to multiple local observers in another frame. There is a priori no preferred frame and
thus no preferred set of local observers.
C. Local structure
In a given frame, one can define entanglement formed across local Hilbert spaces. In the pres-
ence of a local structure of entanglement, a spatial manifold can be defined from the pattern of
entanglement. A state is defined to have a local structure in a frame if there exists a mapping from
the sites to a Riemannian manifold such that the mutual information between any two sites decays
exponentially in the proper distance between the images of the sites in the Riemannian manifold
to the leading order in the proper distance (see Fig. 2)[85]. The dimension, topology and metric
of the manifold are collective properties of a state. A state with a local structure can be regarded
as a short-range entangled state with respect to the corresponding spatial manifold. For general
states, local structure does not exist. The existence of local structure is a dynamical property that
only a sub-set of states possess. Dimension, topology and geometry are order parameters that dif-
ferentiate different local structures. Just as the vacuum expectation value of a field can be used an
order parameter that characterizes symmetry of states in quantum field theories, dimension, topol-
ogy and geometry in the present theory represent a set of coarse-grained data that characterize the
macroscopic structure of quantum states. Dimension and topology form discrete order parame-
ters, and two states with different dimensions or topologies can not be smoothly deformed to each
other. On the other hand, geometry quantifies finer patterns of entanglement present across local
Hilbert spaces.
In order to illustrate the idea, we consider a set of O(M) invariant states labeled by a collective
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variable,
∣∣t〉 = ∫ dΦ eitijΦAiΦAj ∣∣Φ〉, (8)
where tij is a complex L × L collective variable. Here ∫ dΦ ≡ ∏i,A ∫∞−∞ dΦAi. The state is
normalizable as far as the eigenvalues of the L × L matrix, tij lie within the upper half of the
complex plane. If tij is diagonal,
∣∣t〉 represents a direct product state with no entanglement. In
order to see how off-diagonal elements of t is related to inter-site entanglement, we compute
the mutual information between two sites for Eq. (8). For states that are close to the direct
product state, the mutual information can be computed perturbatively in
∣∣∣ tijImtii ∣∣∣  1. An explicit
calculation shows that the mutual information between sites i and j is given by[39]
Iij = 2M
(
− ln |t
ij|2
4ImtiiImtjj
+ 1
) |tij|2
4ImtiiImtjj
+ ... (9)
to the leading order in t
ij
Imtii
. Eq. (9) shows that tij that connects sites i and j creates the mutual
information between the sites to the lowest order. The ellipsis in Eq. (9) represents the higher
order mutual information formed through chains of link variables that connect i and j through
other sites,
∑
n+m>0
∑
k1,..,kn
∑
l1,..,lm
tik1(
∏n−1
a=1 t
kaka+1)tknjtjl1(
∏m−1
b=1 t
lblb+1)tlmi
tii tjj (
∏n
a=1 t
kaka) (
∏m
b=1 t
lblb)
. Sites that are not
directed connected by a non-zero collective variable are entangled via multiple legs of the bi-local
collective variables. The off-diagonal elements of the collective variable describe ‘bonds’ that
create inter-site entanglement, where the strength of the bond between sites i and j is proportional
to the magnitude of tij . If the short-ranged entanglement bonds form a regular lattice (similar
to the way a lattice is formed by chemical bonds in solids), the corresponding state has a local
structure that exhibits a manifold with a well-defined dimension and topology. We will later see
how the emergent geometry is determined from the collective variables as well. Intuitively, the
geometry is determined such that the proper distance between two points gets smaller if the two
points are connected by stronger entanglement bonds (larger tij).
The same set of sites can exhibit manifolds with different dimensions, topologies and geome-
tries, depending on the pattern of entanglement. Let us consider a few examples of states with
local structures. As a first example, we consider the state in Eq. (8) with
tij = i
(
δij + δ|i−j|,1
)
(10)
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FIG. 4: The panels (a) and (b) represent states in Eq. (8) with local structures given by Eq. (10)
and Eq. (12), respectively. In the figures on the left, the dots represent sites in a frame, and the
links represent entanglement bonds formed by bi-local collective variable, tij . The dashed lines
represent mappings from sites to manifolds. In the figures on the right, the grey area around ri
denotes the region of coordinate volume Vi assigned to site i in the manifold. The dimension and
topology of the manifold in which the local structure is manifest are determined from the pattern
of entanglement bonds. In the large L limit, the proper distances between sites 1 and L in states
(a) and (b) scale as O(L) and O(1) respectively due to different local entanglement structures.
for  1. In this state, nearest neighbour entanglement bonds form an open chain. For this state,
the local structure is manifest in the one-dimensional coordinate system,
rj = j. (11)
The emergent one-dimensional space has the topology of a line segment, [0, 1]. In particular, the
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physical distance between the first site and the last site is very far due to the weak entanglement.
If one creates a direct entanglement bond between sites 1 and L by adding t1L = i to Eq. (10),
the two sites become neighbours. As a consequence, the topology of the space changes to S1.
As a second example, let us consider the collective variable given by
tij = i
(
δij + δ√(r1i−r1j )2+(r2i−r2j )2,1
)
, (12)
where
(r1j , r
2
j ) =
(
j mod
√
L,
∥∥∥∥j − 1√L
∥∥∥∥+ 1) (13)
with ‖x‖ being the largest integer equal to or smaller than x. In this state, the entanglement bonds
form a square lattice. It exhibits a two-dimensional local structure with the topology of a disk. Eq.
(13) is a natural coordinate system in which the local structure is manifest. These are illustrated
in Fig. 4. These examples illustrate the fact that dimension and topology of space are nothing
but collective variables of the underlying matrix. In Sec. VII, we will show how the geometry is
determined from the collective variables.
The existence of local structure depends on the choice of frame. Under a change of frame, the
collective variable is transformed as t′IJ = gIi g
J
j t
ij , where g ∈ SL(L,R). Even if a state exhibits a
local entanglement structure in one frame, it does not have a local structure in another frame if the
latter is related to the former through a transformation that is non-local with respect to the locality
defined in one frame. Generic states with bonds that form a global network do not exhibit a local
structure.
III. GAUGE SYMMETRY
In this section, we construct the generators of the gauge symmetry that generalizes the space-
time diffeomorphism of the general relativity. Since we are going to use the Hamiltonian formal-
ism, we first review the Hamiltonian formulation of the general relativity.
A. Review of the Hamiltonian formalism of the general relativity
In (3 + 1) dimensions, the action of the general relativity can be written as[40]
S =
∫
dτd3r
[
piµν∂τgµν − ξµ(r)Pµ(r)− θ(r)H(r)
]
. (14)
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Here a four-dimensional spacetime is decomposed into a stack of three-dimensional spatial mani-
folds that are labeled by coordinate time τ . A point within each time slice is labeled by r. gµν and
piµν with µ, ν = 1, 2, 3 are the spatial metric and its conjugate variable, respectively. The sym-
plectic form in Eq. (14) defines the Poisson bracket, {gµν(r), piρσ(r′)}PB = δρσµνδ(r − r′), where
δρσµν =
1
2
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)
. Pµ(r) is the momentum density that generates spatial diffeomorphism
within a spatial manifold. ξµ(r) is the shift that specifies an infinitesimal spatial diffeomorphism.
H(r) is the Hamiltonian density that generates local time translation. θ(r) is the lapse that deter-
mines the position dependent time translation. The shift and the lapse can be chosen arbitrarily.
Consequently, the momentum and Hamiltonian,
P
[
~ξ
]
=
∫
d3r ξµ(r)Pµ(r),
H [θ] =
∫
d3r θ(r)H(r) (15)
become constraints. The key property of the general relativity is that the entire dynamics is gener-
ated by the constraints that satisfy the hypersurface deformation algebra[41],{
P
[
~ξ1
]
, P
[
~ξ2
]}
PB
= P
[
L~ξ1
~ξ2
]
, (16){
P
[
~ξ
]
, H [θ]
}
PB
= H
[
L~ξ θ
]
, (17){
H [θ1] , H [θ2]
}
PB
= P
[
~ξθ1,θ2
]
. (18)
HereL~ξ represents the Lie derivative with respect to the vector field ~ξ and
ξµθ1,θ2 = −Sgµν (θ1∇νθ2 − θ2∇νθ1) . (19)
The signature of spacetime is chosen to be (S,+,+,+). For a Lorentzian (Euclidean) space-
time, S = −1(+1). Eq. (16) and Eq. (17) denote the fact that Pµ(r) and H(r) transform
as a vector density and a scalar density respectively under a spatial diffeomorphism. These
two are purely kinematic. On the other hand, Eq. (18) implies that two successive infinites-
imal local time translations performed in different orders are related to each other through a
spatial diffeomorphism. Under an infinitesimal time translation generated by lapse θ1, a gen-
eral phase space function f(g, pi) evolves into f + {f,H[θ1]}PB + 22 {{f,H[θ1]}PB, H[θ1]}PB
to the second order in . A consecutive time evolution generated by lapse θ2 gives f +
{f,H[θ1]}PB + {f,H[θ2]}PB + 22 {{f,H[θ1]}PB, H[θ1]}PB + 
2
2
{{f,H[θ2]}PB, H[θ2]}PB +
2{{f,H[θ1]}PB, H[θ2]}PB. The time translations applied in the opposite order results in
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a different outcome, f + {f,H[θ2]}PB + {f,H[θ1]}PB + 22 {{f,H[θ2]}PB, H[θ2]}PB +
2
2
{{f,H[θ1]}PB, H[θ1]}PB + 2{{f,H[θ2]}PB, H[θ1]}PB. The discrepancy between the two is
generated by the shift given in Eq. (19) to the order of 2 due to the Jacobi identity. This relation
has some dynamical information because Eq. (19) depends on the spatial metric and the signature
of spacetime. In other words, the discrepancy is compensated by different shifts in different states.
This will be important in identifying the emergent metric degree of freedom in our theory later in
this paper.
The Hamiltonian and momentum form the first-class constraint algebra classically, which is
crucial to guarantee that the constraints are preserved under the evolution generated by the con-
straints themselves. The constraint algebra largely fixes the form of the Einstein-Hilbert action.
Up to two derivative order, the Einstein-Hilbert action is the only theory that satisfies Eqs. (16),
(17) and (18) [41, 42]. In quantum gravity, the constraints are to be promoted to operators that sat-
isfy a first-class operator algebra. The challenge is to regularize the constraints in a way that they
satisfy a first-class algebra at the quantum level which is reduced to Eq. (16)-(18) in the classical
limit.
In the following two subsections, we construct momentum and Hamiltonian constraints that
generate generalized spacetime diffeomorphism in the absence of manifold with fixed dimension
and topology. We impose the O(M) flavour symmetry, and the constraints are built out of the
bi-linears in Eq. (4).
B. Momentum constraint
Because dimension and topology of spatial manifold are not fixed, spatial diffeomorphism
needs to be generalized to a group that includes diffeomorphism in any dimension in the limit that
L is large. For any pair of sites i and j, there should exist a generator that maps i to j because
there are states with local structures in which the two sites are close to each other. The desired
gauge group is the special linear group (SL(L,R) ) introduced in Sec. II B that generates rotations
of frame.
The first operator in Eq. (4) generates the general linear transformation. The Hermitian gener-
ator of GL(L,R) is given by
Gˆij =
1
2
(
Πˆi AΦˆ
A
j + Φˆ
A
jΠˆ
i
A
)
, (20)
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where i, j = 1, 2, ..., L. The GL(L,R) generators can be decomposed into (L2− 1) generators for
SL(L,R) ,
Gˆij = Gˆ
i
j − 1LGˆkkδij, (21)
and one for the global dilatation,
Gˆ0 =
1
L
Gˆkk. (22)
Because the inner product is preserved under SL(L,R) as is shown in Eq. (7), we pick SL(L,R)
as the gauge group that generalizes the spatial diffeomorphism. SL(L,R) generators can be writ-
ten as
Gˆy = tr
{
Gˆy
}
, (23)
where y is a traceless L × L real matrix. The SL(L,R) transformations act on Φ (Π) from the
right (left) as
e−iGˆy Φˆ eiGˆy = Φˆ gy,
e−iGˆy Πˆ eiGˆy = g−1y Πˆ, (24)
where gy = e−y ∈ SL(L,R) . Under SL(L,R) , Φ (Π) transforms covariantly (contravariantly).
Now we examine how SL(L,R) acts on the matrix in states which have local structures. In
the presence of a local structure, one can define a manifold into which sites are embedded. Let ri
represent the point in the spatial manifold associated with site i. The matrix ΦAi is then viewed as
a field ΦA(ri) defined at position ri. For an infinitesimal SL(L,R) transformation with gy = e−y
in Eq. (24), the field transforms as
Φ
′A(ri) = Φ
A(ri)− 
∑
j
ΦA(rj)y
j
i. (25)
Let us consider field configurations that change slowly on the manifold in the continuum limit with
L 1. In this case, a gradient expansion can be used to write ΦA(rj) = ΦA(ri) + ∂µΦA(ri)(rµj −
rµi ) + .. [86], and Eq. (25) becomes
Φ
′A(ri)− ΦA(ri) = −ζy(ri)ΦA(ri)− ξµy (ri)∂µΦA(ri) + ... (26)
Here
ζy(ri) =
∑
j
yji, (27)
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ξµy (ri) =
∑
j
yji(r
µ
j − rµi ) (28)
represents a scalar and a vector fields, respectively, associated with y. In Eq. (26), ... represent
higher derivative terms. The scalar field determines the position dependent rescaling of the field
(Weyl transformation)[43]. The vector field describes spatial diffeomorphism. To the first deriva-
tive order, Eq. (26) is precisely how a scalar field transforms under the Weyl transformation and
the spatial diffeomorphism. While the former is an internal gauge symmetry, the latter is defined
with reference to the manifold associated with the state. We note that the Weyl symmetry and
the spatial diffeomorphism is a part of the larger gauge symmetry generated by SL(L,R) . The
generalized momentum constraint includes other gauge transformations associated with the higher
derivative terms in Eq. (26). Some of the extra gauge symmetry act non-locally with respect to the
manifold selected by a state. They generate smooth diffeomorphism in different manifolds associ-
ated with states with different local structures. Namely, smooth diffeomorphisms acting locally in
one manifold act non-locally in another manifold with different dimension and topology. Because
there is no pre-determined manifold, the gauge symmetry should include all of them. The presence
of extra gauge symmetry also plays an important role in determining the physical degrees of free-
dom of the theory, as will be discussed in Sec. IV D. We call Gˆ and y the momentum constraint
and the shift tensor, respectively.
A few remarks are in order. First, the diffeomorphism induced by SL(L,R) is an active trans-
formation. Eq. (26) shows how the field is actively ‘dragged’ under SL(L,R) in a fixed coordinate
system. Second, SL(L,R) includes smooth diffeomorphism of any dimension in the large L limit.
Once a D-dimensional coordinate system is chosen by the local structure of a state, there exists a
set of shift tensors that generate general diffeomorphism in D-dimensional. For example, the state
in Eq. (8) with Eq. (10) has the one-dimensional local structure. The shift tensor given by
yji =
ξi
2
(δj,i+1 − δj,i−1) (29)
gives rise to a vector field ξ(ri) = ξi in the coordinate system given by Eq. (11). This generates
an one-dimensional diffeomorphism in the continuum limit. The state with Eq. (12) has a two-
dimensional local structure which is manifest in the coordinate system given by Eq. (13). The
shift tensor,
yji =
ξ1i
2
(
δr1j ,r1i+1 − δr1j ,r1i−1
)
δr2j ,r2i +
ξ2i
2
(
δr2j ,r2i+1 − δr2j ,r2i−1
)
δr1j ,r1i (30)
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gives rise to a two-dimensional diffeomorphism generated by the vector field ξµ(ri) = (ξ1i , ξ
2
i )
on the two-dimensional manifold in the continuum limit. These examples show that SL(L,R)
include general diffeomorphism in arbitrary dimensions. Third, D-dimensional diffeomorphisms
act locally only in states with a D-dimensional local structure. In general, a SL(L,R) transforma-
tion that generates a D-dimensional diffeomorphism acts as a non-local transformation in states
with local structures with different dimensions. For example, the shift tensor in Eq. (30) generates
a non-local transformation in the one-dimensional manifold given by Eq. (11), while it generates
a local diffeomorphism in the two-dimensional manifold in Eq. (13). A transformation that maps
site 1 to site L is quasi-local in Fig. 4(b) but non-local in Fig. 4(a) in the continuum limit.
C. Hamiltonian constraint
Having identified the generator for the spatial diffeomorphism, we now construct the Hamil-
tonian density. In the general relativity, the Hamiltonian density forms a representation of scalar
density under spatial diffeomorphism. Each element in the representation generates one of many-
fingered time translations. In the present theory, Hamiltonian should form a representation of
SL(L,R) . Given that the column indices of the matrix play the role of sites in the present theory,
one may expect that Hamiltonian density forms a vectorial representation of SL(L,R) . How-
ever, there is no O(M) invariant operator that forms a vectorial representation. This is because all
O(M) invariant operators should be constructed from the bi-linears in Eq. (4). To be concrete,
we first consider the usual O(M) invariant kinetic operator localized at a site, hii =
∑
A Πˆ
i
AΠˆ
i
A
as a candidate for the Hamiltonian density (here, i is not summed over). The problem is that the
set of {hii∣∣i = 1, 2, .., L} does not form a representation of SL(L,R) . Under SL(L,R) , the
ultra-local kinetic term is transformed to e−iGˆy hii eiGˆy =
∑
k,l
∑
A
(
g−1y
)i
k
(
g−1y
)i
l
hkl, which is
not ultra-local any more. This underlines the fact that the notion of locality is frame dependent.
Even if the kinetic term is local in one frame, it is generally not in other frames. In order to con-
struct a kinetic term that forms a representation of SL(L,R) , we need to include the full L × L
matrix, ΠˆΠˆT which forms a rank 2 contravariant symmetric representation of SL(L,R) . The most
general kinetic operator is labeled by a rank 2 symmetric tensor v as
hˆ1,v = tr
{
ΠˆΠˆTv
}
. (31)
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It is reminded that the trace in Eq. (31) sums over both the flavour and the site indices. In
the component form, Eq. (31) reads
∑
A
∑
i,j Πˆ
i
AΠˆ
j
Avji. Under SL(L,R) , v transforms as
v → g−1Ty vg−1y . The set of hˆ1,v with symmetric v forms a representation under SL(L,R) . We
refer to v as the lapse tensor as it plays the role of the lapse function in the general relativity.
Before we discuss the meaning of the lapse tensor further, let us complete the construction of
the Hamiltonian. We need to add a hopping operator that becomes gradient term (|∇Φ|2) in the
continuum limit. As a part of the Hamiltonian that is added to Eq. (31), it should also form a rank 2
symmetric contravariant tensorial representation of SL(L,R) . The bilinear, ΦAiΦAj is a candidate
of the hopping term, but it is a covariant tensor not a contravariant tensor. In order to convert it
into a contravariant tensor, the site indices should be raised with ΠˆΠˆT . The minimal hopping term
that includes ΦAiΦ
A
j and transforms in the desired representation is
hˆ2,v =
1
M2
tr
{
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆTv
}
. (32)
The factor of M−2 is introduced in Eq. (32) to make sure that both hˆ1,v and hˆ2,v scale as O(M) in
the large M limit. We combine hˆ1,v and hˆ2,v to write the Hamiltonian as Hˆv = α˜1hˆ1,v + α˜2hˆ2,v,
where α˜1 and α˜2 are dimensionless parameters. We choose α˜2 > 0 such that the Hamiltonian is
bounded from below for large Π. Furthermore, α˜1 < 0 is chosen so that the space of configurations
that satisfy the constraint Hˆv = 0 is non-trivial in the classical limit[87]. Without loss of generality,
one can set α˜1 = −1. The full Hamiltonian with lapse tensor v is written as
Hˆv = tr
{(
−ΠˆΠˆT + α˜
M2
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆT
)
v
}
. (33)
In order to understand the meaning of the Hamiltonian, it is convenient to go to the frame in
which the lapse tensor is diagonal. A non-singular lapse tensor can be written as
v = nvg
T
v Svgv, (34)
where nv is a positive number, gv ∈ SL(L,R) and Sv is a diagonal matrix whose elements are
either 1 or −1. See Appendix A for the proof. Then, Eq. (33) can be written as
Hˆv = nv
∑
i
Si
[
−Πˆ′iAΠˆ
′i
A +
α˜
M2
∑
j,k
Πˆ
′i
AΠˆ
′j
AΦˆ
′B
jΦˆ
′B
kΠˆ
′k
CΠˆ
′i
C
]
, (35)
where Φˆ′ = Φˆg−1v and Πˆ
′ = gvΠˆ. Henceforth, let us omit the prime signs. Here Si determines
the direction of local time evolution at each site i. The first term in the bracket of Eq. (35) is
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FIG. 5: The local Hamiltonian density defined at site i in Eq. (35) includes hoppings between
sites j and k which are connected through i via two entanglement bonds. The hopping amplitude
is proportional to the product of
(
ΠˆΠˆT
)ij
and
(
ΠˆΠˆT
)ki
.
an ultra-local kinetic term. The second term describes a hopping process, where a particle jumps
from sites j to k (and vice versa) with a hopping amplitude proportional to (ΠˆjAΠˆ
i
A)(Πˆ
i
CΠˆ
k
C).
The hopping amplitude between two sites is given by the amplitudes of bi-local operators that
connect the two sites through a third site i as is shown in Fig. 5. In the large M limit, the bi-linear
operator (ΠˆjAΠˆ
i
A) has a well-defined expectation value for O(M) invariant states. For the state in
Eq. (8), the expectation value of the bi-local operator is given by the collective variable
1
M
〈
t
∣∣(ΠˆjAΠˆiA)∣∣t〉〈
t
∣∣t〉 = −2i(t−1 − t∗−1)−1ij . (36)
The collective variable tij in turn controls the mutual information between sites i and j through
Eq. (9). Therefore, Eq. (35) describes a relatively local kinetic term whose hopping amplitude is
determined from the entanglement present between sites[25, 34]. Because entanglement is state
dependent, so are the hopping amplitudes and the graph that is formed by the network of hopping
amplitudes. Since the underlying matrix is dynamical, the emergent manifold that is formed by
the entanglement bonds is fully dynamical. In a globally entangled state, the Hamiltonian acts as
a non-local Hamiltonian with global hoppings. In a state with a local structure, the Hamiltonian
acts as a local Hamiltonian in the corresponding dimension set by the local structure[88]. For this
reason, the dimension, topology and geometry are all dynamical in this theory[89].
For each choice of the lapse tensor, the Hamiltonian is relatively local in the frame in which
the lapse tensor is diagonal. The gauge freedom in the choice of lapse tensor includes not only the
freedom to choose site dependent speed of time evolution in a given frame[90] but also the freedom
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FIG. 6: (a) In the general relativity, one can evolve a state defined on a Cauchy surface such that
clocks at different locations in space run at different rates. This freedom of choosing space
dependent lapse of time gives rise to the multi-fingered time evolutions. In the figure,
∣∣q1〉 and∣∣q2〉 represent the clock degrees of freedom localized at sites 1 and 2 respectively. (b) In the
present theory, there is a larger gauge freedom. One not only has a freedom to choose different
rates for a given set of clocks, but also has a freedom to construct a whole different set of clocks
out of degrees of freedom defined at multiple sites through linear superpositions. This extra
freedom is encoded in the off-diagonal elements of the lapse tensor that rotates frame in Eq. (34).
In priori, there is no preferred frame in which the clocks are defined. In order to define a time
evolution in a meaningful way, one has to define a set of clocks out of physical degrees of
freedom within the theory and describe evolution of other degrees of freedom relative to the local
evolution of the physical clocks.
to rotate the frame in which the lapse tensor is diagonal. The space of lapse tensors in the present
theory is much larger than that of lapse functions in the general relativity. In the general relativity,
the rate of local time flow can be chosen independently at each site. In the presence of L sites,
this would give rise to L independent directions of multi-fingered time evolutions. In the present
theory, there are L(L+1)
2
independent parameters in the lapse tensor. The extra L(L−1)
2
off-diagonal
elements come from the freedom to rotate frames. As a result, the notion of the many-fingered
time evolutions is generalized to a greater extent. This is illustrated in Fig. 6.
In the general relativity, one can choose any lapse function to evolve a state defined on a time
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slice to a next time slice. In the presence of physical degrees of freedom which can be used to
construct a set of local clocks, one can define a lapse function with respect to the clocks. For
example, one can use radioactive atoms distributed over space as local clocks, and choose lapse
such that the density of decayed atoms follow a specific profile in each time slices. In the present
theory, one can follow time evolution in any frame by choosing general lapse tensor with off-
diagonal elements. This gives rise to a larger gauge freedom. In the presence of physical degrees
of freedom out of which a set of clocks can be constructed, one can choose a frame in which
those clocks are local. If those clocks are initially unentangled, the lapse tensor that is diagonal in
that frame evolves the clocks independently to the leading order in M . The time evolution of the
remaining degrees of freedom generated by this Hamiltonian describes their evolution relative to
the set of local clocks that tick independently. The relative motion of the other degrees of freedom
measured against a chosen set of local clocks is the gauge invariant prediction of the theory. An
example will be discussed in Sec. IV B.
D. First-class constraint algebra
The momentum and Hamiltonian constraints in Eqs. (23) and (33) should be compared with
P
[
~ξ
]
and H [θ] respectively in Eq. (15). y and v in the present theory play the role of ξµ(r) and
θ(r) of the general relativity. Just as ξµ(r) and θ(r) are the Lagrangian multipliers that enforce
Pµ(r)
∣∣Ψ〉 = 0 andH(r)∣∣Ψ〉 = 0 for a gauge invariant state at every point r, yji and vij enforce
Gˆij
∣∣Ψ〉 = 0 and (−ΠˆΠˆT + α˜
M2
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆT
)ij ∣∣Ψ〉 = 0 for every i and j, where ∣∣Ψ〉 is a gauge
invariant state of the matrix Φ.
In order for the momentum and Hamiltonian constraints to generate consistent gauge transfor-
mations of quantum gravity, they should satisfy a first-class constraint algebra. In this section, we
check the algebra that momentum and Hamiltonian satisfy. The commutator between an operator
and SL(L,R) generators is fixed by the representation that the operator forms under SL(L,R) .
Φ and Π form the covariant and contravariant vectorial representations respectively as is shown in
Eq. (24). Gˆ and Hˆ are rank 2 mixed tensor and contravariant tensors respectively. This fixes their
commutators with Gˆ to be [
Gˆx, Gˆy
]
= iGˆ(yx−xy), (37)[
Gˆx, Hˆv
]
= iHˆvx+xT v. (38)
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The commutator between Hamiltonians is more complicated. But, the form of the Hamiltonian in
Eq. (33) suggests that the commutator is proportional to the generators of GL(L,R) because the
only non-trivial commutator arises from[
(ΦˆT Φˆ)ij, (ΠˆΠˆ
T )lm
]
= 4iGˆ
[l
[iδ
m]
j] , (39)
where Gˆ[l[iδ
m]
j] =
1
4
(
Gˆliδ
m
j + Gˆ
l
jδ
m
i + Gˆ
m
i δ
l
j + Gˆ
m
j δ
l
i
)
. An explicit calculation shows that the
commutator actually depends only on the SL(L,R) generator and the Hamiltonian itself (see
Appendix C),[
Hˆu, Hˆv
]
= −i 4α˜
M2
tr
{[
(ΠˆΠˆT )u(ΠˆΠˆT )v − (ΠˆΠˆT )v(ΠˆΠˆT )u
]
Gˆ
}
+i
4α˜2
M4
unkvn′k′
[
−(ΠˆΠˆT )kl(ΦˆT Φˆ)li(ΠˆΠˆT )k′i′(ΠˆΠˆT )j′n′δnj
+(ΠˆΠˆT )ki
′
(ΦˆT Φˆ)jl(ΠˆΠˆ
T )ln
′
(ΠˆΠˆT )j
′nδk
′
i
+(ΠˆΠˆT )ki
′
(ΠˆΠˆT )k
′l(ΦˆT Φˆ)li(ΠˆΠˆ
T )j
′nδn
′
j
−(ΠˆΠˆT )k′i′(ΠˆΠˆT )j′n′(ΦˆT Φˆ)jl(ΠˆΠˆT )lnδki
+M(ΠˆΠˆT )ki
′
(ΠˆΠˆT )j
′n′δk
′
i δ
n
j + (M + 2)(ΠˆΠˆ
T )ki
′
(ΠˆΠˆT )k
′nδj
′
i δ
n′
j
+2(ΠˆΠˆT )ki
′
(ΠˆΠˆT )j
′nδk
′
i δ
n′
j − 2(ΠˆΠˆT )kn
′
(ΠˆΠˆT )k
′i′δj
′
i δ
n
j
−2(ΠˆΠˆT )kn′(ΠˆΠˆT )j′i′δk′i δnj − 2(ΠˆΠˆT )nk(ΠˆΠˆT )n
′i′δj
′
i δ
k′
j
]
Gˆ
[i
[i′δ
j]
j′]
+
α˜
M2
[
(M − 2) tr
{
(vΠˆΠˆTu− uΠˆΠˆTv)Hˆ
}
+ 4
(
tr
{
ΠˆΠˆTv
}
tr
{
Hˆu
}
− tr
{
ΠˆΠˆTu
}
tr
{
Hˆv
})]
, (40)
where Gˆ[l[iδ
m]
j] =
1
4
(
Gˆliδ
m
j + Gˆ
l
jδ
m
i + Gˆ
m
i δ
l
j + Gˆ
m
j δ
l
i
)
. It is noted that (ΠˆΠˆT ), (ΦˆT Φˆ), Gˆ, Hˆ ∼
O(M) in the large M limit. The first two terms in Eq. (40) are O(M). The last term that depends
on Hˆ is O(1), and is sub-leading in the large M limit[91]. The last term is generated as operators
are ordered such that Gˆ appears at the far right in the first two terms. This ordering makes it
manifest that states annihilated by Gˆ and Hˆ are automatically annihilated by their commutators.
Therefore, no additional constraints are needed to define the space of gauge invariant states. In
short, the momentum and Hamiltonian constraints form a first class algebra[45]. We note that
the first class algebra summarized in Eqs. (37), (38) and (40) is the operator algebra that holds
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independent of states. For example, physical states that are annihilated by the constraints may or
may not have the O(M) flavour symmetry.
IV. PATH INTEGRAL REPRESENTATION OF STATE PROJECTION
A. Projection
The momentum and Hamiltonian are generators of gauge transformations. The physical Hilbert
space is given by the set of gauge invariant states. Let
∣∣0〉 be a gauge invariant state which satisfies
Gˆy
∣∣0〉 = Hˆv∣∣0〉 = 0 (41)
for any choice of y, v. An example of gauge invariant states is
∫
DΦ
∣∣Φ〉. However, this state has
infinite norm with respect to the inner product defined in Eq. (1). This is a property that all gauge
invariant states share. Gauge invariant states are non-normalizable because the Hilbert space and
the gauge group are both non-compact. Wavefunctions of gauge invariant states are necessarily
extended over unbounded regions in the phase space as is proven in Appendix B.
On the other hand, quantum states to which probabilities can be assigned should be normal-
izable. Wavefunctions of normalizable states are localized within compact regions in the gauge
orbit, breaking gauge symmetry[25]. The fact that all normalizable states break the gauge sym-
metry has a few consequences. First, there exists no normalizable state that is frozen in time in
this theory. All physical states, in the sense that they are normalizable, must evolve non-trivially
in time. This provides one possible explanation for why we physically perceive the continuous
passage of time although time evolution is merely a gauge transformation. Second, the emergent
time should be non-compact. Perfect periodic orbits are impossible because the existence of a
periodic gauge orbit of normalizable states implies a normalizable gauge invariant state.
The incompatibility between gauge invariance and normalizability gives rise to a non-trivial
evolution as normalizable states are projected toward a gauge invariant state[46, 47]. Let us denote
a normalizable state as
∣∣χ〉. The projection of ∣∣χ〉 to a gauge invariant state, ∣∣0〉 is given by〈
0
∣∣χ〉. (42)
This can be viewed as the wavefunction of
∣∣0〉 written in the basis of ∣∣χ〉[48]. In the following,
we show that Eq. (42) can be written as a path integration of collective variables that describe
fluctuations of emergent spactime.
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B. Gauge invariant local structure
Under the generalized spatial diffeomorphism, the definition of local Hilbert spaces and the
local structure associated with the local Hilbert spaces change. There is no preferred frame in
priori. A gauge invariant local Hilbert spaces can only be defined with reference to physical
degrees of freedom within the theory. This is possible within a sub-Hilbert space in which O(M)
flavour symmetry is spontaneously broken down to a smaller group. We consider states in which
the O(M) symmetry is broken as Φ acquires non-zero expectation values in an L×L block. If the
L×L block of Φ is non-singular, O(M) symmetry is broken down to O(N), where N = M −L.
We consider the sub-Hilbert space in which the O(N) flavour symmetry is further broken down
to O(N/2) × O(N/2). In order to distinguish the first L, the next N/2 and the remaining N/2
flavours, we write
ΦAi =

√
NqAi for A = 1, 2, .., L
φA−Li for A = L+ 1, L+ 2, .., L+N/2
ϕ
A−(L+N/2)
i for A = L+N/2 + 1, L+N/2 + 2, .., L+N
. (43)
q represents an L × L matrix that acquire non-zero expectation values. A factor of √N is intro-
duced as we will consider the large N limit with
〈
q
〉 ∼ O(1). Under generalized spatial diffeo-
morphisms, q is transformed as q → q g, where g ∈ SL(L,R), and plays the role of a Stueckelberg
field. If q contains L independent row vectors, one can define a frame in terms of those vectors.
The local structure defined in this frame is gauge invariant. φ and ϕ represent N/2 × L matrices
that have zero expectation value. Henceforth, we use
∣∣q, φ, ϕ〉 in place of ∣∣Φ〉.
In the frame chosen by the Stueckelberg field, sites are labeled by distinguishable physical
flavour. However, it is not necessary to have distinguishable sites to define a frame. It is sufficient
to have L unordered independent vectors. In order to define an unordered set of row vectors, we
consider states in which SfL symmetry is unbroken, where S
f
L is the permutation that acts on the
first L flavours. We refer to SfL as the flavour permutation group. We denote the sub-Hilbert space
with unbroken SfL ×O(N/2)×O(N/2) asV.
The choice of the sub-Hilbert space with this particular flavour group is not crucial. If one
chooses different sub-Hilbert spaces, the collective modes that describe fluctuations within the
sub-Hilbert spaces changes. The number of collective variables increases as the symmetry of the
sub-Hilbert space is lowered. Here, we choose SfL ×O(N/2)×O(N/2) as an example that gives
rise to a minimal set of physical degrees of freedom including dynamical gravity. The counting of
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the propagating degrees of freedom in this sub-Hilbert space is given at the end of Sec. IV D.
General states inV can be parameterized in terms of collective variables. In order to construct
basis states forV, it is convenient to introduce∣∣q, φ, ϕ〉′ = ∑
P f∈SfL
∣∣P fq, φ, ϕ〉 (44)
that are symmetric under permutations of the first L flavours. While the expectation value of φai
and ϕai is zero, O(N/2)×O(N/2) invariant operators can still have non-zero expectation values.
Any wavefunction in V written in the basis of Eq. (44) can be expressed as a function of qαi,
(φaiφ
a
j) and (ϕ
a
iϕ
a
j), where the flavour a is summed from 1 to N/2 in the last two operators.
Therefore, states in V can be spanned by the following basis states labeled by three collective
variables, ∣∣s, t1, t2〉 = ∫ DqDφDϕ ei tr{Nsq+t1(φTφ)+t2(ϕTϕ)}∣∣q, φ, ϕ〉′ , (45)
where tr {sq} = siαqαi, tr
{
t1(φ
Tφ)
}
= tij1 φ
a
jφ
a
i, tr
{
t2(ϕ
Tϕ)
}
= tij2 ϕ
a
jϕ
a
i. s
i
α is the conjugate
variable of qαi. t
ij
c with c = 1, 2 are bi-local variables that are conjugate to φ
a
iφ
a
j and ϕ
a
iϕ
a
j ,
respectively. Both tc and s are invariant under O(N/2)× O(N/2). Because
∣∣q, φ, ϕ〉′ in Eq. (44)
is invariant under flavour permutations, so is
∣∣s, t1, t2〉,∣∣s, t1, t2〉 = ∣∣sP f , t1, t2〉 (46)
for any Pf ∈ SfL. For a later use, we also introduce permutations of sites which act on the site
index of the collective variables as
s→ Pgs, tc → PgtcP Tg . (47)
The site permutation group with the even parity, denoted as SgL, is a subgroup of the generalized
spatial diffeomorphism group, SL(L,R) .
General states inV can be written as∣∣χ〉 = ∫ DsDt ∣∣s, t1, t2〉χ(s, t1, t2). (48)
Here Ds ≡ ∏i,α dsiα, Dt ≡ ∏i≥j [dtij1 dtij2 ], and the integrations of dsiα and dtijc are defined
along the real axis. χ(s, t1, t2) is a wavefunction of the collective variables. The states in Eq.
(48) form a complete basis ofV. This sub-Hilbert space forms the kinematic Hilbert space of the
present theory.
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C. Path integration of collective variables
Now we consider the projection of a normalizable state inV to a gauge invariant state in Eq.
(42) in the limit that N  L  1. Thanks to the gauge invariance of ∣∣0〉, the overlap in Eq. (42)
is invariant under gauge rotation[39],〈
0
∣∣χ〉 = 〈0∣∣e−i(Hˆv(1)+Gˆy(1))∣∣χ〉, (49)
where v(1) is a lapse tensor and y(1) is a shift tensor. If Gˆ and Hˆ are applied to the right in Eq.
(49), they generate a non-trivial evolution of
∣∣χ〉,
e
−i
(
Hˆ
v(1)
+Gˆ
y(1)
)∣∣χ〉
=
∫
Ds(0)Dt(0)
∫
DqDφDϕ
∣∣q, φ, ϕ〉′ ei tr{Ns(0)q+t(0)1 (φTφ)+t(0)2 (ϕTϕ)} ×
e
−iN tr
{
v(1)H
[
q,s(0),
(φT φ)
N
,t
(0)
1 ,
(ϕT ϕ)
N
,t
(0)
2
]
+y(1)G
[
q,s(0),
(φT φ)
N
,t
(0)
1 ,
(ϕT ϕ)
N
,t
(0)
2
]}
χ(s(0), t
(0)
1 , t
(0)
2 ), (50)
where
H[q, s, p1, t1, p2, t2] = −
(
ssT +
∑
c
[4tcpctc − itc]
)
+α˜
(
ssT +
∑
c
[4tcpctc − itc]
)(
qT q + p1 + p2
)(
ssT +
∑
c′
[4tc′pc′tc′ − itc′ ]
)
+O
(
1
N
)
,
(51)
G[q, s, p1, t1, p2, t2] =
(
sq + 2
∑
c
tcpc − i M
2N
I
)
, (52)
and s and tc in Eq. (48) are relabeled as s(0) and t
(0)
c in Eq. (50). The evolution generated
by the constraints is a manifestation of the fact that
∣∣χ〉 is not gauge invariant. The resulting
state in Eq. (50) is also inV, and can be written as a linear superposition of Eq. (45). This is
expressed as an integration over another set of collective variables and their conjugate variables(
q(1), s(1), p
(1)
c , t
(1)
c
)
,
〈
0
∣∣χ〉 = ∫ Ds(0)Dt(0)Ds(1)Dt(1)Dq(1)Dp(1) 〈0∣∣s(1), t(1)1 , t(1)2 〉e−iN tr{q(1)(s(1)−s(0))+p(1)c (t(1)c −t(0)c )} ×
e
−iN tr
{
v(1)H[q(1),s(0),p
(1)
1 ,t
(0)
1 ,p
(1)
2 ,t
(0)
2 ]+y
(1)G[q(1),s(0),p
(1)
1 ,t
(0)
1 ,p
(1)
2 ,t
(0)
2 ]
}
χ(s(0), t
(0)
1 , t
(0)
2 ). (53)
It is straightforward to check that Eq. (53) is reduced to Eq. (50) upon integrating out the col-
lective variables. Upon integrating over s(1) and t(1)c , which play the role of dynamical sources,
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one obtains the delta functions that enforce the constraints for the conjugate variables, q(1) = q,
p
(1)
1 =
φTφ
N
, p(1)2 =
ϕTϕ
N
. The following integration over q(1) and p(1)c , which represent dynamical
operators, reproduces Eq. (50). The new set of dynamical collective variables in Eq. (53) removes
terms that are non-linear in qαi, φ
a
iφ
a
j and ϕ
a
iϕ
a
j in Eq. (50). Eq. (51) and Eq. (52) represent
the Hamiltonian and momentum constraints induced for the collective variables. Since Eq. (50) is
independent of the lapse and shift tensors, v(1) and y(1) can be integrated over in Eq. (53). They
can be viewed as Lagrangian multipliers that enforce the constraints.
τ
FIG. 7: A state can be evolved by the constraints with different choices of lapse and shift tensors.
A specific choice represents one of multi-fingered time evolutions.
We repeat the procedure by inserting e−i
(
Hˆ
v(2)
+Gˆ
y(2)
)
between
〈
0
∣∣ and ∣∣s(1), t(1)1 , t(1)2 〉 in Eq.
(53). This gives rise to an evolution of
∣∣s(1), t(1)1 , t(1)2 〉. The resulting state can be again expressed
as a linear superposition of
∣∣s, t1, t2〉, which is expressed as an integration over a yet another set of
dynamical collective variables. Repeated insertions of the Hamiltonian and momentum give rise
to a path integration of the collective variables[49],〈
0
∣∣χ〉 = ∫ Ds(0)Dt(0) ∫ DsDtDqDpDvDy 〈0∣∣s(∞), t(∞)1 , t(∞)2 〉eiS χ(s(0), t(0)1 , t(0)2 ), (54)
where
S = N
∫ ∞
0
dτ tr
{
−q∂τs− pc∂τ tc − v(τ)H[q(τ), s(τ), p1(τ), t1(τ), p2(τ), t2(τ)]
−y(τ)G[q(τ), s(τ), p1(τ), t1(τ), p2(τ), t2(τ)]
}
. (55)
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Here Ds ≡ ∏∞l=1 ds(l) and s(τ) = s(l) with τ = l. Dq, Dt, Dp, Dv, Dy, and q(τ), tc(τ),
pc(τ), v(τ), y(τ) are similarly defined. Here τ is a parameter time that labels different stages of
evolution generated by the momentum and Hamiltonian constraints. Here q and pc play the role of
generalized coordinates and s and tc are their conjugate momenta[92]. The sum over the shift and
lapse tensors in Eq. (54) represents different paths in which the state in the kinematic Hilbert space
is projected to the gauge invariant state. A particular path of the shift and lapse tensor represents
one of the multi-fingered time evolutions. This is illustrated in Fig. 7. The collective variables
tc(τ), pc(τ), s(τ), q(τ) are generalized gravitational degrees of freedom that describe fluctuations
of dimension, topology and geometry of spacetime. In the following section, we derive the precise
relation between the collective variables and the metric of the emergent geometry.
D. Gauge invariance of the action
Because Hˆ and Gˆ obey the first-class constraint algebra, the action in Eq. (55) is invariant under
gauge trasformations generated by the constraints. To see this, we first note that the symplectic
form in Eq. (55) defines the Poisson bracket,
{A,B}PB =
(
∂A
∂qαi
∂B
∂siα
− ∂A
∂siα
∂B
∂qαi
)
+ δklij
(
∂A
∂pc,ij
∂B
∂tklc
− ∂A
∂tklc
∂B
∂pc,ij
)
, (56)
where δklij =
1
2
(
δki δ
l
j + δ
l
iδ
k
j
)
. To the leading order in 1/N , the Poisson brackets of Eq. (51) and
Eq. (52) are given by (see Appendix D)
{Gij,Gkl}PB = Aiknjlm Gmn , (57)
{Gij,Hkl}PB = BikljmnHmn, (58)
{Hij,Hkl}PB = Cijklnm Gmn , (59)
where
Aiknjlm = δ
k
j δ
i
mδ
n
l − δilδkmδnj ,
Bikljmn = δ
k
j δ
il
mn + δ
l
jδ
ki
mn,
Cijklnm = −4α˜
[
Un[jU i][lδk]m − Un[lUk][jδi]m
]
+4α˜2
[
Un[jU i]m
′
Qm′n′U
n′[lδk]m + U
n[jU i][lUk]m
′
Qm′n′δ
n′
m
−Un[lUk]m′Qm′n′Un′[jδi]m − Un[lUk][jU i]m
′
Qm′n′δ
n′
m
]
(60)
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with
U ij =
(
ssT +
∑
c
[4tcpctc − itc]
)ij
,
Qij =
(
qT q +
∑
c
pc
)
ij
. (61)
In the last equation of Eq. (60), the indices within brackets are symmetrized, e.g., Un[jU i][lδk]m =
1
4
(
UnjU ilδkm + U
niU jlδkm + U
njU ikδlm + U
niU jkδlm
)
. Eqs. (57)-(59) have the same structure as
Eqs. (37), (38) and Eq. (40) to the leading order in 1/N . The Hamiltonian that appears on the
right hand side of Eq. (40) is sub-leading.
The action in Eq. (55) is invariant under the time-dependent gauge transformations,
δF = ηji{F,Gij}PB + ρji{F,Hij}PB,
δvmn = ∂τρmn + η
j
ivlkB
ikl
jmn − ρklyjiBikljmn,
δynm = ∂τη
n
m + η
j
iy
l
kA
ikn
jlm + ρjivlkC
ijkln
m , (62)
where F = {s, q, t, p} denote the collective variables, and ηji(τ) and ρij(τ) are infinitesimal
gauge parameters. The action is invariant off-shell as the equation of motion is not needed for the
invariance of the action. Besides the spacetime diffeomorphism, the theory is also invariant under
the reversal of the parameter time,
i → −i,{
pc(τ), q(τ), v(τ)
}
→
{
pc(−τ), q(−τ), v(−τ)
}
,{
tc(τ), s(τ), y(τ)
}
→ −
{
tc(−τ), s(−τ), y(−τ)
}
. (63)
Let us count the number of physical degrees of freedom. q and s are L × L matrices, and
t1, t2, p1, p2 are L×L symmetric matrices. This giveDk = 2L2+2L(L+1) phase space kinematic
variables. On the other hand, G is traceless L × L matrix and H is L × L symmetric matrix.
The total number of constraints is Dc = (L2 − 1) + L(L+1)2 , and the dimension of the constraint
hypersurface is Dk −Dc. The first-class constraints generate gauge orbits of dimension Dc within
the constraint hypersurface. Since points on a gauge orbit are physically identical, the total number
of physical phase space variables is
Dk − 2Dc = L(L+ 1) + 2. (64)
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V. SPACETIME DIFFEOMORPHISM AND EMERGENT GEOMETRY
The path integral in Eq. (54) consists of two parts. The first is the integration over v(τ) and
y(τ). Each path of the lapse and shift tensors selects one of the multi-fingered time evolutions.
Because of the gauge invariance in Eq. (62), the shift and lapse tensors need to be fixed through
a gauge fixing condition. This will be discussed in the next section. The remaining path integra-
tion is over the collective variables. Each path describes a history of the collective variables that
represents a spacetime which emerges dynamically. In the large N limit, the fluctuations of the
collective variables become small, and the saddle-point approximation can be made. If the ini-
tial state
∣∣χ〉 has a local structure in a frame, a spacetime manifold with well-defined dimension,
topology and geometry emerges at the saddle point. In this section, we discuss how the geometry
of the emergent manifold is determined from the collective variables. For this, we first extract the
constraint algebra of the general relativity in Eqs. (16)-(17) from Eqs. (57)-(59).
A. Momentum density
We first identify the generators of smooth spacetime diffeomorphism for states that have local
structures. Let rµi be the mapping from sites to a manifold that is determined from the local
structure in a frame. The tensorGij can be viewed as a bi-local field that depends on two positions
on the manifold. If the collective variables change slowly in the manifold, Gij varies slowly as a
function of ri and rj , and can be expanded in coordinates. By expanding Gij around j = i, we
write the SL(L,R) generator with shift tensor y as
Gy = G
i
jy
j
i.
=
[
Gii +
∂Gij
∂rµj
∣∣∣∣
j=i
(rµj − rµi ) + ..
]
yji
= Giiζy(ri) +
∂Gij
∂rµj
∣∣∣∣
j=i
ξµy (ri) + ..., (65)
where ζy and ξµy represent the scalar and vector fields defined in Eqs. (27)-(28) associated with
shift tensor y. In the continuum limit, Eq. (65) is written as
Gy =
∫
dr
(
D(r)ζy(r) +Pµ(r)ξ
µ
y (r) + ..
)
, (66)
where
D(ri) = V
−1
i G
i
i, (67)
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Pµ(ri) = V
−1
i
∂Gij
∂rµj
∣∣∣∣
j=i
. (68)
Vi is the coordinate volume assigned to site i in the manifold (see Fig. 4). V −1i in Eq. (67) and Eq.
(68) densitizes the objects defined at sites. D(ri) is the local dilatation density which generates
the Weyl transformation. ζy corresponds to the temporal component of the non-compact Weyl
U(1) gauge field in the Hamiltonian formalism. Pµ(ri) is identified as the momentum density,
and ξy becomes the shift. Now let us check that Eq. (68) satisfies the constraint algebra of the
general relativity given in Eq. (16). The Poisson brackets of D(ri) and Pµ(ri) are fixed by those
of SL(L,R) generators. Eq. (57) implies {Gx,Gy}PB = Gyx−xy, which can be written as{∫
dr
(
D(r)ζx(r) +Pµ(r)ξ
µ
x (r) + ..
)
,
∫
dr′
(
D(r′)ζy(r′) +Pν(r′)ξνy (r
′) + ..
)}
PB
=
∫
dr
(
D(r)ζyx−xy(r) +Pµ(r)ξ
µ
yx−xy(r) + ..
)
, (69)
where ζyx−xy(r) and ξ
µ
yx−xy(r) are the scalar and vector fields associated with the shift tensor,
yx− xy. They are given by (see Appendices E 1 and E 2 for derivation)
ζyx−xy(r) = Lξxζy(r) +O(∂
2), (70)
ξµyx−xy(r) = (Lξxξy(r))
µ +O(∂2). (71)
O(∂2) denotes terms that involve two or more derivatives. Eqs. (70) and (71) imply that Pµ
defined in Eq. (68) generates spatial diffeomorphism under whichD andPµ transform as a scalar
density and a vector density, respectively. Eq. (16) is indeed reproduced to the leading order in the
derivative expansion.
B. Hamiltonian density
Now we write the Hamiltonian in the continuum limit. In a frame chosen by the local structure
of a state, we divide the lapse tensor into the diagonal components and the off-diagonal compo-
nents as
Hv =
∑
i
Hiivii +
∑
i 6=j
Hijvij. (72)
In the continuum limit, Eq. (72) can be written as
Hv =
∫
dr θv(r)H(r) +
∫
r′ 6=r
drdr′ λv(r, r′)H(2)(r, r′). (73)
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Here,
H(ri) = V
−1
i H
ii, (74)
θv(ri) = vii (75)
are identified as the Hamiltonian density and the lapse function of the general relativity. The
off-diagonal Hamiltonian and the off-diagonal lapse function are given by
H(2)(ri, rj) = V
−1
i V
−1
j H
ij, (76)
λv(ri, rj) = vij. (77)
In the second term of Eq. (73), the integration over r′ excludes the region near r′ = r with
coordinate volume Vr. If one chooses the lapse that is diagonal in the frame, λv(ri, rj) = 0. The
off-diagonal contribution encodes the information about the mismatch between the frame chosen
by the local structure and the frame in which the lapse tensor is diagonal.
While θv and λv mix with each other under general SL(L,R) transformations, they don’t mix
to the leading order in the derivative expansion under smooth spatial diffeomorphism. Eq. (58)
implies {Gx,Hv}PB = Hvx+xT v. This determines how the lapse function transforms under the
spatial diffeomorphism in the continuum,{∫
dr′′
(
D(r′′)ζx(r′′) +Pµ(r′′)ξµx (r
′′) + ..
)
,
∫
drθv(r)H(r) +
∫
r 6=r′
drdr′H(2)(r, r′)λv(r, r′)
}
PB
=
∫
dr θvx+xT v(r)H(r) +
∫
r 6=r′
drdr′H(2)(r, r′)λvx+xT v(r, r
′), (78)
where the lapse function and the off-diagonal lapse function associated with vx + xTv are given
by
θvx+xT v(r) = 2ζx(r)θv(r) +Lξxθv(r) +O(∂
2),
λvx+xT v(r, r
′) = [ζx(r) + ζx(r′)]λv(r, r′) +Lξxλv(r, r
′) +L
′
ξxλv(r, r
′) +O(∂2), (79)
where Lξx and L
′
ξx
represent the Lie derivative acting on r and r′, respectively. This is shown in
Appendix E 3. The Hamiltonian density in Eq. (74) carries charge 2 under the Weyl transformation
generated by D, and transforms as a scalar density of weight 1 under the spatial diffeomorphism
as expected. The off-diagonal Hamiltonian density in Eq. (76) carries the same charge under
the Weyl transformation, but transforms as a bi-local scalar density with weight 2 under the spatial
diffeomorphism. The Hamiltonian density does not mix with the off-diagonal Hamiltonian density
under the spatial diffeomorphism to the leading order in the derivative expansion. If λv and ζx are
turned off, Eq. (17) is reproduced from Eq. (79).
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C. Emergent metric
In the general relativity, the Poisson bracket between two Hamiltonians is proportional to the
momentum constraint with the structure factor given by the spatial metric and the signature of
the metric as is shown in Eq. (19). This implies that one can extract the spatial metric and the
signature from the Poisson bracket of Hamiltonians. In the present theory, Eq. (59) implies that
the Poisson bracket between two Hamiltonians with different lapse tensors is proportional to D
and Pµ to the leading order in the derivative expansion in the present theory. This allows us to
identify the spatial metric unambiguously in terms of the collective variables. Combining Eqs.
(59), (73) and (66), we obtain{∫
dr
(
θu(r)H(r) + ..
)
,
∫
dr′
(
θv(r
′)H(r′) + ..
)}
PB
=
∫
dr
(
F ν(r)D(r) +Gµν(r)Pµ(r) + ..
)(
θu(r)∇νθv(r)− θv(r)∇νθu(r)
)
+O(∂2), (80)
where
F ν(rm) =
1
2
∑
i,k,n
Ciikknm (r
ν
k − rνi ) , (81)
Gµν(rm) =
1
2
∑
i,k,n
Ciikknm (r
µ
n − rµm) (rνk − rνi ) . (82)
The derivation can be found in Appendix E 4. The difference between two evolutions generated
by Hamiltonians with different lapse tensors is given by an Weyl transformation and a spatial
diffeomorphism. In order to identify the metric tensor, we decompose Gµν into the symmetric and
anti-symmetric parts as
−Sgµν = G
µν +Gνµ
2
, (83)
bµν =
Gµν −Gνµ
2
. (84)
The symmetric tensor is identified as −Sgµν in Eq. (19). Here gµν is the spatial metric whose
overall sign is chosen such that the signature of the first spatial component is positive. S is the
signature of time relative that of the first spatial component. bµν is the anti-symmetric component
of Gµν .
In the generalized constraint algebra summarized in Eqs. (69), (78) and (80), ζx, F ν , bµν
appear as extra dynamical fields besides the metric. The presence of such extra modes is expected
40
because the bi-local collective variables can be viewed as an infinite tower of local fields with
arbitrarily large spins once expanded on a manifold. The full theory in Eq. (54) also includes non-
perturbative modes associated with fluctuations of topology and dimension. In states in which the
extra fields are turned off, the generalized constraint algebra in Eqs. (69), (78) and (80) reduces to
the hypersurface deformation algebra of the general relativity in Eqs. (16), (17) and (18) up to the
two derivative order in the gradient expansion.
VI. CLASSICAL EQUATION OF MOTION
A. Symmetry of semi-classical states
We view the path integration in Eq. (54) as the evolution of the initial state
∣∣χ〉 in Eq. (48)
under the change of parameter time τ . Since N plays the role of the inverse of the Planck constant
in Eq. (55), the path integration in Eq. (54) can be approximated by the saddle-point solution
in the large N limit, provided that the initial state is chosen to be a semi-classical state. The
semi-classical wavefunction for the collective variable can be written as
χq,s,pc,tc(s, t1, t2) =
exp
−iN tr{qs+∑
c
pctc
}
−
∑
i,α
[
(s)iα − siα
]2
+
∑
c
∑
ij [t
ij
c − tijc ]2
∆2
 .
(85)
In the 1
N
 ∆  1 limit, the wave packet has well-defined collective variables and conjugate
momenta peaked at s = s, tc = tc, q = q, pc = pc. While the semi-classical states are labeled by
{s, tc,q,pc}, there is a redundancy in labeling states in terms of the classical variables. Because
the basis state in Eq. (46) is chosen to be invariant under the permutations that exchange the first L
flavours, wavefunctions obtained by applying the flavour permutations to q, s represent the same
physical state,
χPfq,sPTf ,pc,tc(s, t1, t2) ∼ χq,s,pc,tc(s, t1, t2), (86)
where P Tf is the transpose of Pf .
The symmetry of the semi-classical state is determined from the symmetry of the classical
variables. If q contains L linearly independent row vectors, the vectors can be used as a frame.
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Since the frame can not be invariant under any infinitesimal SL(L,R) transformation, there is no
unbroken continuous SL(L,R) symmetry. However, a discrete subgroup of SL(L,R) can be still
preserved. Under the even site permutation group, which is a discrete subgroup of SL(L,R) , the
wavefunction is transformed as
χq,s,pc,tc(s, t1, t2)→ χq,s,pc,tc(Pgs, Pgt1P Tg , Pgt2P Tg ) (87)
as is shown in Eq. (47). The right hand side of Eq. (87) can be written as
χq,s,pc,tc(Pgs, Pgt1P
T
g , Pgt2P
T
g ) = χqPg ,PTg s,PTg pcPg ,PTg tcPg(s, t1, t2) (88)
because Eq. (85) satisfies χqPT ,Ps,PpcPT ,PtcPT (Ps, P t1P
T , P t2P
T ) = χq,s,pc,tc(s, t1, t2) for any
site permutation, P . In Eq. (88), P T = P−1 is used. Because of the redundancy in labeling
physical states in terms of the collective variables, the state is invariant under Eq. (87) if there
exists a flavour permutation, Pf that satisfies
qPg = Pfq, P
T
g s = sP
T
f ,
P Tg pcPg = pc, P
T
g tcPg = tc. (89)
If there exists such Pf , the site permutation can be canceled by a flavour permutation through Eq.
(86). In this case, Eq. (87) is a symmetry of the state,
χq,s,pc,tc(Pgs, Pgt1P
T
g , Pgt2P
T
g ) ∼ χq,s,pc,tc(s, t1, t2). (90)
Therefore, the unbroken subgroup of SL(L,R) is given by the set of Pg that satisfies Eq. (89) for
some Pf . This subgroup is denoted asIq,s,pc,tc .
Let us examine the symmetry of the classical state in whichq is non-degenerate. In this case, it
is convenient to choose the gauge in whichq is proportional to the identity matrix. With a generic
choice of the remaining variables, s,pc, tc, SL(L,R) is completely broken, and Iq,s,pc,tc = ∅.
The maximal subset of SL(L,R) can be preserved if s, pc, tc are all proportional to the identity
matrix. This corresponds to a direct product state because all collective variables are diagonal. In
this case, the full site permutation group remains unbroken : Iq,s,pc,tc = S
g
L. This is because Pf =
Pg satisfies Eq. (89) for any Pg ∈ SgL. In order to have a non-trivial classical manifold, one needs
to turn on off-diagonal elements of the classical variables that generate inter-site entanglement. If
(sq),pc and tc have non-zero off-diagonal elements but (sq)i j, (pc)ij, (tc)
ij depend only on ri−
rj in a manifold associated with a local structure, the state has an unbroken discrete translational
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symmetry. This discrete space symmetry can be enhanced to the continuous translation in the long
distance limit. In Sec. VII, it will be shown that a discrete translational and rotational symmetry
can be enhanced to a continuous group at long distances. We will also discuss an example in which
the full Lorentz symmetry emerges as an isometry of the spacetime.
B. Saddle-point equation of motion
χ(s,t)
s
t
FIG. 8: A wave packet that has a well-defined collective variables and the conjugate momenta.
Under the time evolution, the classical variables evolve obeying the saddle-point equation.
In the large N limit, the path integration is dominated by the semi-classical path that satisfies
the saddle-point equation of motion,
∂τ t¯c = 4t¯cvt¯c − 4α˜
(
t¯cQ¯U¯vt¯c + t¯cvU¯Q¯t¯c
)− α˜U¯vU¯ − yt¯c − t¯cyT ,
∂τ p¯c = −
[
4p¯ct¯cv + 4vt¯cp¯c − iv − 4α˜
(
p¯ct¯cQ¯U¯v + vU¯Q¯t¯cp¯c
)
− 4α˜ (Q¯U¯vt¯cp¯c + p¯ct¯cvU¯Q¯)+ iα˜ (Q¯U¯v + vU¯Q¯)]+ p¯cy + yT p¯c,
∂τ s¯ = −2α˜U¯vU¯ q¯T − ys¯,
∂τ q¯ = −2s¯Tv + 2α˜
(
s¯T Q¯U¯v + s¯TvU¯Q¯
)
+ q¯y (91)
with the initial condition, t¯c(0) = tc, p¯c(0) = pc, s¯(0) = s and q¯(0) = q. y(τ) and v(τ) are
the time dependent shift and lapse tensors, respectively. They are free parameters. y(τ) sets the
generalized spatial diffeomorphism within the constant time slice at τ . The lapse tensor at each τ
determines the rate of time evolution and the frame in which time evolution is generated.
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In the large N limit, Eq. (85) can have a non-zero overlap with a gauge invariant state in Eq.
(42) only if the collective variables satisfy the constraints classically. This implies that one can
not choose the classical values of the collective variables and their conjugate momenta arbitrarily.
The classical collective variables should satisfy
tr
{(
s¯q¯ + 2
∑
c
t¯cp¯c − i
2
I
)
y
}
= 0, (92)
tr
{(−U¯ + α˜U¯Q¯U¯) v} = 0 (93)
for any traceless tensor y and symmetric tensor v at all τ . In the phase space of the collective
variables, the classical constraint hypersurface is defined by
s¯q¯ + 2
∑
c
t¯cp¯c − i
2
I = βI, (94)
α˜Q¯U¯ = I, (95)
where β is an arbitrary constant. Thanks to the first-class nature of the constraints, Eqs. (92) and
(93) are conserved under the time evolution within the constraint hypersurface. Furthermore, β is
a constant of motion on the constraint hypersurface : the equations of motion in Eq. (91) leads to
∂
∂τ
(
s¯q¯ + 2
∑
c
t¯cp¯c − i
2
I
)
=
2(−U¯ + α˜U¯Q¯U¯)v − y
(
s¯q¯ + 2
∑
c
t¯cp¯c
)
+
(
s¯q¯ + 2
∑
c
t¯cp¯c
)
y. (96)
This vanishes on the constraint hypersurface for any value of β.
A few remarks are in order regarding the constraints that classical variables satisfy. First, the
fact that the initial classical data should satisfy the constraints is a common feature of constraint
systems including the general relativity. In the present theory, this is imposed through the condition
that the state in the kinematic Hilbert space has a nonzero projection with a gauge invariant state
in the large N limit. Second, this is closely related to the well-known source-operator relation
in the AdS/CFT correspondence[9, 10, 50]. In the AdS/CFT correspondence, sources fixed at a
UV boundary (say through the Dirichlet boundary condition) fix their conjugate variables to avoid
singularity in the bulk. In the present case, the collective variables (sources) and their conjugate
momenta (operators) should satisfy the constraints to make sure that the overlap between the late
time state given by ∣∣χ(τ)〉 = Te−i ∫ τ0 dτ ′[Hˆv(τ ′)+Gˆy(τ ′)]∣∣χ〉, (97)
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and the gauge invariant state is non-zero in the large N limit, whereT time-orders the operators.
If the collective variables do not satisfy the constraints classically, the state in Eq. (97) will have
a zero overlap with
〈
0
∣∣ in Eq. (54) in the large N limit. This is because the initial state and
the final state have different ‘energies’ and ’momenta’, and the two states are orthogonal to each
other in the large N limit. In this case, there is no classical path that connects the initial state
to the final state. Alternatively, the vanishing overlap between the state at large τ and the gauge
invariant state can be translated into a divergent boundary action present at future infinity in the
path integration. A smooth boundary condition that avoids the divergent action (a catastrophic
collapse of the wavefunction) at future infinity can be imposed only if the initial state satisfies the
constraints classically. Third, the fact that the classical variables satisfy the constraints guarantees
that
∣∣χ〉 is invariant under the gauge transformation to the leading order in the large N limit. The
gauge symmetry is broken at the sub-leading order. This sub-leading gauge symmetry breaking is
what makes sure that the state is normalizable and evolves non-trivially under time evolution[25].
C. Gauge fixing
The shift and lapse tensors are arbitrary, and we can choose them through a gauge fixing. It is
convenient to use some physical degrees of freedom as a set of local clocks that fixes a frame in
which a gauge invariant local structure is defined and time evolution is generated. To be concrete,
let us consider an initial state with det q¯(0) > 0. Without loss of generality, we can choose our
initial frame such that q¯(0) is proportional to the identity matrix. Furthermore, we can make sure
that q¯(τ) remains proportional to the identity matrix at all τ by choosing the shift as
y =
1
q¯
(
W¯− < W¯ > I) , (98)
where
W¯ = 2s¯Tv − 2α˜(s¯T Q¯U¯v + s¯TvU¯Q¯), (99)
and < W¯ >=
tr{W¯}
L
. In this gauge, q¯(τ) remains proportional to the identity matrix at all τ , and
q¯(τ) can be written as
q¯(τ) = q¯d(τ)I, (100)
where qd is a single variable that represents the diagonal elements. This amounts to choosing a
frame at each moment of time in terms of the L independent vectors of q¯. This frame defines a
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gauge invariant set of local Hilbert spaces and a local structure associated with them. The gauge
freedom associated with the lapse tensor can be fixed so that the lapse tensor is diagonal in the
frame in which q is diagonal. This describes the time evolution of the system relative to a set of
local clocks defined in the frame chosen by q. Here, we choose a uniform lapse tensor as
v = I. (101)
We call Eq. (98) and Eq. (101) the unitary gauge condition. In the unitary gauge, the equations of
motion become
∂τ t¯c = 4t¯
2
c − 4α˜
(
t¯cQ¯U¯ t¯c + t¯cU¯Q¯t¯c
)− α˜U¯2 − 1
q¯d
(
W¯ t¯c + t¯cW¯
T − 2 < W¯ > t¯c
)
, (102)
∂τ p¯c = −
[
4p¯ct¯c + 4t¯cp¯c − i− 4α˜
(
p¯ct¯cQ¯U¯ + U¯Q¯t¯cp¯c
)− 4α˜ (Q¯U¯ t¯cp¯c + p¯ct¯cU¯Q¯)+ iα˜ (Q¯U¯ + U¯Q¯)]
+
1
q¯d
(
p¯cW¯ + W¯
T p¯c − 2 < W¯ > p¯c
)
, (103)
∂τ s¯ = −2α˜q¯dU¯2 − 1
q¯d
(
W¯− < W¯ >) s¯, (104)
∂τ q¯d = − < W¯ > . (105)
The equation of motion is simplified in terms of a new variable,
t˜c = t¯c − i
8
p¯−1c . (106)
On the constraint hypersurface, W = −2sT in Eq. (99), and the equation of motion for t˜c becomes
∂τ t˜c = −4t˜2c +
1
16
p¯−2c − α˜U¯2 +
2
q¯d
(
s¯T t˜c + t˜cs¯− 2 < s¯ > t˜c
)
, (107)
∂τ p¯c = 4p¯ct˜c + 4t˜cp¯c − 2
q¯d
(
p¯cs¯
T + s¯p¯c − 2 < s¯ > p¯c
)
, (108)
∂τ s¯ = −2α˜q¯dU¯2 + 2
q¯d
(
s¯T− < s¯ >) s¯, (109)
∂τ q¯d = 2 < s¯ >, (110)
where < s¯ >≡ tr{s¯}
L
, U¯ = s¯s¯T +
∑
c
[
4t˜cp¯ct˜c +
1
16
p¯−1c
]
.
VII. TRANSLATIONALLY INVARIANT SOLUTION
In this section, we solve Eqs. (107)-(110) for an initial state that exhibits aD-dimensional local
structure with a translational invariance. We choose a state with
t˜1, t˜2 = t˜,
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p¯1, p¯2 =
p¯
2
, (111)
where t˜ and p¯ describe a D-dimensional manifold with topology, TD. For those states, it is natural
to label sites in terms of D integers that form the D-dimensional hyper-cubic lattice,
r = (n1, n2, .., nD) (112)
for 1 ≤ ni ≤ L1/D with the identification ni ∼ ni + L1/D. If the state has the D-dimensional
translational invariance, collective variables can be represented in the momentum space,
t˜k =
∑
r
e−ikr t˜r
′+r,r′ ,
p¯k =
∑
r
e−ikr p¯r′+r,r′ ,
s¯k =
∑
r
e−ikr s¯r
′+r
r′ , (113)
where k = 2pi
L1/D
(l1, l2, .., lD) with −L1/D2 ≤ li < L
1/D
2
. For simplicity, we consider the case with
the reflection symmetry and the discrete rotational symmetry. This guarantees t˜k = t˜k′ , p¯k = p¯k′ ,
s¯k = s¯k′ , and t˜k = t˜Rk, p¯k = p¯Rk, s¯k = s¯Rk. Here k′ = (k1, .., kl−1,−kl, kl+1, .., kD) for some l.
R is a pi
2
-rotation on any of the principal planes in the D-dimensional hypercubic lattice.
The hyper-cubic lattice breaks the continuous rotational symmetry to the discrete group. This
is a spontaneously broken symmetry that is determined from the pattern of entanglement in the
state. Nonetheless, we expect that the continuous rotational symmetry emerges at long distance
scales. To see this, one can expand the collective variables in powers of k,
t˜k =
∑
n
t˜µ1µ2..µnkµ1kµ2 ..kµn , (114)
where tµ1µ2..µn represents a field with spin n. Due to the reflection symmetry, all odd spin fields
vanish. Furthermore, the discrete rotational symmetry guarantees that tµν ∝ δµν , and any spin 2
field should respect the full rotational symmetry. This implies that the spatial metric should be
invariant under the full rotational symmetry as well. Higher spin fields do break the continuous
rotational symmetry, but they become less important in the small k limit.
The collective variables at each k satisfy
∂τ t˜k = −4t˜2k +
1
4
p¯−2k − α˜U¯2k +
2
q¯d
(
s¯−kt˜k + t˜ks¯k − 2 < s¯ > t˜k
)
, (115)
∂τ p¯k = 8p¯kt˜k − 2
q¯d
(p¯ks¯−k + s¯kp¯k − 2 < s¯ > p¯k) , (116)
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∂τ s¯k = −2α˜q¯dU¯2k +
2
q¯d
(s¯−k− < s¯ >) s¯k, (117)
∂τ q¯d = 2 < s¯ >, (118)
where
U¯k = s¯ks¯−k + 4t˜2kp¯k +
1
4
p¯−1k , (119)
< s¯ >= 1
L
∑
k s¯k, and we use (p¯
−1)k = (p¯k)−1.
The constraints in Eqs. (94) and (95) imply
q¯ds¯k + 2t˜kp¯k = β, (120)
α˜
(
q¯2d + p¯k
)(
s¯ks¯−k + 4t˜2kp¯k +
1
4
p¯−1k
)
= 1 (121)
for all k. We can use the constraints to solve sk and t˜k in terms of p¯k and q¯d as
sk =
1
q¯d
(
β − 2t˜kp¯k
)
, (122)
t˜k = T±[p¯k, q¯d], (123)
where
T±[p¯k, q¯d] =
2βp¯k ± q¯d
√
γ2p¯k − q¯2d
4p¯k (p¯k + q¯2d)
(124)
with γ ≡
√
1
α˜
(4− α˜− 4α˜β2). Here we consider α˜ > 0 and β > 0 with 1
α˜
(4− α˜− 4α˜β2) > 0.
Here T+[p¯k, q¯d] and T−[p¯k, q¯d] represent two possible branches of t˜k that satisfy the constraints for
given p¯k and q¯d. The time evolutions of p¯k an q¯d can be determined by Eq. (103) and Eq. (105),
∂τ q¯d =
2
q¯d
(
β − 2
L
∑
k
t˜kp¯k
)
, (125)
∂τ p¯k = 8t˜kp¯k +
8
q¯2d
(
t˜kp¯k − 1
L
∑
k′
t˜k′ p¯k′
)
p¯k. (126)
The metric in Eq. (83), which is independent of r, becomes (see Appendix F)
−Sgµν = 4α˜
(
∂U¯k
∂kµ
∂U¯k
∂kν
+ U¯k
∂2U¯k
∂kµ∂kν
)
k=0
. (127)
By using Eq. (95), Eq. (127) can be written as
−Sgµν = − 4
α˜
1
(p¯k + q¯2d)
3
∂2p¯k
∂kµ∂kν
∣∣∣∣
k=0
. (128)
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Here we use Eq. (119) and ∂p¯k
∂kµ
∣∣∣
k=0
= 0 in the presence of the inversion symmetry. This fixes the
signature of spacetime upto the overall sign. Due to the emergent rotational symmetry, one can
write
gµν(τ) = a(τ)−1δµν , (129)
where a(τ) is the scale factor. With the choice of the positive signature for the spatial metric
(a > 0), the signature of time is given by
S = sgn
(
1
α˜(p¯0 + q¯2d)
3
∂2
∂k21
p¯k
∣∣∣∣
k=0
)
, (130)
and the inverse of the scale factor becomes
a−1 =
∣∣∣∣ 4α˜ 1(p¯0 + q¯2d)3 ∂
2
∂k21
p¯k
∣∣∣∣
k=0
∣∣∣∣ . (131)
Due to the rotational symmetry, one can use any spatial direction to define S and a in Eq. (130)
and Eq. (131).
According to Eq. (131), the proper size of the emergent space becomes smaller for p¯k that
varies more sharply in the momentum space. This can be understood intuitively. p¯k that changes
sharply in the momentum space leads to p¯r,r′ that decays slowly in r − r′. The slowly decaying
collective variables in the real space creates entanglement bonds that connect sites that are far
from each other in coordinate. The long-ranged entanglement bonds bring those sites close in
physical distance because they become strongly coupled under the relatively local Hamiltonian.
This results in the decrease of the scale factor of space.
For α˜ > 0 and p¯0 + q¯2d > 0, the signature of time is given by the sign of
∂2
∂k21
p¯k at k = 0. The
signature changes sign when the collective variable undergoes a Lifshitz transition at which the
second derivative of p¯k changes sign. This can happen if p¯k becomes flat as a function of k either
locally near k = 0 or globally at all k. If p¯k becomes flat at all k, we call the transition a global
Lifshitz transition. If only the second derivative of p¯k vanishes without a global Lifshitz transition,
we call it a local Lifshitz transition. At both local and global Lifshitz critical points, gµν vanishes,
and the scale factor of the space diverges. This can be understood intuitively. When the second
derivative of the collective variable vanishes, the dispersion of the collective variables becomes
flat near k = 0 in the momentum space. As the band becomes flatter in the momentum space,
pr,r′ and tr,r
′ decay faster as a function of r − r′ in real space. This, in turn, reduces inter-site
entanglement, which results in an increase in the proper distance in space. The proper distance
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between two given points in the manifold increases as the collective variables lose dispersion in
k. If the band becomes completely flat, the collective variables become ultra-local, and the state
becomes unentangled to the leading order in 1/N . This is a fragmented space[39, 51]. According
to Eq. (131), the proper volume of space diverges as far as its second derivative vanishes at k = 0
with or without a global flattening. At local Lifshitz critical points, the scale factor of the universe
diverges although there still exists non-zero inter-site entanglement mediated by higher order k
dependence of p¯k. In this case, the non-trivial spatial entanglement is not encoded in the metric
but in higher spin fields. This shows that the metric carries only a partial information on the pattern
of entanglement. The full structure of entanglement is encoded in the complete set of collective
variables. It is also these higher spin fields that carry the information that the continuous rotational
symmetry is spontaneously broken to a discrete symmetry by the hypercubic lattice. Colloquially
speaking, the pattern of entanglement fixes the emergent geometry, but not the other way around.
A. Numerical solution
Collective variables with different k remain coupled with each other through < s¯ > in Eqs.
(115)-(118). This makes it hard to solve the equations of motion in a closed form. In order to
gain some insight, we first solve the equations of motion numerically for a finite system with
L = 106 and N = ∞. We choose the Hamiltonian with α˜ = 1. For an initial state, we consider a
state which has a three-dimensional local structure with the discrete translation, the pi
2
-rotation and
the reflection symmetry of the cubic lattice. We choose p¯r′,r(0) that is non-zero only for nearest
neighbour r′ and r. In the momentum space, this gives
p¯k(0) = p¯d −  (cos(k1) + cos(k2) + cos(k3)) , (132)
where p¯d represents the ultra-local part of p¯r′,r(0), and  determines the strength of the nearest
neighbour entanglement bonds. The initial conditions for t˜k and s¯k are fixed by the constraints
with t˜k(0) = T+[p¯k(0), q¯d(0)] and β = 0.1 in Eq. (122) and Eq. (123). The numerical results that
follow is obtained for p¯d = 1, q¯d(0) = 1 and  = 0.1.
In Fig. 9, we show the evolution of p¯k(τ) as a function of τ along one direction of k. At
τ = 0, p¯k is convex near k = 0. As τ increases, the k dependence becomes weaker, and p¯k
becomes flatter as a function of k. At a critical time τ ∗1 ≈ 1.065, p¯k becomes independent of k
and completely flat at all k. As time increases further, p¯k becomes concave in k. This is a global
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FIG. 9: A contour plot of p¯k(τ) in the plane of τ and k = (k1, 0, 0).
Lifshitz transition in which the second derivative of p¯k at k = 0 flips the sign. At the critical point,
the band becomes globally dispersionless. The evolution of p¯k in τ near the critical time is shown
in Fig. 10(a). As τ increases further, p¯k undergoes a second Lifshitz transition at τ ∗2 ≈ 3.6. This
time, the Lifshitz transition is local : ∂
2
∂kµ∂kν
p¯k at k = 0 changes sign from negative to positive
while the band does not become globally flat. The profile of p¯k near the local Lifshitz transition
is shown in Fig. 10(b). As time keeps increasing, the second set of global and local Lifshitz
transitions occur at τ ∗3 ≈ 6.365 and τ ∗4 ≈ 11.035, respectively as is shown in Fig. 10(c) and Fig.
10(d). This evolution of p¯k near the second global Lifshitz transition is almost identical to the
evolution near the first transition. This ‘universality’ can be understood from an analytic solution
that is valid near the global Lifshitz transitions. This will be discussed in the following section.
Although the profile of q¯d(τ) is not exactly periodic, it follows an oscillatory pattern. In Fig.
11(a), we plot q¯d(τ) as a function of τ . During one oscillation of q¯d, the collective variable under-
goes four Lifshitz transitions, alternating between global and local Lifshitz transitions as is shown
in Fig. 9. The global Lifshitz transitions coincide with the points at which q¯d vanishes. This con-
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FIG. 10: p¯k(τ) plotted as a function of k = (k1, 0, 0) at different time slices. (a) From the top to
bottom curves, τ changes from 0.815 to 1.315 in the step size of 0.05. At τ = τ ∗1 ≈ 1.065, the
collective variable that describes the pattern of entanglement undergoes a global Lifshitz
transition, where p¯k becomes flat at all k. (b) From the bottom to top curves, τ changes from 3.35
to 3.85 in the step size of 0.05. At τ = τ ∗2 ≈ 3.6, the collective variabl undergoes a local Lifshitz
transition, where the second derivative of p¯k vanishes at k = 0 while higher derivatives remain
non-zero. (c) From the top to bottom curves, τ changes from 6.115 to 6.615 in the step size of
0.05. At τ = τ ∗3 ≈ 6.365, the collective variable undergoes the second global Lifshitz transition.
(d) From the bottom to top curves, τ changes from 10.785 to 11.285 in the step size of 0.05. At
τ = τ ∗4 ≈ 11.035, the collective variable undergoes the second local Lifshitz transition.
currence will be explained through analytic solutions in the next section. At the Lifshitz critical
points (either global or local), the scale factor diverges, and the signature of time changes as is
shown in Fig. 11(b) and Fig. 11(c). During the periods in which S < 0, we have de Sitter-like
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FIG. 11: q¯d, a, S plotted as a function of τ . Here, q¯d is the scalar defined in Eq. (100). a is the
scale factor of the space defined by gµν = aδµν for the space with the translational symmetry and
the reflection symmetry. S is the signature of time.
spacetimes with the Lorentzian signature[52]. Within one epoch of the de Sitter spacetime, the
universe initially starts with the infinite size, contracts to reach a minimum size, and bounces back
to expand to the infinite size again. In one epoch, q¯d varies monotonically, and can be used as a
clock. Multiple de Sitter-like spacetimes are connected by four dimensional Euclidean spaces.
B. Analytic solution
The global Lifshitz transitions occur when q¯d vanishes. When q¯d is small, the equation of
motion can be solved analytically using q¯d as a small parameter. In this section, we present the
analytical solution valid when q¯d is small. The analytic solution confirms the features observed in
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the numerical solution.
In the small q¯d limit, Eqs. (124) and (122) becomes
T±[p¯k, q¯d] =
β
2p¯k
± γ
4p¯
3/2
k
q¯d +O(q¯
2
d),
s¯k = ∓ γ
2p¯
1/2
k
+O(q¯d). (133)
To the leading order in q¯d, Eq. (125) and Eq. (126) become
∂τ q¯d = ∓γ < p¯− 12 >, (134)
∂τ p¯k = ±2γ
q¯d
(
p¯
− 1
2
k − < p¯−
1
2 >
)
p¯k (135)
for branches T+[p¯k, q¯d] and T−[p¯k, q¯d], respectively, where < p¯−
1
2 >≡ 1
L
∑
k p¯
− 1
2
k . If q¯d(τ) = 0 at
τ = τ ∗, the solution to Eq. (134) is given by
q¯d(τ) = ∓γ < p¯(τ ∗)− 12 > (τ − τ ∗) +O
(
(τ − τ ∗)2) . (136)
To keep track of momentum dependece of p¯k, it is convenient to consider the equation of motion
for δp¯k = p¯k − p¯0. To the leading order in (τ − τ ∗) and δp¯k, the equation of motion for δp¯k is
given by
∂τδp¯k = ∓γ
(
2 < p¯−
1
2 > −p¯−
1
2
0
) δp¯k
q¯d
(137)
To the leading order in (τ − τ ∗), the solutions to Eq. (137) is obtained to be
pk(τ) = p¯0(τ) + (τ − τ ∗)fk, (138)
where fk is a function of k that is determined by matching p¯k(τ) away from τ = τ ∗. In Eq. (138)
we use the fact that < p(τ ∗)−
1
2 >= p¯0(τ
∗)−
1
2 , which holds because δp¯k(τ ∗) = 0. Eq. (138)
implies that near τ = τ ∗ the momentum dependence in δp¯k linearly vanishes in τ − τ ∗ so that p¯k
becomes independent of k at τ ∗. For α˜ > 0 and p¯0(τ ∗) > 0, the signature and the scale factor of
the universe are given by
S = sgn
(
(τ − τ ∗) ∂
2
∂k21
fk
)
,
a(τ) =
∣∣∣∣∣∣ 14
α˜p¯0(τ∗)3
∂2
∂k21
fk
∣∣∣
k=0
(τ − τ ∗)
∣∣∣∣∣∣ . (139)
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This explains why the signature changes and the scale factor diverges at the global Lifshitz critical
points.
Near the local Lifshitz transitions, the collective variables varies in time such that only the
second derivative in k vanishes linearly in time as
pk(τ) = p¯0(τ) +B(τ − τ ∗)k2 +O(k4), (140)
where B is a constant and τ ∗ is the critical point. This also causes the change in the signature of
time, and the divergence of the scale factor as a ∝ 1|τ−τ∗| at the local Lifshitz critical points. The
emergent geometry is insensitive to the terms that are quartic and higher order in k, and contains
only a partial information on the pattern of entanglement of the microscopic degree of freedom.
C. Emergent Lorentz symmetry
Does the spacetime with the Lorentzian signature respect the Lorentz symmetry? We answer
this question for the saddle point solution of the form in Eq. (111) with the discrete translational
symmetry. The full saddle-point solution is not invariant under the Lorentz transformation because
the terms that are quartic or higher in k in Eq. (140) break the rotational symmetry. Nonetheless,
the full rotational symmetry is restored in the small k limit as the higher order terms are sup-
pressed. Since the translational and rotational symmetries emerge in the long wavelength limit,
we only need to check the boost to see whether the full Lorentz symmetry emerges.
We consider a boost generated by
K~ζ = Gη +Hρ + T˜oL . (141)
Here G and H are the generators of the generalized spatial diffeomorphism and time translation
defined in Eqs. (52) and (51), respectively. η and ρ are the shift and lapse tensors given by
ηji =
ε
2
(
δrj−ri,τζ − δrj−ri,−τζ
)
, (142)
ρij = ε
(
~ri · ~ζ
)
δij, (143)
where ε is an infinitesimal parameter. Gη generates the time-dependent spatial translation by
ετ~ζ , where ~ζ is a spatial vector. Hρ generates the space-dependent temporal translation by
ε~r · ~ζ ≡ εgµνrµζν . Combined, they generate the boost along ~ζ in the continuum limit. The
boost is augmented with an O(L) ⊂ O(M) flavour transformation,
T˜oL = tr {qso˜L} , (144)
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where o˜L is an L×L anti-symmetric matrix. Eq. (144) is independent of tc and pc because they are
singlets under the O(L) flavour symmetry. The flavour rotation is included in Eq. (144) because
some solutions are invariant under a combination of the boost and an internal flavour rotation, but
not under the boost alone. From now on, we refer to the combined transformation as boost.
The boost is a part of the full spacetime gauge symmetry and the global symmetry, and the
gauge constraints remain satisfied under the boost. Since s and tc are determined from q, pc
through the gauge constraints in Eqs. (122) and (123), we only need to check how y, v, pc and q
transform under the boost. In order to understand the isometry of the emergent spacetime, we focus
on the shift vector, the lapse function and the spatial metric, which together form the spacetime
metric. Since the spatial metric is determined from pc and q through Eq. (128), we consider the
transformations of pc, q, the shift vector (ξµ) and the lapse function (θ) generated by the boost. It
is straightforward to show that the boost generates the following transformations (see Appendix G
for derivation),
δξµ = ε [1 +S] ζµ, δθ = 0,
δpc = 4
(
pct˜cρ+ ρt˜cpc
)
, δq = 2sTρ, (145)
where o˜L = −η is chosen. The shift vector and the lapse function are invariant under the boost for
the spacetime with the Lorentzian signature (S = −1). pc and q remain invariant only if t˜c = 0
and s = 0. It is not surprising that the Lorentz symmetry is broken by non-zero t˜c and s because
they are odd under the time-reversal symmetry (see Eq. (63)). What is less trivial is the fact that
the Lorentz symmetry indeed emerges as an isometry of the spacetime as far as the time-reversal
symmetry are kept along with the discrete translational and rotational symmetry.
The saddle-point solution that follows from a generic initial condition is not static, and does
not respect the Lorentz symmetry. However, Lorentz-invariant static solutions can be also found.
For example, with the choice of α˜ = 4,
y = 0, v = I,
s = 0, q = 0,
t˜c = 0, pc =
1
2
[
p¯d −  (cos(k1) + cos(k2) + cos(k3))
]
, (146)
with p¯d > 0 satisfies the equation of motion in Eq. (91). This is a static solution with the time-
reversal symmetry. For  < 0 , the emergent spacetime metric is invariant under the Lorentz
symmetry. This gives rise to the Minkowski spacetime in the continuum. For  > 0 , the resulting
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spacetime is Euclidean. The Minkowski spacetime is a fine-tuned solution within the present
theory.
D. Effective theory
In this section, we derive the effective theory that describes fluctuations of the collective vari-
ables around the general time-dependent saddle-point configuration. The microscopic theory does
not have a fixed background. However, the saddle-point configuration of the collective variables
provides the spacetime on which their fluctuations propagate. We expand the collective variables
around the saddle point in Eq. (111),
p
′
c = pc −
p¯
2
, t
′
c = tc −
i
8
p−1c − t˜,
q
′
= q − q¯dI, s′ = s− s¯, (147)
where p¯, t˜, q¯d, s¯ satisfy the saddle-point equations in Eqs. (115)-(118). Here t′c represents the
fluctuation of tc − i8p−1c whose saddle point value is t˜ (see Eq. (106)). With the shift and lapse
tensors given by Eqs. (98) and (101), the quadratic action for the fluctuations of the collective
variables is written as
S2 = N
∫ ∞
0
dτ tr
{
s′∂τq′ + t′c∂τp
′
c −H2 −G2
}
. (148)
Here boundary terms are not shown. The quadratic Hamiltonian and the SL(L,R) generator are
given by
H2 = s
′s
′T + α˜q′U¯2q
′T + α˜
(
2U¯U ′Q′ + Q¯U ′U ′
)
+
∑
c=1,2
[
4t˜ (t′cp
′
c + p
′
ct
′
c) + 2p¯t
′
ct
′
c +
1
2
1
p¯
p′c
1
p¯
p′c
1
p¯
]
,
G2 = − 2
q¯d
(s¯− < s¯ >)
(
s′q′ + 2
∑
c=1,2
t′cp
′
c
)
. (149)
U¯ = s¯s¯T + 4t˜p¯t˜ + 1
4
1
p¯
and Q¯ = (q¯2dI + p¯) represent the saddle-point of U and Q defined in Eq.
(61). U ′ and Q′ represent fluctuations of U and Q which are linear superpositions of t′c, p
′
c, s
′ and
q′ : U ′ = s′s¯+ s¯s′T +
∑
c=1,2
[
2t′cp¯t˜+ 4t˜p
′
ct˜+ 2t˜p¯t
′
c − 14 1p¯p′c 1p¯
]
and Q′ = q¯d(q
′T + q′) +
∑
c=1,2 p
′
c.
The shift and lapse tensors are fixed to be Eq. (98) and Eq. (101), respectively. In Eq. (VII D),
we use y = − 2
q¯d
(s¯− < s¯ >) on the constraint hypersurface. Since U ′ and Q′ depend on t′1 and t′2
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(and p′1 and p
′
2) only through their symmetric combinations, it is useful to introduce
t′+ =
t′1 + t
′
2√
2
, t′− =
t′1 − t′2√
2
,
p′+ =
p′1 + p
′
2√
2
, p′− =
p′1 − p′2√
2
(150)
to rewriteH2 andG2 as
H2 = s
′s
′T + α˜q′U¯2q
′T + α˜
(
2U¯U ′Q′ + Q¯U ′U ′
)
+
[
4t˜
(
t′+p
′
+ + p
′
+t
′
+
)
+ 2p¯t′+t
′
+ +
1
2
1
p¯
p′+
1
p¯
p′+
1
p¯
]
+
[
4t˜
(
t′−p
′
− + p
′
−t
′
−
)
+ 2p¯t′−t
′
− +
1
2
1
p¯
p′−
1
p¯
p′−
1
p¯
]
,
G2 = − 2
q¯d
(s¯− < s¯ >) (s′q′ + 2t′+p′+ + 2t′−p′−) , (151)
where
U ′ = s′s¯+ s¯s
′T +
√
2
[
2t′+p¯t˜+ 4t˜p
′
+t˜+ 2t˜p¯t
′
+ −
1
4
1
p¯
p′+
1
p¯
]
,
Q′ = q¯d(q
′T + q′) +
√
2p′+. (152)
t′±, p
′
±, s
′, q′ are all L×Lmatrices which become bi-local fields in the continuum. Due to the local
structure, t˜r1,r2 , p¯r1,r2 , s¯
r1
r2
decay exponentially in r1 − r2, and t˜k, p¯k, s¯k are analytic functions of
momentum. This guarantees that the effective theory that describes propagation of the fluctuating
modes is local.
We can write the effective theory in the gradient expansion. To organize the gradient expansion,
it is useful to note that s¯k and t˜k are both determined from p¯k and q¯d through Eqs. (122) and (123).
Since the spatial metric is directly related to U¯k through Eq. (127), it is convenient to take U¯kand
q¯d as independent variables, and write s¯k, t˜k, p¯k as functions of U¯k and q¯d as
s¯k = S[U¯k, q¯d], t˜k = T [U¯k, q¯d], p¯k = P [U¯k, q¯d]. (153)
U¯k is an analytic function of k. In real space, U¯ r1,r2 decays exponentially over the coordinate scale
that corresponds to a unit proper distance[93]. Consequently, s¯, t˜, p¯ all decay exponentially in real
space in the same manner. Expanding U¯k, s¯k, t˜k, p¯k, yk in k, we write
U¯k = U¯
[0] + U¯ [2]gµνkµkν +O(k4),
s¯k = s¯
[0] + s¯[2]gµνkµkν +O(k4),
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rτ
FIG. 12: The hyperboloid represents the de Sitter-like spacetime that arises from the saddle-point
solution. Small fluctuations of the bi-local collective variables propagate in the spacetime,
obeying the dynamics controlled by a local effective theory. The dashed lines represent the world
lines of the end points of the bi-local fields.
t˜k = t˜
[0] + t˜[2]gµνkµkν +O(k4),
p¯k = p¯
[0] + p¯[2]gµνkµkν +O(k4),
y¯k = y¯
[0] + y¯[2]gµνkµkν +O(k4), (154)
where U¯ [2] = 1
8α˜U¯k
∣∣∣
k=0
, s¯[0] = S[U¯ [0], q¯d], s¯[2] = 18α˜U¯k
∂S[U¯k,q¯d]
∂U¯k
∣∣∣
k=0
, t˜[0] = T [U¯ [0], q¯d], t˜[2] =
1
8α˜U¯k
∂T [U¯k,q¯d]
∂U¯k
∣∣∣
k=0
, p¯[0] = P [U¯ [0], q¯d], p¯[2] = 18α˜U¯k
∂P [U¯k,q¯d]
∂U¯k
∣∣∣
k=0
, y¯[0] = − 2
q¯d
(
s¯[0]− < s¯ >) and
y¯[2] = − 1
q¯d
1
4α˜U¯k
∂S[U¯k,q¯d]
∂U¯k
∣∣∣
k=0
. y¯k is the shift tensor in Eq. (98) written in the momentum space.
s¯[0], s¯[2], t˜[0], t˜[2], p¯[0], p¯[2], y¯[0], y¯[2] are all functions of q¯d(τ) and U¯ [0](τ). In the coordinate system
in Eq. (112), the effective theory for the propagating bi-local modes becomes
S2 = N
∫
dτdrAdrB
{
s′(rA, rB)∂τq′(rB, rA) +
∑
σ=±
t′σ(rA, rB)∂τp
′
σ(rB, rA)
− s′(rA, rB)s′(rA, rB)− α˜q′(rA, rB)
(
U¯ [0]2 − 2U¯ [0]U¯ [2]∇2B
)
q′(rA, rB)
−
∑
σ=±
[
4p′σ(rA, rB)
(
t˜[0] − t˜[2]∇2) t′σ(rA, rB)
+ 4t′σ(rA, rB)
(
t˜[0] − t˜[2]∇2) p′σ(rA, rB)
+ 2t′σ(rA, rB)
(
p¯[0] − p¯[2]∇2) t′σ(rA, rB)
+
1
2
(
1
p¯[0]2
+ 2
p¯[2]
p¯[0]3
∇2A
)
p′σ(rA, rB)
(
1
p¯[0]
+
p¯[2]
p¯[0]2
∇2B
)
p′σ(rA, rB)
]
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−2α˜Q′(rA, rB)
(
U¯ [0] − U¯ [2]∇2)U ′(rA, rB)− U ′(rA, rB)( 1
U¯ [0]
+
U¯ [2]
U¯ [0]2
∇2
)
U ′(rA, rB)
−q′(rB, rA)
(
y¯[0] − y¯[2]∇2A
)
s′(rA, rB)− 2
∑
σ=±
p′σ(rB, rA)
(
y¯[0] − y¯[2]∇2) t′σ(rA, rB)
}
(155)
up to two derivative order, where ∇2A = gµν ∂
2
∂rµA∂r
ν
A
, ∇2B = gµν ∂
2
∂rµB∂r
ν
B
and ∇2 = ∇2A+∇2B
2
. Here
Q¯ = 1
α˜U¯
is used. In Eq. (155), all bi-local fields depend on τ . The propagating degrees of
freedom are kinematically non-local, namely, bi-local in this case[53, 54]. Nonetheless, the theory
is dynamically local[55] in that the theory does not allow bi-local objects to suddenly jump from
one location to another location non-locally. The locality of the effective theory is guaranteed
by the fact that the saddle-point configurations of collective variables decay exponentially in the
relative coordinate due to the local structure. As a result, the gradient expansion is well defined.
At length scale larger than the scale set by the local structure, the higher order derivative terms are
negligible.
The effective action includes terms that are cubic and higher order in the bi-local fields. For
example, the cubic action takes the form of
S3 ∼ N
∫
dτdrAdrBdrC f1(rA, rB)f2(rB, rC)f3(rC , rA), (156)
where fi(rA, rB) represents one of the bi-local fields and their derivatives. Again the higher deriva-
tive terms are suppressed by the scale associated with the local structure, and the interaction terms
are also local. In the large N limit, the interactions are suppressed, and the bi-local fields are
weakly interacting. To the leading order in 1/N , the bi-local objects freely propagate in the space-
time that is determined from the saddle-point configuration of the collective variables. This is
illustrated in Fig. 12.
While the effective theory in Eq. (155) is local, it is not a local field theory of point-like
particles. If one starts with a state with one bi-local excitation, its size can grow in time without a
bound because there is no potential that confines the end points in the largeN limit. This is because
two end points of the bi-local fields propagate freely to the leading order in the 1/N expansion.
The sub-leading interactions such as the one in Eq. (156) can create bound states which behave
as point particles. Only at length scales larger than the length scale of the bound state, one may
use a local field theory description of point particles. However, the legnth scale of the bound state
scales with N in the large N limit. For this reason, the present theory is far from the theory of
pure gravity.
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As is discussed in IV C, only L(L + 1) + 2 phase space variables represent physical degrees
of freedom. One possible gauge choice is to determine t′+ and the traceless part of s
′ to solve the
Hamiltonian constraint and the momentum constraint, respectively. Furthermore, one can fix p′+
and the traceless part of q′ to fix the gauge associated with the Hamiltonian and the momentum
constraints, respectively. This leaves t′−, p
′
− and the trace parts of q
′ and s′ as physical degrees of
freedom.
VIII. SUMMARY AND DISCUSSION
In this paper, we present a model for a background independent quantum gravity in which
dimension, topology and geometry are all dynamical. The fundamental degree of freedom is a
rectangular matrix. Matrix elements within each column define a local Hilbert space. The pat-
tern of entanglement across local Hilbert spaces determines a spatial manifold if it has a local
structure. A state has a local structure if it is short-ranged entangled when viewed as a state de-
fined on a Riemannian manifold in which the column indices of the matrix is embedded. The
theory does not have a manifold with a fixed dimension, and the spatial diffeomorphism of the
general relativity is generalized to a larger group that includes diffeomorphism in arbitrary dimen-
sions in the large L limit. The Hamiltonian that generates a background independent dynamics
is relatively local in that the effective interaction between sites is determined by the pre-existing
entanglement between the sites. The generalized momentum and Hamiltonian constraints obey a
first-class constraint algebra that is reduced to that of the hypersurface deformation algebra of the
general relativity in a special case. Using the constraints, we express the projection of a state with
a finite norm to a gauge invariant state as a path integration of collective variables that describe
fluctuating spacetime. In the limit that the size of the matrix is large, the path integration can be
replaced with a saddle-point that satisfies the classical equation of motion. The equation of motion
is solved both numerically and analytically for a state that has a three-dimensional local structure
with a translational symmetry. We obtain a solution that describes a series of (3 + 1)-dimensional
de Sitter-like spacetimes with the Lorentzian signature which are bridged by 4-dimensional Eu-
clidean spaces in between. We find that the dynamical phase transitions at which the signature
of spacetime changes are triggered by Lifshitz transitions of the collective variables that control
the pattern of entanglement for the underlying matrix. The gravitational degrees of freedom can
be identified as a composite of the collective variables. It is shown that the geometry encodes
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only a partial information on the entanglement of the underlying quantum matter. There exists
non-geometric entanglement that is encoded in higher spin fields of the theory[94]. The effective
theory describes bi-local excitations that propagate in the spacetime formed by the condensate
of the collective variables. We conclude with discussions on the connection to the dS/CFT and
AdS/CFT correspondences and open problems.
A. dS/CFT
The present construction can be viewed as a non-perturbative formulation of the de Sitter space
and conformal field theory (dS/CFT) correspondence[52, 56–61]. To illustrate the connection
through a concrete example, let us consider the projection of a normalizable state to the gauge
invariant state,
∣∣0〉 = ∫ DΦ ∣∣Φ〉. For the semi-classical normalizable state given by Eq. (45) with
Eq. (85), the projection is written as〈
0
∣∣χ〉 = ∫ DqDφDϕDsDt ei tr{Nsq+t1(φTφ)+t2(ϕTϕ)}−iN tr{qs+pctc}−∑i,α[siα−siα]2+∑c,ij[tijc −tijc ]2∆2 .
(157)
Upon integrating over s, tc, the projection is expressed as a matrix integration,〈
0
∣∣χ〉 = ∫ DqDφDϕ eiN tr{s(q−q)+t1(φT φN −p1)+t2(ϕT ϕN −p2)} ×
e
−N2∆2
4
tr
{
(q−q)T (q−q)+
(
φT φ
N
−p1
)2
+
(
ϕT ϕ
N
−p2
)2}
. (158)
Suppose that tc and pc has a local structure. Namely, there exists a mapping from sites to a
Riemannian manifold such that tc,ij and pijc decays exponentially in the proper distance between
ri and rj , where ri is the mapping from site i to the manifold. In this case, Eq. (158) can be
viewed as the generating function of a local (non-unitary) field theory defined on the Riemannian
manifold. The equivalence between Eq. (158) and Eq. (54) shows that the generating function of
the non-unitary field theory is given by the path integration of the quantum gravity in which the de
Sitter-like spacetime emerges at the saddle-point.
B. AdS/CFT
In order to make a connection with the AdS/CFT correspondence[8–10], one should consider a
unitary field theory defined on a manifold with the Lorentzian signature instead of the Riemannian
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manifold. If tc and pc in Eq. (158) exhibit a local structure, the local structure determines the
signature of the manifold on which the field theory is defined. If there is a translational invariance,
the signature of each direction in the manifold is determined by the sign of the second derivative
of the bi-local fields in the momentum space. If the second derivative of the collective variable has
the opposite sign in one direction compared with other directions, this gives rise to a Lorentzian
metric. In this case, Eq. (158) corresponds to the generating function of a Lorentzian field theory
in the continuum limit. It is useful to continue to think of the generating function as an overlap of
two wavefunctions, one given by Ψ1 = 1 and the other given by Ψ2 = eiS , where S is the action of
the Lorentzian quantum field theory[39]. The wavefunctions are defined on spacetime (not just in
space). The Hamiltonian is then replaced with a generator of coarse graining. The fact that Ψ1 is
invariant under the transformation generated by the coarse graining implies that Ψ1 is a fixed point
action that is scale invariant. In particular, Ψ1 = 1 represents the trivial insulating fixed point.
Just as the overlap between a gauge invariant state and a state with a finite norm is invariant un-
der the gauge transformation generated by the Hamiltonian and momentum constraints in Eq. (49),
the generating function is invariant under an insertion of e−iHˆτ , where Hˆ is the generator of coarse
graining[39]. An evolution generated by successive applications of coarse graining gives rise to
the exact Wilsonian renormalization group (RG) flow[62]. The exponent of Ψ2(τ) = e−iHˆτΨ2
represents the effective action defined at a length scale τ . In the effective action, all couplings
that are allowed by symmetry are generally turned on. While the flow of Ψ2(τ) can be tracked
in terms of the classical couplings that parameterize the renormalized action, it is more natural
to view the RG flow as an evolution of the wavefunction in the vector space. In particular, one
can choose a set of basis wavefunctions that spans the full space of wavefunctions. Because the
set of single-trace operators generate all multi-trace operators, the basis states can be chosen so
that their wavefunctions only include the single-trace operators. As a result, Ψ2(τ) can be rep-
resented as a linear superposition of states whose actions include only single-trace operators. In
this way, the classical Wilsonian RG flow defined in the space of all couplings is replaced with
a quantum evolution of wavefunction defined in the space of the single-trace couplings[49]. The
full Wilsonian renormalization group flow is projected to the space of single-trace operators at the
expense of promoting the sources for the single-trace operators to dynamical variables. Since the
source for the single-trace energy-momentum tensor is also promoted to dynamical variable, the
path integration of the dynamical source represents a dynamical gravity in the bulk. This may
eventually provide a non-perturbative formulation of quantum gravity in the anti-de Sitter space.
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One missing piece in the puzzle is to construct a UV finite coarse graining operator such as the
one in Eq. (33) that gives rise to a background independent gravity in the bulk.
C. Open questions
Here we list some open questions.
• Physical spectrum
In general, saddle-point configurations do not have temporal Killing vector. It would be
interesting to find a saddle-point configuration that support a temporal Killing vector and
extract the physical energy spectrum of the propagating modes in this theory[63, 64]
• Local field theory of point particles
Background independent theories of quantum gravity include kinematically non-local ob-
jects. In the present theory, it is the bi-local field. The ultimate goal is to construct a
background independent theory that reduces to a field theory of a small number of point-
like particles at low energies. However, the present theory does not achieve this goal be-
cause point-like particles emerge only through the interactions between bi-local fields that
are suppressed by 1/N . This is because the present theory is similar to vector models
[39, 53, 54, 65–77] although the microscopic degree of freedom is a matrix. One index of
the matrix is used to generate an emergent space, and the internal symmetry acts only on the
remaining one index. In order to construct a quantum theory of gravity that reduces to the
Einstein’s general relativity with a small number of additional fields, one needs a mechanism
that keeps dynamical objects finite to the leading order in 1/N . For this, tensor models may
be a natural direction[78–81]. In tensor models with rank greater than 2, where one index
labels sites and the remaining indices label internal flavour (or color), one expects to have
multi-local fields as emergent degree of freedom. In this case, a non-zero tension may nat-
urally arise to keep kinematically non-local objects finite. In relation to a non-perturbative
formulation of the AdS/CFT correspondence for gauge theories, we expect that the back-
ground independent coarse grainer takes a form of a relatively local tensor model with rank
3.
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Appendix A: Derivation of Eq. (34)
Using the singular value decomposition, a symmetric matrix can be written as v = OTvDvOv,
where Ov is an orthogonal matrix and Dv =

d1
d2
. . .
 is a diagonal matrix. If v is
non-singular, di 6= 0. One can then write the diagonal matrix as Dv = nvXvSvXv, where
nv = |
∏
i di|
1
L , Xv = 1|∏i di| 12L

√|d1| √|d2|
. . .
 and Sv =

sgn (d1)
sgn (d2)
. . .
.
Therefore, v can be written as v = nvgTv Svgv, where gv = XvOv ∈ SL(L,R).
Appendix B: Non-normalizability of gauge invariant state
In this appendix, we prove that all gauge invariant states have infinite norm with respect to the
norm defined in Eq. (1). Consider a gauge invariant wavefunction Ψ(ΦAi) defined in the space of
{ΦAi}. Suppose that the wavefunction has a support away from the origin in the ML-dimensional
space. Without loss of generality, let us choose the frame such that a point in the support is
given by ΦAi = Φ0δ
A
1 δ
1
i , where Φ0 is a positive constant. Under the SL(L,R) transformation
generated by Gˆ1 2 + Gˆ
2
1, the point can be mapped into any point on the hyperbola defined by
(Φ1 1)
2 − (Φ1 2)2 = Φ20 with Φ1 1 > 0. In order for the wavefunction to be invariant under the
transformation, the wavefunction must have amplitude Φ0 along the entire hyperbola. Because the
hyperbola is unbounded, the norm of the wavefunction is infinite. The only state which does not
have support away from the origin is Ψ(ΦAi) ∝ ΠA,iδ(ΦAi). However, this has an infinite norm as
well because the wavefunction is constant in the conjugate space.
Appendix C: Computation of the commutator of the Hamiltonians
The commutator between Hˆu and Hˆv can be written as a sum of two contributions,[
Hˆu, Hˆv
]
= Cˆ1 + Cˆ2, (C1)
where
Cˆ1 = − α˜
M2
[
tr
{
ΠˆΠˆTu
}
, tr
{
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆTv
}]
+
α˜
M2
[
tr
{
ΠˆΠˆTv
}
, tr
{
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆTu
}]
,
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Cˆ2 =
α˜2
M4
[
tr
{
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆTu
}
, tr
{
ΠˆΠˆT ΦˆT ΦˆΠˆΠˆTv
}]
. (C2)
From Eq. (39) we obtain
Cˆ1 = −4iα˜
M2
tr
{(
ΠˆΠˆTuΠˆΠˆTv − ΠˆΠˆTvΠˆΠˆTu
)
Gˆ
}
. (C3)
Generators of GL(L,R) can be decomposed into generators of SL(L,R) and a global dilatation
generator in Eq. (21). The contribution of the latter vanishes due to the cyclic property of the
trace. This gives
Cˆ1 = −4iα˜
M2
tr
{(
ΠˆΠˆTuΠˆΠˆTv − ΠˆΠˆTvΠˆΠˆTu
)
Gˆ
}
. (C4)
Similarly, Cˆ2 is given by
Cˆ2 = 4i
α˜2
M4
unkvn′k′
[
−(ΠˆΠˆT )kl(ΦˆT Φˆ)lm(ΠˆΠˆT )k′l′Gˆ[m[l′ δn]m′](ΠˆΠˆT )m
′n′
+(ΠˆΠˆT )klGˆ
[k′
[l δ
l′]
m](Φˆ
T Φˆ)l′m′(ΠˆΠˆ
T )m
′n′(ΠˆΠˆT )mn
+(ΠˆΠˆT )kl(ΠˆΠˆT )k
′l′(ΦˆT Φˆ)l′m′Gˆ
[m′
[l δ
n′]
m](ΠˆΠˆ
T )mn
−(ΠˆΠˆT )k′l′Gˆ[k[l′δl]m′](ΠˆΠˆT )m
′n′(ΦˆT Φˆ)lm(ΠˆΠˆ
T )mn
]
. (C5)
In the above expression, theGL(L,R) generators can be pushed to the far right using the following
commutators, [
Gˆ
[i
[kδ
j]
l] , (ΠˆΠˆ
T )mn
]
= 2iδ
[i
[kδ
<m
l] (ΠˆΠˆ
T )j]n>,[
Gˆ
[i
[kδ
j]
l] , (ΦˆΦˆ
T )mn
]
= −2iδ[i[kδj]<m(ΦˆΦˆT )l]n>, (C6)
where pairs of indices enclosed by [ ] and < > are symmetrized, e.g., δ[i[kδ
<m
l] A
j]n> =
1
8
(
δikδ
m
l A
jn + δikδ
n
l A
jm + δilδ
m
k A
jn + δilδ
n
kA
jm + δjkδ
m
l A
in + δjkδ
n
l A
im + δjl δ
m
k A
in + δjl δ
n
kA
im
)
.
This allows us write Cˆ2 as
Cˆ2 = Cˆ21 + Cˆ22, (C7)
where
Cˆ21 = 4i
α˜2
M4
unkvn′k′
[
−(ΠˆΠˆT )kl(ΦˆT Φˆ)li(ΠˆΠˆT )k′i′(ΠˆΠˆT )j′n′δnj
+(ΠˆΠˆT )ki
′
(ΦˆT Φˆ)jl(ΠˆΠˆ
T )ln
′
(ΠˆΠˆT )j
′nδk
′
i
+(ΠˆΠˆT )ki
′
(ΠˆΠˆT )k
′l(ΦˆT Φˆ)li(ΠˆΠˆ
T )j
′nδn
′
j
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−(ΠˆΠˆT )k′i′(ΠˆΠˆT )j′n′(ΦˆT Φˆ)jl(ΠˆΠˆT )lnδki
]
Gˆ
[i
[i′δ
j]
j′],
Cˆ22 =
α˜
M2
[
(M − 2) tr
{
(vΠˆΠˆTu− uΠˆΠˆTv)Hˆ
}
+ 4
(
tr
{
ΠˆΠˆTv
}
tr
{
Hˆu
}
− tr
{
ΠˆΠˆTu
}
tr
{
Hˆv
})]
+4i
α˜2
M4
unkvn′k′
[
M(ΠˆΠˆT )ki
′
(ΠˆΠˆT )j
′n′δk
′
i δ
n
j + (M + 2)(ΠˆΠˆ
T )ki
′
(ΠˆΠˆT )k
′nδj
′
i δ
n′
j
+2(ΠˆΠˆT )ki
′
(ΠˆΠˆT )j
′nδk
′
i δ
n′
j − 2(ΠˆΠˆT )kn
′
(ΠˆΠˆT )k
′i′δj
′
i δ
n
j
−2(ΠˆΠˆT )kn′(ΠˆΠˆT )j′i′δk′i δnj − 2(ΠˆΠˆT )nk(ΠˆΠˆT )n
′i′δj
′
i δ
k′
j
]
Gˆ
[i
[i′δ
j]
j′]. (C8)
By writing Gˆ[i[i′δ
j]
j′] = Gˆ
[i
[i′δ
j]
j′] + Gˆ0δ
[i
[i′δ
j]
j′] following Eq. (21), the contributions from the SL(L,R)
generators and the global dilatation can be separated. The terms that are proportional to Gˆ0 are
canceled between C21 and C22, and we obtain
Cˆ2 = 4i
α˜2
M4
unkvn′k′
[
−(ΠˆΠˆT )kl(ΦˆT Φˆ)li(ΠˆΠˆT )k′i′(ΠˆΠˆT )j′n′δnj
+(ΠˆΠˆT )ki
′
(ΦˆT Φˆ)jl(ΠˆΠˆ
T )ln
′
(ΠˆΠˆT )j
′nδk
′
i
+(ΠˆΠˆT )ki
′
(ΠˆΠˆT )k
′l(ΦˆT Φˆ)li(ΠˆΠˆ
T )j
′nδn
′
j
−(ΠˆΠˆT )k′i′(ΠˆΠˆT )j′n′(ΦˆT Φˆ)jl(ΠˆΠˆT )lnδki
+M(ΠˆΠˆT )ki
′
(ΠˆΠˆT )j
′n′δk
′
i δ
n
j + (M + 2)(ΠˆΠˆ
T )ki
′
(ΠˆΠˆT )k
′nδj
′
i δ
n′
j
+2(ΠˆΠˆT )ki
′
(ΠˆΠˆT )j
′nδk
′
i δ
n′
j − 2(ΠˆΠˆT )kn
′
(ΠˆΠˆT )k
′i′δj
′
i δ
n
j
−2(ΠˆΠˆT )kn′(ΠˆΠˆT )j′i′δk′i δnj − 2(ΠˆΠˆT )nk(ΠˆΠˆT )n
′i′δj
′
i δ
k′
j
]
Gˆ
[i
[i′δ
j]
j′]
+
α˜
M2
[
(M − 2) tr
{
(vΠˆΠˆTu− uΠˆΠˆTv)Hˆ
}
+ 4
(
tr
{
ΠˆΠˆTv
}
tr
{
Hˆu
}
− tr
{
ΠˆΠˆTu
}
tr
{
Hˆv
})]
. (C9)
Combining Eq. (C9) with Eq. (C4), we obtain Eq. (40).
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Appendix D: Poisson brackets of the momentum and Hamiltonian
From Eq. (56), the Poisson bracket between momentum constraints is given by
{Gx,Gy}PB =
{
tr {(sq + 2tcpc)x} , tr {(sq + 2tc′pc′)y}
}
PB
= tr
{
xsqy − qxys+ 2(xtcpcy + xtcyTpc)− 2(pcxytc + pcxtcyT )
}
= Gyx−xy. (D1)
By choosing xj
′
i′ = δ
j′
j δ
i
i′ , y
l′
k′ = δ
l′
l δ
k
k′ , we obtain Eq. (57).
To prove Eq. (58), we first note{
Gx, tr {Uv}
}
PB
= Uvx+xT v,{
Gx, tr {Qv˜}
}
PB
= −Qxv˜+v˜xT . (D2)
Here U =
(
ssT +
∑
c [4tcpctc − itc]
)
and Q =
(
qT q +
∑
c pc
)
. v and v˜ are covariant and con-
travariant symmetric tensors that are independent of s, q, tc, pc, respectively. Using the distribution
rule, we write the Poisson bracket between the momentum and the Hamiltonian constraints as{
Gx,Hv
}
PB
=
{
Gx, (−U + α˜UQU)v
}
PB
= −
{
Gx, Uv
}
PB
+ α˜
{
Gx, UQUv
}
PB
+ α˜
{
Gx, QUvU
}
PB
+ α˜
{
Gx, UvUQ
}
PB
.(D3)
Here
{
Gx, UA
}
PB
≡
{
Gi j, U
lm
}
PB
xj iAml and
{
Gx, QB
}
PB
≡
{
Gi j, Qlm
}
PB
xj iB
ml. A and
B are covariant and contravariant tensors that are made of v, x, s, q, t, p. From Eq. (D2), we obtain{
Gx,Hv
}
PB
= (−U + α˜UQU)vx+xT v . (D4)
In order to compute the Poisson bracket between Hamiltonians, we use{
tr {Uv1} , tr {Uv2}
}
PB
= 0,{
tr {Qv1} , tr {Qv2}
}
PB
= 0,{
tr {Uv1} , tr {Qv2}
}
PB
= −4Gv2v1 . (D5)
Similar to Eq. (D3), we write the Poisson bracket between Hamiltonians as{
Hv1 ,Hv2
}
PB
=
{
tr {(−U + α˜UQU)v1} , tr {(−U + α˜UQU)v2}
}
PB
= α˜
[
−
{
Uv1 , QUv2U
}
PB
+
{
Uv2 , QUv1U
}
PB
]
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+α˜2
[{
UQUv1 , QUv2U
}
PB
+
{
QUv1U , UQUv2
}
PB
+
{
QUv1U , Uv2UQ
}
PB
+
{
Uv1UQ, QUv2U
}
PB
]
. (D6)
From Eq. (D5), we obtain{
Hv1 ,Hv2
}
PB
= −4 tr
{
G
[
−α˜(Uv2Uv1 − Uv1Uv2)
+α˜2(Uv2UQUv1 + Uv2Uv1UQ− Uv1UQUv2 − Uv1Uv2UQ)
]}
. (D7)
By choosing (v1)i′j′ = δ
ij
i′j′ , (v2)l′k′ = δ
lk
l′k′ , we obtain Eq. (59).
Appendix E: Derivations of the transformed shift and lapse functions
In this appendix, we derive Eqs. (70), (71), (79) and (80).
1. Eq. (70)
From Eq. (27), the scalar field associated with the shift tensor yx− xy is given by
ζyx−xy(ri) =
∑
j,k
(yjkx
k
i − xjkyki). (E1)
The sum over j gives
ζyx−xy(ri) =
∑
k
(ζy(rk)x
k
i − ζx(rk)yki). (E2)
Now, we expand ζy(rk) and ζx(rk) around ri to write
ζyx−xy(ri) =
∑
k
([
ζy(ri) + ∂µζy(ri)(r
µ
k − rµi ) +O(∂2)
]
xki
−
[
ζx(ri) + ∂µζx(ri)(r
µ
k − rµi ) +O(∂2)
]
yki
)
= ξµx (ri)∂µζy(ri)− ξµy (ri)∂µζx(ri) +O(∂2). (E3)
2. Eq. (71)
From Eq. (28), the vector field associated with the shift tensor yx− xy is given by
ξµyx−xy(ri) =
∑
j,k
(yjkx
k
i − xjkyki)(rµj − rµi ). (E4)
75
Expanding yjk and x
j
k around rk = ri gives
ξµyx−xy(ri) =
∑
j,k
([
yji +
∂yji
∂rνi
(rνk − rνi ) +O(∂2)
]
xki −
[
xji +
∂xji
∂rνi
(rνk − rνi ) +O(∂2)
]
yki
)
(rµj − rµi )
= ξµy (ri)ζx(ri) + ξ
ν
x(ri)
(
∂ξµy (ri)
∂rνi
+ δµν ζy(ri)
)
− ξµx (ri)ζy(ri)− ξνy (ri)
(
∂ξµx (ri)
∂rνi
+ δµν ζx(ri)
)
+O(∂2)
= ξνx(ri)∂νξ
µ
y (ri)− ξνy (ri)∂νξµx (ri) +O(∂2). (E5)
3. Eq. (79)
From Eq. (75), the lapse function associated with the shift tensor vx+ xTv is given by
θvx+xT v(ri) = 2
∑
k
vikx
k
i,
λvx+xT v(ri, rj) =
∑
k
(
vikx
k
j + vjkx
k
i
)
. (E6)
Since θ(ri) can be obtained from λ(ri, rj) by setting rj = ri, we first consider the latter. Expanding
vik around rk = rj , and vjk around rk = ri gives
λvx+xT v(ri, rj) =
∑
k
([
vij +
∂vij
∂rµj
(rµk − rµj ) +O(∂2)
]
xkj +
[
vji +
∂vji
∂rµi
(rµk − rµi ) +O(∂2)
]
xki
)
= vij [ζx(rj) + ζx(ri)] +
∂vij
∂rµj
ξµx (rj) +
∂vij
∂rµi
ξµx (ri) +O(∂
2)
= [ζx(ri) + ζx(rj)]λv(ri, rj) + ξ
µ
x (rj)
∂λv(ri, rj)
∂rµj
+ ξµx (ri)
∂λv(ri, rj)
∂rµi
+O(∂2).
(E7)
For θvx+xT v, we can simply set rj = ri in Eq. (E7),
θvx+xT v(ri) = 2ζx(ri)θv(ri) + ξ
µ
x (ri)
∂θv(ri)
∂rµi
. (E8)
4. Eq. (80)
From Eq. (59), we have
{Hu, Hv}PB = GmnCijklnm ujivlk, (E9)
where Cijklnm is given by Eq. (60). For diagonal u and v, we write
{Hu, Hv}PB = GmnCr1r1r2r2nm θu(r1)θv(r2) +O(∂2), (E10)
76
where Eq. (75) is used. Now we expand θu(r1) and θv(r2) near r1 = rm and r2 = rm to write
{Hu, Hv}PB = GmnCr1r1r2r2nm
[
θu(rm) +∇µθu(rm)(rµ1 − rµm)
][
θv(rm) +∇νθv(rm)(rν2 − rνm)
]
+O(∂2). (E11)
Because Cr1r1r2r2nm = −Cr2r2r1r1nm , Eq. (E11) can be written as
{Hu, Hv}PB = 1
2
GmnC
r1r1r2r2n
m
{[
θu(rm) +∇µθu(rm)(rµ1 − rµm)
][
θv(rm) +∇νθv(rm)(rν2 − rνm)
]
−
[
θu(rm) +∇µθu(rm)(rµ2 − rµm)
][
θv(rm) +∇νθv(rm)(rν1 − rνm)
]}
+O(∂2).
(E12)
To the leading order in the derivative expansion, we obtain
{Hu, Hv}PB = 1
2
GmnC
r1r1r2r2n
m (r
ν
2 − rν1)
{
θu(rm)∇νθv(rm)− θv(rm)∇νθu(rm)
}
+O(∂2).
(E13)
By using Eq. (65) and Eq. (66), we obtain Eq. (80).
Appendix F: Metric in translationally invariant states
We first note that Cijklnm in Eq. (60) reduces to
Cijklnm = −4α˜
(
Un[lUk][jδi]m − Un[jU i][lδk]m
)
(F1)
on the constraint hypersurface that satisfy α˜QU = α˜UQ = I . Inserting Eq. (F1) to Eq. (82) and
Eq. (83), we write
−Sgµν = 1
4
∑
i,l,n
Ciillnm (r
µ
nmr
ν
li + r
ν
nmr
µ
li)
= −2α˜
∑
l,n
UnlU lm (rµnmr
ν
lm + r
ν
nmr
µ
lm) , (F2)
where rµnm = r
µ
n − rµm. In the presence of the translational symmetry, we write
Unl =
1
L
∑
k
eik(rn−rl)Uk (F3)
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to rewrite the metric as
−Sgµν = −2α˜
∑
l,n
∫
dkdk′
(2pi)2D
UkUk′
[
−
(
∂
∂kµ
+
∂
∂k′µ
)
∂
∂k′ν
−
(
∂
∂kν
+
∂
∂k′ν
)
∂
∂k′µ
]
eikrnl+ik
′rlm .
(F4)
Integrating k, k′ by part followed by the sum over rl, rn results in
−Sgµν = 4α˜
(
∂Uk
∂kµ
∂Uk
∂kν
+ Uk
∂2Uk
∂kµ∂kν
)
k=0
. (F5)
Appendix G: Transformation of the collective variables under boost
In this appendix, we derive Eq. (145).
1. The shift vector
From Eq. (62), the shift tensor is transformed as
δynm = ∂τη
n
m + η
j
iy
l
kA
ikn
jlm + ρjivlkC
ijkln
m
= (∂τη + yη − ηy)nm + ρiivkkCiikknm . (G1)
The change in the shift vector is given by
δξµ(rm) =
∑
n
δynm(r
µ
n − rµm). (G2)
Since y in Eq. (98) is symmetric and η is anti-symmetric, (yη − ηy) is a symmetric matrix.
Furthermore, (yη−ηy)nm depends on n andm only through rn−rm due to the spatial translational
invariance of y and η in Eq. (98) and Eq. (142). As a result,
(∗) ≡
∑
n
(yη − ηy)nm(rµn − rµm) =
∑
n
(yη − ηy)n0rµn
=
∑
n
(yη − ηy)−n0 rµ−n =
∑
n
(yη − ηy)0nrµ−n
= −
∑
n
(yη − ηy)n0rµn = −(∗). (G3)
Here we choose the label of sites such that r−n = −rn, and use the fact that (yη − ηy)nm =
(yη − ηy)mn = (yη − ηy)n+km+k for any k. This shows (∗) = 0, and
δξµ(rm) = ∂τ
∑
n
ηnm(r
µ
n − rµm)− 4α˜
∑
n,i
[
UniU imρmm − UniρiiU im
]
(rµn − rµm)
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=[
ε ζµ + 4α˜
∑
n,i
UniρiiU
im(rµn − rµm)
]
= ε [1 +S] ζµ. (G4)
In the first and the second lines, we use Eq. (F1) and
∑
n,i U
niU imρmm(r
µ
n − rµm) = 0 which
follows from the facts that
∑
i U
niU im is symmetric under the exchange of n and m, and depends
only on rn − rm due to the translational invariance of the saddle point solution. From the sec-
ond line to the third line, we use
∑
n,i U
niρiiU
im(rµn − rµm) = εζν
∑
n,i U
niU imrνi (r
µ
n − rµm) =
εζν
∑
n,i U
niU im(rνi − rνm + rνm)(rµn − rµm) = εζν
∑
n,i U
niU im(rνi − rνm)(rµn − rµm) = ε S4α˜gνµζν
which follows from Eq. (F2). Eq. (G4) vanishes when the spacetime has the Lorentzian signature,
S = −1.
2. The lapse function
Under the boost, the diagonal component of the lapse tensor is transformed as
δvnn = ∂τρnn + η
j
ivlkB
ikl
jnn − ρklyjiBikljnn
= 2 (ηnnvnn − ynnρnn) = 0. (G5)
Here n is not summed over. This vanishes because η in Eq. (142) is anti-symmetric, and ynn = 0
for the translationally invariant saddle-point solution in Eq. (98). Therefore, δθ(r) = 0.
3. pc
Under the boost, pc transforms as
δpc = {pc,Gη}PB + {pc,Hρ}PB
=
(
pcη + η
Tpc
)
+ (4pctcρ+ 4ρtcpc − iρ)
= 4
(
pct˜cρ+ ρt˜cpc
)
. (G6)
The first term in the second line vanishes because
(
pcη + η
Tpc
)
ij
= pc,ilη
l
j + pc,jlη
l
i = pc,ilη
l
j +
pc,j(j+i−l)η
j+i−l
i = pc,ilη
l
j + pc,liη
j
l = pc,ilη
l
j − pc,ilηlj = 0, where we use the fact that pc,il =
pc,li = pc,(i+k)(l+k) and ηij = −ηji = ηi+kj+k for any k. From the second line to the third line, we
use Eq. (106).
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4. q
Under the boost generated by Eq. (141), q transforms as
δq = {q,Gη}PB + {q,Hρ}PB + {q, T˜oL}PB
=
(
q¯η + 2sTρ+ o˜Lq¯
)
, (G7)
Since η is anti-symmetric and q¯ = qdI , the transformation generated by Gη can be canceled by a
O(L) flavour rotation. By choosing o˜L = −η, we obtain
δq = 2sTρ. (G8)
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