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Introduzione
Prima della rivoluzione digitale i sistemi di controllo erano basati essenzial-
mente su componenti idraulici, pneumatici e meccanici connessi opportuna-
mente tra loro. Successivamente, prima la diusione di transistor ed am-
plicatori operazionali e pi u tardi l'invenzione del microprocessore, hanno
rivoluzionato il mondo del controllo permettendo la diusione di sistemi di
controllo a prestazioni pi u elevate ed adatti ad una variet a sempre maggiore
di sistemi.
Con il termine controllo digitale si intende in generale uno schema di control-
lo in retroazione in cui la legge di controllo viene eseguita da un calcolatore
digitale. Un calcolatore moderno utilizzato per il controllo comprende in
generale un' unit a centrale di calcolo (un processore o un microprocessore),
alcune unit a input-output e un'unit a di memoria. La potenza, la dimensione
e il numero di componenti utilizzati per realizzare un sistema di controllo
digitale specico varia a seconda della quantit a di dati da analizzare e della
velocit a di calcolo richiesta dalla specica applicazione. La disponibilit a di
sistemi di elaborazione sempre pi u potenti e adabili ha fatto in modo che
negli ultimi trent'anni il numero di sistemi di controllo realizzati in forma
digitale aumentasse molto velocemente. Le moderne applicazioni spaziano
in vari ambiti: macchine utensili, processi di lavorazione di metalli, processi
chimici, controllo di sistemi in ambito automobilistico (es. cruise control).
Lo schema a blocchi generale di un possibile sistema di controllo digitale  e
proposto in gura 1.1.
Poich e il calcolatore non pu o n e ricevere n e elaborare segnali analogici non
 e possibile interfacciarlo direttamente con sistemi di misura ed attuatori, i
quali sono generalmente sistemi analogici. Nello schema di gura il calcola-
tore riceve l'errore in forma digitale e restituisce un segnale di uscita ancora
in forma digitale.  E necessario pertanto che i dati in ingresso e in usci-
ta vengano convertiti mediante l'utilizzo rispettivamente di un convertitore
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analogico-digitale e di un convertitore digitale-analogico.
Sistemi in cui si interfacciano sistemi a tempo continuo e sistemi a tempo
discreto sono chiamati sistemi a dati campionati.
Calcolatore 
digitale
Convertitore
D/A
Attuatore Processo
Sensore
Convertitore
A/D
Uscita
Ingresso di
riferimento
Figura 1.1: Possibile schema generale di un sistema di controllo digitale
 E bene precisare che lo schema proposto non  e unico, sono possibili infatti
schemi alternativi ad esempio nel caso in cui il riferimento sia un segnale
continuo e non discreto  e necessario inserire in convertitore A/D aggiuntivo
che trasformi il segnale di riferimento prima di inviarlo al computer.
Calcolatore 
digitale
Convertitore
D/A
Attuatore Processo
Sensore
Convertitore
A/D
Uscita
Ingresso di
riferimento
Convertitore
 A/D
Figura 1.2: Schema alternativo di un sistema di controllo digitale
La diusione del controllo digitale  e stata senza dubbio favorita dai suoi
innumerevoli vantaggi.
La legge di controllo realizzata tramite software consente un'enorme 
essibi-
lit a poich e cambiare controllore equivale a modicare l'algoritmo eseguito dal
computer. Ci o consente altres  un' accresciuta possibilit a di eettuare simu-
lazioni ed esperimenti.  E possibile sviluppare con maggior semplicit a leggi di
controllo anche molto complesse: possono essere presenti nell'algoritmo ad
esempio sia funzioni logiche sia funzioni matematiche, inoltre la capacit a da
parte di un computer di gestire pi u ingressi ore la possibilit a di realizzare
sistemi di controllo digitale multivariabile. La sempre maggiore capacit a di1.1. CONVERTITORE A/D 3
elaborazione dei moderni microprocessori consente una precisione e un'a-
dabilit a in generale molto elevate.
Il controllo digitale porta anche alcune problematiche. La progettazione  e
pi u complessa ed articolata poich e vengono coinvolte grandezze discrete, la
stabilizzazione del sistema  e in generale pi u delicata; inoltre sono possibili
arresti non previsti dovuti a malfunzionamenti del calcolatore. Sono presenti
anche problematiche dovute alla corretta temporizzazione dell'intero sistema,
come ad esempio la scelta del periodo di campionamento e la gestione del
ritardo dovuto all'elaborazione dei dati da parte del calcolatore.
Come detto in precedenza poich e i calcolatori sono in grado di elaborare
segnali discreti, essi sono connessi ad attuatori e sensori rispettivamente tra-
mite convertitori digitale-analogico e analogico-digitale.
1.1 Convertitore A/D
Un convertitore analogico-digitale  e un dispositivo che esegue le operazio-
ni di campionamento e quantizzazione del segnale analogico in ingresso. Il
processo di campionamento discretizza un segnale continuo nel tempo, men-
tre il processo di quantizzazione discretizza l'ampiezza del segnale continuo
facendo in modo che questa assuma valori in un insieme nito di possibili
ampiezze, quindi rappresentabile con un numero nito di cifre binarie.
Quantizzatore Campionatore
x(t) x(kT) x  (kT) q
Figura 1.3: Schema a blocchi di campionamento e quantizzazione
Il campionamento viene rappresentato con una sequenza di impulsi che
partono dall'istante t = 0, a distanza uno dall'altro di Tc secondi e assumo
ampiezza pari a x(kTc).
Si ha quindi che la relazione per il campionamento nel dominio del tempo  e
la seguente(con abuso di notazione):
x(kT) =
N X
k=0
x(kTc)(t   kTc) (1.1)
Il periodo T = Tc  e detto periodo di campionamento, e analogamente
fc = 1
Tc  e detta frequenza di campionamento. Il processo di quantizzazione4 CAPITOLO 1. INTRODUZIONE
consiste invece nell'associare ad ogni valore possibile di ampiezza dei cam-
pioni, cio e ogni valore di x(kT), il valore di ampiezza pi u vicino codicato
dal calcolatore. Prima della quantizzazione i possibili valori di ampiezza che
il segnale pu o assumere sono inniti, mentre il segnale quantizzato pu o assu-
mere solo un numero nito di valori di ampiezza. Una rappresentazione del
processo complessivo  e mostrata in gura 1.4 per un generico segnale x(t).
La precisione con cui un computer rappresenta i campioni  e limitata, quindi
la precisione di un convertitore analogico-digitale dipende dal numero di li-
velli di quantizzazione scelti e dal numero di bit utilizzati per rappresentare
un singolo dato. Questi due valori sono legati dalla realazione: L = 2b dove
L indica il numero di livelli di quantizzazione e b indica il numero di bit
per rappresentare un singolo campione.  E inevitabile pertanto la presenza di
un errore di quantizzazione, che  e denito come la dierenza tra il valore di
ampiezza del campione e il valore di ampiezza del campione in seguito alla
quantizzazione, formalmente:
eq(kT) = x(kT)   xq(kT) (1.2)
Se il valore dell'errore di quantizzazione  e molto minore rispetto alle va-
riazioni di ampiezza del segnale, il sistema risulta sucientemente preciso e
l'errore di quantizzazione  e trascurabile; inoltre si deve considerare anche che
la precisione dei moderni calcolatori  e molto alta.
Si noti, in gura 1.4, l'errore di quantizzazione presente tra i valori di am-
piezza dei campioni originali e i valori di ampiezza del segnale quantizzato,
maggiore  e il numero di bit utilizzati maggiore sar a il numero di livelli e
l'errore di quantizzazione pu o essere trascurato per un numero suciente di
livelli di quantizzazione rappresentabili dal computer.
x(t)
t 1T 2T 3T 4T 5T 6T 7T 8T
L1
L2
L9
Figura 1.4: Rappresentazione di campionamento e quantizzazione su x(t)1.2. CONVERTITORE D/A 5
1.2 Convertitore D/A
Un convertitore digitale-analogico  e un dispositivo che converte un segnale
a tempo discreto in un segnale continuo nel tempo. Il modo pi u semplice
di realizzare la conversione consiste nell'utilizzare un mantenitore di ordine
zero (abbreviato nel seguito ZOH: Zero Order Hold) il quale dato in ingresso
il campione x(kTm), ne mantiene il valore costante no all'istante (k +1)Tm
istante in cui il valore verr a aggiornato con il valore del campione x((k +
1)Tm); formalmente considerando sempre un generico segnale x(t) si ha:
x(t) = x(kTm) kTm < t < (k + 1)Tm (1.3)
dove T = Tm  e il periodo di mantenimento; nel seguito si ipotizzer a che
periodo di mantenimento e di campionamento coincidano, cio e T = Tm = Tc.
Il graco della risposta impulsiva di uno ZOH  e proposta in gura 1.5.
In termini di trasformate di Laplace si ottiene:
Go(s) =
1
s
+
1
s
e
 sT (1.4)
Una rappresentazione graca dell'uscita di un mantenitore dato in ingres-
so un segnale generico x(t) precedentemente campionato  e proposta in gura
1.6.
La scelta del periodo di campionamento (e mantenimento)  e fondamentale
perch e in
uenza la complessit a dei dispositivi: aumentando la frequenza di
campionamento il costo dei convertitori A/D e D/A cresce notevolmente e
aumenta la capacit a di calcolo dell'elaboratore che esegue la legge di control-
lo, ci o comporta un' aumento complessivo dei costi dei dispositivi utilizzati.
Un primo importante vincolo nella scelta  e fornito dal teorema del campiona-
mento. Innanzitutto  e necessario che il segnale x(t) sia a banda limitata; in
caso contrario  e necessario utilizzare preliminarmente un ltro anti-aliasing,
in altri termini un ltro passa-basso con opportuna frequenza di taglio. Sup-
ponendo che il segnali abbia frequenza massima fmax, il teorema del cam-
pionamento aerma che per evitare fenomeni di aliasing  e necessario che la
frequenza di campionamento rispetti il seguente vincolo:
fc > 2fmax (1.5)
A livello pratico vista la non idealit a dei ltri  e necessario che si abbia:
fc  2fmax (1.6)
Un periodo di campionamento eccessivamente piccolo (cio e una frequenza
di campionamento eccessivamente alta) potrebbe richiedere una complessit a6 CAPITOLO 1. INTRODUZIONE
computazionale eccessiva ed un notevole costo dei dispositivi utilizzati. In
generale la scelta della frequenza di campionamento va fatta a seconda del-
le caratteristiche del sistema che si sta considerando e delle prestazioni che
si vogliono ottenere. Una regola euristica per la scelta del periodo di cam-
pionamento suggerisce di campionare ad un frequenza pari a circa 10 volte
dell'ampiezza di banda della funzione di trasferimento in anello chiuso del
sistema. Questi due vincoli suggeriscono un punto di partenza per la scelta
del periodo di campionamento, una volta scelto  e necessario eettuare alcune
simulazioni ed eventualmente correggere la scelta iniziale.
t T
1
g  (t)
°
Figura 1.5: Risposta impulsiva Zero Order Hold
x(t)
t 1T 2T 3T 4T 5T 6T 7T 8T 9T
Figura 1.6: Esempio di uscita di un organo di tenuta di ordine zero ad un
segnale discreto generico x(kT)Capitolo 2
Sistemi a dati campionati
Come detto in precedenza i sistemi a dati campionati sono sistemi in cui
si interfacciano sistemi a tempo continuo con sistemi a tempo discreto. In
questo capitolo presentiamo i principali strumenti di analisi in termini di
stabilit a per sistemi a tempo discreto. Consideriamo il sistema di gura 2.1.
ZOH Processo
r(t) y(t)
Figura 2.1: Esempio di sistema a dati campionati ad anello aperto
Poich e la presenza dello ZOH  e necessaria per interfacciare il processo da
controllare (tramite l'attuatore) con l'elaboratore, spesso si considera come
funzione di trasferimento complessiva del sistema la funzione di trasferimento
del processo vero e proprio insieme alla funzione di trasferimento dello ZOH.
Posto Gp(s) la funzione di trasferimento del processo da controllare, e Go(s)
la funzione di trasferimento dello ZOH come dall'equazione 1.4 si ottiene:
G(s) = G0(s)Gp(s) (2.1)
Per eseguire un'analisi del sistema a tempo discreto  e necessario usare la
trasformata Zeta dell' intero sistema(con abuso di notazione):
G(z) = ZfG(s)g = ZfG0(s)Gp(s)g =
Y (z)
R(z)
(2.2)
Si noti che Y (z) corrisponde alla trasformata del segnale y(t) campionato,
quindi pi u precisamente l'equazione 2.2 fa rifermento al sistema rappresen-
tato in gura 2.2, dove  e stato aggiunto un campionatore in corrispodenza
dell'uscita del sistema.
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G(z)
R(z) Y(z)
Figura 2.2: Sistema discreto equivalente al sistema proposto in g. 2.1 con
uscita campionata
2.1 Stabilit a a tempo discreto
 E possibile ricavare la condizione di stabilit a BIBO a partire dalla relazione
che intercorre tra il dominio della trasformata di Laplace e il dominio della
trasformata Zeta, in altre parole tra il piano s e il piano z, ossia:
z = e
sT = e
(+j!)T (2.3)
Essendo un equazione complessa, equivale alle equazioni seguenti:

jsj = eT
\z = !T (2.4)
imponendo la condizione di stabilit a  2]0;+1[ si ottiene la condizione
di stabilit a per z, cio e 0 < jzj < 1. Pertanto un sistema risulta BIBO stabile
se e solo se tutti i poli della funzione di trasferiemnto giacciono all'interno
del cerchio unitario. La realazione  e presentata gracamente in gura 2.3.
Figura 2.3: Regioni di stabilit a nel piano s e nel piano z
Oltre al metodo diretto esistono altri metodi per la valutazione della
stabilit a di un sistema discreto, in particolare si pu o far riferimento al criterio
di Jury, al luogo delle radici e al criterio di Nyquist.2.1. STABILIT A A TEMPO DISCRETO 9
Riga Coecienti
1 n n 1 n 2 . . . 0
2 0 1 2 . . . n
3 bn 1 bn 2 bn 3 . . b0
4 b0 b1 b2 . . bn 1
5 cn 2 cn 3 . . c0
6 c0 c1 . . cn 2
. . . . . .
. . . . . .
2n   5 p3 p2 p1 p0
2n   4 p0 p1 p2 p3
2n   3 q2 q1 q0
Tabella 2.1: Struttura generale della tabella di Jury
Criterio di Jury Il criterio di Jury rappresenta sostanzialmente l'analogo
al criterio di Routh-Hurwitz per i sistemi discreti. Prevede infatti la
costruzione di una tabella a partire dai coecienti del polinomio da
studiare. In particolare dato il polinomio:
P(z) = 0z
n + 1z
n 1 + ::: + n 1z + n (2.5)
(dove 0 > 0)si costruisce una tabella con struttura triangolare, pre-
sentata in tabella 2.1.
Le regole per la costruzione sono:
 nella prima riga si inseriscono i coecienti del polinomio in ordine
crescente secondo le potenze di z;
 ogni riga pari si ottiene dalla riga dispari precedente invertendo
l'ordine dei coecienti;
 gli elementi dalla terza all'ultima riga si calcolano con i seguenti
determinanti:
bk =
   
an an 1 k
a0 ak+1
    k = 0;1;:::;n   1 (2.6)
ck =
   
bn 1 bn 2 k
b0 bk+1
    k = 0;1;:::;n   2 (2.7)
qk =
 
 
p3 p2 k
p0 pk+1
 
  k = 0;1;2: (2.8)10 CAPITOLO 2. SISTEMI A DATI CAMPIONATI
Un sistema caratterizzato da P(z)  e stabile se le seguenti condizioni
sono soddisfatte:
 janj < a0
 P(z)jz=1 > 0
 P(z)jz= 1

< 0 se n  e dispari
> 0 se n  e pari
 jbn 1j > jb0j
jcn 2j > jc0j
.
.
.
jq2j > jq0j
A dierenza del metodo diretto calcolando la posizione degli zeri del
polinomio P(z), la tebella di Jury permette di valutare al stabilit a senza
calcolare gli zeri del polinomio.
Luogo delle radici  E possibile estendere il metodo del luogo delle radi-
ci sviluppato per sistemi a tempo continuo senza modiche, infatti le
regole per il tracciamento del luogo sono esattamente le stesse da se-
guire per il caso a tempo continuo. Ovviamente la posizione dei poli
per determinare la stabilit a del sistema in reatroazione va interpreta-
ta diversamente, vista la corrispondenza tra piano s e piano z. Questo
metodo  e molto utile per determinare lo spostamento dei poli al variare
di un parametro, ma richiede il calcolo degli zeri del polinomio.
Criterio di Nyquist Dato un sistema con funzione di trasferimento d'a-
nello G(z), il diagramma di Nyquist  e costituito dall'immagine della
circonferenza di raggio unitario e centro l'origine del piano z. Pi u pre-
cisamente  e costituito dai punti G(ej) con  2]   ;]; nel caso in
cui G(z) abbia poli sulla circonferenza ej la denizione va leggermente
modicata considerando delle semicirconferenze aggiuntive innitesime
rivolte verso l'esterno e centrate nei poli cos  da poterli aggirare. Sia
P il numero di poli di G(z) con modulo maggiore di uno, e sia N il
numero di giri che il diagramma compie attorno al punto -1 (conteggia-
ti positivamente se compiuti in senso antiorario), allora la condizione
necessaria e suciente alla stabilit a del sistema  e che risulti N = P
con N ben denito (N non  e ben denito se il diagramma passa per il
punto -1).Capitolo 3
Sintesi di controllori digitali
Esistono due principali paradigmi di progettazione di controllori digitali:
 discretizzazione di un controllore a tempo continuo: questa tecnica
prevede di progettare il controllore nel domino della trasformata di La-
place e di individuare il suo corrispondente a tempo discreto mediante
opportune tecniche di approssimazione del controllore;
 progettazione di un controllore direttamente nel dominio della trasfor-
mata Zeta: questo approccio prevede di individuare il controllore di-
gitale partendo dallo studio del sistema discreto da controllare (poich e
spesso il sistema non  e discreto bisogna ricorrere al modello discreto
equivalente del sistema).
3.1 Progetto nel continuo e discretizzazione
In questa sezione verranno discussi tre principali metodi di discretizzazione
di un controllore a tempo continuo, in particolare si tratteranno:
 metodo della trasformata Zeta;
 metodo della trasformazione bilineare (facendo riferimento in partico-
lare al metodo di Tustin);
 trasformazione diretta di poli e zeri;
Poich e tramite queste tecniche si ottiene un'approssimazione del controllore
a tempo continuo originale, le prestazioni del sistema non potranno essere
migliori del risultato ottenuto con il controllore analogico.
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3.1.1 Metodo della trasformata Zeta
Questo metodo si basa sull'idea che un controllore digitale approssimi bene
il comportamento di un controllore analogico se  e in grado di rispondere allo
stesso modo ai segnali canonici (es: gradino, rampa). Scelto come segnale
di riferimento il gradino unitario (si parla in questo casi anche di metodo ad
invarianza della risposta al gradino) si ha(con abuso di notazione):
Z

C(s)
1
s

= C(z)Z

1
s

; (3.1)
da cui si ricava la seguente:
C(z) = (1   z
 1)Z

C(s)
1
s

(3.2)
Si noti che dato un sistema stabile otteniamo nuovamente un sistema
stabile nel piano z per la corrispondenza tra semipiano sinistro e cerchio
unitario rispettivamente nel piano s e z.
3.1.2 Trasforamzione bilineare
Il problema di discretizzare un controllore a tempo continuo con il suo cor-
rispettivo a tempo discreto  e pi u facilmente interpretabile nel dominio del
tempo. Infatti si cerca di approssimare un sistema dinamico a tempo conti-
nuo descritto da un sistema di equazioni dierenziali con un altro sistema a
tempo discreto descritto invece da equazioni alle dierenze. Il sistema pu o
essere descritto tramite le seguenti equazioni di stato:

_ x(t) = Ax(t) + Be(t)
u(t) = Cx(t) + De(t): (3.3)
Dal sistema 3.3  e possibile ricavare la funzione di trasferiemnto del siste-
ma:
R(s) = C(sI   A)
 1B + D (3.4)
Integriamo entrambi i membri della prima equazione del sistema 3.3,
ottenendo:
x((k + 1)T)   x(kT) = A
Z (k+1)T
kT
x(t)dt + B
Z (k+1)T
kT
e(t)dt (3.5)
Ora  e necessario approssimare gli integrali con i valori delle funzioni inte-
grande calcolati sugli estremi, utilizzando la seguente formula di integrazione
numerica:3.1. PROGETTO NEL CONTINUO E DISCRETIZZAZIONE 13
Z (k+1)T
kT
g(t)dt ' [(1   )g(kT) + g((k + 1)T)]T (3.6)
Applicando la formula all'equazione di interesse si ottiene:
x((k + 1)T)   x(kT) = A[(1   )x(kT) + x((k + 1)T)]T
+B[(1   )e(kT) + e((k + 1)T)]
(3.7)
inoltre valutando la seconda equazione del sistema 3.3 agli istanti di
campionamento si ha:
u(kT) = Cx(kT) + De(kT) (3.8)
Le equazioni 3.7 e 3.8 sono una rappresentazione approssimata del sistema
a tempo continuo di partenza, e possono essere interpretate come le equazioni
che descrivono un sistema lineare a tempo discreto.
Da queste  e inoltre possibile calcolare la funzione di trasferimento del sistema
ottenendo:
R(z) = C

1
T
z   1
z + 1   
I   A
 1
+ D (3.9)
Si noti che questa trasformazione garantisce che partendo da una f.d.t.
razionale, la corrispondente f.d.t. discreta approssimata sia ancora razionale.
In conclusione  e possibile determinare un'approssimazione del digitale di un
regolatore analogico con la sostituzione:
s =
1
T
z   1
z + 1   
: (3.10)
Il metodo prende il nome di trasformazione bilineare, in particolare quan-
do  = 0:5 si parla di metodo di Tustin, e la trasformazione diventa:
s =
2
T
z   1
z + 1
(3.11)
Vediamo in gura 3.1 dove vengono mappati i poli con la trasformazione
generale:
 per  = 0 la regione che ne risulta  e la porzione di piano con ascissa
minore di z = 1;
 per  = 1 si ottiene la supercie all'interno del cerchio centrato in
z = 1
2 e raggio 1
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Re(z)
Im(z)
Re(z)
Im(z)
Re(z)
Im(z)
z=1 z=1 z=1
Figura 3.1: Mappatura del semipiano sinistro del piano s per dierenti
valori di 
 per  = 1
2 la regione coincide con il cerchio unitario centrato nell'origine
quindi vi  e corrispondenza tra le regioni di stabilit a; in generale se si
sceglie un valore di  < 1
2  e possibile che il regolatore asintoticamente
stabile venga approssimato con un regolatore instabile.
Nel processo di discretizzazione  e necesario mantenere il pi u possibile le ca-
ratteristiche della risposta in frequenza, in particolare margine di fase e pul-
sazione di attraversamento. Confrontiamo la risposta in frequenza ottenuta
mediante la trasformazione di Tustin e la risposta iniziale:
C(e
j!T) = C

2
T
ej!T   1
ej!T + 1

= C
 
2
T
ej! T
2   e j! T
2
ej! T
2 + e j! T
2
!
= C
 
2
T
2jsin(!T
2 )
2cos(!T
2 )
!
=
= C

j
2
T
tan(
j!
2
)

6= C(j!)
(3.12)
Si ha quindi una distorsione in frequenza secondo la trasformazione:
!  !
2
T
tan

!T
2

(3.13)
Passando al limite per ! ! !n (pulsazione di Nyquist) si ottiene che
2
Ttan
 
!T
2

! 1, e si ha dunque che il comportamento ad alta frequenza del
controllore nel continuo viene compresso verso !n. Per mantenere le carat-
teristiche del controllore in un intorno della pulsazione di attraversamento si
modica leggermente la trasformazione di Tustin con una predistorsione in
frequenza (prewarping).3.2. PROGETTO NEL DISCRETO 15
3.1.3 Matching di poli e zeri
Questa tecnica di discretizzazione approssimata si basa sull'idea che si possa
ottenere un'approssimazione discreta di una f.d.t. continua utilizzando la
trasformazione z = esT. Partendo dunque da una funzione di trasferimento
del tipo:
C(s) =
K
sl
Qm
i=1(s   zi)
Qn
k=1(s   pk)
; (3.14)
si ottiene una funzione di trasferimento approssimata del tipo:
C(z) = Kd
(z + 1)n+l m Qm
i=1(z   eziT)
(z   1)l Qn
k=1(z   epkT)
(3.15)
Confrontando le equazioni 3.14 e 3.15 si osserva che zeri e poli della f.d.t.
3.14 (sia quelli in zero che quelli nei punti pk) vengono mappati direttamente
tramite la relazione 2.4 che lega il piano z e il piano s; nell'quazione 3.15
compare il termine (z + 1)n+l m che non ha corrispondenza diretta. La mo-
tivazione consiste nell'osservare che se m < n + l la risposta in frequenza
C(j!) tende a zero per ! ! 1.  E ragionevole pertanto fare in modo che
C(ej!T) tenda a zero per la massima frequenza che pu o essere elaborata cor-
rettamente dal sistema, cio e la pulsazione di Nyquist !n = 
T. Si introduce
quindi il seguente vincolo:
C(e
j!nT) = C( 1) = 0 (3.16)
che equivale a introdurre uno zero in corrispondenza del punto z =  1;
introducendo n + l   m zeri in questo punto si conserva anche la velocit a di
convergenza a zero. Il guadagno Kd inne  e ottenuto conservando il guadagno
in continua, cio e imponendo che:
C(s)js=0 = C(z)jz=1 (3.17)
Si noti inne che questo metodo di discretizzazione consente di ottenere
un controllore discreto approssimato stabile se il controllore di partenza  e
anch'esso stabile.
3.2 Progetto nel discreto
In questa sezione vediamo i principali metodi di progetto nel discreto:
 progetto mediante luogo delle radici: come nel caso continuo  e possibile
progettare il controllore individuando tramite il luogo delle radici la
posizione opportuna per poli e zeri del controllore;16 CAPITOLO 3. SINTESI DI CONTROLLORI DIGITALI
 progetto nel piano w: questa metodologia di progetto  e sostanzialmente
l'analogo della metodologia di progettazione in frequenza (sfruttando
diagramma di Bode) utilizzata per i controllori a tempo continuo.
3.2.1 Sintesi mediante luogo delle radici
Questa tecnica di sintesi  e particolarmente utile quando si possono tradurre
le speciche di progetto sotto forma di vincoli sulla posizione dei poli. La
scelta del controllore avviene generalmente per tentativi successivi, in cui si
incrementa la struttura del controllore no a soddisfare tutte le speciche.
Ricaviamo dunque questi vincoli partendo dalle speciche imposte sul tran-
sitorio in termini di massima sovraelongazione, tempo di salita e tempo di
assestamento.
Denizione Come gi a discusso in precedenza le regole per il tracciamento
del luogo delle radici a tempo discreto sono analoghe a quelle nel domi-
nio della trasformata di Laplace. Si consideri un sistema retroazionato
come quello proposto in gura 3.2, l'equazione caratteristica per questo
sistema  e:
1 + C(z)G(z) = 0: (3.18)
Essendo la 3.18 un'equazione complessa , posto L(z) = C(z)G(z),
equivale a:

jL(z)j = 1
\L(z) = (2k + 1) k = 0;1;2::: (3.19)
Queste due condizioni sono soddsfatte per i punti che appartengono al
luogo, risultano spesso utili per determinare informazioni sul controllore
quando questo  e parzialmente denito.
G(z)
+
_
Y(z) R(z)
C(z)
Figura 3.2: Schema di un sistema di controllo in retroazione.3.2. PROGETTO NEL DISCRETO 17
Errore a regime Come nel caso continuo, l'errore a regime in risposta
ai segnali canonici dipende dal tipo del sistema e dal guadagno del
sistema.
Sovraelongazione S Il vincolo sulla massima sovraelongazione consentita
si traduce in unvincolo sul coeciente di smorzamento:
S = e
  p
1 2 ()  =
s
(lnS
 )2
1 + (lnS
 )2 (3.20)
In gura 3.3  e evidenziata la porzione di piano corrispondente. Linee
radiali nel piano s corrispondono a spirali logaritmiche nel piano z.
Piano s Piano z
x
x
Figura 3.3: Regioni di piano s e z corrispondenti al vincolo di massima
sovraelongazione
Tempo di assestamento Ta Il tempo di assestamento (denito con uno
scarto del 2% sul valore di regime), denisce un vincolo su !n una
volta calcolato :
Ta =
4
!n
(3.21)
In gura 3.4 sono evidenziate le regioni corrispondenti, ricordando che
 = !n.
Una volta tradotte le speciche, sapendo che nel piano s vale la realzione:
s =  !n + j!n
p
1   2 (3.22)18 CAPITOLO 3. SINTESI DI CONTROLLORI DIGITALI
Piano s Piano z
s
e
sT
Figura 3.4: Regioni di piano s e z corrispondenti al vincolo di massimo
tempo di assestamento (al 2%)
possiamo ottenere direttamente la corrispondenza con il piano z, ottenen-
do:
z = e
( !n+j!n
p
1 2)T ()

jzj = ej!nT
\z = T!n
p
1   2 (3.23)
Arrivati a questo punto possiamo tracciare nel piano z, la porzione di
piano accettabile per i poli del sistema retroazionato. In gura 3.5 sono trac-
ciati i luoghi a  e !n costanti per valori diversi. Risulta utile come punto
di partenza, una volte note le speciche, individuare la porzione di piano
accettabile per i poli del sistema in catena chiusa.
 E conveniente innanzitutto eseguire una prova preliminare per vedere se  e
possibile soddisfare i requisiti anche solo con un semplice controllore propor-
zionale, se non  e possbile si passa ad un controllore nella forma:
C(z) = Kc
z + 
z + 
(3.24)
Il controllore in questa forma risulta particolarmente conveniente perch e
una volta denita la posizione del polo o dello zero  e possibile utilizzare le
condizioni del sistema 3.19 per determinare le restanti informazioni. Ne caso
in cui questo tipo di controllore non fosse suciente a soddisfare le speciche
 e necessario arricchirne la struttura a seconda dell'applicazione specica.3.2. PROGETTO NEL DISCRETO 19
Figura 3.5: Piano z in cui sono evidenziati i luoghi  = cost: e !n = cost:20 CAPITOLO 3. SINTESI DI CONTROLLORI DIGITALI
3.2.2 Sintesi nel piano w
Come gi a accennato la sintesi nel piano w risulta essere l'analogo della sintesi
di Bode per controllori digitali. Per poter applicare questa tecnica a sistemi
discreti sono necessarie alcune modiche. Dal momento che nel dominio z
la frequnza compare come z = ej!T la semplicit a ottenuta dai diagrammi di
Bode per la sintesi in frequenza andrebbe persa. Per risolvere il problema
si applica all'equivalente discreto del sistema la trasformazine analoga alla
trasformazione di Tustin:
z =
1 + (T
2)w
1   (T
2)w
: (3.25)
Tramite la trasformazione dal dominio s al dominio z (relazione 2.3), il
semipiano sinistro caratterizzato da <(s) < 0 viene mappato, come detto in
precedenza, nell'internio del cerchio unitario caratterizzato da jzj < 1; trami-
te la trasformazione bilineare da z a w di nuovo l'interno del cerchio unitario
viene mappato nell semipiano sinistro del piano w. Una volta ottenuta G(w)
si pone w = j per il tracciamento dei diagrammi di Bode. La dierenza
fondamentale tra il piano s e il piano w consiste nel fatto che il comporta-
mento nel piano s per  !c
2 < ! < !c
2 viene mappata in  1 <  < +1 dove
!c  e la pulsazione di campionamento, e   e la frequenza ttizia nel piano
w. In analogia con quanto visto per la trasformazione di Tustin  e presente
una distorsione alle alte frequenze. Con un calcolo simile a quanto svolto
nell'equazione 3.12 si ottiene:
w = j =
2
T
z   1
z + 1
jz=ej!T=
2
T
ej!T   1
ej!T + 1
=
2
T
j tan
!T
2
(3.26)
pi u semplicemente:
 =
2
T
tan
!T
2
(3.27)
L'equazione 3.27 fornisce la relazione tra la frequenza reale e la frequenza
ttizzia nel piano w. Si noti che per basse frequenze, cio e per bassi valori
di !T si ha che  w ! e anche G(s) w G(w). La presenza di questo fattore
di scala nella trasformazione permette di mantenere lo stesso errore costante
prima e dopo la trasformazione; cio e la funzione di trasferimento nel dominio
w approssima sempre meglio la funzione di trasferimento nel dominio s man
mano che T tende a zero.3.2. PROGETTO NEL DISCRETO 21
Complessivamente i passi da seguire per eseguire la sintesi in frequenza
sono i seguenti:
1. dato un generico sistema da controllare G(s)  e necessario calcolare il
suo equaivalente discreto:
G(z) = ZfG(s)g = ZfG0(s)Gp(s)g (3.28)
2. applichiamo la trasformazione 3.25 a G(z):
G(w) = G(z)
 
z=
1+( T
2 )w
1 ( T
2 )w
(3.29)
3. eseguiamo l'ulteriore sostituzione:
G(j) = G(w)jw=j (3.30)
4. dopo aver tracciato i diagrammi di Bode  e possibile individuare il
margine di fase e di guadagno;
5. individuare il controllore che soddisfa le speciche con le tecniche che
si utilizzano per i controllori a tempo continuo;
6. convertire nuovamente il controllore ottenuto, C(w), con la trasforma-
zione inversa della 3.25, cio e:
C(z) = C(w)jw= 2
T
z 1
z+1 (3.31)
7. eseguire alcune simulazioni per vericare che il comportamento del
sistema controllato sia eettivamente quello desiderato.
L'utilizzo dei diagramma di Bode risulta molto vantaggioso in quanto
permette di leggere le speciche richieste per il transitorio direttamente dal
diagramma, inoltre il progetto di un controllore digitale risulta essere meno
complesso rispetto ad altri approcci.22 CAPITOLO 3. SINTESI DI CONTROLLORI DIGITALICapitolo 4
Esempio applicativo
In questo capitolo si considera un esempio numerico per il quale verranno
proposti tutti i metodi di sintesi discussi a livello teorico. Nella trattazione
si far a ampio uso del software Matlab e della piattaforma Simulink in esso
integrata.
E' dato il sistema:
Gp(s) =
10
s(s + 5)
(4.1)
Si richiede di utilizzare un controllore digitale con T = 0:02s per ottenere
le seguenti speciche:
 tempo di assestamento inferiore a 1 secondo: Ta  1s
 margine di fase maggiore di 45: m'  
4
Prima di presentare i metodi di discretizzazione  e necessario innanzitut-
to progettare un controllore continuo che soddis le speciche di progetto.
Poich e viene fornito il vincolo sul tempo di assestamento possiamo utilizza-
re il metodo del luogo delle radici: come visto precedentemente il tempo di
assestamento  e legato alla parte reale dei poli in catena chiusa del sistema.
Il margine di fase  e legato alla sovraelongazione dalla seguente:
m' = 1   0:8S (4.2)
e una volta nota la sovraelongazione massima tollerabile  e possbile otte-
nere il coeciente di smorzamento  dalla relazione 3.20.
In questo caso specico otteniamo:
S ' 27% ()  ' 0:386 (4.3)
   4 (4.4)
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Utilizzando Matlab tracciamo inizialemente il luogo delle radici del siste-
ma con semplice retroazione e osserviamo se  e suciente al soddisfaciemnto
delle speciche. Il codice utilizzato  e:
numG=[10];
denG=[1 5 0];
sysG=tf(numG, denG);
sysG_fb=feedback(sysG,1);
rlocus(sysG_fb);
sgrid(0.386,0);
Osservando il luogo delle radici (proposto in gura 4.1), si pu o osservare
che la semplice retroazione proporzionale non  e suciente a soddisfare le
speciche.
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Figura 4.1: Luogo delle radici per il sistema G(s) con retroazione
proporzionale
 E pertanto necessario un controllore pi u complesso rispetto a quello pro-
porzionale, cerchiamo quindi un controllore nella forma:
C(s) = Kc
s + 
s + 
(4.5)25
Utilizziamo Simulink per individuare la posizione opportuna per lo zero
ed il polo del controllore. Dopo una serie di simulazioni, ottenute tramite il
modello di gura 4.4, otteniamo un possibile controllore:
C(s) = 3
s + 4
s + 7
(4.6)
Osseriviamo il luogo delle radici del sistema complessivo in catena chiusa
e la risposta del sistema retroazionato al gradino unitario rispettivamente in
gura 4.2 e 4.3.
Il codice utilizzato  e il seguente:
sysSGC= series(sysG,sysC);
sysCGfeed= feedback(sysSGC, 1);
step(sysCGfeed);
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Figura 4.2: Luogo delle radici per il sistema G(s) controllato in retroazione
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Figura 4.3: Risposta al gradino G(s) controllato in retroazione da C(s)
Figura 4.4: Modello realizzato tramite Simulink per il sistema G(s)
controllato in retroazione da C(s)4.1. DISCRETIZZAZIONE DEL CONTROLLORE 27
4.1 Discretizzazione del controllore
Uno volta progettato un controllore che soddis le speciche a tempo conti-
nuo  e necessario procedere prima alla discretizzazione del modello del sistema
e in seguito discretizzare il controllore con i metodi presentati. Matlab mette
a disposizione un comando per eettuare la discretizzazione:
sysGz=c2d(sysG, 0.02);
dove sysGz e sysG sono stati deniti precedentemente, il comando c2d
riceve come parametri in ingresso il sistema da discretizzare e il tempo
di campionamento; con un tempo di campionamento pari a T = 0:02s
complessivamente otteniamo:
G(z) =
0:001935z + 0:001872
z2   1:905z + 0:9048
(4.7)
A questo punto, sempre mediante utilizzo di Matlab, otteniamo il control-
lore nel dominio z con i tre metodi ottenuti, in seguito valutiamo le risposte
al gradino per ognuno di questi sistemi.
La sintassi generale del comando c2d prevede di poter specicare anche
il metodo con cui si vuole procedere alla discretizzazione.
Metodo della trasformata zeta Come detto  e suciente specicare il si-
stema da discretizzare e il tempo di campionamento:
numC=[3 12];
denC=[1 7];
sysC=tf(numC, denC);
sysCz=c2d(sysC, 0.02, 'zoh');
Si ottiene il seguente controllore discreto:
C(z)Z =
3z   2:776
z   0:8694
(4.8)
Trasformazione bilineare Con lo stesso comando possiamo ottenere la
trasformazioni di Tustin, variando uno dei paramentri in ingresso:
numC=[3 12];
denC=[1 7];
sysC=tf(numC, denC);
sysCzT=c2d(sysC, 0.02, 'tustin');28 CAPITOLO 4. ESEMPIO APPLICATIVO
e si ottiene:
CTs(z) =
2:916z   2:692
z   0:8692
(4.9)
Matching zeri e poli Inne otteniamo il controllore con la tecnica di cor-
rispondenza tra poli e zeri con il codice:
numC=[3 12];
denC=[1 7];
sysC=tf(numC, denC);
sysCzZP=c2d(sysC, 0.02, 'matched');
e in output si ha:
Czp(z) =
2:913z   2:689
z   0:8694
(4.10)
Come si pu o notare i controllori ottenuti con i vari metodi presentano
coecienti numerici molto simili, di conseguenza ci aspettiamo risposte al
gradino pressoch e coincidenti. Le risposte al gardino sono presentate nelle
gure 4.5, 4.6, 4.7. Dal confronto dei graci emerge che le risposte al gradino
sono sostanzialmente identiche e approssimano molto bene la risposta del
sistema retroazionato a tempo continuo rispettando entrambe le speciche
fornite.4.1. DISCRETIZZAZIONE DEL CONTROLLORE 29
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Figura 4.5: Risposta al gradino con controllore discretizzato mediante
trasformata Zeta: Ta = 0:64s;S  1%
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Figura 4.6: Risposta al gradino con controllore discretizzato mediante
trasformazione di Tustin: Ta = 0:64s;S  1:5%30 CAPITOLO 4. ESEMPIO APPLICATIVO
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Figura 4.7: Risposta al gradino con controllore discretizzato mediante
matching di zeri e poli: Ta = 0:64s;S  1:5%4.2. PROGETTO NEL DISCRETO 31
4.2 Progetto nel discreto
4.2.1 Luogo delle radici
Riprendiamo il sistema discretizzato con tempo di campionamento richiesto
T = 0:02s:
G(z) =
0:001935z + 0:001872
z2   1:905z + 0:9048
(4.11)
Osserviamo dapprima, anche il questo caso, il luogo delle radici per il
sistema G(z) retroazionato, nel caso in cui bastasse la reatrozione propor-
zionale. Ricordiamo che le speciche forniscono i seguenti vincoli nel piano
z:
  w 0:386 impone l'appartenenza del luogo alla regione delimitata dai
rami di spirale logaritmica in gura;
 Ta  1s si traduce in jzj  e 4T w 0:9.
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Figura 4.8: Luogo delle radici per il sistema G(z) con retroazione
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Figura 4.9: Luogo delle radici per il sistema G(z) con retroazione
proporzionale: dettaglio in prossimit a del punto z = 1
In gura 4.8 e 4.9 vengono proposti il luogo delle radici del sistema G(z)
e il dettaglio dello stesso luogo nelle vicinanze del punto z = 1. Anche in
questo caso la semplice retroazione non  e suciente a soddisfare entrambe le
speciche fornite, quindi cerchiamo ancora un controllore nella forma:
C(z) = Kc
z + 
z + 
(4.12)
Utilizziamo Simulink per determinare il controllore opportuno e dopo una
serie di prove si ottiene:
C(z) =
15(z   0:8)
z   0:55
(4.13)
Utilizzando il controllore 4.13 si ottiene la risposta al gradino in gura
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Figura 4.10: Risposta al gradino con controllore ottenuto tramite luogo
delle radici: Ta = 0:86s;S  23%34 CAPITOLO 4. ESEMPIO APPLICATIVO
4.2.2 Sintesi nel piano w
Prima di iniziare la sintesi del controllore vera e propria  e necessario ottenere
le speciche nel dominio delle frequenza: in particolare dal tempo di assesta-
mento  e necessario individuare un vincolo sulla pulsazione di attraversamento
!a. Essendo noto il tempo di assestamento e avendo calcolato il coeciente
di smorzamento necessario possiamo calcolare la pulsazione naturale, succes-
sivamente possiamo usare le seguenti relazioni approssimate per ottenere un
vincolo sulla pulsazione di attraversamento:
!n '
2B
2
q
1   2 +
p
2   2 + 44
(4.14)
!a ' 5B (4.15)
Dalle relazioni 4.14 e 4.15 otteniamo !a ' 9:54rad=s Per ottenere il con-
trollore mediante progettazione in frequenza dobbiamo ancora partire dal
sistema da controllare discretizzato:
G(z) =
0:001935z + 0:001872
z2   1:905z + 0:9048
(4.16)
Dobbiamo applicare al sistema la trasformazione di Tustin inversa, uti-
lizzando il seguente codice in Matlab:
sysGwT= d2c(sysGz, 'tustin');
ottenendo la funzione di trasferimento G(w) e la sua forma di Bode (con
T = 0:02s):
G(w) = G(z)  z=
1+( T
2 )w
1 ( T
2 )w
=
0:00001665w2   0:09825w + 9:992
w2 + 4:996w
=
=
2
w
0:00000166w2   0:009832w + 1
0:20016w + 1
(4.17)
Ora continuiamo come nel caso continuo imponendo W(w) = C(w)D(w).
Indichiamo con hW,hG e hC rispettivamente il numero di poli in w = 0 di
W(w), G(w) e C(w). Per garantire errore a regime nullo in risposta al gradino
deve essere hW = 1, quindi:
hW = hG + hC; (4.18)
hG = 1; (4.19)
hC = 0 (4.20)4.2. PROGETTO NEL DISCRETO 35
In controllore quindi non avr a poli in w = 0. Indichiamo ora con KW;KG
e KC rispettivamente i guadagni di Bode di W(w);G(w) e C(w). Per avere
errore pari a  = 0:1 nella risposta alla rampa,  e necessario che si abbia:
KW = KGKC; (4.21)
KW =
1

= 10; (4.22)
KG = 2; (4.23)
KC = 5 (4.24)
Una volta ottenuto guadagno e numero di poli, scriviamo:
^ W(w) = KCG(w) = 5G(w) (4.25)
che consiste nella f.d.t. del sistema da controllare G(w) e tutte le in-
formazioni che gi a conosciamo di C(w). Tracciamo i diagrammi di Bode e
valutiamo margine di fase e pulsazione di attraversamento con il seguente
codice:
sysW= 5*sysGwT;
bode(sysW);
margin(sysW);
v = j*6.25;
Wjwa= evalfr(sysW, v);
C = (abs(Wjwa))^(-1);
dphi = 45 - (angle(Wjwa)+ pi);
ottenendo !a = 6:25rad=s e m' = 35. A questo punto dobbiamo
valutare i coecienti C e ', si ottiene:
C = 0:999 ' 1 (4.26)
' ' 44:38rad=s (4.27)
C < 1 (4.28)
' > 0 (4.29)
Teoricamente le disequazioni 4.28 e 4.29 indicano di utilizzare una rete
correttrice a sella, ma visto che il valore di C  e molto vicino ad uno, ten-
tiamo in prima battuta di soddisfare le speciche con una pi u semplice rete
anticipatrice, cio e un sistema con funzione di trasferimento:36 CAPITOLO 4. ESEMPIO APPLICATIVO
C(s) =
1 + sT
1 + saT
T > 0;0 < a < 1 (4.30)
Utilizzando sempre Simulink, dopo una serie di tentativi otteniamo il
seguente controllore (comprensivo del guadagno di Bode KC):
C(w) = 5
1 + w
5:7
1 + w
11
(4.31)
Applichiamo la trasformazione di Tustin inversa per tornare nel dominio
della trasformata zeta, ottenendo:
C(z)w =
9:189z   8:198
z   0:8018
(4.32)
La risposta al gradino  e proposta in gura 4.11.
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Figura 4.11: Risposta al gradino con controllore ottenuto mediante sintesi
nel dominio w: Ta = 0:88s;S  20%Capitolo 5
Conclusione
In questo elaborato  e stata proposta una semplice introduzione al controllo
digitale. In seguito ad una prima parte preliminare in cui  e stato presentato
il problema e sono stati introdotti i dispositivi necessari, sono stati forniti un
modello equivalente di sistemi analogici nel discreto ed i relativi strumenti
di analisi. Inne sono state esposte alcune tecniche per la progettazione di
controllori a tempo discreto.
In particolare sono stati presentati due approcci per la progettazione di con-
trollori digitali. Il primo consiste nel discretizzare il controllore dopo averlo
progettato nel continuo; sono stati discussi tre metodi: metodo della tra-
sformata zeta, trasformazione bilineare, e metodo di matching poli-zeri. I
risultati ottenuti nell'esempio all'interno del capitolo 4 sono molto soddisfa-
centi, ci o  e dovuto anche al periodo di campionamento scelto (T = 0:02s) che
essendo molto basso fa in modo che il comportamento del controllore digitale
approssimi molto bene il comportamento del controllore continuo.
Il secondo approccio consiste invece nel discretizzare il sistema da controlla-
re e progettare, direttamente nel dominio zeta, un controllore digitale. Sono
stati trattati due modi di procedere: design mediante luogo delle radici, e
design nel piano w. In termini di soddisfacimento delle speciche i risultati
ottenuti con questi ultimi metodi sembrano complessivamente meno soddi-
sfacenti rispetto ai precedenti, anche se le speciche di progetto sono state
completamente rispettate.
A questo punto ci si potrebbe chiedere quale metodo sia preferibile scegliere
per la progettazione. Il primo approccio presenta un vantaggio: nel caso
in cui il tempo di campionamento non risultasse adeguato non  e necessario
ripetere l'intero progetto del controllore,  e suciente ripetere la discretizza-
zione ed eettuare alcune simulazioni per vericare che le speciche siano
soddisfatte anche con il nuovo periodo di campionamento; mentre nel se-
condo caso una variazione del periodo campionamento modica il modello
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equivalente del sistema da controllare ed  e, in generale, necessario ripetere
l'intero progetto (anche se per variazioni sucientemente piccole potrebbe
non essere necessario). Per quanto riguarda il design nel dominio z bisogna
anche sottolineare che se il periodo di campionamento  e elevato si ha una
maggiore sensibilit a ad errori numerici, di conseguenza la progettazione con
il sistema discreto equivalente potrebbe risultare pi u complessa. Complessi-
vamente la procedura di discretizzazione di un controllore analogico sembra
un approccio pi u semplice.Bibliogra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