ABSTRACT
INTRODUCTION
g he consumer credit market in the United States is estimated by the US Federal Reserve to be a $7 trillion market (Musto and Souleles, 2006) . In the last several years, the financial services industry has experienced a rapid growth with significant increases in mortgages, auto-financing, debts to retailers, credit card debts, and home equity loans to name a few. The Federal Reserve estimates that there is currently more than $5.4 trillion in mortgage debt, $800 billion in installment debt, and $700 billion in revolving debt (Musto and Souleles, 2006) . With this growth, however, have been mounting losses for delinquent and defaulted loans. For example, in 1991, $1 billion of Chemical Bank's $6.7 billion in real estate loans were delinquent and the bank held $544 million in foreclosed property. Manufacturers Hanover's $3.5 billion commercial property portfolio was burdened with $385 million in non-performing loans (Rosenberg and Gleit, 1994) . The FHA was found to have mortgage default rates in 8 of 22 cities studied of more than 12.7%, with one lender having a 34.1% default rate in Buffalo, N.Y. (National Mortgage News, 2002) . In 1994 in the UK about 12% of retail expenditure was made using credit cards, amounting to a total of about 36 billion British pounds (Hand and Henley, 1997 ). This dynamic is also highly relevant for the former East-block Central and East European countries, now members of the European Union. For example, in 2004 alone, Czek and Slovak banks recorded 33.8% and 36.7% increases in their retail loans, respectively (Vojtek and Kocenda, 2006) . In response, many financial services institutions have placed increasing importance on the development of new credit scoring models in addition to attempts to increase the robustness of traditional statistical techniques to support their credit decisions. The ultimate objective of these models is to increase accuracy in loan-granting decisions, so that more creditworthy applicants are granted credit, thereby increasing profits, and non-creditworthy applicants are denied credit, thus decreasing losses. A slight improvement in accuracy translates into significant future savings, which can have an important impact on profitability.
Unfortunately, credit-risk evaluation decisions are inherently complex and unstructured. This is due to the nonlinear relationships between independent variables that interact with each other and the various forms of risks involved. The most harmful risk to the party approving credit is the nonpayment of obligations when they come due. Simultaneously, the payoff associated with a correct credit-risk decision is high. Due to the difficulty of credit risk assessment, the financial institution that provided data for this paper experienced a default rate of about twenty percent (20%), even though that financial institution used a complex credit scoring model to attempt to identify bad loans. Some defaults are caused by unforeseen factors (i.e. stability of marriage, health status and/or job stability) that may be difficult to reflect in the financial attributes collected by the bank about the consumer. However, some bad loans could be avoided by using more discriminating machine-based credit risk assessment techniques. Possible bad loans could be flagged for a more thorough analysis by a human loan officer, who could then scrutinize the potential loan further for its credit worthiness. As a result, any improvement in making a reliable discrimination between those who are likely to repay the loan and those who are not would be highly desired.
This paper examines and compares the effectiveness of memory-based reasoning model (k-nearest neighbor) to predict whether a consumer defaulted upon or paid off a loan. Memory-based reasoning is a data mining technique that has garnered considerable attention as a means to understand dynamic behavior in complex data (Im and Park, 2007) . From the original, highly unbalanced data set containing 5960 loan applicants, which was heavily dominated by good loans (4771 and 1189 cases constituted good and bad loans, respectively), we randomly selected 1189 good loans and matched them with the same number of bad loans. We repeated this procedure 10 times to get more mileage out of the data and make the results more generalizable. As a result, each of the 10 data sets used in this study contained an equal mix of 1189 of randomly selected good loans and all available 1189 bad loans. We used the memory-based reasoning technique, ran computer simulation for 8 different sizes k of the neighborhood for each of the 10 data sets, and recorded the results for 3 probability cutoffs: 0.3, 0.5., and 0.7. The classification results were averaged across 10 test data sets and standard deviation was computed to test the stability/dispersion of the obtained results. The memory-based reasoning method turned out efficient at identifying both good loans and bad loans in the test sets given that the financial institution that provided the data considered all of the loans contained in the data set to be good loans warranting an extension of credit. The paper assesses and analyzes the probability of default on a single loan and compares the obtained results to the results published in the earlier study by (J. Zurada and M. Zurada, 2002 ).
The paper is organized as follows. Section 2 covers memory-based reasoning technique fundamentals. Section 3 reviews the current literature. Section 4 describes the data sample used in this study. Section 5 presents the experiments and simulation results. Finally, section 6 concludes the paper and gives some recommendations for future work.
MEMORY-OR CASE-BASED REASONING METHOD
Memory-based reasoning is a type of case-based reasoning. Broadly construed, it is the process of solving new problems based on the solutions of similar past cases. The memory-based reasoning method requires no model to be fitted, or function to be estimated. Instead it requires all cases with their known solutions to be maintained in memory, and when a prediction is required, the method recalls items from memory and predicts the value of the dependent variable. In solving a new case, the memory-based reasoning approach retrieves a case it deems sufficiently similar and uses that case as a basis for solving the new case.
Memory-or case-based reasoning employs a k-nearest neighbor algorithm to classify cases. The k-nearest neighbor algorithm takes a data set of existing cases and a new case to be classified, where each existing case in the data set is composed of a set of variables and the new case has one value for each variable. The normalized Euclidean distance or Hamming distance between each existing case and the new case (to be classified) is computed. The k existing cases that have the smallest distances to the new case are the k-nearest neighbors to that case. Based on the target values of the k-nearest neighbors, each of the k-nearest neighbors votes on the target value for a new case. The votes are the posterior probabilities for the class dependent variable (LOAN_SATUS).
More formally, a high-level summary algorithm that computes the distance between each new case and all the training patterns 
1.
Let k be the number of nearest neighbors and D be the set of training patterns. 2.
for each new case do
Select D D z ⊆ , the set of k closest training patterns to z.
5.
end for.
Once the nearest neighbors list is obtained, the new case is classified based on the majority class of its nearest neighbors:
Majority voting:
where v is a class label, y i is the class label for one of the nearest neighbors, and ) (⋅ I is an indicator function that returns the value 1 if its argument is true and 0 otherwise.
In the majority voting approach, every neighbor has the same impact on the classification. This makes the algorithm more sensitive to the choice of k. To reduce the influence of k, one can weight the impact of each nearest neighbor according to its distance: . As a result, training patterns that are located far away from z will have a smaller influence on the classification compared to those that are located closer to z. Using the distance-weighted voting scheme, the class label of the new case can be determined as follows: Table 1 (0), respectively. Therefore, the posterior probability for the new case to have the target value Repaid (0) and Defaulted (1) is 7/10 (70%) and 3/10 (30%), respectively. One can easily notice that there are two critical choices in the nearest neighbor-method, namely, the distance function and the cardinality k of the neighborhood. We performed 8 experiments for different values of k and used the normalized Euclidean distance for numeric variables and the Hamming distance for categorical variables to calculate the similarity between cases in 12-dimensional space (12 independent variables). Normalization was required to ensure that features with larger values do not overweight features with lower values. Furthermore, to minimize the influence of k, we used the voting approach with weighted-distance in computer simulation. For more details on the memory-based reasoning method, the reader is encouraged to refer to (Mitchell, 1997 
PRIOR RESEARCH
Financial institutions are very reliant on the use of computer-based reasoning for extension of credit to consumers. Use of such techniques as a decision aid to loan officers helps to increase the speed and accuracy of the lending process. During recent years many articles have been published describing the effectiveness of machine learning tools such as neural networks, decision trees, fuzzy systems, genetic algorithms, rough sets, and regression analysis in predicting customer loan default rates. For example, two papers by Rosenberg and Gleidt (1994) and Hand and Henley (1997) are chiefly concerned with whether to extend credit to an applicant. The aim is to anticipate and reduce defaults and serious delinquencies. Other credit risk management concerns discussed in the two papers are the maintenance of existing credit lines (ie. should the credit limit be raised?) and determining the best action to be taken on delinquent accounts.
In more recent articles focusing on loan risk assessment, Barney et al. (1999) compared the performance of neural networks and regression analyses in identifying the farmers who had defaulted on their Home Administration Loans and those farmers who paid off the loans as scheduled. Using an unbalanced data, Barney found that neural networks outperform logistic regression in correctly classifying farmers into those who made timely payments and those who did not. Jagielska et al. (1999) investigated credit risk classification abilities of neural networks, fuzzy logic, genetic algorithms, decision trees, and rough sets and concluded that the genetic/fuzzy approach compared more favorably with the neuro/fuzzy and rough set approaches. In two of his papers, analyzed the beneficial aspects of using both neural networks and nuero-fuzzy systems for credit-risk evaluation decisions. Piramuthu used three real-world applications data that involved credit-risk evaluation in various forms: credit approval, loan default, and bank failure prediction. Neural networks performed significantly better than neuro-fuzzy systems in terms of classification accuracy, on both training as well as testing data. However, the neural network cannot explain the rationale behind its credit granting/denial decision, unlike the neuro-fuzzy systems that explain decisions using simple if-then rules.
West (2000) investigated the credit scoring accuracy of five neural network architectures and compared them to traditional statistical methods. The neural architectures and traditional models included multilayer perceptron, mixture-of-experts, radial basis function, learning vector quantization, and fuzzy adaptive resonance; and discriminant analysis, logistic regression, k nearest neighbor, kernel density estimation, and decision trees, respectively. Using two real world data sets and testing the models using 10-fold cross validation, the author found that among neural architectures the mixture-of-experts and radial basis function did best, whereas among the traditional methods regression analysis was the most accurate. Memory-based reasoning technique has been used for assessing consumer credit risk. For example, Hanley and Hand (1996), Hand and Henley (1997) , and Hand and Vinciotti (2003) state that non-parametric nature of the method enables modeling of irregularities in the risk function over the feature space. Also, it is a fairly intuitive procedure and as such it could be easily explained to business managers who would need to approve its implementation. They emphasize that the choice of k (the size of the neighborhood) and the distance metric are challenging problems. The memory-based reasoning technique was also successfully applied in other business problem domains. Radding (1997) suggests the use of this technique for real-time fraud detection in long-distance telephone services, using variables such as frequency of calls, time of day, duration, and geography. Pequeno (1997) also proposes having several options, including neural networks and memory-based reasoning, available for detecting telecommunications fraud. Both latter authors maintain, however, that no single technique solves every problem and that using multiple techniques is the rule. In other words, different algorithms will have different levels of success, depending on the particular problem and the data. Memory-based reasoning, therefore, offers another potential avenue to help identify behavioral patterns in complex and dynamic data.
DATA SET USED IN THE STUDY
To build classification models, researchers have used data derived from various loan-granting contexts. West (2000) used a data set that contained 24 independent variables and 1000 observations collected on 1000 credit applicants to an important bank in southern Germany. The data set consisted of 700 records of customers who paid the loan off and 300 records of customers who defaulted. Fahrmeir and Hamerle (1994) and Giudici (2003) also analyzed the above German scoring data set with 1000 observations, but they reduced it to 21 variables. Desai et al. (1996) used 18 independent features and 3 data sets of about 900 cases describing the ordinary customers of three credit unions. The Australian scoring data (Quinlan, 1987) were similar but more balanced with 307 and 383 observations of each outcome. All data sets used in modeling such problems have an inherent bias as they contain only those individuals actually given a loan. There are others that did not get a loan and we do not know whether or not they would have been at risk. In other words, all data sets used in analysis contained observations about customers that banks deemed to be qualified (creditworthy) individuals. Although these considerations do not affect the validity of the analysis, we should keep them in mind.
In our study we use qualitative variables that are similar to the ones used in the previous studies. We use a sample data provided by a money lending institution. The data set contains financial information about 5960 consumers allocated among 13 variables. The financial institution extended loans to all of the applicants in the data set since all of them seemed to be qualified customers. Those applicants who were denied a loan during the application process were not included in the data sample which we investigated. Out of the 5960 applicants, 4771 had paid off their loans and 1189 defaulted on the loans, resulting in a default rate of approximately 20%. We used tree imputation method to replace missing values. Out of these 13 variables, there were 12 independent variables (loan and consumer characteristics) and one dependent/target variable (loan default or loan repaid) that we are to predict. Using this data set, we build several memory-based reasoning models to predict whether a future applicant will default upon a loan or pay it off. The data set contains the following 12 independent variables: (1) Amount of the current loan request, (2) Amount due on existing mortgage, (3) Value of current property, (4) Debt-to-income ratio, (5) Years on current job, (6) Number of major derogatory credit reports, (7) Number of credit lines, (8) Number of delinquent credit lines, (9) Number of recent credit inquiries, (10) Age (in months) of oldest trade line, (11) Reason for loan (debt consolidation or home improvement), and (12) Applicants' job category. The binary dependent (target) variable Loan_Status takes values of 1 (client defaulted on loan or seriously delinquent) or 0 (loan repaid).
EXPERIMENTS AND RESULTS
Since the k-nearest neighbor method computes distances (similarities) between samples, we normalized each of the 12 independent variables to z-scores (with the arithmetic mean = 0 and variance = 1). Thus, the features with higher values do not overweight the features with lower values.
We performed a stratified sampling to create 10 balanced data sets by randomly selecting 1189 loans from the 4771 good loans and matching them with always the same 1189 bad loans. This sampling process produced 10 data sets, each consisting of 2378 cases divided evenly among good and bad loans. In each of the 10 data sets, we allocated 70% and 30% of the cases to the training set and test data set. As a result, the training and test sets contained 1663 and 715 observations, respectively. We built the models on the training set. The test set is used to calculate the performance of the models in the real world environment. To obtain an unbiased estimate of the future performance of the models and generalize the results, we ran computer simulation for 10 different generations of the balanced data sets, each containing 2378 cases and averaged the classification results.
On each of the 10 data sets, we then performed 8 experiments for different values of k. To calculate the similarity between cases in 12-dimensional space (12 independent variables), we used the normalized Euclidean distance for numeric variables and the Hamming distance for categorical variables. Also, to minimize the influence of k (the size of the neighborhood), we used the voting approach with weighted-distance in computer simulation.
The aggregated results from computer simulation are presented in Tables 1 and 2 and Figures 1 through 6 . From computer simulation we recorded the averaged overall, repaid, and defaulted correct classification accuracy rates all their standard deviations [all in % format] for the three cutoff probabilities, i.e., 0.3, 0.5, and 0.7. The choice of the best model may depend on what cutoff probability a financial institution chooses to use. Because the target event was detecting loan defaults, the 0.3 cutoff implies that the cost of making an error of granting a loan when it should not be granted is 3.3 times higher than the cost of denying a loan when it should be granted. This cutoff may be applicable to situations in which banks do not secure smaller loans, i.e., do not hold any collateral. The 0.5 cutoff means that the cost of making an error of granting a loan when it should be denied is equal to the cost of denying a loan when it should be granted. Consequently, the 0.7 cutoff implies that the cost of making an error of granting a loan when it should be denied is 3.3 times smaller than the cost of denying a loan when it should be granted. The latter two cutoffs may typically be used when a financial institution secures larger loans by holding collateral such as title on a car or house purchased by the customer.
It appears that for the 0.3 cutoff, detecting bad loans is paramount. Medium size neighborhoods k=16 and k=20 work best in this instance and they detect 89.3% and 89.7%, respectively, of bad loans correctly. Also, for these two neighborhoods, the standard deviations for the averaged correct classification rates for loan defaults across 10 different generations of test sets are stable and equal to 1.9% and 1.5 %, respectively. Overall and repaid classification accuracy rates are the highest for smaller sizes of neighborhoods (k=5, k=8, and k=12).
For the 0.5 cutoff, the overall, repaid, and defaulted classification accuracy rates are the highest for k=5 (77.3%), k=5 (80.8), and k=8 (78.3%), respectively. These results are not significantly different from the results reported for the same cutoff probability in the study by J. Zurada and M. Zurada (2002) . Averaged standard deviations are between 1% and 2%.
Smaller (k=5) and medium size neighborhoods (k=16) work also best for the 0.7 probability cutoff yielding 73.7%, 94.1%, and 55.7% for the overall, repaid, and defaulted classification accuracy rates, respectively.
CONCLUSION AND SUGGESTIONS FOR FUTURE RESEARCH
The memory-based reasoning method can be used dynamically by adding loan applicants when their class (repaid, defaulted) becomes known and deleting old applicants to overcome problems with changes in population over time. The results obtained in this study seem to be consistent with a simulation study performed by Enas and Choi (1986) and observations made by Hand and Vinciotti (2003) The former suggest that the k has to be much smaller than the smallest class (k=n 2/8 or n 3/8 is reasonable). In our case, the size n of the smallest class (loan defaults) is 715. Thus, the range for k is [5, 12] .
Further research should focus on refining the training and testing of the memory-based reasoning models using various balanced and unbalanced data sets to improve the classification performance. Once the models are fine tuned, one could attempt to adjust the classification results by the prior probabilities in the original data set (20% loan defaults), and establish the most profitable lending policy from a credit risk perspective based on the projected profits on good loans, average losses on bad loans, and the fixed and variable costs of lending operations. 
