I. INTRODUCTION
Power consumption in communication networks has become a topic of concern. This is motivated by the reduction of Green House Gases (GHG) emissions and their impact on global warming; but also by cost and cooling considerations. Research into energy efficient telecommunication systems spans from hardware developments [1, e. g.] to traffic engi neering [2, e.g.] . A key concern of energy aware mechanisms implemented in communication networks are potential effects on network performance in the broadest sense.
To address energy efficiency at the network level, this research proposes to change network topologies dynamically to adapt to network traffic conditions. Previous work [3] has demonstrated that dynamic topologies can lead to substantial energy savings in communication networks. The work de scribed in this paper focuses on the implementation of this concept in IP networks. The key challenges are dynamically maintaining accurate forwarding information in the active devices, detection of changes in traffic loads and the timing of topology switches. The former is addressed in this paper; the latter is addressed by related research.
Traditional routing protocols such as Open Shortest Path First (OSPF), for example, support dynamic reconfiguration; however, it is not feasible to rely on these mechanisms as means to implement dynamic topologies. Protocols take time to detect changes in topology and to propagate connectivity information. Once changes in networks are detected, routing protocols can take several minutes to converge. Packet loss and packet reordering leads to disruptions of active connections as a consequence. Changing topologies dynamically can therefore not be realised with existing protocols. It is necessary to propose extensions to overcome these issues.
MPLS is widely used for traffic engineering [4, e. g.] and to improve and measure network performance [5, e.g.] . This also includes reliability and path protection of MPLS networks [6] . To support traffic routing in dynamic networks, MPLS is proposed as paths for various topologies can be maintained. MPLS natively supports multiple label sets which in turn can realise a multitude of topologies. Only minor additions at ingress of Label Switched Routers (LSRs) are necessary to enable packet forwarding for dynamic topologies.
This research focuses on the performance of dynamic topologies in MPLS networks as the topology changes could affect throughput and packet loss. Specifically, this paper investigates the impact of topology changes on individual UDP and TCP flows. It also discusses implications for energy saving once reduced topologies are activated.
The remainder of the paper is organised as follows: Sec tion II discusses related research. Section III introduces the Dynamic Topologies with the MPLS concept. Section IV discusses the power assumptions that can use to investigate the reduction of the power in the used topology. Section V discusses performance implications of changing topologies and the simulation environment. Section VI presents results and the paper concludes with Section VII.
II. RELATED WORK
The term dynamic topology has also been used in con text of circuit switched networks. Noakes et al. [7] , for example, present "... an adaptive link assignment algorithm for distributed optimization of dynamically changing network topologies ... " and a related routing algorithm is discussed in [8] . These and related studies address the problem of dynam ically changing network configuration in general; however, optimisation problems and technologies are different.
The research community has approached networking and energy efficiency from a number of angles. Rate adaptation and sleeping stages in networks, for example, are discussed in [9] . Power awareness in network design and routing to mitigate power consumption of high speed network equipment is advocated by [10] who undertook benchmarking of two routers to estimate power use and developed a general model for router energy consumption and formulated the network design problem as a power aware mixed integer program. Optimisation focuses on router configuration, i.e. the allocation of line cards per chassis and chassis over the target network. Chiaraviglio et al. [11] introduce a network design problem with the aim to reduce the total power consumed by the network. It outlines the optimisation problem as a linear program and proposes heuristics to solve the problem. In this particular scenario, only nodes and links that are redundant can be turned off. The problem formulation is similar to classic network design problems with an energy consumption objective. Chiaraviglio et al. [12] use the results of [11] and evaluates an operator topology with realistic power usage figures for devices and proposes a new algorithm that accounts for power consumption of devices. In [13] the authors focuses on a much larger scale and uses analytical and simulation re sults to estimate redundant network resources worldwide, that could be turned off to save power. Network models in these studies do not allow for network nodes that do not originate or consume traffic which leads to different optimisation problems.
The implementation of any proposal plays also an important role besides the optimisation problem. MPLS is used in in dustry for traffic management and it allows to apply teletraffic engineering in backbone networks [14, e.g.] . MPLS for node and link protection has also been a focus [15, e.g.] . Fast rerouting for protected label switched paths [16] , [17] , for example, allows the network change routes to predefined LSPs in the case of congestion or link failure. Link and node failures are also discussed by [18] in the context of network resilience. The authors also use multi topology routing mechanisms to overcome those failures. In [19] , Multi topology routing has been investigated as traffic engineering tools. Multiple routing configuration scheme presented in [20] as fast recovery solu tions for links and nodes failures. The proposal in this paper relies on predefined LSP for multiple topologies to enable dynamic changes and identify the ability to reduce the power consumption in changing topologies. Multiple MPLS paths and related ability to redirect traffic flows is also discussed in [21] .
III. DYNAMIC TOPOLOGIES USING MPLS (DTM)
Previous work has demonstrated that energy savings are possible with dynamic topologies; this work introduces a methodology that can support multiple topologies in live network environments. In this section, proposed components and functions of DTM will be introduced. The implementa tion relies on MPLS in combination with flow-aware label assignment [22] . In MPLS networks traffic flows from ingress routers via intermediate transit routers to egress routers. For the examples discussed in this paper, nodes incorporate all three functions. Only the ingress router needs to be modified to support DTM. Egress and transit routers do not require any changes to their functionality. Dynamic Topologies us ing MPLS consist of three components: a central Network Management Function (NMF); a router Power Management Function (PMF) which is part of all LSRs; and a Topology and Flow Tracker (TFT) which is part of the ingress LSR.
A. Network Management Function (NMF)
The other components are centrally controlled by this func tion. It determines reduced topologies and optimal paths. A result of these calculations, different network topologies will be produced and corresponding label sets will be identified. The label sets define topologies which are optimised for the existing traffic. In the MPLS domain with NMF, the optimal topologies calculations are done offline. Every LSP in the same MPLS domain has an associated Topology ID. NMF operates online and measures the network utilisation. The active Topology ID is broadcasted to all nodes to signal the change in topology the TFT and PMF functions. Once the nodes receive the messages, they execute relevant switch-over functions and start associated timers.
B. Topology and Flow Tracker (TFT)
The TFT is the main change in the forwarding path. It maintains flow states for all labels that have been assigned. Topologies are identified by individual label sets; topologies are changed by switching between label sets. During the switchover period only new flows are assigned to the new label set, existing flows remain on their path. This ensures minimal disruptions to active short lived flows. All flows that are still maintained for the old topology will be forced on the new topology once the timer expires. Two timers are used by the scheme to schedule actions of individual modules. The first timer identifies how long each state is maintained for existing flows when the topology is decreased in size; the second timer determines the time duration until the state is erased in the flow tracker once the topology is increased. To give the nodes enough time to wake up when the network is increased in size, label assignment has to be delayed. The central NMF manages this aspect by delaying the topology ID broadcast.
C. Power Management Function (PMF)
This function (PMF) is activated when the topologies has changed. Once the topology is downsized, the PMF function will wait for the traffic flows to migrate to the new topology. After that, the node and links of that topology will be powered down into a standby mode. In the case where the size of topology has increased, nodes and links will powered on immediately.
D. DTM Algorithm
For the DTM algorithm, the network functions are con trolled by the NMF. In case of receiving packets, the NMF will recognise the Topology ID which distinguishes the network from another. If the Topology ID is the same than previous one, the NMF will apply the same label-set. In case of Topology ID is different, the NMF recognises the new network topology that identified by the topology ID. If the number of active nodes and links in the network topology is reduced, the change is identified as networks downsize and the NMF will apply the appropriate label set. The network will continue to use the previous label-set for established flows for time T, controlled by the TFf via the NMF. Mter the timer expires, the NMF will power downs the selected nodes and links in the new topology into the standby mode by using PMF function. Once the network topology status is increasing the number of active nodes and links, the NMF will select the new Topology ID and power up the network elements by controlling the PMF. The new label set will activate after the power up timer expired which is controlling by the TFT.
IV. POWER MODEL AND THE IMPACT OF TIMERS
Related work has demonstrated potential energy saving that are enabled by dynamic topologies [3] . To estimate the impact of the DTM timers on the power consumption, this section outlines the underlying power model and related assumptions. The consumption of power varies between different topologies. Power consumption of routers changes with capacity, ven dors and features. To demonstrate the impact of the scheme, some basic assumptions are made: 10% of the router energy consumption is load dependent such as routing table lookup, queuing and forwarding, 90% of the total power consumption is load independent. Furthermore it is assumed that the router has two different modes of operation independent of line card configuration. The two modes are a fully functional mode and a standby mode. In the standby mode, the device does not support routing functionality and it is assumed that the router consumes 10% of maximum power. To ensure connectivity for local demands in this low power mode, the local access interface is bridged to a neighbouring, active router. Details of this power mode are discussed in [3] . Each line card has only one port and can be independently activated or deactivated. Power consumed by the line cards is not attributed to nodes, but assigned to links. It is assumed that 80% of the power consumption is fixed and 20% is load depended. Link capacity is not a factor in power consumption; however, the variable power consumption is scaled to the link speed. An unloaded link consumes 80% of the total power and a fully loaded link consumes 100% of the link power. The absolute power values for the discussions in this paper are assumed to be 600 Watts which is a maximum total power consumption for a router and 80 Watts for a link. The length of the timer that determines when routers are turned off also impacts on energy savings that are achievable with DTM. It extend the period of time a network operates in a state with more active devices. The relative impact of this the timer on the overall savings depends on two aspects: How often is the topology changed to a low power state and; how long is the timer? The timer has only an effect on energy savings when the topology is reduced. Relative savings in energy consumption S are shown in Equation (1) for a network with two topologies, a fully active (fa) topology and a reduced (rd) topology. This equation based on direct relationship between the changing in network operates time in full active mode, reduced mode and
Timert [sec] Figure 1 depicts increase in energy consumption versus duration of timer t. The number of changes to reduced topologies in the observed period of 24 hours is the parameter for the curves. The dependencies are linear; however, the impact of the timer on energy savings is minimal, i.e. below 1 % for all values in this example.
V. PERFORMANCE ANALYSIS AND EVALUATION
For the purpose of the investigations in this paper, two performance aspects are relevant: link load and disruptions to flows that are forced on new links. For the former it is assumed that as long as the link load is below a given threshold, performance is acceptable; an assumption that is widely used in other studies [23, e.g.] . The latter is further discussed in this section. Disruptions during changes in topology occur if a flow lasts longer than the timeout period and the latency chances for the new path. If the traffic is switched to a longer path PI in terms of latency, packets are not reordered and no disruptions occur. If the change occurs in the other direction, packet reordering occurs and subsequently packets are discarded. This leads to disruptions for individual flows.
The shortest possible path in a network with n nodes is one hop, the longest possible path (without loops) is (n-l) hops.
The number of packets that belong to a particular flow and traverse the network at one time depends on packet inter arrival times and network latency. To estimate the impact of changes to topologies, it is assumed that propagation and transmission delays are the same for all links. It is possible to calculate a simple relationship between the number of nodes n and the average of lost packets np based on the calculation in [24] . Therefore, with an average inter arr ival time of ti, link latencies tL and average node latencies of tN, on average np packets are lost during the switch over in the worst case, shown in Equation (2) . np = (n -2)(tN + tL) (2) ti For example from [25] , [24] for a telephone call with a packet inter-arrival time of 120 byte frame every 20ms and a gigabit core network with 10 nodes, about 25 packets are lost in the worst case. In practical networks, changes in path length will only be in the order of several hops. Therefore in this example for changing the path to be with three hops, the impact will be lower then the whole number of hops in the network, the number of packets would be lost will be about 5 packets.
A. Real-Time and Non Real-Time Traffic
In broad terms, traffic can be divided into two categories: Elastic traffic, i.e. TCP traffic and real-time traffic using UDP. In the former case the limiting factor is available bandwidth, in the latter case the main limiting factors are delay, jitter and packet loss. This is refleced by the different traffic flow types such as video on demand and download traffic. For the simulations UDP traffic was generated as a real-time Voice over IP (VoIP) call using a interval time of 10ms and packet size of 80 bytes [26] . TCP traffic emulates elastic traffic such as downloads.
B. NS2 Simulation and Network Topology
To investigate the potential impact of the topology changes on individual flows the well known network simulator NS-2 (v2.34) has been used. The simulation uses the native MPLS implementation and a custom module to enable flow-aware routing and to switch between topologies. To evaluate the DTM performance in the MPLS networks, a core network topology that consists of 4 nodes and 5 bidirectional links was used. Figure 2 depicts the overall network topology that was used by the simulator. Link(i, j) exists if Link(j, i) exists. Nodes 8 to 11 represent the core network, i.e. MPLS nodes. The dashed core links are switched of for the reduced topology. Nodes 0 to 7 are traffic sources and traffic sinks; and Nodes 12 to 15 are DelayBox nodes that emulate the WAN environment. The network is loaded with PackMime [27] background traffic via the access Nodes 0, 3, 4 and 7. UDP and TCP sources and sinks are connected via Nodes 1, 2, 5 and 6. The capacity of this four access links is 512kbps, all remaining links have a capacity of 1 OMbps I .
VI. DISCUSSION
The impact of topology changes and the related rerouting will be evaluated by three analyses: link load for web requests (packMime traffic), packet loss/reordering for real-time traffic (UDP) and throughput for real-time traffic (UDP) and non real-time traffic (TCP).
A. Background Web Traffic
To simulate a realistic backbone network scenario, the network is loaded with web traffic. Figure 3 and 4 depict the link utilization for two core links, Link(ll,lO) and Link (8,1l) versus the simulation time. The transition between topologies is evident. At 70 seconds the topology is changed from the default to the reduced topology, indicated by the dot-dashed line. All flows that arr ive after this time are routed via the reduced topology. The traffic gradually migrates to the new path set. At this point, the previous path set that present the old network topology is still active and the new path set of the new topology has activated at the same time.
As long as the utilisation remains below the link threshold, there is no performance impact. Established flows remain on their original paths during this period. At 85 seconds, show by the second dashed line in Figures 3 and 4 , the all remaining flows are force on the new paths. Link(lO,ll) in no longer used. At 145 seconds, shown by the third dashed line, the reduced topology will change back to the full topology and remaining traffic flows will force on to the new topology. In this simulation most web related flows are completed before timers expire. Therefore there is no noticeable impact on performance to web users. Figure 5 depicts the packet loss for a single UDP flow between Nodes 1 and 6 traversing Link (8, 11) for the same simulation. As discussed above, the topology changes at 70 seconds to use the new label set of the new topology and at -------------r---�--------------r---�------------------- ,. 
B. UDP Traffic
Time (5ec) Fig. 4 . Link Utilisation (10, 11) 85 seconds the traffic flows are forced to use the new label set. The figure does not show any explicit impact of these changes to the network topology. Changes between the two network topologies at 145 seconds and 160 second are also not recognisable. Figure 6 depicts the throughput of the same UDP flow. The average throughput is around 8kBps (64kbps) as expected. The steps in the graph are caused by variations in the number of packets that arri ve within the sampling period. Packets are generated at 8kBps, if one additional packet arr ives in the sampling period; the rate rises to 8.8kbps, for two packets to 9.6kbps. There are no recognisable changes to the throughput in response to the changes of the network topologies; the UPD flow is not affected. Without using the timer, the switched between the topology will lead to loss packets which can cause packet loss and effect the throughput.
C. Elastic TCP Traffic
Figures 7 depicts the throughput of a TCP connection between Nodes 1 and 6 versus simulation time. The flow r"'-'-: :"I'::: traverses Link (8,1l) . The lines indicate the changes of the net work topology. There is no apparent impact on the throughput by the changes in network topology. The throughput largely remains unaffected. Results for other flows in the network, for example, traversing Link(10,11) are very similar in nature and do not show any changes.
D. Power Saving and Timer Impact
This section summarises energy savings and the impact off the timer for the test topology.
The fixed power component for the core network of four nodes adds up to 2160W for the nodes (4· 540W) and 320W for the 5 links (5· 64W); a total of 2480W. In the case of the reduced topolopgy only one node is active, three nodes are in standby and three core links are active. The minimum power consumption for this example is therefore 540W + 3· 60W + 3 . 64W = 912W. The impact of the timer t on the overall power savings in this example can be calculated using Equation (1) and the following parameters: t ja = 180sec, trd = 60sec, Pjal = 2 . 5kW, Prd = 912W, ns = 1, t = Osee. This yields savings of S = 15.9% . If a timer of 15 seconds is used, energy savings are reduced to S = 11.9%; for a timer of t = 30see to S = 7.9%. Since the simulation time in this example is short the impact of the timer on the power savings is more pronounced. As highlighted above, for realistic timeframes, the impact is minimal.
so ----------------i ---�--------------�--�--------------------

VII. CONCLUSION
Power consumption of computer networks can be reduced by using the dynamic topologies mechanism to turn off network devices that are not required. Using multiple MPLS label-sets for reduced topologies, traffic will detour inactive nodes and links. Earlier work has shown that dynamic topolo gies can lead to considerable energy savings and has demon strated the concept of implementing Dynamic Topologies in an MPLS networks requiring only minor changes in the LSR forwarding path. Since the routing uses multiple active label sets for different topologies, switching between topologies is not time critical. This enables timers that allow most flows to complete before the actual switch over is enforced. The impact on individual TCP and UDP flows that had been rerouted has also been investigated. This investigation show no noticeable impact for both throughput or packet loss for effected flows. Also the power saving ability has demonstrated where in this simulated topology, applying a reduced topology can save some power according to the length of the timer. As a result, the switching between different network topology statuses can be achieved successfully without explicit impact of the network performance and thus save energy. Future work has to address the key open question of how changes in topology are triggered.
