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As the Tau method, like many other numerical methods, has the limitation of using a fixed
step sizewith some high degree (order) of approximation for solving initial value problems
over long intervals, we introduce here the adaptive operational Taumethod. This limitation
is very much problem dependent and in such case the fixed step size application of the
Tau method loses the true track of the solution. But when we apply this new adaptive
method the true solution is recovered with a reasonable number of steps. To illustrate
the effectiveness of this method we apply it to some stiff systems of ordinary differential
equations (ODEs). The numerical results confirm the efficiency of the method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The Taumethod is an approximation technique introduced in [1] to solve differential equations of simple forms. In order
to treat more complex problems, Ortiz developed two approaches to the Tau method: recursive Tau [2] and operational Tau
[3]. El-Daou et al. showed in [4] that those approaches are equivalent. Crisci et al. [5] extended the recursive Tau method
for certain linear systems of ODEs A(x)y′ + B(x)y(x) + F(x) = 0 and this extension for the operational Tau method, which
is known as a realization of the recursive one, was first discussed in [6] and then in [7].
If a subdivision of the interval of integration is considered and the Tau method is applied on each subinterval, then it is
called step-by-step Tau, [8]. In this paper an adaptive approach to the Tau method is developed. By this we mean a step-by-
step Tau with variable step size, accompanied with a step size selection criterion. We discuss the local error of the Tau method
and its order in terms of step size h. Then we control the accuracy by comparing the approximate values computed for two
different step sizes and we change the step size appropriately.
Throughout the paper, we assume that any equation of the form y′(x) = f (x, y) or y′ = A(x)y+ f (x) denotes by default
a system of ODEs. Whenever restriction to a single ODE makes the argument easier, we clearly specify it by writing the
single ODE.
To discuss the application of the Tau method with constant or variable step size over long intervals we need first to
check its stability. The stability analysis of the method for a particular perturbation term was first discussed in [9,10] for
perturbation involving Chebyshev polynomials. They have also applied the Taumethod to the scalar test equation y′−λy = 0
with Re(λ) < 0 and proved that the stability region – the set of λh such that the obtained numerical solution is decaying –
contains the whole of the left-hand half-plane Re(λh) < 0 and thus showing that the Tau method is A-stable for any order.
Note that by order we mean that if the exact solution of the given ODE is itself a polynomial of degree m, then the method
of ordermwill reproduce it.
Crisci et al. [5] used the A-stability result to apply the recursive Tau adaptively to some linear ODEs, but in an embedded
form: They have used the values obtained by two successive degrees in order to estimate the local error and changed the
step size appropriately. In fact the idea of using variable step size in the Tau method was also used by the author in [6,11,
12] but it was not controlled automatically. For some recent developments of the Tau method we refer the reader to, for
example, [13–16,12,17–20].
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The paper is organized as follows: In Section 2, some preliminary results are given. In Section 3, the main features of the
operational and recursive Taumethods are recalled including the concepts of order and stability. Section 4 is devoted to give
the main results of the paper: The local error estimation and the adaptation strategies for step size control. Some numerical
experiments that illustrate the efficiency of our results, for linear and nonlinear problems, are given in Section 5.
2. A preliminary theorem
Let us consider the system of ODEs y′ = A(x)y + f (x), where A(x) = (aij(x)), f (x) = (fi(x)), i, j = 1, . . . , n. Since the
partial derivatives of the right-hand side of this equationwith respect to yi are given by aij(x), we have the Lipschitz estimate
where l(x) = ‖A(x)‖ in any subordinate matrix norm.
Theorem 2.1. Suppose that A(x) is continuous on an interval [x0, x]. Then for any initial values y0 = (y01, . . . , y0n)T there exists
for all x0 ≤ x ≤ x a unique solution that satisfies
‖y(x)‖ ≤ eL(x)
(
‖y0‖ +
∫ x
x0
e−L(s)‖f (s)‖ds
)
,
L(x) =
∫ x
x0
l(s)ds, l(x) = ‖A(x)‖, or l(x) = µ(A(x)).
Clearly, for f (x) ≡ 0, y(x) depends linearly on the initial values, i.e., there is a matrix R(x, x0) (the ‘‘resolvent’’), such that
y(x) = R(x, x0)y0, [21]. 
3. Main features of the operational and recursive Tau methods
In this section a brief explanation of the operational Tau and also recursive Tau methods is given. Then some important
features of the Tau method such as the order and the stability are discussed. It should be mentioned that the Tau method
and the above-mentioned features basically apply to linear ODEs but for nonlinear case the Tau solution is obtained by a
sequence of Tau approximate solutions of a linearized version of the nonlinear ODEs, [22]. So, the discussions of order of the
Tau solution and also stability apply to nonlinear problems iteratively through their linearized versions.
Let us consider a general linear system of ODEs
s∑
j=1
Dijyj(x) = fi(x) i = 1(1)s, x ∈ [a, b] (1)
with supplementary conditions
s∑
j=1
(lrj, yj) = δr , 1 6 r 6 σ , (2)
where δr are constants,
Dij :=
νij∑
r=0
pijr(x)
dr
dxr
, pijr(x) =
βijr∑
k=0
pijrkxk, (3)
fi(x) is an algebraic polynomial or its suitable polynomial approximation in x, νij ≤ νii and σ = ∑si=1 νii and lrj is a linear
evaluation functional acting on yj(x) and its derivatives.
The operational Tau method: This method, [3], transforms a given linear ODE to a system of linear algebraic equation using
two simple infinite matrices
η =

0 0 0 0 · · ·
1 0 0 0 · · ·
0 2 0 0 · · ·
...
...
...
...
. . .
 , µ =

0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .
 .
Let
an(x) =
n∑
i=0
aixi = a˜n.x
with a˜n = (a0, a1, a2, . . . , an, 0, 0, . . .) and x = (1, x, x2, . . . , xn, . . .)T. Then the matrices η, µ have the following effects:
Lemma 3.1. The effect of r repeated differentiations or t shifts on the coefficients of a polynomial an(x) = a˜n.x is equivalent to
the post-multiplication of a˜n respectively by ηr or µt , i.e
dr
dxr
an(x) = a˜nηrx, xtan(x) = a˜n µtx. (4)
26 S.M. Hosseini / Journal of Computational and Applied Mathematics 231 (2009) 24–38
By expressing an(x) in terms of an orthogonal basis (Chebyshev or Legendre defined in the interval of solution)
v := Vk(x) = Vx, k = 0, 1, 2, . . . ,
where V is a lower triangular nonsingular matrix, one can write
an(x) = a˜n.x = α˜n.v,
where α˜n = (α0, α1, α2, . . . , αn, 0, 0, . . .) = a˜nV−1.
For the sake of clarity and our convenience, from now on we use m instead of n to denote the degree of the Tau
approximate of each component solution
yjm(x) := a˜jm.x = α˜jm.v, j = 1(1)s,
where α˜jm = (αj0, αj1, αj2, . . . , αjm, 0, 0, . . .) and a˜jm = (aj0, aj1, aj2, . . . , ajm, 0, 0, . . .).
We now state the following theorem which is a generalized version of a similar theorem considered in [3]:
Theorem 3.2. For any linear differential operator Dij defined by (3) and yjm(x) := a˜jm.x = α˜jm.v we have
Dijyjm(x) = a˜jm
∏
ij
x = α˜jm
∏ˆ
ij
v (5)
where∏
ij
=
νij∑
r=0
ηrPijr(µ),
∏ˆ
ij
= V
∏
ij
V−1 (6)
and νij is the order of the differential operator Dij.
We then expand fi(x) in terms of the basis v
fi(x) =
di∑
j=0
fijVj(x) = f˜i.v
with f˜i = (fi0, fi1, . . . , fidi , 0, 0, . . .). By applying the linear evaluation functional lrj to yjm(x)we obtain
(lrj, yjm) =
m∑
k=0
ajk(lrj, xk) = a˜jm.bjr , r = 1(1)σ .
Using similar notations as used in [7], we set
Bj := (bj1 | bj2 | · · · | bjσ ), Cj := VBj
and δ˜ := (δ1, δ2, . . . , δσ ). Therefore (2) can be written as
s∑
j=1
α˜jmCj = δ˜.
So, to find the coefficient vectors α˜jm, in the basis v, of yjm(x), j = 1(1)s, we need to solve the following system of linear
equations
α˜MG = g˜M,
where α˜M := (α˜1m, α˜2m, . . . , α˜sm) ∈ RM, M = s(m+ 1),
G :=

C1 Q11 · · · Qs1
C2 Q12 · · · Qs2
...
...
...
...
Cs Q1s · · · Qss
 ,
Qij is obtained from the restriction of
∏ˆ
ij to its firstm+ 1 rows andm− νij + 1 columns,
g˜M := (δ˜, f˜1ν11 , f˜2ν22 , . . . , f˜sνss) ∈ RM,
f˜iνii denotes the restriction of f˜i to its firstm− νii + 1 (≥ di + 1) components.
Solving this linear system of algebraic equations by any system solver provides the Tau approximate solution of the given
system of linear ODEs.
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The recursive Tau method: The recursive Tau method in this manuscript is only used to provide some important theoretical
properties of the operational Tau method through their equivalence relations discussed in [4], using the results of Crisci
et al. [5] and El-Daou et al. [23]. So, for the sake of simplicity, we consider a single ODE and for a class of linear system of
ODEs we refer the reader to [5]. Consider
Dy(x) = f (x), x ∈ [a, b] (7)
Bj(y) = γj, j = 1, . . . , ν
where D is a linear differential equation of order ν with polynomial coefficients and f (x) is a given polynomial, and
{Bj : j = 1, . . . , ν} are ν linear functionals expressing the supplementary conditions to be satisfied by y(x) and γj are
some constants.
In the recursive Tau method, [2], problem (7) is replaced by a perturbed problem of the form
DyN(x) = f (x)+ HN(x), (8)
Bj(y) = γj, j = 1, . . . , ν
where HN(x) is a polynomial of degree N chosen in a way that yN is the exact solution of (8).
Generally, HN(x) takes the form
HN(x) =
( r−1∑
j=0
τj,hxj
)
VN,h(x) or HN(x) =
r−1∑
j=0
τj,hVN+j,h(x),
where (i) Vj,h(x) = Vj( x−s0h¯ ), with s0 = x0 + h¯ and h¯ = h/2, is a transformation of the standard (Chebyshev or Legendre)
polynomial of degree j, Vj(x) =∑jn=0 c jnxn, c jj 6= 0, to the subinterval [x0, x0 + h] and (ii) τ0,h, τ1,h, . . . , τr−1,h are unknown
parameters the number of which, r , will be defined later.
The approximate solution yN(x), [2], is expressed in terms of a special class of polynomials called canonical polynomials
which are defined next:
Definition 3.3. Dxn = ∑σnj=0 a(n)j xj is called the generating polynomial of order n associated with D. The height of D is
computed as maxn∈N0(σn − n), where N0 is the set of nonnegative integers. An undefined index s associated with D is an
integer for which D−1xs is not a polynomial. The set S will denote the set of undefined indices. The space of such xs, s ∈ S,
denoted by Rs, is called the residual space associated with D. This space is finite dimensional.
Definition 3.4. We say Qmi(x) is a canonical polynomial of orderm associated with Dwhen
DQmi = xm + Rmi(x)
Rmi(x) ∈ Rs is the residual polynomial of Qmi . The indexmi takes into account the fact that we may face multiple canonical
polynomials of the same orderm. So, in this case Ker(D) 6= ∅ andwewill have t (≥1) polynomial solutions ofDy(x) = 0 that
are obtained by the difference ofmultiple canonical polynomials. It should also bementioned that the canonical polynomials
are independent of the interval in which the solution is sought. They are also independent of the supplementary (initial or
boundary) conditions.
So, with a technique described in [2], the sequence of canonical polynomials associatedwith the operatorD are generated
recursively and then the supplementary (initial or boundary) conditions are imposed to find the approximate solution yN(x)
in a systematic way and closed form.
3.1. Order of the Tau approximate solution
Most of the interesting problems and those particularly discussed in this paper are presented as a system of first order
ODEs. On the other hand, the discussion of stability and local error analysis, without loss of generality, needs only to be
applied to a single differential equation of order ν = 1, [10]. As in the adaptive formulation of the Tau method we apply
the Tau method in a step-by-step manner, [8], meaning that the Tau method (operational or recursive) is applied to the
given linear ODE (or its locally linearized version if it is nonlinear) in each subinterval [xn, xn+1] separately, using the Tau
approximate solution in the previous subinterval to provide the necessary initial condition at xn, we can simply consider
the master interval [x0, x0 + h] and continue our discussion as follows. It should be noted that for the adaptive solution of
a given ODE defined in, [a, b] say, the partition a = x0 < x1 < · · · < xfin = b is introduced automatically by a desired
adaptation mechanism to control the local error of approximate solution to be less than the specified tolerance. So, the step
size h = xn+1−xn, is not necessarily the same for all 0 ≤ n ≤ fin, and the value of fin is also unclear until the solution covers
the whole interval of integration. For the first order linear ODE
Dy := y′(x)+ c(x)y(x) = f (x), x ∈ [x0, x0 + h], (9)
y(x0) = γ0, (10)
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where c(x) =∑αi=0 cixi; cα 6= 0 and f (x) =∑dfi=0 fixi, the canonical polynomials are obtained from
Qn+α(x) = xn − nQn−1(x)−
α−1∑
j=0
cjQn+j(x), n ∈ N. (11)
According to Ortiz [2], S = {0, 1, 2, . . . , α− 1}, Ker(D) = ∅. Then r = s+ ν − t = α+ 1 and the Tau approximate solution
is written as
yN(x) =
α∑
i=0
τi,h
N+i∑
j=0
cN+ij,h Qj(x)+
df∑
i=0
fiQi(x),
where the τ parameters, as the components of τ
h
= (τ0, τ1, . . . , τr−1)T, are obtained by solving the linear system Aτ h = f γ
where
A =

N∑
i=0
cN+0i,h ρ
(i)
0
N+1∑
i=0
cN+1i,h ρ
(i)
0 · · ·
N+r−1∑
i=0
cN+r−1i,h ρ
(i)
0
...
...
...
...
...
...
N∑
i=0
cN+0i,h ρ
(i)
α−1
N+1∑
i=0
cN+1i,h ρ
(i)
α−1 · · ·
N+r−1∑
i=0
cN+r−1i,h ρ
(i)
α−1
N∑
i=0
cN+0i,h Qi(x0)
N+1∑
i=0
cN+1i,h Qi(x0) · · ·
N+r−1∑
i=0
cN+r−1i,h Qi(x0)

, (12)
and where the set {ρ jk : j ∈ N, k ∈ S} is defined recursively from (11) by
ρ
(n+α)
k = −nρ(n−1)k −
α−1∑
j=0
cjρ
(n+j)
k , n ∈ N.
For other perturbation term HN(x) =
(∑r−1
j=0 τj,hxj
)
VN,h(x)with a similar procedure and as mentioned in [2], the related
closed form Tau approximate solution can be obtained.
Remark 3.5. From equating the left- and right-hand sides of
N+l∑
i=0
cN+li,h x
i = V hN+l(x) =
N+l∑
j=0
cN+lj
(
x− s0
h¯
)j
it is seen that
cN+lj,h =
N+l∑
i=j
cN+li
h¯i
(ij)(−s0)i−j, j = 0, 1, . . . ,N + l,
in which
si−j0 = (x0 + h¯)i−j =
i−j∑
k=0
(
i−j
k )x
i−j−k
0 h¯
k.
Therefore, we have
cN+lj,h = [(−1)N+l−jcN+lN+l (N+lj )xN+l−j0 ]
1
h¯N+l
+ O
(
1
h¯N+l−1
)
.  (13)
Lemma 3.6. The Tau parameters τj,h, j = 0, 1, . . . , r − 1, of the perturbation HN(x) =∑r−1i=0 τi,hVN+i,h(x) term have the order
τj,h = O(h¯N+j). (14)
Proof. From the definition of determinant of any matrix it is clear that |A|, the determinant of A, is a summation of terms
that are multiplications of r entries, each from different column, of A. Hence from (13) it is now clear that
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det A = O
 1r−1∏
l=0
h¯N+l
 .
On the other hand, for any matrix A(j) obtained from A by replacing its jth column by vector f
γ
we have
det A(j) = O
 1r−1∏
l=0
l6=j
h¯N+l
 .
Therefore, by Crammer’s rule one obtains
τj,h = det A
(j)
det A
= O(h¯N+j), j = 0, 1, . . . , r − 1.
which completes the proof. 
Remark 3.7. For the other perturbation term HN(x) =
(∑r−1
j=0 τj,hxj
)
VN,h(x), El-Daou et al. [23] have shown that
τj,h = O(h¯N), j = 0, 1, . . . , r − 1. (15)
3.2. Stability of the Tau method
For the discussion of stability it is enough to consider single equation y′(x) = λy(x) because for the general differential
system y′ = f (x, y) at a particular solution g(x) the local behaviour of this system is determined, to a first approximation,
by the solution of the variational equation y′ = J(x)y, where J(x) = fy(x, g(x)) is the Jacobian matrix. If J(x) varies slowly,
locally it can be regarded as a constant matrix. Assuming this matrix is diagonalizable, a simple change of variable changes
this system into a decoupled system of independent differential equations each having the form y′(x) = λy(x).
The stability of the Tau method was first discussed in [9], through some relationships between implicit Runge–Kutta,
collocation and Lanczos Tau methods.
Wright, as a general approach, considered only the equations of the form
y′(x) = λy(x), y(0) = 1 x ∈ (0, h)
where λ is a complex constant. Complex values must clearly be considered so that systems of equations are covered as well
as a single equation. For A-stability he considered the collocation method based on the points {ξj} in the interval (0, 1) and
showed that the approximating solution yN(x), which is of degreem depending on N , satisfies
y′N(x)− λyN(x) = τ
N∏
j=1
(x− hξj), x ∈ (0, h)
where τ is a constant with the same property as the τ parameter in the Lanczos or recursive Tau methods. Wright then
showed that the condition of A-stability, |yN(h)| ≤ 1 for Re(λ) < 0, holds.
Then Crisci et al. [10], discussed the A-stability of Lanczos Tau method for Chebyshev perturbation term τ T˜N(x) for each
subinterval [xn, xn+1], where xn+1 = xn + h. They also showed that the stability region contains the whole of the left-hand
half-plane Re(hλ) < 0, and therefore the Tau method is A-stable for every order.
One should note that in the above equation the perturbation term,
∏N
j=1(x−hξj), in some sense, is included in the usually
used perturbation terms of the Tau method when applied on the simple stability equation y′ = λy, y(0) = 1 through the
collocation. El-Daou et al. [24], have shown that the approximate collocation solutions of first order differential equations
(with atmost first degree polynomial coefficient) at zeros of polynomial Vn(x) are the same as the Tau approximate solutions
using each of those perturbation terms.
Therefore, one can say that what was discussed in [10] for A-stability of the Tau method had already been investigated
in [9]. But the point in their paperwould be the application of adaptive Taumethod to some linear systems of ODEs in variable
order approach. From their proof it follows that the Tau method is not L-stable.
4. Local error estimation and step size control
Let us consider again the system
y′(x) = A(x)y(x)+ f (x), (16)
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and its associate Tau problem
y′m(x) = A(x)ym(x)+ f (x)+ Hm(x), (17)
for xn ≤ x ≤ xn + h, and initial conditions y(xn) = yn,where ym(x) is themth Tau approximate solution of y(x).
From the initial conditions y(xn) = ym(xn) = yn and defining em(x) = y(x) − ym(x), and by subtracting (17) from (16),
one obtains
e′m(x)− A(x)em(x) = −Hm(x),
with initial conditions em(xn) = 0. So, from Theorem 2.1, with L(x) =
∫ x
xn
l(s)ds, l(x) = ‖A(x)‖,we have
‖em(x)‖ ≤ eL(x)
∫ x
xn
e−L(s)‖Hm(s)‖ds
for xn ≤ x ≤ xn + h, where h is the (n+ 1)th step size. Hence, using the perturbation term HN(x) =∑r−1i=0 τi,hVN+i,h(x), by
Lemma 3.6 (or Remark 3.7 if we use other perturbation term) using h¯ = h/2 and other defined notations in Section 3 with
h = xn+1 − xn, for degree (or order)m, the local error of the Tau method is
y(x)− ym(x) = θ(x)hm+1 + O(hm+2), (18)
that is the method is consistent of order (at least) m. Therefore, for fixed x ∈ [a, b], the numerical sequence {yn} of the
step-by-step Tau approximate solution of degreem evaluated at the partition points xn = xn−1+ h, h = x−x0n , n = 1, 2, . . . ,
can be regarded as generated by a general one-step method:
yn+1 = yn + hφ(xn, yn, h)
for some increment function φ, where we have φ(x, y, 0) = f (x, y), if y′ = f (x, y). Therefore, one can simply show the
following theorem.
Theorem 4.1. Consider the system y′ = f (x, y) and suppose f ∈ FK+2, the set of all functions f for which all partial derivatives
up to and including order K + 2 exist on their domain and are continuous and bounded there, and m is the order or degree of Tau
approximation (i.e., the order of the Tau method is m that is it recovers the exact solution if it is a polynomial of degree less than
or equal m). Then for, ym(x; h), obtained by the Tau approximate solution of degree m or any one-step method of order m at fixed
x, one has
ym(x; h) = y(x)+ hmθm(x)+ hm+1θm+1(x)+ · · · + hKθK (x)+ hK+1θK+1(x; h),
with θj(x0) = 0, j = m,m + 1, . . . , which is valid for all x ∈ [a, b] and all h = hn = x−x0n , n = 1, 2, . . . . The functions θi(x)
are independent of h, and the remainder term θK+1(x; h) is bounded for fixed x and all h.
This is the result of Gragg’s Theorem for one-step methods, that can also be applied here regardless of the formulation of
the Tau method, and for the sake of self-sufficiency, we just mentioned the Theorem and for its proof, as given in [25], the
reader is referred to the Appendix.
Proof. The reader is referred to the Appendix and also [23,10,26]. In the Appendix an outline of a similar result in the context
of Tau method is presented. 
4.1. Adaptation strategies
Assuming that the Tau approximate solution of the given ODE with required precision has been obtained in the
subintervals [x0, x1], . . . , [xn−1, xn] one then uses yn, the Tau approximate solution ym(x) of degree m evaluated in xn from
the previous subinterval, as initial value to go to the next subinterval [xn, xn+1] the step size of which can be obtained from
the following adaptation strategies.Without loss of generality and because the previous arguments of local order of step size
and the stability are applied independently on each subinterval, we map symbolically [xn, xn+1] onto x0 ≤ x ≤ x0 + h. Now
let us denote by ym(x0 + h; h) the Tau approximate value in x0 + h, obtained by application of one single Tau approximate
solution of degree m with step size h in the interval x0 ≤ x ≤ x0 + h, and by ym(x0 + h; h2 ) the Tau approximate value for
the same x0 + h, obtained by two successive Tau applications of equal step size h2 .
Theorem 4.1, ensures that the error of the Tau method, em(x0+ h; h) = ym(x0+ h; h)− y(x0+ h) satisfies an asymptotic
expansion and so we have
ym(x0 + h; h)− y(x0 + h) ≈ hm θm(x0 + h).
Similarly we have
ym
(
x0 + h; h2
)
− y(x0 + h) ≈
(
h
2
)m
θm(x0 + h). (19)
From these two equations we get(
h
2
)m
θm(x0 + h) ≈ ym(x0 + h; h)− ym
(
x0 + h; h2
)
2m − 1 . (20)
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Substituting this in (19) we obtain
em
(
x0 + h; h2
)
≈ ym(x0 + h; h)− ym
(
x0 + h; h2
)
2m − 1 . (21)
So, for a known current step size H , [26], we compute ym(x0 + H;H) and ym(x0 + H;H/2) by the Tau approximations of
degreem. Then, we have
em(x0 + H;H/2) ≈ ym(x0 + H;H)− ym
(
x0 + H; H2
)
2m − 1 . (22)
Therefore, for an error tolerance , to find a suitable step size h by requiring that
 ≈ ‖θm(x0 + h)hm‖,
with a suitable norm, we get, [26], the following estimation for Hh
H/h ≈
[
2m
2m − 1
‖ym(x0 + H;H)− ym(x0 + H;H/2)‖

] 1
m+1
. (23)
Then, the estimation
est :=
[
2m
2m − 1
‖ym(x0 + H;H)− ym(x0 + H;H/2)‖

] 1
m+1
, (24)
provides
h := H
est
, (25)
which is used to choose the new step size according to the following algorithms. In the following algorithms we use max
norm, hnew denotes the initial step size of the starting step and also of the new step size for the next steps, hsucc denotes
the successful (accepted) step size for current step.
Full adaptive: In this algorithm we first consider H := hnew and then compute est and h from (24) and (25). To compare H
and h, or to see how large their relative effect, est , is, we choose an integer l ≥ 2 to be used. So, if Hh > l, or est > l, the
current H is reduced to h × l and repeat the computation in the current step until finally |H/h| ≤ l. Then to go to the next
step we assign hnew := h× l.
Algorithm-1: Full adaptive selection of the step size
(0)- choose or assign:
hnew, initial step size
l, integer≥ 2
, real> 0
x0 , initial point
y0 initial value
(1)- H := hnew,
compute:
ym(x0 + H;H),
ym(x0 + H;H/2),
est ,
h
(2)- If est > l then
hnew := h× l,
go to (1)
(3)- hsucc := H ,
hnew := H × lest (i.e., h× l)
x0 := x0 + H ,
y0 := ym(x0 + H;H/2),
go to (1)
Quasi-adaptive: In this algorithm we first consider H := hnew and then compute
error := ‖e(x0 + H;H/2)‖
from (22), we also consider a magnification integer ς > 2. If error >  then the current hnew is reduced to half, hnew2 , and
the computation is repeated in this step until finally error ≤ . Then the current H is multiplied by ς and the integration
proceeds to the next step.
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Fig. 1. Shows the results of Example 1: {Fixed step size}; loge of condition number of final matrix, shown by ‘‘line’’, and loge of max error, shown by
‘‘point’’, on each subinterval corresponding the step sizes, of the Tau solution of degree 5 (left) and degree 13 (right) using fixed step size h = 0.01. The left
plot shows that the Tau solution of low degree 5 has been successful to cover all 3000 subintervals but, as the right plot shows with a bad coverage of at
most 300 subintervals, that this method with a higher degree 13 and fixed step size, diverges.
Algorithm-2: Quasi-adaptive selection of the step size
(0)- choose or assign:
hnew, initial step size
ς , integer> 2
, real> 0
x0 , initial point
y0 initial value
(1)- H := hnew,
compute:
ym(x0 + H;H),
ym(x0 + H;H/2),
error :=‖ e(x0 + H;H/2) ‖,
(2)- If error >  then
hnew := hnew2 ,
go to (1)
(3)- hsucc := H ,
hnew := hsucc × ς,
x0 := x0 + H ,
y0 := ym(x0 + H;H/2),
go to (1)
5. Numerical experiments
For the fist four examples the error tolerance  is considered as eps and for Example 5, which is nonlinear, eps will be
denoted by epsa. In Examples 1 and 2 we try to illustrate the effect of degree of the Tau approximation relative to step size
and also adaptive (quasi or full) Tau against fixed step size approximation. In Examples 3-4 we compare the variable order
(recursive) and variable step size (operational) adaptive application of the Taumethod. In Example 5 a nonlinear stiff problem
is considered over very long interval to challenge the efficiency of the adaptive Taumethod. It should also bementioned that
in this section, without having any effect on the discussions of the previous sections, we denote by yj, the jth component of
the vector solution y of y = f (x, y). The initial step size in some test problems has been considered to be an approximate
value of ()
1/m+1
‖f ‖ .
It should be mentioned that for nonlinear differential equation, [22,27], we first linearize it by Newtonmethod, and then
we solve the linearized problem in an iterative process, in which y(i) will denote the ith iterate of vector solution y, until a
prescribed tolerance is reached. So, the advantage of stability of the Tau method for a nonlinear problem is taken iteratively
by solving its linearized form. In all the computations we use the Chebyshev basis.
Example 1. Consider the following linear stiff system, [28]:
y′ = Ay, y(0) = (1, 0,−1)TwhereA =
(−21 19 −20
19 −21 20
40 −40 −40
)
with the exact solutions y1(t) = 1/2e−2t+1/2e−40t(cos 40t+
sin 40t), y2 = 1/2e−2t − 1/2e−40t(cos 40t + sin 40t), and y3 = −e−40t(cos 40t − sin 40t). The stiffness ratio is 20.
In the following figures circle-dots on the curves show the position of step changes and hence their consecutive
differences correspond to the accepted step sizes.
Fig. 1 shows the natural logarithm of error and also the 2-norm condition number of the final coefficient matrix of the
operational Tau method on each step for fixed step size h = 0.01 and degrees 5 (left) and 13 (right). The plots confirm that
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Fig. 2. Shows the results of Example 1: {Quasi-adaptive}, loge of condition number of final matrix (left), and max-error (right) of the Tau solution degree
13, on the accepted step sizes, using hnew = hsucc × 4, eps= 1.D-9, with an estimated initial step size, needed only 8 accepted step sizes (with no reject)
to cover the whole interval of integration [0, 30]. The circles show the ends of subintervals corresponding to the accepted step sizes.
Fig. 3. Shows the results of Example 1: {Full adaptive}, loge of condition number of final matrix (left), and max-error (right) of the Tau solution degree
5, on the accepted step sizes, using eps = 1.D-9, with initial step size h = 0.0001, needed 48 accepted and only 5 rejected step sizes to cover the whole
interval of integration [0, 30]. The circles show the ends of subintervals corresponding to the accepted step sizes.
as the degree or order of the Tau solution relative to step size becomes large, the solution on successive segments diverges,
because the condition number grows rapidly as we go away from the initial point.
Fig. 2, (left) for condition number and (right) for error, shows the result of quasi-adaptive Tau method for degree 13
which is convergent with only 8 segments without reject. A comparison of Figs. 1 and 2 confirms the importance and the
effectiveness of the adaptive Tau method.
Fig. 3, (left) for condition number and (right) for error, shows the result of full adaptive Tau method for degree 5 which
solves the problem with 48 accepted steps and 5 rejected steps. This is reasonable in comparison with Fig. 2 which needed
just 8 accepted steps using degree 13, because here the degree of approximation is 5 which is a lower degree.
Fig. 4, (left) for condition number and (right) for error, shows the result of full adaptive Tau method for degree 13 with
15 accepted steps without reject. A comparison with Fig. 2 in which a quasi-adaptive Tau was reported, confirms that a full
adaptive application usually needs fewer number of steps to cover the interval of integration.
For this example, in Table 1, we also report the effect of some different degrees against a fixed step size along with some
results obtained by the variable step size Tau solutions. A similar table but for some different fixed step sizes against a fixed
degree is also given for Example 2, (details in Table 2). Without loss of generality for the results reported in these Tables we
have considered [0, 1] as the interval of integration.
From Table 1 it is seen that for fixed step size, 0.005, the error increases as the degree increases from 10, and for degree
19 it diverges. However, with the adaptive Tau the solution was obtained by just 6 steps. It is also worth mentioning that
with degree 10 and over [0, 30] the adaptive Tau method was able to solve the problem by 19 steps.
Example 2. Let us consider
y′1 + 0.1y1 + 49.9y2 = 0, y1(0) = 2,
y′2 + 50y2 = 0, y2(0) = 1,
y′3 − 70y2 + 120y3 = 0, y3(0) = 2,
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Fig. 4. Shows the results of Example 1: {Full adaptive}, loge of condition number of final matrix (left), and max-error (right) of the Tau solution degree
13, on the accepted step sizes, using eps = 1.D-9, with initial step size h = 0.01, needed only 15 accepted and no rejected step sizes to cover the whole
interval of integration [0, 30]. The circles show the ends of subintervals corresponding to the accepted step sizes.
Table 1
A comparison of the results of the Tau method with fixed step size and those of variable step size (adaptive) for different degrees.
With 200 fixed steps
Degree 5 10 15 19
Max-error 1.328× 10−7 7.064× 10−8 2.481× 10−5 No. Conv.
Variable step size
Max-error 1.800× 10−7 3.833× 10−9
Step number 28 6
Table 2
A comparison of number of required fixed step sizes and variable step sizes for a fixed degree Tau approximate.
Degree 10
Fixed step 0.01 0.001 0.0001 0.00001
Max-error 3.802× 10−12 4.319× 10−14 3.145× 10−13 4.089× 10−13
Variable step size
Max-error 4.616× 10−12
Step number 20
with knownexact solution for comparison and stiffness ratio 1200. For this examplewe give numerical results of the solution
for the fixed degree 10 but different fixed step sizes over [0, 1], and also the adaptive Tau solution for comparison. The
accuracy tolerance used here is 1.0−15. It should be mentioned that the difference between the prescribed tolerance and
the Max-err reported in Table 2 is due to the use of the step size selection without adjustment factor. The use of a suitable
adjustment factor to achieve the prescribed tolerance depends on the solution properties. In this problem if in Algorithm 1,
est := est ∗ (1.5) is used the prescribed tolerance is achieved with 31 step sizes.
From Table 2 it is seen that as the step size decreases from 0.001 the error starts to increase. It is also seen that using
variable step size adaptive Tau with initial step size 0.001 needs just 20 steps to solve the problem.
It is also worth mentioning that over long interval [0, 1000], with accuracy tolerance eps = 1.0 × 10−15 and degree 10
and the initial step size (eps)1/(n+1)/170 the adaptive Tau was able to solve the problem with just 31 variable steps without
rejection, and over [0, 106] used only 34 variable steps.
For the following two examples we compare the result of variable step size operational Tau with that reported in [5],
that was obtained by the recursive Tau, based on two approximations of successive degrees (orders).
Examples 3, 4. Let us consider the following linear system considered in [5]:
y′1 +
1
2
y1 = 0, y1(0) = 1,
y′2 + y2 = 0, y2(0) = 1,
y′3 + 100y3 = 0, y3(0) = 1,
y′4 + 90y4 = 0, y4(0) = 1,
with stiffness ratio 200.
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Table 3
A comparison of variable step size adaptive Tau method and its variable order adaptive method.
System eps Time Step Max-error
10−2 0.056 0.109 11 5 1.6× 10−3 2.62× 10−7
Example 3 10−4 0.078 0.141 15 6 1.9× 10−5 1.34× 10−6
10−6 0.131 0.141 19 6 3.1× 10−7 1.09× 10−6
10−8 0.219 0.172 32 7 7.8× 10−9 8.08× 10−9
10−2 0.145 0.453 17 8 1.6× 10−3 8.62× 10−7
Example 4 10−4 0.297 0.5 25 9 1.7× 10−5 1.46× 10−6
10−6 0.507 0.546 32 10 2.0× 10−7 1.20× 10−6
10−8 0.885 0.656 56 12 4.1× 10−9 2.71× 10−9
Table 4
The Tau approximate solution of the Robertson problem and the numbers of required step sizes for some large t .
t epsa eps Tol y values Step
4.0E+11 1.0E−11 1.0E−9 1.0E−10 y1 = .53045317616E−08 394
y2 = .21218122993E−13
y3 = .99999999881E+00
4.0E+10 1.0E−9 1.0E−9 1.0E−10 y1 = .52279555088E−07 181
y2 = .33708746935E−12
y3 = .99999641075E+00
4.0E+09 1.0E−9 1.0E−9 1.0E−10 y1 = .52214998376E−06 177
y2 = .22165769282E−11
y3 = .99999594100E+00
4.0E+08 1.0E−9 1.0E−9 1.0E−10 y1 = .52132970190E−05 171
y2 = .20981338083E−10
y3 = .99999124951E+00
4.0E+07 1.0E−9 1.0E−9 1.0E−10 y1 = .52054978514E−04 161
y2 = .20835933199E−09
y3 = .99994440799E+00
In this example for controlling the step size we have used l = 2 in the full adaptive algorithm.
Another example that we consider is the linear system y′i = −i5yi, for i = 1, . . . , 10 with stiffness ratio 100000. This
problem was also considered in [5].
The numerical results are reported in Table 3.
To produce our results here we have used degree 15. For each case of time, step, and Max-error reported in Table 3, the
left column refers to the results obtained in [5], and the right column refers to the results of this paper. Clearly, the number
of steps required in the variable step size adaptive Tau method is less than that of the variable order adaptive Tau method.
For the running time this is also the case whenever higher accuracy is required.
Example 5. Let us consider the following nonlinear problem known as the Robertson problem:
y′1 = −0.04y1 + 104y2y3, y1(0) = 1,
y′2 = 0.04y1 − 104y2y3 − 3× 107y22, y2(0) = 0,
y′3 = 3× 107y2, y3(0) = 0.
This problem has been considered by many authors because it has an interesting behaviour on very long intervals, [29].
The problem is extremely stiff near equilibrium. Using a fixed step size with a chosen degree for the Tau approximation,
the Taumethod has not been successful to solve this problem outside a relatively small interval around the initial point. But
applying the method of this paper it is possible to solve this problem over very long intervals. The numerical values of the
solution obtained by a fully variable step size implementation of the Taumethod for different parameter values are reported
in Table 4 (by running g77 on an ordinary PC-Pentium 4). These can be compared with the results reported in [29], Table 5,
using BDFs in EPISODE. See Fig. 5, (plots 1–3; top left, top right, and below respectively), for variation of step size (or hsteps)
over the integration interval. First two plots are for epsa = eps = 1.e − 9, Tol = 1.e − 10 degree = 5 over [0, 4 × 1010]
and [0, 4× 108] respectively, and the third plot is for epsa = 1.e− 13, eps = 1.e− 11 and degree = 7 over [0, 4× 1010].
epsa is a tolerance to control local error and change of step size. eps is a tolerance for Newton iteration convergence. Tol is a
tolerance which is used in the ‘‘condensation’’ process.
The application of the method of condensation was described in [22]. From a numerical point of view, the method of
condensation can be regarded as a technique for the acceleration of convergence of the approximate solutions of an
appropriate iterative formulation, say Newton method, of a nonlinear ODE. In the sense that for each iterate polynomial
solution roughly the same error is obtained with a polynomial of a lower degree. Evidently, the ‘‘economization’’ technique
used in [30] can also be used in the condensation process.
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Table 5
Some approximate values of the solution of Robertson problem reported in [8].
t y1 y2 y3 Step
4.0E+10 −1.1761E−06 −4.7043E−12 1.0000E+00 352
4.0E+09 5.4561E−07 2.1824E−12 1.0000E+00 341
4.0E+07 5.2329E−05 2.0934E−10 9.9995E−01 319
Fig. 5. Shows the results for the Robertson problem: Example 5 {Full Adaptive}: The end points of each subinterval corresponding to the accepted step
sizes, shown by+, are reported for the Tau solution of degree 5 with epsa = eps = 1.e − 19, Tol = 1.e − 10, over the interval [0, 4 × 1010] (plot 1, top
left), and over the interval [0, 4× 108] (plot 2, top right), and with epsa = 1.e− 13, eps = 1.e− 11, degree 7 (plot 3, below).
It should be mentioned that for nonlinear differential equations, [27], when we linearize them, say, by Newton method,
we may have multiplications of two or three polynomials which increase the height in the Tau formulation and since the
degree is fixed the resulting approximate solution in each iteration will not be so accurate and hence reduces the speed of
iteration convergence. So, we have to apply the method of condensation to each approximate solution y(i) of the ith iterate
using the specified tolerance Tol. Clearly, the efficiency of this process depends on the smoothness of y(i).
From Tables 4 and 5 it is clear that the numerical results obtained by the Tau method (Table 4) are more accurate than
those reported in Table 5.
6. Conclusions
The Taumethodwith fixed step size over long intervals is subject to accumulation of errors, particularly whenever a high
order Tau approximation or a large number of steps is required to keep the desired accuracy. It was shown that adaptive Tau
method can overcome this difficulty successfully. The numerical results confirmed that the variable step size adaptive Tau
method usually needs much less steps than the variable order adaptive Tau. The successful application of the variable step
size adaptive Taumethod on the Robertson problem over very long intervals confirmed the efficiency of the Taumethod for
some stiff problems. For future work some modification of this method should be tried to become possibly L-stable. As the
application of operational Tau is easier andmore efficient than recursive Tau for large systems of ODEs, wewill be facedwith
some final matrices of order, say, χ that have large condition numbers which are worsening rapidly with χ = dim × m,
where dim is the dimension of the system and m is the degree of the Tau approximate solution. Therefore, an extension
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of our new preconditioner for the Tau method, [14], will be necessary to take advantage of this adaptive operational Tau
method.
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Appendix
Proof of Gragg’s Theorem: As we have shown the numerical results of the Tau method at partition values of x, mentioned
in the Theorem, can be regarded as obtained by a general one-step method given by an increment function, say, φ(x, y; h).
Since the method has orderm, and f ∈ FK+2, there follows
y(x+ h)− y(x)− hφ(x, y(x); h) = dm+1(x)hm+1 + · · · + dK+1(x)hK+1 + O(hK+2), (A.1)
where y(x+h) and y(x) are the values of the true solution y of y′ = f (x, y) evaluated at fixed points x+h and x, respectively.
We first consider
y(x+ h)− y(x)− hφ(x, y(x); h) = dm+1(x)hm+1 + O(hm+2). (A.2)
We show that there is a differentiable function θm(x) such that for ym(x; h), the Tau approximate value of degreem using
step size h, which is replaced by easier notation η(x; h)
η(x; h)− y(x) = θm(x)hm + O(hm+1). (A.3)
To this end, we first consider the function
η̂(x; h) := η(x; h)− θm(x)hm, (A.4)
in which θm will be determined later, and show that it is obtained from another one-step method with increment function,
say, φ̂(x, y; h) and of increased orderm+ 1. To determine φ̂(x, y; h), from (A.4) we have
η̂(x+ h; h)− η̂(x; h) = η(x+ h; h)− η(x; h)− θm(x+ h)hm + θm(x)hm. (A.5)
Now substituting η(x+ h; h) = η(x; h)+ hφ(x, η; h) in (A.5) we obtain
η̂(x+ h; h)− η̂(x; h) = h[φ(x, η; h)− (θm(x+ h)− θm(x))hm−1]. (A.6)
So, from (A.6) and (A.3), we can evidently consider the new increment function as
φ̂(x, y; h) := φ(x, y(x)+ θm(x)hm; h)− (θm(x+ h)− θm(x))hm−1,
≈ φ(x, y(x)+ θm(x)hm; h)− θ ′m(x)hm. (A.7)
Now in order to show that this new one-step method has orderm+ 1 we consider
y(x+ h)− y(x)− hφ̂(x, y(x); h) (A.8)
and after substituting (A.2) for y(x+ h)− y(x) and (A.7) for φ̂(x, y; h) and expanding about y(x)we obtain
y(x+ h)− y(x)− hφ̂(x, y(x); h) = [dm+1(x)− fy(x, y(x))θm(x)− θ ′m(x)]hm+1 + O(hm+2). (A.9)
Hence, the one-step method corresponding to φ̂ has orderm+ 1 if θm is taken as the solution of the initial value problem
θ ′m(x) = dm+1(x)− fy(x, y(x))θm(x), θm(x0) = 0.
With this choice of θm, and applying the Theorem of convergence to this new one-step method corresponding to φ̂ we
obtain
η̂(x; h)− y(x) = η(x; h)− y(x)− θm(x)hm = O(hm+1).
Replacing back ym(x; h) into η(x; h), it is so far shown that
ym(x; h) ≈ y(x)+ θm(x)hm,
which is the first segment of what is requested in the Theorem to be shown. So, continuing in this way and applying the
same argument to φ̂ in place of φ the existence of the other functions θi(x), i = m+1, . . . , K+1mentioned in the Theorem
is also shown. 
A similar result in the context of Tau method:With assumptions as in Gragg’s Theorem and for the linear ODE
Dy(x) = f (x),
and its related Tau problem
Dym(x) = f (x)+ Hm(x),
where ym(x) is the Tau approximate solution of degree m it can be shown that for the error function em(x) = ym(x) − y(x)
the correction term [em(x)]m+1 exists such that
em(x) = [em(x)]m+1 + em+1(x)
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where em+1(x) satisfies
Dem+1(x) = Hm+1(x)
with em+1(x0) = 0. So, by continuing this way one obtains
ym(x)− y(x) = [em(x)]m+1 + [em+1(x)]m+2 + · · · + [eK (x)]K+1 + eK+1(x),
where [ei(x)]i+1, i ≥ m, is the Tau solution of degree i + 1 of the error function ei(x) which for i = m,m + 1, . . . , K + 1,
satisfies
Dei(x) = Hi(x).
Now with a more deliberate manipulation and argument leading to Eq. (18) which says
y(x)− ym(x) = θ(x)hm+1 + O(hm+2)
it is possible to show a similar result, as mentioned in Gragg’s Theorem, for the error of the Taumethod. A further discussion
and more details will be analysed in a future paper. 
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