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Abstract 
In repairable systems with redundancy, failed units can be replaced by spare units in order to reduce the system downtime. 
The failed units are sent to a repair shop or manufacturer for corrective maintenance and subsequently are returned for 
re-use. In this paper we consider a 1 out of n system with cold standby and we assume that repaired units are "as good as 
new". 
When a unit has an increasing failure rate it can be advantageous to perform preventive maintenance in order to return 
it to its "as good as new" state, because preventive maintenance will take less time and tends to be cheaper. In the model 
we present we use age-replacement; a machine is taken out for preventive maintenance and replaced by a standby one 
if its age has reached a certain value, Tpm. In this paper we derive an approximation scheme to compute the expected 
uptime, the expected owntime and the expected costs per time unit of the system, given the total number of units and the 
age-replacement value, Tpm. Consequently the number of units and the value Tpm can be determined for maximum long-term 
economy. © 1997 Elsevier Science B.V. 
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I. Introduction 
A 1 out of  n system with cold standby is a system that consists of n units of which one has to operate. When 
the operating machine fails, one of  the other (n - 1) machines is put into operation. Cold standby means that 
the redundant machines cannot fail while they are waiting. 
One encounters this type of  system often in situations where a high reliability is necessary. This is the case 
for example in the process industry, power generating companies and with airline companies. Here we see large 
systems that consist of  serial and parallel chains of subsystems, with expensive units l ike turbines, motors, 
pumps etc. The failure of a subsystem can cause an expensive downtime of the whole system. In order to 
reduce the downtime redundancy is necessary. Note that the idea of a 1 out of n system is also applicable to 
replaceable components or exchangeables. 
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In this paper we will investigate preventive maintenance in a 1 out of n system. The idea is that older units 
are more likely to breakdown and their running costs increase with age. Hence we replace an operating unit by 
a standby one, if one is available, if the unit has exceeded a certain age. The replaced unit then undergoes a
preventive overhaul. I f  a unit suffers a major breakdown before it has reached the age at which it is replaced, 
a corrective overhaul will be performed. The model does not consider minor failures after which a minimal 
repair is done. It is assumed that a compensation for them is made in the running costs. 
An advantage of preventive overhaul is that it can be planned and hence might be cheaper, while failure 
during operation might be costly and dangerous [ 10]. If the units are operating at unsuitable locations such 
as oil platforms offshore, it is customary to replace the failed or time expired units in situ and to send them 
to a special repair shop, which is often the manufacturer's, for overhaul and subsequent return for re-use. Two 
other advantages of preventive maintenance are the following: (i) if preventive maintenance takes substantially 
less time then corrective maintenance, the expected uptime of the system can increase and (ii) with preventive 
maintenance possible running costs can be controlled. Preventive maintenance in this context is especially suited 
for exchangeables that wear out such that they need an overhaul, which might take a long time. 
Many papers have been written describing some of the characteristics of the 1 out of n system, with a variety 
of assumptions underlying the derivations of exact and approximate formulae. Most often the assumptions 
concern memoryless properties within the system. For example Brouwers [4] derives probabilistic descriptions 
of irregular system downtime assuming exponential failure time and repairtime distributions and Van der Heijden 
[7] derives a scheme to compute approximations for the reliability assuming exponential repairtimes. These 
assumptions can have a bad influence on the performance of the model. In this paper we will compare the 
performance of our model with an exponential model. 
The concept of preventive maintenance has extensively been studied, but not often in combination with an 
availability model. That is, for complex systems the effect that preventive maintenance at a unit level has 
on the availability of the whole system has not been considered. A survey of preventive maintenance models 
can be found in for example Pierskalla & Voelker [11], Sherif & Smith [12], Jardine & Buzacott [8] and 
Valdez-Flores & Feldman [ 13 ]. 
Two papers that combine availability models and preventive maintenance are Aven [ 1 ] and Van der Duyn 
Schouten & Wartenhorst [5]. In the model of Aven an approximation of the availability is made under the 
assumptions that the repairtime has an exponential distribution and there is a constant failure rate up to the 
time of PM. This model does not deal with optimizing preventive maintenance r gimes. The model of Van der 
Duyn Schouten and Wartenhorst considers the uptime and the downtime of a 1 out of 2 system with Markovian 
degrading units. Here the preventive maintenance is of control limit type: a preventive maintenance is carried 
out if the state of the operating unit exceeds a certain threshold. 
In our model we initially assume that preventive and corrective overhaul each take a constant ime and 
that there is always enough repair capacity (no queueing). The costs considered consist of constant costs for 
preventive maintenance and corrective maintenance and we assume that the latter are highest. Next there are 
variable downtime costs and age-dependent running costs. The objective is to determine the age at which a unit 
should be replaced to undergo preventive maintenance such that the long run average costs are minimal. By 
varying the total number of units we can also decide which number of units is optimal. 
It is important o note that we need not consider the case where the distribution of the failure time is 
exponential. Since, by the memoryless property, it is never optimal to do preventive maintenance when the 
running costs are constant. Our model allows a general IFR distribution. The analysis is based on renewal 
theoretical approximations. 
We will start the analysis with an approximation for the uptime and the down time of the system for the case 
when the time needed for preventive maintenance is equal to the time needed for corrective maintenance. This 
approximation can be seen as an extension of the availability model of Van der Heijden [6], who approximates 
the expected uptime and the expected owntime of a 1 out of 2 system, assuming a general ifetime and a 
general repair time distribution. Moreover, in our analysis the geometric distribution plays an important role, 
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which is also the case in Kalashnikov [9]. Once we know the approximate expected uptime and downtime of 
the system we can then obtain a good approximation for the long run average costs. We then consider the case 
when the times for preventive maintenance and corrective maintenance are not equal. 
Furthermore, we compare the approximation with two simpler approximations and with simulation. The first 
of these two approximations is based on standard Markov theory and the second is based on decomposition 
and approximates the costs directly. 
We conclude this paper with an example, where we determine when to replace a unit and how many should 
be initially bought such that the total expected iscounted costs over an infinite horizon are minimal. 
2. The model 
Consider a 1 out of n identical unit system with cold standby. We assume that the lifetime distribution 
of a unit, F( t ) ,  has an increasing failure rate. If an operating unit has reached a certain age Tpm, then it is 
replaced immediately by a standby unit if available and the old unit undergoes preventive maintenance. If a 
unit fails before Tpm, then it undergoes corrective maintenance. After a preventive maintenance or a corrective 
maintenance a unit will be "as good as new". 
In the model costs play an important role. We assume that there are constant costs for a corrective and 
a preventive maintenance, Cc and cp respectively. Next there are variable costs for downtime, ca, and age- 
dependent running costs, Cr(t), where t indicates the unit's age. 
The objectives of the model are (i) to determine the optimal moment for preventive maintenance, Tpm, with 
respect o the long run average costs and (ii) to determine the optimal number of standby units. 
In the list below the most important notation eeded in the modelling is summarized. More notation will be 
introduced in the course of the paper when required. 
PM : Preventive maintenance. 
CM : Corrective maintenance. 
t : Age of an operating unit. 
F(t) : Probability of failure before age t. 
Tl, m : The age at which a unit is replaced preventively. 
Rvm : Time needed to maintain a unit preventively. 
R,,, : Time needed to maintain a unit correctively. 
R : Maintenance time if Rpm = Rcm. 
Cp 
Cc 
Cd 
cr(t) 
7"up 
7"down 
: Constant costs for a preventive maintenance. 
: Constant costs for a corrective maintenance. 
: Costs for system downtime per unit of time. 
: Running costs at age t. 
: Random variable indicating the uptime of the system. 
: Random variable indicating the downtime of the system. 
3. The expected uptime of the system 
In this section we assume that the times for preventive maintenance, Rpm, and corrective maintenance, Rcm, 
are both equal to R. 
To account for preventive maintenance, we will include the decision moment Tpm to replace an operating unit 
and perform preventive maintenance on it, into the distribution function of the failure time of a unit as follows, 
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Fig. 1. The intervals denote the operational time of the ith unit, i = -1 - .  -2 - ,  .... -n - .  If unit 1 fails at x, the repair of unit 2 must 
be finished, otherwise there will be system downtime. 
F(t) t<~Tpm, 
FTe ' ( t )=  1 t > Tpm. 
Suppose that the system is already up for some time and that at this particular moment a new unit starts 
operating. The probability that the system will stay up for another t time units is equal to the probability that 
the current unit will reach age t plus the probability that if the current unit fails after x time units (x < t) a 
standby unit is available which together with other units keeps the system up until time t. As an approximation, 
we will assume that the points at which a unit starts operating are renewal points. The probability that a unit 
is available just after one has gone down with age x, given no information about the remaining history of the 
process, is equal to the probability that n - 2 units have kept the system up for longer than R - x time units, 
such that at least the (n - 1)th unit that failed before the last one is now available. (See Fig. 1) 
Hence the reliability of the system can be approximated by 
t 
P{rup > t} ~ 1 - Frp.,(t) + f (l -- FTp *(n-2)(R-- x) )P{Tup > t -  x}dFr..,(x) 
o 
and hence 
oo 
E[rup] = f P{ .p > t}dt  
o 
~ 1 - Frp.,(t) + (1 -F rpm*(n -2) (R -x ) )P{~' .p  > t -x}dFrp , . (x )  
0 
+ f f ,  l t -x}dtdFrp . , (x )  
o x 
= ]J~Tp., '}- E[7"up](1 - FTo.,*(n-l)(R) )" 
So we obtain the following approximation 
;zrv., 
E[Tup ] ~ F;S.?-I)(R)' 
with ttr.., the expected "lifetime" of a unit: 
OO Tpm 
.,., = f [1 -  Fre.,(x)]dx, 
o o 
dt 
(1) 
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with the sign *(n - 1) indicating a (n - 1)-fold convolution 
R 
F'*<"-l)r,., (R) = J f  F¢~n-2)(R-x)dFrp'(x)'"' n=2,3  . . . . .  
0 
and 
1 i ft  >0,  
F*¢°)(t)= 0 i f t~<0.  
In the Appendix we will discuss the numerical evaluation of these convolutions. 
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4. The expected downtime 
We assume that system downtime only originates if the system has been up for more than R time units. If 
the system suddenly goes down then the downtime will be greater than t if the uptime of the past (n - 1) 
failures together has been shorter than R-  t. Note that there is only downtime if the last (n - 1 ) units in the 
previous uptime together have lived shorter than R, Hence the approximation becomes 
F*{n-1)( R _ t) /F*(n- l )(  P { r down > t} ~ re., / re., R ) , 
and hence 
R 
E[ rdown] ~ f FCp'n,-l)(R - t )  dt/F;e(n-')(R). (2) 
0 
5. Improvement of the approximation 
I f  we use 1 - p to denote F~p< ~-l) (R) in the appropriate formula of the expected uptime (1), then we can  
transform the expected uptime to the following series 
la'Te" Z ( i + 1 E[rup] .~ 1 - p =/~rv., )p i (  1 - -  p). 
i--O 
This means that the expectation of the uptime equals the expectation of a geometric distribution multiplied 
by the expected unit lifetime. The parameter p can be interpreted as the probability that a unit, when it fails, 
does not cause the whole system to fail. In other words, it holds with probability p that the current operating 
machine is not the last one that is operating in the current upcycle of the system. 
In light of this we can make use of extra information about the past at the beginning and at the end of an 
up-cycle: 
( 1 ) The first n - 1 units of a life cycle of the system will be replaced by a unit which repair started before 
F ,* (n -  1) the previous down-cycle. So, for the first n - 1 units we suggest to adjust p = 1 - re,, (R) by 
1 F*(n- 1 ) ( R - E [ rdown ] ) and an approximation for the expected uptime becomes: " r r= - -  Te m 
n--2 oo  
E[rup] ~ E tzr.. (i + 1)zr/(1 -- zr) + Z 7r~-lPi( 1 -- p) (i + n)/zrp., 
i----'0 i=0 
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Fig. 2. The intervals denote the operational time of  the ith unit, i = - 1 - ,  -2 - ,  . . . .  -n - .  The probabil ity that the past n - 1 units have 
lived longer than R must be condit ioned on the total lifetime of  the units I up to n. 
n- -2  
= Z lz r . . , ( i  + 1)'rr/(1 - 7r) + zd-l/zr,., (n +p/ (1  - p))  
i=0 
= 7rn- -1  ( 1 - -  n( 1 - 70 + 7r)/.tr.., / ( 1 - 7r) + ¢rn-ll~re. , (n + p / (  1 - p )  ). (3) 
(2) Suppose that during an uptime more than n units have failed, then the probability that a unit will not 
cause the system to go down is greater than the value p = 1 - F~p~ n-l) (R). A replacement of a operating 
unit will not cause the whole system to fail if the past (n - 2) units together with the operating unit 
have lasted longer than R time units. Let us number the past n units by 1 for the oldest unit, 2 for 
the second oldest etc. and n for the youngest unit. The probability that the units 2 . . . . .  n together have 
operated longer than R is greater than 1 -F~p~n-l)(R) if it is given that the units l . . . . .  (n -  1) together 
have already operated for more than R time units (See Fig. 2). 
If the units 1 . . . . .  (n - 1) together have lasted longer than R time units, then so have the units 
1 . . . . .  n. For simplicity we improve the parameter p by conditioning on the fact that the last n units 
together have lasted longer than R time units. 
Thus 
P (4) 
P' := (1 - F~p(n)(R)) " 
Combining (3) and (4) yields: 
E[ q'up ] ,.~ ql "n-1 ( 1 -- n( 1 -- 7r) + 1r) tzrp.,/ ( 1 -- 7r) + tZT,. n~ "n-I ( I -- p )  
pl 
+ p.rrn-l/xr..,(n + 1 + 1----~). (5) 
The middle term of the right-hand side adjusts for the transition from the beginning of the process to the 
rest of the process where we can use p'. 
The approximation of the expected owntime of the system does not use the fact that the total uptime of the 
system could be shorter than R. Hence a better approximation is the following: 
R 
> R} / *(n-l) t) dt /Fr . .  (R )  E[  Tdown] P {rup Ft,. (R - -  * (n - - l )  
0 
R -- E [ rdown ]
+ P{r .p  < R} / 
i *  
FT.. *(n-l ) ( R - E[ rdown ] ~ t~ dt /FT~ ~(n~ l ) ~ R ~ E ~ ~down ~ ~ B (6) 
0 
As an approximation for P{Tup > R} we use p. 
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6. The expected costs per time unit 
During the uptime of the system units can be subjected to preventive and corrective maintenance. The 
long term proportions of these two kinds of maintenance will be Fr..,(Tpm) for corrective maintenance and 
1 - Ft.., (Tpm) for preventive maintenance. The expected number of times that either preventive maintenance or
corrective maintenance will be executed uring the up-cycle ( say Orp.,) is approximately equal to the expected 
number of times that a unit has failed or reached the age Tpm until the "arbitrary" time E[7"up]. Thus 
Or.., ~ Z F;, (.:) (E['rup]) ,~, 
i=1 ].~T.,,, 
The next approximation we make is to assume that the times at which an up time starts are renewals. Hence 
we can use a theorem from renewal reward theory, stating that the expected costs per unit of time in the long 
run are equal to the expected costs per renewal cycle divided by the expected uration of a renewal cycle. So 
the approximation for the long-run average costs due to preventive maintenance (Cp), corrective maintenance 
(co) and downtime (cd) becomes: 
( CcFT.., (rpm) ÷ Cp(1 -- FTpm(Tpm) ) )OT.,. ÷ CdE[1"dow.] 
E[rup] + E[rdown] 
If there are running costs which depend on the age of the operating unit, then the average running costs per 
time unit is influenced by the moment at which we decide to replace an operating unit. Let Cr(t) denote the 
marginal running costs if the unit has age t, then the average running costs per unit during an uptime are: 
OO 
1 fCr<t) {1 - Fr..,(t)} dt. 
Ixr.., 
o 
Hence the total long-run average costs can be approximated by 
(ccFr..,(Tpm) + Cp(1 - Fr..,(Tpm) )Or.., ÷cdE['rdown] ÷ OT.. foCr ( t )  {1 - FT..,(t) } dt 
E[7"up] + E['rdown] 
(7) 
7. Different overhaul times 
So far we have assumed that the repairtime R is the same for preventive maintenance and corrective 
maintenance, le t  us now extend the model by distinguishing two different repairtimes: Re,. for corrective 
maintenance and Rpm for preventive maintenance, with Rpm < Rcm. This change means that the sequence of the 
machines that start operating is not determined anymore, that is between two successive times that machine i
starts operating, other machines might have operated more than once or not at all. 
If Rcm < Rpm + Tp., then the approximate analysis is still easy, because now the order of the machines 
that start operating remains the same. The original probability 1 -p  that a unit causes the whole system 
to fail changes from Ff.(n-l)(R) to F(Tpm)FT.~?-I)(Rcm) ÷ (1 - F (Tpm))FT .~n- l ) (Rpm) .  Together with the 
improvements of Section 5 this implies that the approximation of the uptime becomes: 
E[Yup] ~f ln - l (1  - n (1  -- f l)  ÷ fl) l~T.,./ (1 -- f l) ÷ txr . .nf ln- l (  l -- b) 
+ bfln-~izr..(n+ 1 + bt/(1 - i f ) ) ,  (8) 
with 
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b = 1 - F(Tpm)F;p (n-l) (Re.,) - ( 1 - F(Tpm ) )F;p~ n - l )  (epm), 
F* (n - l )  
bt=F(Tpm)2 1 -  rp,, (Rcm) 
1 - Frp~7)(Rcm) 
1-- Frv(n,-l)(Rpm ) + F (Tpm)(1 -  FTp(n-l)(Rcm ) 
+ (1 - V(Tpm)) 1 - F~(o;)(Rpm) ' 
f l= 1 - F(Tpm) Frv(;-1) ( Rcm - E[ rdown] ) -- (1 -- F(Tpm) ) F~e(n-') ( Rpm - E[ rdown] ). 
The formula for b' comes from the following observations: 
• For the probability that the last (n - I ) units together live longer than Rpm time units, it is given that the 
total lifetime of the last n units together is greater than Rpm time units. 
• For the probability that the last (n - 1 ) units together live longer than Rcm time units, it is given that with 
probability F(Tpm) the last n units have lived longer than Rcm time and with probability (1 - F(Tpm)) 
that the last n units have lived longer than Rpm time units. 
The downtime is also a straightforward a justment of formula (6): 
Rein 
E[rdown] ~ b / F(Tpm)F~-(n-') ( Rcm - t) + (1 - F(Tpm) )Fry(;-')(Rpm - t) dt/(1 - b) 
o 
R-E[rdown] 
I *  
+ (1 -- b) / FfTpm)FTv(n-1)fR - E[rdown] t) 
,1  
0 
+ (1 -- F(rpm))F~v~n,-1)(Rpm - E[q'down] -- t) dt/fl. (9) 
The cost per unit time incurred by this setting of the model can be determined with the same formula as 
before, that is Eq. (7). 
8. An exponential approximation 
In this section we derive an alternative approximation for the expected uptime, down time and average costs 
by fitting an exponential distribution to the failure distribution. This kind of approximation is often made in 
practice. Here we use it to compare the results with those from the approximation i  Sections 3-6. 
Let us approximate he distribution of the lifetime of a unit (Frpo, (t))  and the distribution of the maintenance 
time (R with probability 1) by exponential distributions, using as first moments/zrv., and R. 
If we denote P(i units in maintenance) by qi, we have the following local balance equations: 
i 1 
-~qi = - -q i -1 ,  for i= 1 . . . . .  n. 
/zrp., 
Hence the probability of the number of units in maintenance is given by the following productform (see [ 3]): 
P(i units in maintenance) = ~ 
with B a normalizing constant. Since the minimum of n exponentially distributed random variables with 
parameter 1/R is exponentially distributed with parameter n/R, it follows that the expectation of the downtime 
is given by: 
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R 
E [ 1"down ] = -- 
n 
The expected uptime now follows directly. Since 
E [ rdown ] = P(n units in maintenance ), 
E[ 7"down ] d- E[ rup] 
we have that 
R.n[  R 
E[ 7"up ] ,~ 
nB(u_~..,)" n" 
For the approximation of the costs of the system we use Eq. (7). 
By introducing distinct times for preventive maintenance and corrective maintenance, Rc,. en Rpm , the 
only adjustment that has to be made is to change the R in the above formulae by the expected repairtime 
FT~,., (Tpm)Rcm + ( 1 -- FT..,(Tpm) Rpm. 
9. A decomposition approximation 
In this section we describe another approximation for the long-run average costs by decomposing the 1 out 
of n system into n independent subsystems. 
If we replace in Eq. (7) Orp. by E[7"up]/lXrp.,, then the average costs (7) of the system only depend on 
the steady state availability of the system and it will not be necessary to know the expected uptime and the 
expected owntime. So, if we are only interested in the costs of the system and not in the expected up time 
and the expected owntime, then an approximation f the steady state availability is all we need. 
A possible approximation for the total availability of the system is the following: We replace the 1 out of 
n system with cold standby by a 1 out of n system with hot standby and for each unit in the old system we 
increase the expected lifetime. The expected time that a unit in the old system is continuously on cold standby 
is bounded by (n - l)/zrp.,. We use this bound time to increase the expected lifetime in the new system. The 
intrinsic availability of the units in the new system becomes 
Ai = ( n - 1) l~Tvn, + [.tTv,, = nl.tTen, 
(n - 1 ) I-trp., + lzr.. + R nker,,. + R" 
So the above intrinsic availability is greater then the expected fraction of time that a unit in the original 1 out 
of n system is in standby or operating. 
By using Ai for the intrinsic availability of each unit in the new system, a simple exact formula for the steady 
state availability is given by: 
E [ 7".p ] ( R ) n 
1 -  (1 -  Ai) n = l - 
E[rup] + E[raown] R + nl.er.~, 
Now we can use this expression as the approximation of the steady state availability of the original 1 out of 
n system. Hence the cost per unit time that is generated by this approach will be: 
OO 
E[q'up] 
l"'~-(Cc .,,(Tpm)Fr_ +Cp(1 -FTpn,(Tpm)) + Cr(t ) (1 -- FTe, , ( t ) )dt )E[rup]  
+ E[ 7"down] #rp°, 
o 
E [ Zdow~ ] 
+ CdE[~'up] + E[*down] 
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= 1-~(ccFrp.,(Tem)+Cp(1-Frp.,(Tpm))+ Cr(t)(1-Frp~(t))dt)-ca 
Izrp,, 
o 
x (1 -  R )+ca. 
R + nlzrp,, 
As in the exponential model, different imes for corrective maintenance and preventive maintenance can be 
incorporated by changing R into F(Tpm) Rcm + (1 - F(Tpm) Rpm. 
10. Numerical Results 
In order to test the various approximations a simulation program has been written. The simulation program 
simulates the uptime, downtime and costs. The simulation terminates when the observed variance of the mean 
uptime has become smaller than 0.01. 
Tables 1, la, 2, 3 and 4 present the results that have been obtained for several cases. For the up time, 
downtime and costs that are calculated by our approximation the equations (5,8,6,9,7) have been used. 
In Table 1 the times for preventive maintenance and corrective maintenance are the same, i.e. Rcrn = gpm = R. 
There are three cases given in Table 1. In the first row the total number of machines, n = 2 and R = 1; in the 
second row we have n = 3 and R = 1.75; and in the last row n = 4 and R = 2.5. For each case we varied 
the preventive maintenance age, Tpm, from 1.25 to 3.95 in steps of 0.30. Thus we can form a cost function 
depending on Tpm, and minimize the costs. For all three cases the underlying failure distribution, F ( t ) ,  is given 
by 
F(t) = 1 - e -1/3 tl7"~, 
which corresponds to a Weibull distribution with mean /z = 1.67 and shape factor 1.75. It has an increasing 
failure rate of r(t) = 0.58t 0"75. 
The costs for corrective maintenance, preventive maintenance and one time unit of downtime are 
Cc= 75, Cp= 10, Ca=400.  
When considering uptime, our approximation deviates from the value of the simulation by less than 1% for 
n = 2. The "exponential" model performs very poorly with the relative error being between the 30% and 50%. 
When n = 3, our approximation also gives a relative error of less than 1%. The "exponential" model again 
performs very poorly, with the relative error now being between the 30% and the 60% . When n = 4, our 
approximation begins to loose performance. The relative error is now up to 5% with the "exponential" model 
making an error of  70%. Note that as Tpm increases the expected uptime also increases. Since preventive and 
corrective maintenance times are equal, taking a good unit out of operation at Tpm has a negative influence on 
the system reliability. When preventive maintenance takes considerably less than corrective maintenance than 
we can also expect a positive influence. 
For downtime, the performance of our approximation, expressed in terms of relative error, is not as good as 
for the uptime. It is about 6% for n = 2, 6% for n = 3 and 12% for n = 4. The exponential model gives relative 
errors ranging from 30% up to more than 50%. It is remarkable to see that the downtime, as a function of  Tpm, 
increases. The reason for this is as follows. Notice that a downtime is caused by a small total lifetime of the 
(n -  1) units before the downtime. The smaller this total lifetime, the greater the downtime. If Tpm is small 
then downtime can actually be caused by preventive maintenance. When Tpm increases, the units that originally 
lived up to the old Tpm will now probably have a longer lifetime. As a consequence, there might now not 
be a downtime. So as Tpm increases, the frequency of the downtimes decreases, and only the downtimes that 
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Table 1 
up time down time 
Tpm sim approx expon sim approx expon 
costs 
sim approx export decomp 
n=2 
R=I  
n=3 
R = 1.75 
n=4 
R=2.5 
1.25 4.228 4.243 2.172 0.375 0.347 0.500 
1.55 4.885 4.888 2,711 0.375 0.346 0.500 
1.85 4,885 4.888 2.711 0.375 0,346 0,500 
2.15 5.792 5.827 3.545 0.375 0.347 0.500 
2.45 6,078 6,132 3.830 0.375 0.348 0.500 
2.75 6.281 6.338 4.039 0.375 0,349 0.500 
3.05 6,419 6.466 4.186 0.375 0,348 0.500 
3.35 6.511 6,542 4.286 0.375 0,348 0.500 
3,65 6.570 6.588 4.351 0.375 0.347 0.500 
3.95 6.606 6.624 4.392 0.375 0.375 0.500 
1.25 5.965 6,184 3.100 0.254 0.302 0.583 
1.55 10 .971  10.816 4.112 0.354 0.385 0.583 
1.85 13 .711  13.696 5.040 0.396 0.421 0.583 
2.15 14.705 14.684 5.827 0.396 0,420 0,583 
2.45 15.433 15.422 6.453 0.396 0.421 0.583 
2.75 15.948 15.961 6.924 0.396 0.421 0.583 
3.05 16.302 16.330 7,260 0.396 0.422 0.583 
3.35 16.538 16,561 7.492 0.396 0.422 0.583 
3.65 16.690 16.696 7.644 0,396 0.422 0.583 
3.95 16.786 16,778 7.741 0.396 0.421 0.583 
1.25 11,892 11.250 4.004 0.279 0.364 0.625 
1.55 20.997 19.409 5.609 0.332 0.388 0,625 
1.85 29.081 27.255 7.175 0.382 0.434 0.625 
2.15 33,325 31.647 8.567 0.404 0.453 0.625 
2.45 35.227 33.498 9.712 0.406 0.456 0.625 
2.75 36.403 34.627 10.593 0.406 0.456 0.625 
3.05 37,212 35.410 11.235 0,406 0.456 0.625 
3.35 37.750 35.928 11.680 0.406 0.456 0.625 
3.65 38,098 36.252 11.976 0.406 0.456 0.625 
3.95 38.317 36.450 12.166 0.406 0.455 0.625 
63.317 61,140 102.013 71.25 
61.538 59.557 92.220 66.236 
61.538 59,557 92.220 66.236 
61.235 59.508 83.818 62.988 
61.696 60.019 82.194 62.722 
62,208 60.578 81.346 62.772 
62,695 61.084 80.933 62.952 
63.092 61.491 80,756 63.159 
63,398 61.790 80,698 63,348 
63.625 61.991 80,696 63.500 
48.493 50.472 91.456 49.917 
46.937 47.980 80.745 47.781 
47.658 48.259 75.061 47.410 
48.728 49.260 72.050 47.736 
49.760 50.241 70.491 48.370 
50.657 51.104 69.725 49.008 
51.388 51.815 69.385 49.576 
51.943 52.367 69.263 50.038 
52.341 52,773 69.244 50.391 
52.624 53.053 69.268 50.645 
41.803 44.879 82.906 40.408 
41,192 42.605 72.007 40.251 
42.228 43.130 66.502 41.087 
43.631 44.315 63.750 42.201 
44.895 45.524 62.429 43.295 
45.947 46,549 61.849 44.248 
46,790 47.361 61.644 45.021 
47,414 47.978 61.616 45.614 
47.865 48,426 61.660 46.050 
48.170 48.757 61.725 46.356 
Table la 
Tpm 
n=2 n=3 n=4 
up time down time costs up time down time costs up tim down time costs 
1.25 
1.55 
1.85 
2.15 
2.45 
2.75 
3.05 
3.35 
3.65 
3.95 
3.73 0.39 68.02 4.83 0.31 55.21 
4.29 0.39 65,60 8.90 0.39 50.91 
4.75 0.39 64,70 11.40 0.43 51.60 
5.12 0.39 64,61 12.23 0.43 51.60 
5.40 0.39 64.89 12.84 0.43 52,46 
5.59 0.39 65.32 13.29 0.43 53,25 
5.70 0.39 65.75 13.60 0.44 53,91 
5.77 0.39 66.10 13,79 0.44 54.44 
5.80 0.39 66.36 13.90 0.44 54.82 
5.83 0.39 66.52 13,97 0.44 55.09 
8.95 0.37 48.03 
16.08 0.39 44.12 
26.60 0.46 45.33 
26.60 0.46 45.33 
28.16 0.46 46.49 
29.11 0.46 47.48 
29.76 0.46 48.27 
30.20 0.46 48.87 
30.47 0.46 49.31 
30.64 0.46 49.62 
576 M.A.J. Smith, R. Dekker/European Journal of Operational Research 99 (1997) 565-583 
E ~ 
o 
x 
1 .0  
o 
E; 
o 
a~ 
6 1 .o  
The  up  t ime 
u~ 
"G 
1.0  
J 
J 
i i i 
1 .4  1 .8  2 .2  
. ,m~,o , ,o~ ] 
q~prox~mat[on  
i i i i 
2.6  3 .0  3 .4  38  
Tpm 
The  down t l rne  
/ 
J 
/ 
i i 
1 .4  1 .8  
opp,oNf~a l lon  
. . . . . .  o*Don. . t lo~ 
i i i i i 
2.2  2 .6  3 .0  3 .4  3 .8  
Tpm 
The  COSTS 
/ 
J 
\ J ~ J  J J . • - . . . . . . . .  
• . / -  , . "  
i i . . . .  1 .4  1 8 2 2 2 .6  3 ,0  3 .4  .:5.8 
Tpm 
Fig. 3. Graphs of uptime, downtime and costs (N = 3). 
4.2  
42  
4 .2  
M.A.J. Smith, R. Dekker/European Journal of Operational Research 99 (1997) 565-583 577 
Table 2 
up time down time costs 
Tpm sim approx export sire approx expon sim approx expon decomp 
n=2 
Rcm ",= 1 
Rpm = 0.5 
n=3 
Rcm = 1.75 
Rpm = 1.25 
n=4 
Rcm = 2.5 
Rpm = 2 
1.25 6.982 7.012 2.662 0.296 0.305 0.347 48.396 48.924 75 .701  55.848 
1.55 7.115 7.176 3.192 0.320 0.320 0.378 51.298 51.298 74.060 55.839 
1.85 7.096 7.216 3.595 0.336 0.329 0.406 53.978 53.613 74.245 56.832 
2.15 7.055 7.215 3.886 0.347 0.337 0.430 56.265 55.679 75.159 58.131 
2.45 7.004 7.185 4.090 0.357 0.342 0.449 58.233 57.428 76.284 59.421 
2.75 6.916 7.133 4.226 0.362 0.345 0.465 59.876 58.846 77.372 60.559 
3.05 6.843 7.071 4.316 0.367 0.346 0.476 61.189 59.945 78.309 61.493 
3.35 6.775 7.010 4.372 0.370 0.346 0.484 62.157 60.758 79.059 62.217 
3.65 6.734 6.961 4.406 0.372 0.346 0.490 62.822 61.328 79.626 62.753 
3.95 6.711 6.726 4.427 0.368 0.345 0.494 63.257 61.707 80.034 63.133 
1.25 12 .645  10 .922 3.730 0.283 0.300 0.481 41.438 43 .201  75.317 44.661 
1.55 16 .438  15 .307 4.804 0.328 0.365 0.502 42.659 43.959 69.948 44.479 
1.85 17 .749  17.240 5.701 0.363 0.400 0.521 44.748 45 .681  67.794 45.269 
2.15 17 .739  17 .304 6.396 0.373 0.407 0.537 46 .721  47.505 67.149 46.352 
2.45 17 .613  17 .289 6.904 0.379 0.411 0.550 48.343 49.055 67.199 47.436 
2.75 17 .432  17.429 7.259 0.385 0.415 0.560 49.718 50.312 67.536 48.392 
3.05 17 .280  17.193 7.498 0.389 0.418 0.567 50.779 51.295 67.950 49.175 
3.35 17 .224  17 .124 7.652 0.392 0.419 0.573 51.527 52.032 68.339 49.781 
3.65 17 .128  17.053 7.748 0.394 0.420 0.579 52.466 52.920 68.910 50.546 
3.95 17 .035  17 .000  7.806 0.394 0.420 0.579 52.466 52.920 68.910 50.546 
1.25 21.509 18 .293 4.756 0.278 0.341 0.549 38.128 40.104 71.323 38.412 
1.55 32.220 27.878 6.509 0.323 0.377 0.564 39.167 40.320 64.532 39.094 
1.85 38 .341  34.627 8.090 0.362 0.420 0.578 40.933 41.796 61.628 40.380 
2.15 39.985 37.149 9.391 0.383 0.441 0.590 42.767 43.452 60.545 41.754 
2.45 39.998 37.420 10.388 0.393 0.447 0.600 44 .311  44.945 60.315 43.007 
2.75 39.694 37.335 11.109 0.398 0.450 0.607 45.558 46.162 60.462 44.063 
3.05 39.454 37.225 11.605 0.401 0.452 0.613 46.532 47.107 60.743 44.902 
3.35 39.232 37.112 11.933 0.403 0.454 0.617 47.249 47.814 61.040 45.539 
3.65 39.068 37.004 12.141 0.404 0.454 0.620 47.760 48.323 61.299 46.002 
3.95 38.877 36.918 12 .270 0.405 0.454 0.622 48.117 48.674 61.503 46.327 
are caused by natural fai lure of  the (n - 1) units in an early stage are left. Therefore the expected downt ime 
increases. 
For the long-run average cost per unit time, our model performs very good. The errors are on average 
between 1% and 4% and the shape of  the curve is the same. This is very important, because it means that 
the optimal moment  for preventive maintenance, Tt,m, can be approximated very well  by our method. Since the 
"exponent ia l"  model  performs very poor for the uptime and the downtime, it also performs poorly for the costs. 
The relative errors are about the 30% to 50%. 
Surprisingly, the decomposit ion method performs very well, The relative errors produced by this s imple 
approach are most ly less than 3%. However, the shape of  the cost function derived by this method is not as it 
should be. 
The formulae (5,8,6,9,7) that are used to approximate the uptime, downt ime and costs of  the system are 
improvements of  the formulae that are derived in Sections 3 and 4. In order to see what the influence of  the 
improvements are, Table la  shows the results that have been obtained by the formulae of  Sections 3 and 4. From 
these results it is clear that the improvements are substantial. The approximation of  the uptime is consequently 
much too low and of  the down t ime too high for all cases. 
578 M.A.J. Smith, R. Dekker/European Journal of Operational Research 99 (1997) 565-583 
Fig. 3 presents graphs of  the results of the uptime, downtime and costs for n = 3. 
Table 2 has the same setting as Table 1 except that the times for preventive maintenance and corrective 
maintenance are now not equal, i.e. Rcm > Rpm. For the first case we have Rpm = 0.5 and Rc,z = 1, for the 
second case we have Rcra = 1.75 and Rpm = 1.25 and for the third case we have Ron = 2.5 and Rpm = 2. 
From Table 2 it appears that the performance of our approximation has become slightly worse with respect 
to the performance of Table 1. The exponential model makes errors that are more than 50%. 
It is remarkable to see that the expected uptime is not an increasing function in Tt, m anymore. Instead, it has 
become quasi-concave and achieves a maximum at a certain point. The expected uptime that is obtained by the 
approximation also follows this pattern. At first sight taking a good unit out of operation has a bad influence 
on the reliability, since we "loss" some lifetime. However, if Tp,, is large enough it can be advantageous since 
the time for preventive maintenance is smaller than the time for corrective maintenance, i.e. the increase in 
availability of the unit makes up for the "loose" of lifetime. 
If we consider the downtime, then we notice that the performance is more or less the same as in the case 
with equal maintenance times. For n = 2 and n = 3 the errors of  the approximation are up to 7% and for n = 4 
we have errors up to 13%. The exponential model has again very large errors: up to more than 100%. 
For the costs we can draw the same conclusions as for Table 1. The performance has stayed about the same. 
In Table 3 we have increased the failure rate of the underlying failure distribution. The failure distribution 
has now become: F(t)  = 1 -e  -°'1t25. This is a Weibull distribution with expectation/z = 2.23 and shape factor 
2.5. The failure rate is r(t) = 0.25t 1'5. For this case we see that the results get slightly worse as the system 
gets very reliable. However, compared to the exponential model the results of our model are much better. 
We conclude this section by saying that the approximation method performs very well for the uptime 
and somewhat less for the downtime. Moreover, as the time of age replacement, Tpm, becomes greater, the 
approximation improves. However, if we are only interested in the costs, it seems that we also get quite good 
results if we use the decomposition method. Therefore we generated another example. In this example n = 4, 
R = 1.7, and with costs Cd = 1500 per time unit, co = 100, and Cp = 10. The failure distribution function 
is F(t)  = 1 - e -1/3 tzs. Because of the high costs for downtime a small error in the approximation of the 
availability causes a great error in the costs. 
The results of  this example are listed in Table 4. Here we see that our approximation clearly outperforms the 
decomposition method. 
11. How many units to order: an example 
In this section we give an example of how the model could be used in practice to determine the optimal 
number of  units. 
Suppose an oil company is planning to build an off-shore installation, with among others a gas-turbine that 
is driving a compressor for re-injecting as. When the compressor does not operate, the total costs incurred by 
the company are estimated at 1 million dollars per day for penalties and lost revenue. The time to failure of 
a gas turbine follows a Weibull distribution with an increasing failure rate of r(t) = 1/16 t 15. The expected 
time to a failure is about 3.9 years and the shape parameter equals 2.5. Preventive maintenance takes one year 
to overhaul the turbine and costs 1 million dollars. Corrective maintenance on the other hand takes one and 
a half years and costs 3 million dollars. The purchase costs of a turbine are 20 million dollars. The company 
is interested to know how many turbines should be acquired and when to perform preventive maintenance in 
order to minimize the expected net present value of future costs. The discount rate, r, that the company uses 
is 10% per year. 
Before we make a comparison between the decision made by our model and the so called exponential 
model, we have to transform the average costs for down time and maintenance to discounted costs to make the 
comparison fair. Suppose that the average costs are ~ per year and that g/n costs are incurred exactly every 
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Table 3 
up time down time 
Tpm sim approx expon sim approx expon 
costs 
sire approx expon decomp 
n=2 
Rpm = 0.75 
Rcm = 1.25 
n=3 
Rpm = 1.75 
Rcm = 2.25 
n=4 
Rpm=2.75 
Rcm=3.25 
1.05 8.326 6.941 2.305 0.208 0.157 0.402 
1.25 19,221 18.850 2.898 0.111 0.273 0.415 
1.45 19.727 19,367 3.475 0.280 0.287 0.431 
1.65 19.829 19.416 4.010 0.296 0.300 0.449 
1.85 19.580 19.178 4.486 0.310 0.312 0.468 
2.05 19.083 18.770 4.895 0.322 0.321 0.488 
2.25 18.537 18,277 5.233 0.331 0.329 0.508 
2.45 17.933 17.761 5.504 0.339 0.335 0.527 
2.65 17.397 17.271 5.714 0.345 0,339 0.545 
2.85 16.951 16.841 5,871 0.351 0.346 0.562 
1.05 7.538 7.129 2.812 0.162 0.219 0.601 
1.25 22.212 20.002 3.748 0.191 0.248 0.610 
1,45 39.669 33.370 4.744 0.236 0.267 0.621 
1.65 57,216 47.813 5.751 0.279 0.298 0.633 
1.85 68.162 59,564 6.720 0.311 0.336 0.645 
2.05 73.217 66.431 7.609 0.340 0.366 0.659 
2.25 72.422 66.735 8.329 0.353 0.377 0.672 
2.45 70.155 64.958 9.052 0.358 0,382 0.685 
2.65 68.105 63.237 9.589 0.363 0.385 0.697 
2.85 66,219 61,665 10.010 0.366 0.388 0.708 
1.05 7.330 7.221 3.219 0.315 0.260 0.701 
1.25 34.873 28.921 4.490 0.190 0.285 0.708 
1.45 87.217 68.773 5.938 0.237 0.308 0.715 
1.65 144.770 118.549 7.498 0,276 0.328 0.724 
1.85 193,701 160.509 9.088 0.304 0.350 0.734 
2.05 227.753 192.863 10.628 0.333 0.374 0.744 
2.25 242,704 209.757 12.046 0.352 0.392 0.754 
2.45 244,222 213.978 13.294 0.365 0.402 0.764 
2.65 240.797 211.576 14,347 0.370 0.408 0.773 
2.85 235,481 207.046 15.198 0.374 0.411 0,781 
25.988 25.112 73.548 47.383 
22,248 22,608 65.108 42.731 
23,502 23.725 60.275 40.440 
25.044 25.241 57.752 39.614 
26.838 26.987 56.738 39.719 
28.761 28,838 56.713 40.413 
30.675 30.703 57.323 41.460 
32,545 32.506 58.314 42.695 
34.298 34.193 59,503 43.995 
35.916 35.724 60,753 45.269 
24.706 28.079 84,175 36.305 
20.429 21.829 70,743 32.035 
20.412 21.170 62.316 30.028 
21.288 21.802 57.152 29.367 
22.639 23,054 54.141 29.529 
24.250 24.554 52.562 30.192 
25,911 26.171 51.931 31.143 
27.510 27.767 51.914 32.238 
29.019 29.266 52.276 33,372 
30.393 30.631 52.849 34.472 
23.604 30.000 85.189 27.273 
19.224 20.885 69.268 24.539 
19.156 19.846 59,204 23.616 
20.147 20.497 52.972 23.721 
21.495 21,751 49.253 24,425 
23.0.19 23.218 47.187 25,469 
24.589 24.759 46,203 26.688 
26,122 26.282 45.918 27,966 
27.566 27.724 46.068 29.224 
28.888 29.040 46.466 30.405 
Table 4 
up time down time COSTS 
Tp,,, sim approx sim approx sim approx decomp 
n=3 
R= 1.7 
Cd = 1500 
Cc = 100 
cp=10 
0.9 3.340 3.468 0.173 0.242 108.058 131.615 132.117 
1.0 4.662 4.636 0.178 0.234 92,528 108.975 120.894 
1.1 6.367 6.151 0.192 0.235 84.378 95.436 113.244 
1.2 8.203 7.986 0.210 0.249 81.116 88.773 108.158 
1.3 10.443 9.965 0.240 0.270 80.451 86.188 104.922 
1.4 12.402 11.780 0.265 0.290 81.220 85.614 103,022 
1.5 13.765 13.147 0.283 0.302 82.889 86.229 102.076 
1.6 14.644 13,972 0.290 0.308 84.490 87.570 101.797 
1.7 15.176 14.421 0.292 0,309 86.164 89,217 101.971 
1.8 15.434 14.718 0.290 0.309 87.784 90.877 102.432 
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1/nth year. Hence the discounted costs, say Cr, become 
oo 
Cr n( 1 + r) i/n" 
i=O 
If we take the limit n ~ c~, we get 
cr = ? / In(  1 + r). 
On this basis our model advises to purchase two turbines and to do preventive maintenance every 2.5 years. 
The expected average costs are 2.4 million dollar a year for maintenance and downtime. This results in a net 
present value of the total costs in million dollars of 
c = 2 * 20 + 2.4/In( 1.1 ) = 65.2 million dollars. 
If we run this advice through the simulation we get total discounted costs of 64.8 million dollars. 
On the other hand, if we consult the exponential model we get a totally different result. Now the company 
has to purchase four turbines instead of two and perform preventive maintenance every 4 years. The total 
discounted costs have become 89.2 million dollars. Under this regime our model and the simulation model both 
approximate an expected net present value of total costs of 86.9 million dollars. The difference between both 
decisions is very large: 64.8 million dollars against 86.9 million dollars. 
12. Conclusions 
In this paper we considered a I out of n system with cold standby, with units subjected to age replacement.We 
assumed a general increasing failure rate distribution and a constant ime for corrective and for preventive 
maintenance. We included constant costs for corrective maintenance, preventive maintenance, variable costs for 
downtime and operating costs to minimize the long-run average costs. Performance measures computed were 
the expected uptime, down time and the long-run average costs. 
Numerical experiments showed that the approximation presented in this paper performs quite well. For the 
uptime the relative errors are about 1% to 5% when the corrective maintenance time equals the preventive 
maintenance time. When the corrective maintenance time is greater than the preventive maintenance time then 
the approximation loses performance and the errors increase to 15% in some cases. The relative errors that are 
made with the downtime are about 6%-7% when the total number of machines is 2 or 3 and become up to 
14% when the total number of machines is 4. For the downtime the performance of our approximation method 
is not as good. As Tpm decreases the approximations get worse. 
The expected average costs of the system were approximated very well. The errors are less than 1% in 
a lot of cases. Surprisingly, we have seen that another, much simpler method, based on decomposition, also 
performs very well. The errors that were made with this approach are about 3% in most cases. However, if the 
variable costs of the downtime increase then a small error in the approximation of the availability causes great 
errors in the approximation of the costs. So, the difference of 1% versus 3% can magnify as we have seen in 
an example. 
We also compared our approximation model to another model, where we have used the "common" assumption 
that the lifetime and the repairtime are exponentially distributed. However, we observed that the implications 
of these assumptions as an approximation, are tremendous. The relative errors were often more than 50% and 
sometimes even more than 100%. 
In a practical example concerned with purchasing as-turbines we saw what the influence of using our model 
or the exponential model can be. The model presented in this paper advised to purchase two turbines, while the 
exponential model came up with four. A 25% saving was obtained by using the correct model in this example. 
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Appendix. The convolution of a truncated distribution 
Up to now we have derived approximations for the uptime, downtime and costs of the system without paying 
any attention to the numerical difficulties that may arise. If we take a close look at the equations for the 
uptime (1,5) and the downtime (6) then we need the convolutions: Fr,~"-l)(R), F~,~oT-1)(R - E[rd,,wn] ) and 
F~,(n,-l)(R), which are normally difficult evaluate. 
In general, the sum of n i.i.d, random variables tends to a normal distribution. However we are interested 
in n-fold and (n - 1)-fold convolutions, with n not that large that we can apply the central imit theorem. In 
practice, the total number of machines, n, is likely to be in the range of 2 to 5. 
The approximation that is derived here, is based upon orthogonal polynomials and Laplace (-Stieltjes) 
transformations. The Laplace transform of a function, F ( t ) ,  will be denoted by £.F(s) or sometimes with 
£.F(t) (s). 
In general it is difficult to approximate an arbitrary distribution by a polynomial. After all, it is impossible 
to get that limt-_.oo F(t) = 1, when F(t) is a polynomial of degree greater than zero. Our distribution Fr,,., (t) 
however, has the property that after the point Tp,, it jumps to 1. Hence we only need to approximate he function 
Fr, n, (t) between 0 and Tpm and the approximation Fr,,,(t) of Frp.,(t) becomes: 
//1 
Frpo,(t) = ~Fi t i / i !  t <~ Tpm, 
i=O 
1 t > Tpm, 
with F/ the coSfficient of t i. These coefficients are chosen such that 
Ti,m 
f (Frpr"(t) - Frp.,(t))2dt, 
0 
is minimal. This happens with the Gram-Schmidt procedure (cf. [2] ). 
The Laplace transform of Prp., (t) is easily calculated 
oo Tpm 00 ~FTl.,(s)=/FTp.,(t)e-Stdt=~-~. /tie-Stdtq-fe-Stdt 
0 i--O 0 Tpr" 
m 
-~ (~-~ Fi m i F iT J i - j )  1 sT, r. 
s -7 -~+(~-~ (i_j)isJ+l. +-)e-s p '  
i=O i=O j=O 
and after some algebra it follows that 
fi( ) : :  Sk-I(£F'rP'(S))K ~ kllfl'y s et/31+E[rl+l " 
k~+t+l#l,+lYll=g i--1 
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Here fl and 9' are two vectors of indices. The length of the vectors fl and y is m and the elements can take the 
values 0, 1 . . . . .  m. By ]fill = K -  kl we mean that the elements of the vector fl count to K - kl (the 11 norm) 
and 
E[ fl] = ~ ifli. 
i=O 
The same principle holds for 9/. Further we need the following multinomial coefficient: 
klly~/ = (k l  - -  l )  tBO!~l [~ ' / ' /~m! '~O! ' "~/m{ 
and tel, i = O, 1 . . . . .  m is short for 
-F(J) rdg' 
= 2_, 5=75+ 2=+ 
To obtain the convolution of the truncated distribution we use the following three properties of the Laplace 
transform that hold for general functions G(t): 
(1) I fG(0)=0then  
£G*(r)(s) = sk - l (•G(s ) )  x. 
(:) , 
(2 )  £ "~, (S ) -  sn+l. 
(3) IZG(t - q)uq(t)(s) = £G(s)e -qs, 
with 
Uq ( t ) = { O1 t >~ < q' 
From this it follows, assuming that Frp., (0) = 0, the K-fold convolution of Frp., (t) can be approximated by 
c~ 
o~ 
o 
o 
r~ 
o 
u~ 
o 
c5 
¢5 
,Q 
o 
c5 
c5 
c~ 
o o 
Convo lu t ion  
/ /  
1 2 3 4 5 
t ime 
Fig. A. 1. A three fold convolution. Tpm = 1.4. 
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F~;,,(t) = ~ k l lB r  -~[-fl] ~ }  Uk, rp,,(t). 
k~+/+l/~lt+lYl~=K i l 
Fig. A.1 shows the three-fold convolution of  Fr, .... with Tpm equal to 1.4 and 
F( t )  = 1 - e -1/3 t175. 
The normal distribution with same expectation and variance as F*(3)(t)  is also drawn in the figure. Clearly 
• p - m 
the normal distribution does not give a good fit. 
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