Abstract Multi-fidelity surrogate modelling offers an efficient way to approximate computationally expensive simulations. In particular, Kriging-based surrogate models are popular for approximating deterministic data. In this work, the performance of Kriging is investigated when multi-fidelity gradient data is introduced along with multi-fidelity function data to approximate computationally expensive black-box simulations. To achieve this, the recursive CoKriging formulation is extended by incorporating multi-fidelity gradient information. This approach, denoted by Gradient-Enhanced recursive CoKriging (GECoK), is initially applied to two analytical problems. As expected, results from the analytical benchmark problems show that additional gradient information of different fidelities can significantly improve the accuracy of the Kriging model. Moreover, GECoK provides a better approximation even when the gradient information is only partially available. Further comparison between CoKriging, Gradient Enhanced
Introduction
The computational complexity of physics-based simulation codes has grown phenomenally in recent years. Despite continual advancement in computing power, there is a growing reluctance among researchers in using highfidelity analysis codes due to prohibitive computational cost. It is rarely feasible to make many repetitive runs of high-fidelity computer simulations. This complexity is more evident in routine activities, such as optimization, sensitivity analysis, design space exploration, etc. (Forrester et al. 2006) . Faced with these limitations, the alternative of using approximations or surrogate models of the actual, computationally expensive analysis codes (surrogate modelling) has received critical acclaim in recent years. The intention of surrogate modelling is to accurately imitate the behaviour of the computationintensive simulator over an entire input space with a minimal number of expensive simulations. Jin et al. (2000) , Simpson et al. (2001) and Wang and Shan (2006) provided an overview of the most commonly used surrogate modelling techniques. Kriging, which was proposed by Sacks et al. (1989b) for the design and analysis of computer experiments, is arguably popular to approximate deterministic data resulting from computer codes (Sacks et al. 1989a; Kleijnen 2009) . One of the primary goals of surrogate modelling is to enhance the accuracy of surrogate mod-els with additional data which are not computationintensive. To this end, surrogate modelling by incorporating all the cheaply available additional information, such as gradients, Hessian data, multi-fidelity data, prior knowledge, etc., is increasingly popular (Forrester et al. 2008; Courrier et al. 2014) . For example, Morris et al. (1993) proposed gradient enhancement in Kriging, known as direct Gradient Enhanced Kriging (GEK), and showed that GEK significantly reduces the training sample data required to provide accurate surrogate models. Chung and Alonso (2002) compared direct GEK with an alternative formulation of GEK, called indirect GEK, which uses the same mathematical formulation of Kriging, but augments the training data with additional function values estimated from the gradient information. The authors stated that indirect GEK is prone to numerical errors introduced during the estimation of additional function values from gradients, whereas direct GEK exhibits formulation complexity at high dimensionality. Liu (2003) further investigated indirect GEK and proposed an alternative approach based on Neural Networks trained with both function and gradient information, but its performance is lower than indirect GEK. Laurenceau and Sagaut (2008) studied an aerodynamic problem with direct and indirect formulations of GEK and concluded that indirect GEK outperforms direct GEK irrespective of their equivalent mathematical formulations. More recently, Laurent et al. (2013) applied direct GEK to mechanical functions which lead to significant reduction in number of training samples and computational cost required to construct accurate approximations as compared to Kriging without gradients.
In problems where function data can be obtained with various accuracy levels, coupling data of different fidelities can further reduce the required training data while providing more accurate approximations of the actual function. Obtaining variable-fidelity data is more popular in areas where the computational complexity of analysis codes is dominant such as computational fluid dynamics (CFD) and finite element (FE) analysis. For instance, gradient data of different fidelities can be cheaply obtained in FE/CFD applications with the use of perturbation analysis or adjoint and automatic differentiation tools. Brezillon and Dwight (2005) solved the adjoint of the Navier-Stokes equations using an in-house CFD code which consumes only approximately 10% of the computational time required for a single complete non-linear flow calculation to provide all the gradient information at a single sample point. Han (2009), Laurenceau et al. (2010) and Chung and Alonso (2002) demonstrated that with adjoint formulation k-dimensional gradients can be estimated at a computational cost of estimating 1-2 function values at a single sample point. Schneider (2012) introduced a software package called FEINS in which the gradients can be estimated cheaply for FE problems. Degroote et al. (2013) recently demonstrated an efficient method of estimating gradients cheaply in the context of fluid-structure interaction (FSI) problems. In addition, a set of CFD methods with varying degrees of computational complexity (Panel theory, Euler equations, and Navier-Stokes equations) can be used to generate data of various accuracy levels. Further, a single physics-based simulation model, which can be evaluated on meshes of varying refinement, can also result in data of various accuracy levels. Furthermore, the results from partially converged simulations using a single physics-based simulation code can also be used to produce data of various degrees of accuracy. Coupling different fidelities of data, which results in accurate model representation of the actual simulator, is not an entirely new idea in surrogate modelling. For example, various multi-fidelity surrogate modelling methods are already presented in the literature (Craig et al. 1998; Cumming and Goldstein 2009; Goldstein and Wooff 2007; Higdon et al. 2004; Kennedy and O'Hagan 2000; Forrester et al. 2007; Bandler et al. 1994) . Craig et al. (1998) initially presented a linear regression formulation based multi-fidelity surrogate modelling which is further improved by Cumming and Goldstein (2009) using a Bayes linear formulation (Goldstein and Wooff 2007 ). An autoregressive formulation based multi-fidelity modelling is introduced by Kennedy and O'Hagan (2000) and is quoted to be very efficient by Forrester et al. (2007) and Qian and Wu (2008) . Huang et al. (2006) proposed an optimisation procedure, denoted by multiple-fidelity sequential kriging optimisation (MFSKO), based on this autoregressive formulation. Leary et al. (2004) demonstrated a multi-fidelity Kriging model enhanced with two different fidelities of gradient data in an optimisation context. The authors observed that the gradient incorporated multifidelity Kriging model is more accurate than the standard multi-fidelity Kriging model without gradients. The authors further stated that the advantage of finding global optima with gradient incorporated multifidelity Kriging model over the standard multi-fidelity Kriging model without gradients is still ambiguous and unclear. Recently, Le Gratiet (2012) proposed a recursive formulation based multi-fidelity Kriging modelling. This approach significantly reduces the modelling complexity associated with multi-fidelity Kriging models. This is also the context of the work presented here. Additionally, we introduce the gradient-enhanced recursive CoKriging (GECoK) method, an extension of the recursive CoKriging method (Le Gratiet 2012), which incorporates function and gradient data of multiple fidelities while constructing approximation models. We mainly focus on investigating the effect of multi-fidelity gradient enhancement in Kriging-based surrogate models. To that end, the analytical expressions for the gradients of various correlation functions with respect to design variables are derived, and the GECoK methodology is also investigated if only a part of the gradient information is available. Furthermore, the analytical equation of the likelihood gradients is derived and integrated in the GECoK formulation, by evaluating the gradients of various correlation functions with respect to the hyper-parameters. This investigation is carried out by applying GECoK to two analytical and two reallife examples.
Mathematical formulation
The Kriging predictionŷ(x * ) of a function y(x) at a prediction point x * is built from a constant trend function,μ and the realization of a stationary Gaussian random process which represents the local features of y(x) around n sample points, X = {x (1) , ..., x (n) } T , as (Sacks et al. 1989b) ,
where ψ contains correlations between x * and the sample data points; Ψ is a n × n symmetric matrix of correlation between the sample data points; y contains the function values of the sample data; f is a n × 1 column vector of ones; and the trend functionμ = (
where k is the dimensionality, i.e., number of design variables andσ 2 = (y − fμ) T Ψ −1 (y − fμ)/n is the estimated Kriging variance. For details on the maximum likelihood estimation method in standard Kriging and GEK, the readers are referred to Davis and Morris (1997) , Zimmermann (2010) , March et al. (2010) and Zimmermann (2013) .
Gradient Enhanced Kriging (GEK) is a natural extension of Kriging and incorporates additional gradient information of the sample data in building surrogate models. GEK mathematically varies from Kriging in terms of ψ, Ψ, y and f . Hence, the GEK predictioṅ y GEK (x * ) of the function y(x) becomes,
whereψ contains correlations of both function and gradient data between x * and the sample data points,Ψ is a (k + 1)n × (k + 1)n symmetric block matrix and contains the correlations of function and gradient data between the sample data points andẏ contains the function and the gradient values of the sample data. The notations
denote the correlation between function and u th dimension gradients and correlation between u th dimension gradients and v th dimension gradients, respectively. The direction of differentiation is denoted by i and j with x (i) and x (j) denoting two different samples.
CoKriging is considered as a multi-response extension to Kriging whereas GECoK is a multi-response extension to GEK. GECoK exploits the relationship between low-fidelity and high-fidelity sample data to enhance the prediction accuracy. It is based on the recursive CoKriging model of Le Gratiet (2012) . Additionally, it incorporates multi-fidelity gradient data along with multi-fidelity function data to enhance surrogate model accuracy. Although GECoK can be easily extended to multi sets of variable-fidelity data, we limit ourselves to two sets of variable-fidelity data, i.e., a low-and a high-fidelity data set. GECoK uses two Kriging models to approximate the high-fidelity and the low-fidelity sample data. These two Kriging models are further related by a scaling or regression parameter ρ. Hence, building a GECoK model can be interpreted as constructing two separate GEK models independently. The first GEK modelŷ GEK c (x) is constructed with the low-fidelity data (X c ,ẏ c ), wherė
The hyper-parameters θ c for the low-fidelity GEK model can be found by maximizing the concentrated ln-likelihood
where k ′ c ≤ k is the number of dimensions in which the (low-fidelity) set of gradients is incorporated and σ
is the estimated variance of the low-fidelity GEK model.
Based on the method of ρ estimation, there are two different possible ways of constructing the second GEK model. Traditionally, ρ is estimated using MLE. In that case, the second GEK model is constructed with the residuals of the scaled low-fidelity data and high-fidelity data (X e ,ẏ d =ẏ e − ρŷ GEK c (X e )), wherė
(X e ) is the GEK estimate from the low-fidelity model. Here the notationŷ GEK c denotes the low-fidelity GEK estimate of the response values (not gradients) only. The low-fidelity GEK estimate is only required when there is no low-fidelity dataẏ c available at X e . The hyper-parameters θ d for the second GEK model along with ρ can be similarly found by maximizing the concentrated ln-likelihood (see Equation 9) with the residual data (X e ,ẏ d ). With all the hyper-parameters θ c and θ d estimated, the resulting recursive GECoK interpolantŷ REC e of the high-fidelity data can then be defined as,
It is also possible to calculate ρ using a least squares formulation as shown by Le Gratiet (2012) . The advantage of using this formulation is that ρ can be expressed as a function of X which may provide more accurate estimation for ρ as shown in Le Gratiet (2012) . This leads to an alternative formulation where the second GEK model is directly built with high-fidelity data (X e ,ẏ e ) and ρ is estimated from a least squares formulation as,
where
e is the estimated Kriging variance for the second GEK model and G c is a vector which contains the values of the regression function in X e . The recursive GECoK interpolant of the highfidelity data for the latter formulation is then expressed as,
Note that the second part of the Equation 14 is similar to the GEK prediction formula (see Equation 3), except the fact that the interpolation is now onẏ d while, in Equation 12,ẏ d is calculated upfront before the fitting of the second GEK model.
The Cholesky decomposition is normally used to factorizeΨ during the estimation of hyper-parameters which involves a k-dimensional non-linear optimization. The Cholesky decomposition is the most time consuming part of Kriging modelling, and it becomes even more computation-intensive (a computational cost of O(((k + 1)n)
3 ) and a memory cost of O(((k + 1)n) 2 )) in GEK due to additional n × k rows/columns ofΨ. In this work, the analytical gradients of Equation 2 are introduced during the likelihood optimization so that the number of likelihood evaluations can be reduced, which in turn reduces the overall computational cost of the likelihood optimization (Toal et al. 2009 ). The analytical gradients of Equation 2 with respect to θ are defined as (Toal et al. 2009 ),
The derivatives of every element of the correlation matrixΨ with respect to θ must be estimated to completely define the Equation 15. Various correlation functions, which can be different for each GEK model, can be employed (Näther andŠimák 2003; Rasmussen and Williams 2006; Stein 1999; Šimák 2002) . As the correlation functions must be differentiated twice in GEK to provide the correlation between gradient observations, we limit ourselves to the popular Gaussian correlation function and one instance of Matérn class of correlation functions. The Gaussian correlation function is defined as,
2 correlation function, which is more widely used in the machine learning context, can be expressed as,
where a = 
Test problems
Two analytical examples and two simulation examples are used as test problems. Normalized Root Mean Square Error (NRMSE), R Squared Error (R 2 ), Relative Average Absolute Error (RAAE) and Relative Maximum Absolute Error (RMAE) on a validation data set of n p uniformly distributed pseudorandom points are used as error metrics to assess the surrogate model accuracy. The error metrics are expressed as,
where y t is the vector of true response values,ŷ REC is the vector of predicted response values, y is the mean of the true response values on n p sample points and std stands for standard deviation. NRMSE, R 2 and RAAE show the overall surrogate modelling accuracy whereas RMAE is a local error metric. The values of NRMSE and RAAE approach zero as the overall surrogate model accuracy increases whereas high and small values are preferable for R 2 and RMAE, respectively.
Analytical examples
The one-dimensional analytical function is obtained from Forrester et al. (2008) . Its expensive and cheap versions are defined as,
and
respectively. The two-dimensional Peaks function is a built-in MATLAB function. The expensive and cheap versions of the Peaks function are defined as,
respectively.
Simulation examples
In the first simulation example, a three turn spiral inductor (see Figure 1 ) is analyzed. The width of the conductors W and the outer length D out are considered as design variables and their corresponding ranges are shown in Table 1 . GECoK is used to model the quality factor Q and the inductance L of the spiral inductor at the frequency f = 2.4 GHz. The quality factor and the inductance can be expressed as (Yu and Bandler 2006) ,
where the admittance parameters (Y -parameters) are simulated using the full-wave electromagnetic simulator Agilent Advanced Design System 1 (ADS) Momentum. The low-fidelity data are obtained using circuit schematic ADS simulations, while the high-fidelity data are obtained using full-wave electromagnetic ADS Momentum simulations. The circuit schematic simulations are based on analytical formulas for the electrical behavior of the spiral inductor, while the electromagnetic simulations are based on the solution of Maxwell's equations and are computationally more expensive. Unfortunately, ADS Momentum does not provide gradient information and therefore a parametric modeling approach (Chemmangat et al. 2011 ) is used to generate macromodels to compute low-fidelity and high-fidelity gradient data. A set of low-fidelity and a set of highfidelity Y -parameters are collected on a grid of 51×7×7 (f, W, D out ) samples over the frequency range [0 − 5] GHz to build these parametric models that are then used to generate low-fidelity and high-fidelity gradient data. The computational time to get low-fidelity and high-fidelity admittance parameters at one sample point in the 2D (W, D out ) design space is roughly equal to 0.0301s and 0.2541s, respectively, using a contemporary Windows desktop with Intel Core i3-2310M CPU @ 2.10GHz processor and 4GB RAM. The computational time to acquire one set of 2-dimensional gradient data of Q and L is very similar for both lowfidelity and high-fidelity cases as both are estimated from the very similar macromodels and is roughly equal to 0.0013s. The second simulation example is a mi- The dielectric is 300 µm thick with a relative dielectric constant ϵ r = 9.6 and a loss tangent tanδ = 0.0002. The conductivity of the metallic layers is equal to σ = 5.8 · 10 7 S/m. The spacing between conductors is equal to 10 µm. crowave inter-digital filter which is often used in cellular phones (Couckuyt et al. 2010 ) (see Figure 2 ). This filter has 5 geometrical parameters and the parameter ranges are given in Table 2 . GECoK is used to model the mean of magnitude of the scattering S 11 parameter of the filter, denoted by |S 11 | mean , in the frequency range [2.2−2.6] GHz. The function and gradient data of S 11 are obtained by carrying out full-wave electromagnetic simulations using CST 2 MicroWave Studio (CST MWS) at 5001 frequency samples for each instance simulation. The data is further used to obtain the function and gradient data of |S 11 | mean . Data of two different fidelities are obtained by carrying out full-wave electromagnetic simulations on two meshes of varying refinement (coarse and dense). The dense mesh has approximately 48000 tetrahedral cells and takes about 900s to provide a converged solution (i.e., high-fidelity data). The coarse mesh has a fixed number of 7823 tetrahedral cells and takes about 130s to provide a converged solution (i.e., low-fidelity data). The computational time of acquiring one function value is roughly equal to that of acquiring 10 and 20 sets of 5-dimensional gradients for the dense and coarse meshes, respectively. Figure 3 shows the high-fidelity and the low-fidelity onedimensional functions along with their approximations. The design space is equidistantly sampled at 2 expensive and 7 cheap sample points. The Kriging approximation with the high-fidelity corner points gives a poor prediction whereas the GEK approximation results in a slightly better prediction than Kriging due to the inclusion of gradient information at X e . The recursive CoKriging results in better approximation than both Kriging and GEK approximations due to the incorporation of additional low-fidelity data, but the GECoK approximation lies exactly on f e , being better than all the other Kriging models. It takes 4 expensive and 11 cheap data for CoKriging in order to overlay the GECoK approximation (see Figure 4 ). observed that GECoK models considerably reduce the number of expensive samples required, more than 55% in this case, to achieve the equivalent accuracy level of CoKriging models. This is clearly the effect of incorporating additional gradient information at X e and X c . Moreover, the Gaussian correlation function based GECoK model requires just 5 expensive and 9 cheap sample points to achieve 60% of accuracy improvement, in terms of NRMSE, over its corresponding CoKriging model (see Table 3 ). The Gaussian correlation function based CoKriging model fails to accurately describe the Peaks function with 5 expensive and 9 cheap sample points (see Figure 6 ), and requires 15 expensive and 38 cheap sample points to reach the equivalent accuracy level of GECoK. A similar behaviour is observed with the Matérn 5 2 correlation function too (see Table  3 ). The inaccuracy of CoKriging models is caused by under-sampling and poor correlation among the available expensive sample points whereas GECoK benefits from the incorporation of additional gradient information at both X e and X c . Moreover, histogram plots of the prediction error (difference between actual and modelled surface of the Peaks function) on a 50 × 50 uniform grid also compares in favour of GECoK models (see Figure 7) . The Gaussian correlation function based GEK model requires 9 expensive sample points to reach the accuracy level of GECoK with 5 expensive and 9 cheap points. GECoK reduces the computational burden of getting 4 expensive data with that of 9 cheap data in this case. In turn, it conveys that if cheap data (function + gradient) at more than 2 × n e sample points Table 3 : Error metrics on a validation data set of n p = 500: Gaussian correlation function with n e = 5 and n c = 9 and Matérn 5/2 correlation function with n e = 9 and n c = 30. GEK uses only the expensive data. Imp. denotes % of improvement of GEK/GECoK models over their corresponding CoKriging models. (Peaks 2D) can be obtained in the computational cost of getting expensive data at n e sample points, which is quite possible in many engineering problems, then GECoK can be utilized to achieve equally accurate approximations of GEK with less computational burden. Although this advantage, in general, is subject to the quality of the cheap data, the GECoK models essentially benefit from the abundantly available cheap 'function and gradient' data which help them to capture the correlation more realistically than GEK.
The simulation examples exhibit a similar accuracy improvement in GECoK models over the CoKriging models, as in the case of the analytical problems. For example, both the Gaussian and Matérn 5 2 correlation functions are able to accurately model the functions, inductance L and quality factor Q, with just 3 expensive and 6 cheap sample points (see Figure 8) ; they are also able to achieve more than 50% of reduction in NRMSE than the CoKriging models (see Table 4 ) which require at least 6 (quality factor Q) to 13 (inductance L) expensive and 30 cheap sample points to reach the NRMSE achieved by the GECoK models. Surprisingly, GEK with n e = 3 plus gradients results in more accurate models than CoKriging with n e = 3 and n c = 6 contrarily to the results of the analytical functions (see Tables 3 and 4) . This is mainly due to the fact that the gradients in GEK restrict the possible interpolation through the function data and allows the likelihood optimization to successfully capture the sample data's covariance structure. But, in the case of CoKriging, the likelihood optimization struggles to capture the sample data's covariance structure because of the small number of samples in such a large design space and the likelihood function exhibits various local optima. This increases the probability of finding inaccurate hyperparameters in CoKriging which do not correspond to the maximum likelihood exist in the sample data's actual covariance structure. Moreover, as the likelihood function in CoKriging now exhibits multiple local optima, the optimizer becomes more vulnerable to the likelihood function behaviour and is more likely to converge at one of the local optima of the contour although it is very much based on the capability of the optimizer used (see Figure 9 ). In this work, a gradient-based optimizer called fmincon which is available in MATLAB is used. As the analytical gradients of the likelihood function are estimated (see Equation 15 and Appendix A) in this work, a gradient based solver can incorporate these gradients during the likelihood optimization. This reduces the number of likelihood function evaluations, which in turn reduces the overall surrogate modelling time. Whereas a more exhaustive search algorithm such as genetic algorithm may indeed find the global optimum but requires a greater computational cost. This result goes along with the intuitive fact that an expen- sive gradient value is worth more than a cheap function value. A similar behaviour is exhibited during the modelling of |S 11 | mean for the microwave inter-digital filter (see Table 6 ). Among the correlation functions employed, the Gaussian correlation function based models are observed to be less accurate in most of the cases of the simulation examples (see Tables 4-6 and Figures 10-11 ). This result goes along with the fact that the Matérn class of correlation functions accounts for the negligible roughness present in data involving typical activities of numerical problem solving such as meshing and solver run (Rasmussen and Williams (2006) ). Whereas the extreme smoothness requirement of the Gaussian correlation function is usually considered as unrealistic for real life data involving physical processes (Stein (1999) ). The accuracy of GECoK models is also assessed by employing only a partial set of gradients. For example, the gradients can be incorporated either at X c or X e or even only in some of the dimensions of X c and/or X e subject to their availability. Employing only a partial set of gradients brings down the size ofΨ to (n + (n × k ′ )) × (n + (n × k ′ )) with k ′ being the number of dimensions in which the partial set of gradients is incorporated. GECoK provides more accurate models than CoKriging even when the gradients are introduced only at X e (see Figure 11) . However, employing gradients only at X c , in general, does not provide much advantage to GECoK models.
The surrogate modelling cost grows substantially in GECoK as the gradient information is now incorporated at both X e and X c (see Figure 12a) . Hence, for a fair comparison, the surrogate modelling cost should be taken into account as well. In order to ensure an equal surrogate modelling cost for both CoKriging and GECoK models, the correlation matrix in CoKriging should be augmented with more function data, so that its size equals that ofΨ in GECoK. This way CoKriging Table 4 : Error metrics on a validation data set of n p = 500: Gaussian and Matérn 5/2 correlation functions with n e = 3 and n c = 6. GEK uses only the expensive data. Imp. denotes % of improvement of GEK/GECoK models over their corresponding CoKriging models. (Inductance 2D (L)) Table 5 : Error metrics on a validation data set of n p = 500: Gaussian and Matérn 5/2 correlation functions with n e = 3 and n c = 6. GEK uses only the expensive data. Imp. denotes % of improvement of GEK/GECoK models over their corresponding CoKriging models. (Quality factor 2D (Q)) Table 6 : Error metrics on a validation data set of n p = 50: Gaussian and Matérn 5/2 correlation functions with n e = 50 and n c = 100. GEK uses only the expensive data. Imp. denotes % of improvement of GEK/GECoK models over their corresponding CoKriging models. (|S 11 | mean 5D) and GECoK models can be compared subject to equal surrogate modelling cost as this cost is directly related to the Cholesky decomposition ofΨ. Results of the simulation examples show that CoKriging with augmented function data provides more accurate surrogate models than GECoK (see Figure 12b ). This confirms the intuitive fact that a function value is worth more than a gradient value of equal fidelity. However, the computational cost of estimating additional function values for CoKriging, so that the size of Ψ equals that ofΨ, is significantly higher than that of acquiring function and gradient data for GECoK (see Figure 12c) . Moreover, the surrogate modelling cost of GECoK models, in this case, is much lower than the computational cost spent on estimating additional function values for CoKriging models. These facts significantly tilt comparisons in favor of GECoK. As mentioned earlier in the Section 2, the scaling parameter ρ can be expressed as a function of X which results in more accurate surrogate models for a simulation-based example shown in Le Gratiet (2012) without gradients. However, when the gradient information is incorporated, expressing ρ as a function of X does not always lead to significant improvements in surrogate model accuracy (see Appendix B). Moreover, better ρ estimates are obtained, when it is calcu- Number of Rows / Columns of Correlation Matrix
Efficiency of CoKriging models with Ψ being equal in size withΨ of GECoK models (i.e., equal surrogate modelling cost). CoKriging with (n e + k × n e ) expensive function data and (n c + k × n c ) cheap function data. Evolution of NRMSE on the validation data set for varying expensive data. (c) Computational time spent on acquiring n e + (k × n e ) expensive function data for CoKriging models and n e expensive function data + (k × n e ) expensive gradient data for GECoK Models. The size of Ψ equals that ofΨ (i.e., equal surrogate modelling cost). 
Conclusions
This paper investigates the effects of multi-fidelity gradient enhancement in Kriging-based surrogate modelling. This has been carried out by introducing the GradientEnhanced recursive CoKriging (GECoK) approach which utilizes additional multi-fidelity gradient information to enhance the accuracy of Kriging. As expected, multifidelity gradient enhancement can significantly reduce the number of computationally expensive simulations required to provide accurate model representations. Moreover, results show that expensive gradient data often provides more information about the function to be modelled than cheap function data. This allows Gradient Enhanced Kriging (GEK) to result in more accurate model representations than CoKriging. This also allows GECoK to provide more accurate approximations than CoKriging with only a partial set of gradients. Further, this also reduces the size of the correlation matrix, which in turn improves the overall computational efficiency of GECoK modelling. However, function data is more informative than gradient data of equal fidelity. Hence, a CoKriging model with its correlation matrix size scaled up with more function data in order to equal that of GECoK outperforms GECoK; but, at a computational cost of estimating additional function data which is often significantly higher than that of estimating gradient data for GECoK. Furthermore, the cheap gradient data is rarely advantageous while it can increase the surrogate modelling cost significantly as it is often abundantly available. Hence, care should be taken when the cheap gradient data is incorporated in large quantities.
A Analytical expressions for gradient, Hessian and likelihood gradients of correlation functions

A.1 Gaussian correlation function:
Gradient of correlation function with respect to X (i.e., cross-correlation):
Hessian of correlation function with respect to X (i.e., cross-correlation):
Derivative of correlation function with respect to θ k : (10) Gradient of correlation function with respect to X (i.e., cross-correlation):
Derivative of correlation function with respect to θ k : Comparison of NRMSE on the validation data set for different ways of ρ estimation: 1D function with n e = 4, n c = 11 and n p = 500; Peaks, inductance (L) and quality factor (Q) functions with n e = 9, n c = 30 and n p = 500 and |S 11 | mean with n e = 30, n c = 60 and n p = 50. LSE(C) and LSE(L) correspond to Least Squares Estimation with constant and linear distribution of ρ, respectively. Table 9 : Comparison of RAAE on the validation data set for different ways of ρ estimation: 1D function with n e = 4, n c = 11 and n p = 500; Peaks, inductance (L) and quality factor (Q) functions with n e = 9, n c = 30 and n p = 500 and |S 11 | mean with n e = 30, n c = 60 and n p = 50. LSE(C) and LSE(L) correspond to Least Squares Estimation with constant and linear distribution of ρ, respectively.
