In this paper, a mixed methodology that combines both the ARMA and NNR models is proposed to take advantage of the unique strength of ARMA and NNR models in linear and nonlinear modelling. Experimental results with real data sets indicate that the combined model can be an effective way to improve forecasting accuracy achieved by either of the models used separately. The motivation for this paper is to investigate the use of alternative novel neural network architectures when applied to the task of forecasting and trading the ASE 20 Greek Index using only autoregressive terms as inputs. This is done by benchmarking the forecasting performance of six different neural network designs representing a Higher Order Neural Network (HONN), a Recurrent Network (RNN), a classic Multilayer Percepton (MLP), a Mixed Higher Order Neural Network, a Mixed Recurrent Neural Network and a Mixed Multilayer Percepton Neural Network with some traditional techniques, either statistical such as a an autoregressive moving average model (ARMA), or technical such as a moving average convergence/divergence model (MACD), plus a naïve trading strategy. More specifically, the trading performance of all models is investigated in a forecast and trading simulation on ASE 20 fixing time series over the period 2001-2008 using the last one and a half year for out-of-sample testing. We use the ASE 20 daily fixing as many financial institutions are ready to trade at this level and it is therefore possible to leave orders with a bank for business to be transacted on that basis.
INTRODUCTION
The use of intelligent systems for market predictions has been widely established. This paper deals with the application of mixed computing techniques for forecasting the Greek stock market. The development of accurate techniques is critical to economists, investors and analysts. This task is getting more and more complex as financial markets are getting increasingly interconnected and interdependent. The traditional statistical methods, on which forecasters were reliant in recent years, seem to fail to capture the interrelationship between market variables. This paper investigates methods capable of identifying and capturing all the discontinuities, the nonlinearities and the high frequency multipolynomial components characterizing the financial series today. A model category that promises such effective results is the combination of autoregressive models such as ARMA model with Neural Networks named Mixed-Neural Network model. Many researchers have argued that combining several models for forecasting gives better estimates by taking advantage of each model's capabilities when comparing them with single time series models.
The motivation for this paper is to investigate the use of several new neural networks techniques combined with ARMA model in order to overcome these limitations using autoregressive terms as inputs. This is done by benchmarking six different neural network architectures representing a Multilayer Percepton (MLP), a Higher Order Neural Network (HONN), a Recurrent Neural Network (RNN), a Mixed Higher order Neural Network, a Mixed Recurrent Neural Network and a Mixed Multilayer Percepton Neural Network Their trading performance on the ASE 20 time series is investigated and is compared with some traditional statistical or technical methods such as an autoregressive moving average (ARMA) model or a moving average convergence/divergence (MACD) model, and a naïve trading strategy.
As it turns out, the Mixed-HONN demonstrates a remarkable performance and outperforms all other models in a simple trading simulation exercise. On the other hand, when more sophisticated trading strategies using confirmation filters and leverage are applied, Mixed MLPs outperform all models in terms of annualised return. Our conclusion colloborates those of Lindemann et al. (2004) and Dunis et al. (2008b) where HONNs also demonstrate a forecasting superiority on the EUR/USD series over more traditional techniques such as a MACD and a naïve strategy. However, the RNN which performed remarkably well, show a disappointing performance in this research: this may be due to their inability to provide good enough results when only autoregressive terms are used as inputs.
The rest of the paper is organised as follows. In section 2, we present the literature relevant to the Mixed Neural Networks, the Recurrent Neural Network, the Higher Order Neural Networks and the Multilayer Percepton. Section 3 describes the dataset used for this research and its characteristics. An overview of the different neural network models and statistical techniques is given in section 4. Section 5 gives the empirical results of all the models considered and investigates the possibility of improving their performance with the application of more sophisticated trading strategies. Section 6 provides some concluding remarks.
LITERATURE REVIEW
Stock market analysis is an area of financial application. Detecting trends of stock market data is a difficult task as they have complex, nonlinear, dynamic and chaotic behaviour. Time series methods such as ARMA model and autoregressive conditional heteroskedasticity models are not capable of accurately forecasting the time series as they are based on the theory of stationary stochastic processes. Empirical studies prove that artificial Neural Networks models perform better than these time series models. Ghiassi et al. (2005) compare forecasting performance of a dynamic Neural Network with traditional neural networks and ARMA models. Greg and Sarah (1999) use Neural Networks for GDP growth and determined whether the forecasting performance of financial and monetary variables can be improved using Neural Networks. Fatima and Hussain (2008) propose a Hybrid financial system that in terms of forecasting behaves better compared to standard models.
The motivation for this paper is to apply some of the most promising new Neural Networks architectures combining them with autoregressive models (in our case ARMA model) which have been developed recently with the purpose to overcome the numerous limitations of the more classic neural architectures and to assess whether they can achieve a higher performance in a trading simulation using only autoregressive series as inputs.
Combining different models can increase the chance to capture different patterns in the data and improve forecasting performance. Several empirical studies have already suggested that by combining several different models, forecasting accuracy can often be improved over an individual model. Using hybrid models or combining several models has become a common practice to improve the forecasting accuracy since the wellknown M-competition (Makridakis et al.(1982) ) in which combinations of forecasts from more than one model often led to improved forecasting performance. The basic idea of the model combination in forecasting is to use each model's unique feature to capture different patterns in the data. Both theoretical and empirical findings suggest that combining different methods can be an effective and efficient way to improve forecasts (Makridakis (1989) , Newbold et al. (1974 ) Palm et al. (1992 , Winkler (1989) ). Research in time series forecasting argues that predictive performance improves the combined models. (Bishop (1994) , Clemen (1989) , Hansen et al. (2003) , Hibbert et al. (2000) , Terui et al. (2002) , Tseng et al. (2002 ), Zhang, (2003 , Zhang et al. (2005) ).
The reason for combining models comes from the assumption that either one cannot identify the true data generating process (Terui and Von Dyke. (2002)) or that a single model may not be sufficient to identify all the characteristics of the time series (Zhang (2003) ). Moreover the use of hybrid neural network has not been used until the moment that scientists started to investigate not only the benefits of Hybrid Neural Networks against other statistical methods but also the differences between different combinations of Hybrid Neural Networks with other statistical models following the Hybrid GARCH-NN approach Wang (2007) and the Hybrid ARIMA/ ARCH-NN of Fatima and Hussain (2008) . Abraham et al. (2002) analysed the 24-month stock data for NASDAQ-100 main indices. Their hybrid system is Neuro-Fuzzy, a combination of neural network and fuzzy logic system. Lastly Andreou et al. (2006) propose knowledge-oriented neural network models combining nonparametric with parametric models (Black -Scholes) for option price data.
RNNs have an activation feedback which embodies short-term memory allowing them to learn extremely complex temporal patterns. Their superiority against feedfoward networks when performing nonlinear time series prediction is well documented in Connor et al. (1993) and Adam et al. (1994) . In financial applications, Kamijo et al. (1990) applied them successfully to the recognition of stock patterns of the Tokyo stock exchange while Tenti (1996) achieved remarkable results using RNNs to forecast the exchange rate of the Deutsche Mark. Tino et al. (2001) use them to trade successfully the volatility of the DAX and the FTSE 100 using straddles while Dunis and Huang (2002) , using continuous implied volatility data from the currency options market, obtain remarkable results for their GBP/USD and USD/JPY exchange rate volatility trading simulation.
HONNs were first introduced by introduced by Giles and Maxwell (1987) as a fast learning network with increased learning capabilities. Although their function approximation superiority over the more traditional architectures is well documented in the literature (see among others Redding et al. (1993) , Kosmatopoulos et al. (1995) and Psaltis et al. (1998) ), their use in finance so far has been limited. This has changed when scientists started to investigate not only the benefits of Neural Networks (NNs) against the more traditional statistical techniques but also the differences between the different NNs model architectures. Practical applications have now verified the theoretical advantages of HONNs by demonstrating their superior forecasting ability and put them in the front line of research in financial forecasting. For example Dunis et al. (2006b) use them to forecast successfully the gasoline crack spread while Fultcher et al. (2006) apply HONNs to forecast the AUD/USD exchange rate, achieving a 90% accuracy. However, Dunis et al. (2006a) show that, in the case of the futures spreads and for the period under review, the MLPs performed better compared with HONNs and recurrent neural networks. Moreover, Dunis et al. (2008a) , who also study the EUR/USD series for a period of 10 years, demonstrate that when multivariate series are used as inputs the HONNs, RNN and MLP networks have a similar forecasting power. Finally, Dunis et al. (2008b) The futures contract on the index FTSE/ASE-20 is cash settled in the sense that the difference between the traded price of the contract and the closing price of the index on the expiration day of the contract is settled between the counterparties in cash. As a matter of fact, as the price of the contract changes daily, it is cash settled on a daily basis, up until the expiration of the contract. The futures contract is traded in index points, while the monetary value of the contract is calculated by multiplying the futures price by the multiplier 5 EUR per point. For example, a contract trading at 1,400 points has a value of 7,000 EUR.
The ASE 20 Futures is therefore a tradable level which makes our application more realistic and this is the series that we investigate in this paper The observed ASE 20 time series is non the 99% confidence interval) containing slight skewness and high kurtosis. It is also non-stationary and we decided to transform the ASE 20 series into stationary series of rates of return 2 .
Given the price level P 1 , P 2 ,…, 2 Confirmation of its stationary property is obtained at the 1% significance level by both the Augmented Dickey Fuller (ADF) and Phillips-7 The observed ASE 20 time series is non-normal (Jarque-Bera statistics confirms the 99% confidence interval) containing slight skewness and high kurtosis. It is also stationary and we decided to transform the ASE 20 series into stationary series of ,…,P t , the rate of return at time t is formed by:
Confirmation of its stationary property is obtained at the 1% significance level by both the Augmented -Perron (PP) test statistics.
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Fig. 2: ASE 20 returns summary statistics (total dataset).
As inputs to our networks and based on the autocorrelation function and some ARMA experiments we selected 2 sets of autoregressive and moving average terms of the ASE 20 returns. 
Benchmark Models
In this paper, we benchmark our neural network models with 3 traditional strategies, namely an autoregressive moving average model (ARMA), a moving average convergence/divergence technical model (MACD) and a naïve strategy.
Naïve strategy
The naïve strategy simply takes the most recent period change as the best prediction of the future change. The model is defined by:
is the actual rate of return at period t
is the forecast rate of return for the next period
The performance of the strategy is evaluated in terms of trading performance via a simulated trading strategy.
Moving Average
The moving average model is defined as:
...
is the moving average at time t n is the number of terms in the moving average t Y is the actual rate of return at period t
The MACD strategy used is quite simple. Two moving average series are created with different moving average lengths. The decision rule for taking positions in the market is straightforward. Positions are taken if the moving averages intersect. If the short-term moving average intersects the long-term moving average from below a 'long' position is taken. Conversely, if the long-term moving average is intersected from above a 'short' position is taken 3 .
The forecaster must use judgement when determining the number of periods n on which to base the moving averages. The combination that performed best over the in-sample sub-period was retained for out-of-sample evaluation. The model selected was a combination of the ASE 20 and its 7-day moving average, namely n = 1 and 7 respectively or a (1, 7) combination. The performance of this strategy is evaluated solely in terms of trading performance.
ARMA Model
Autoregressive moving average models (ARMA) assume that the value of a time series depends on its previous values (the autoregressive component) and on previous residual values (the moving average component)
4 .
The ARMA model takes the form: Y -0.245Y t-3 -0.679Y t-7 + 0.374ε t-1 -0.270ε t-3 -0.677ε t-7 [6]
The model selected was retained for out-of-sample estimation. The performance of the strategy is evaluated in terms of traditional forecasting accuracy and in terms of trading performance 5 .
Neural Networks and Mixed Neural Networks
Neural networks exist in several forms in the literature. The most popular architecture is the Multi-Layer Percepton (MLP).
A standard neural network has at least three layers. The first layer is called the input layer (the number of its nodes corresponds to the number of explanatory variables). The last layer is called the output layer (the number of its nodes corresponds to the number of response variables). An intermediary layer of nodes, the hidden layer, separates the input from the output layer. Its number of nodes defines the amount of complexity the model is capable of fitting. In addition, the input and hidden layer contain an extra node, called the bias node. This node has a fixed value of one and has the same function as the intercept in traditional regression models. Normally, each node of one layer has connections to all the other nodes of the next layer.
The network processes information as follows: the input nodes contain the value of the explanatory variables. Since each node connection represents a weight factor, the information reaches a single hidden layer node as the weighted sum of its inputs. Each node of the hidden layer passes the information through a nonlinear activation function and passes it on to the output layer if the calculated value is above a threshold.
The training of the network (which is the adjustment of its weights in the way that the network maps the input value of the training data to the corresponding output value) starts with randomly chosen weights and proceeds by applying a learning algorithm called backpropagation of errors 6 (Shapiro (2000) ). The learning algorithm simply tries to find those weights which minimize an error function (normally the sum of all squared differences between target and actual values). Since networks with sufficient hidden nodes are able to learn the training data (as well as their outliers and their noise) by heart, it is crucial to stop the training procedure at the right time to prevent overfitting (this is called 'early stopping'). This can be achieved by dividing the dataset into 3 subsets respectively called the training and test sets used for simulating the data currently available to fit and tune the model and the validation set used for simulating future values. The network parameters are then estimated by fitting the training data using the above mentioned iterative procedure (backpropagation of errors). The iteration length is optimised by maximising the forecasting accuracy for the test dataset. Our networks, which are specially designed for financial purposes, will stop training when the profit of our forecasts in the test sub-period is maximized. Then the predictive value of the model is evaluated applying it to the validation dataset (out-of-sample dataset).
There is a range of combination techniques that can be applied to forecasting the attempt to overcome some deficiencies of single models. The combining method aims at reducing the risk of using an inappropriate model by combining several to reduce the risk of failure. Typically this is done because the underlying process cannot easily be determined (Hibon et al. (2005) ).
Combining methods involves using several redundant models designed for the same function, where the diversity of the components is to be thought important (Brown et al. 2005) . The procedure of making a mixed forecasting time series model can be achieved by combining an ARMA process in order to learn the linear component of the conditional mean pattern with an Artificial Neural Network process designed to learn its nonlinear elements. The construction of the Mixed ARMA-Neural Network model is detailed is in figure 6 below.
THE MULTI-LAYER PERCEPTON MODEL ARCHITECTURE
The network architecture of a 'standard' MLP looks as presented in figure 4 7 :
7 The bias nodes are not shown here for the sake of simplicity. 
The error function to be minimised is: 
THE RECURRENT NETWORK ARCHITECTURE
Our next model is the recurrent neural network. While a complete explanation of RNN models is beyond the scope of this paper, we present below a brief explanation of the significant differences between RNN and MLP architectures. For an exact specification of the recurrent network, see Elman (1990) .
A simple recurrent network has activation feedback, which embodies short-term memory. The advantages of using recurrent networks over feedforward networks, for modelling non-linear time series, has been well documented in the past. However as described in Tenti (1996) "the main disadvantage of RNNs is that they require substantially more connections, and more memory in simulation, than standard backpropagation networks", thus resulting in a substantial increase in computational time. However having said this RNNs can yield better results in comparison to simple MLPs due to the additional memory inputs.
A simple illustration of the architecture of an Elman RNN is presented below.
Fig. 4: Elman Recurrent neural network architecture with two nodes on the hidden layer
Where: is the linear output function:
The error function to be minimised is:
In short, the RNN architecture can provide more accurate outputs because the inputs are (potentially) taken from all previous values (see inputs
THE HIGHER ORDER NEURAL NETWORK ARCHITECTURE
Higher Order Neural Networks (HONNs) were first introduced by Giles and Maxwell (1987) and were called "Tensor Networks". Although the extent of their use in finance has so far been limited, Knowles et al. (2009) show that, with shorter computational times and limited input variables, "the best HONN models show a profit increase over the MLP of around 8%" on the EUR/USD time series (p. 7). For Zhang et al. (2002) , a significant advantage of HONNs is that "HONN models are able to provide some rationale for the simulations they produce and thus can be regarded as "open box" rather then "black box". HONNs are able to simulate higher frequency, higher order nonlinear data, and consequently provide superior simulations compared to those produced by ANNs (Artificial Neural Networks)" (p. 188). Furthermore HONNs clearly outperform in terms of annualised return and this enables Dunis et al. (2008) to conclude with confidence over their forecasting superiority and their stability and robustness through time.
While they have already experienced some success in the field of pattern recognition and associative recall 8 , HONNs have only started recently to be used in finance. The architecture of a three input second order HONN is shown below: Where: is a linear function:
, with t y being the target value [14] HONNs use joint activation functions; this technique reduces the need to establish the relationships between inputs when training. Furthermore this reduces the number of free weights and means that HONNS are faster to train than even MLPs. However because the number of inputs can be very large for higher order architectures, orders of 4 and over are rarely used.
Another advantage of the reduction of free weights means that the problems of overfitting and local optima affecting the results of neural networks can be largely avoided. For a complete description of HONNs see Knowles et al. (2005) .
THE Mixed HONN, MLP, RNN, ARCHITECTURE
*DGP= Data Generating Process 
FORECASTING ACCURACY MEASURES
As it is standard in the literature, in order to evaluate statistically our forecasts, the RMSE, the MAE, the MAPE and the Theil-U statistics are computed. The RMSE and MAE statistics are scale-dependent measures but give a basis to compare volatility forecasts with the realised volatility while the MAPE and the Theil-U statistics are independent of the scale of the variables. In particular, the Theil-U statistic is constructed in such a way that it necessarily lies between zero and one, with zero indicating a perfect fit. A more detailed description of these measures can be found on Pindyck and Rubinfeld (1998), Theil (1966) and Dunis and Chen (2005) Table 5 : Out-of-sample statistical performance
As can be seen from tables 5 and A.3 in the Appendix for the in-sample period, MixedHONNs seems to outperform all other models and present the most accurate forecasts in statistical terms in both in and out-of-sample periods. It seems that their ability to capture higher order correlations gives them an considerable advantage compared to the other models. Mixed-MLPs come second and Mixed-RNNs come third in our statistical evaluation in both periods. Furthermore, it is worth noting that the time that we need to train our HONNs was less than the time needed for the RNNs and the MLPs.
EMPIRICAL TRADING SIMULATION RESULTS
The trading performance of all the models considered in the validation subset is presented in the table below. We select the ARMA model with the higher profit in the insample period and choose the network with the higher profit in the test sub-period. Our trading strategy applied is simple and identical for all the models: go or stay long when the forecast return is above zero and go or stay short when the forecast return is below zero. Appendix A.4 provides the performance of all the NNs in the training and the test sub-periods while Appendix A.5 and A.2 provides the characteristics of our networks and the performance measures. The Mixed-RNNs are trained with gradient descent as for the Mixed-MLPs. However, the increase in the number of weights, as mentioned before, makes the training process extremely slow: to derive our results, we needed for the mixed-RNNs about ten times the time needed with the Mixed-MLPs. As shown in application. Comparing the recent paper of Dunis et al. (2010a) we notice that Hybrid-NNR models outperform in terms of information ratio Mixed-NNR models. However much higher drawdowns, possibly linked to the higher trading frequency of the Hybrid models compared with the mixed models presented here.
TRADING COSTS AND LEVERAGE
Up to now, we have presented the trading results of all our models without considering transaction costs. Since some of our models trade quite often, taking transaction costs into account might change the whole picture. Following Dunis et al. (2008a) , we check for potentional improvements to our models through the application of confirmation filters. Confirmation filters are trading strategies devised to filter out those trades with expected returns below a threshold d around zero. They suggest to go long when the forecast is above d and to go short when the forecast is below d. It just so happens that the Mixed ARMA-Neural Network models perform best without any filter. This is also the case of the MLP and HONN models. Still, the application of confirmation filters to the benchmark models and the RNN model could have led to these models outperforming the Mixed, MLP HONN models. This is not the case in order to conserve space, these results are not shown here but they are available from the authors.
TRANSACTION COSTS
According to the Athens Stock Exchange, transaction costs for financial institutions and fund managers dealing a minimum of 143 contracts or 1 million Euros is 10 Euros per contract (round trip). Dividing this transaction cost of the 143 contracts by average size deal (1 million Euros) gives us an average transaction cost for large players of 14 basis points (1 base point=1/100 of 1%) or 0.14% per position. Table 7 : Out-of-sample results with transaction costs
We can see that, after transaction costs, the Mixed-MLP network outperforms all the other strategies based on the annualised return closely followed by the Mixed-HONN strategy. On the other hand, the naïve strategy and the ARMA model produce negative results after transaction costs are taken into account. The HONN and MACD achieve decent returns, yet well below those produced by our mixed ARMA-NNR models.
LEVERAGE TO EXPLOIT HIGH INFORMATION RATIOS
In order to further improve the trading performance of our models we introduce a "level of confidence" to our forecasts, i.e. a leverage based on the test sub-period. For the naïve model, which presents a negative return we do not apply leverage. The leverage factors applied are calculated in such a way that each model has a common volatility of 20% 9 on the test data set. 
CONCLUDING REMARKS
In this paper, we apply Multi-layer Percepton, Recurrent, Higher Order, Mixed-Multilayer Percepton, Mixed-Recurrent and Mixed-Higher Order neural networks to a one-dayahead forecasting and trading task of the ASE 20 fixing series with only autoregressive terms as inputs. We use a naïve strategy, a MACD and an ARMA model as benchmarks. We develop these different prediction models over the period January The Mixed-HONNs demonstrates a higher trading performance in terms of annualised return and information ratio before transaction costs and more elaborate trading strategies are applied. When refined trading strategies are applied and transaction costs are considered the Mixed-MLPs manage to outperform all other models achieving the highest annualised return. The Mixed-HONNs and the Mixed-RNNs models perform remarkably as well and seem to have an ability in providing good forecasts when autoregressive series are only used as inputs.
It is also important to note that the Mixed-HONN network which presents a very close second best performance needs less training time than Mixed-RNN and Mixed-MLP network architectures, a much desirable feature in a real-life quantitative investment and trading environment: in the circumstances, our results should go some way towards convincing a growing number of quantitative fund managers to experiment beyond the bounds of traditional statistical and neural network models. In particular, the strategy consisting of modelling in a first stage the linear component of a financial time series and then applying a neural network to learn its nonlinear elements appears quite promising.
APPENDIX

A.1 ARMA Model
The output of the ARMA model used in this paper is presented below. 
A.2 Performance Measures
The performance measures are calculated as follows:
Performance Measure Description
Annualised Return 
A.5 Networks Characteristics
We present below the characteristics of the networks with the best trading performance on the test sub-period for the different architectures. 
