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on whether they represent displacements within the yaw plane or within the pitch plane. The yaw plane is
more represented in the hippocampus while the pitch plane is more represented in the angular gyrus (AG)
and in the posterior inferior temporal gyrus (pITG), known to be involved in 3D space encoding. In addition, a
region in pITG, located just above the previous one, showed twodifferent patternswithmulti-voxel analysis, sep-
arately coding for the pitch and yaw planes. These results suggest that information encoded within pITG about
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changed with the AG.
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In humans and other mammals, navigation relies heavily on the
analysis of spatial cues in the plane of locomotion, which is typically
taken as the horizontal plane (Ekstrom et al., 2003; Hartley et al.,
2014; Iglói et al., 2010;Wolbers et al., 2007). However,movements gen-
erally unfold in 3D, and all three axes of movement are important when
animals try to orient themselves in 3D while foraging up and down a
hill, or when humans explore a cave or tunnel. In these and other
cases, neglecting the vertical component of motion would result in a
misestimate of themotion path (Jeffery et al., 2013). As navigation prob-
lems become much more complex in 3D than 2D (Stella and Treves,
2015), it was suggested that 3D space is represented in a quasi-planar
fashion, with space in the horizontal plane being computed separately
and represented differently from that along the orthogonal axis
(Jeffery et al., 2013). Indeed, a previous study on rats found that, during
3D navigation, encoding of the vertical direction in the place and grid
cells of the hippocampal formation was less accurate than that of the
horizontal direction (Hayman et al., 2011), and a computer simulation
study showed that the regular tessellation shown by grid cells in 2DPhysiology, IRCCS Santa Lucia
.might not be routinely established in 3D (Stella and Treves, 2015). How-
ever, other studies in rats (Taube and Shinder, 2013) and monkeys
(Orban, 2013) questioned the hypothesis that navigation skills are less
reliable in the vertical direction.
One possibility is that the third dimension may be processed in re-
gions other than the hippocampal formation in the vertebrate brain.
The posterior parietal cortex (PPC) and inferior temporal gyrus (ITG)
appear to be ideal candidates for such encoding, given their role in 3D
shape and space processing (Andersen and Buneo, 2002; Galati et al.,
2010; Georgieva et al., 2009, 2008: Janssen et al., 2003, 2001, 2000a,
2000b, 1999; Liu et al., 2004; Orban, 2013; Peuskens et al., 2004;
Vanduffel et al., 2002). The PPC is an important region for encoding
heading direction and navigation in rats (Calton and Taube, 2009;
Kesner, 2009; Nitz, 2009; Save and Poucet, 2009; Whitlock et al.,
2012), monkeys (Crowe et al., 2005, 2004; Orban, 2013; Phinney and
Siegel, 2000; Sakata and Kusunoki, 1992), and in humans particularly
in the angular gyrus (AG) (Chrastil et al., 2015; Gourtzelidis et al.,
2005; Hummel and Flanagin, 2015; Kravitz et al., 2011; Maguire et al.,
1998; Peuskens et al., 2001). In monkeys, neurons for estimating 3D
slopes have been found in PPC (Taira et al., 2000; Tsutsui et al., 2002),
and TE (Liu et al., 2004)whose putative humanhomologue for 3D struc-
ture extraction appears to be the posterior inferior temporal gyrus
(pITG) (Georgieva et al., 2009, 2008; Peuskens et al., 2004). TE was
also associated with encoding of 3D environmental shapes aligned
with gravity (Vaziri et al., 2014; Vaziri and Connor, 2016).
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for the visual vertical direction within PPC and pITG, and for the hori-
zontal direction in the hippocampus (Boccia et al., 2015; Indovina
et al., 2013b; Shelton and Gabrieli, 2002). In particular, the posterior di-
vision of IT and theAGwere found to be activatedmore during encoding
and recall of paths from a survey perspective than from a route perspec-
tive (Boccia et al., 2015; Shelton and Gabrieli, 2002). During simulated
passive transport on a rollercoaster along virtual directions defined by
the visual scene, the PPC was more activated during vertical than hori-
zontalmotion, and vice versa the hippocampuswasmore activated dur-
ing horizontal than vertical motion (Indovina et al., 2013b). However,
this study involved high speed accelerated and decelerated motions,
unusual in navigation, and did not include a typical navigation task, as
path integration, requiring the establishment of a metric map of space
(Hartley et al., 2014; Wolbers et al., 2007).
The aim of the current study is to address the issue of 3D space
encoding during virtual navigation using univariate and multivariate
pattern analyses on fMRI signal. To this end, we used a path integration
protocol reminiscent of that ofWolbers et al. (2007), but extended to 3D
space. Path integration refers to the ability of humans and other animals
of integrating motion cues over time, so as to gather an estimate of the
traversed path and displacement in the absence of external landmarks
(Etienne and Jeffery, 2004). Several motion cues from the visual, vestib-
ular and somatosensory systems play a role in path integration (Knight
et al., 2014). Here, we simulated self-motion by means of purely visual
stimuli, i.e. optic flow. The path to be traveled was predetermined in
order to ensure identical travel durations across participants and condi-
tions, and to avoid confounding motor activation related to the use of a
manipulandum for active drive (Wolbers et al., 2007).
While lying in the fMRI scanner, participants viewed a virtual envi-
ronment in a first-person perspective, which simulated a travel on a
train car moving within tunnels of variable length and orientation.
Each trial included the start at a station, where oriented elements in
the visual scene (e.g. the floor and ceiling) defined a virtual reference
frame so that the visual downward direction was toward the subject's
feet, alignedwith the body axis. Subsequently, the path pitched upward
or downward, or yawed leftward or rightward, and then it continued as
a rectilinear segment. Visual stimulation during the rectilinear displace-
ment was the same independently of the preceding curve. At the end of
each trial, participants were requested to align with a joystick a 3D
arrow (a cone) to the straight line connecting the point of arrival to
the origin of the path, thus corresponding to the shortest Euclidean dis-
tance between these two points.
Through the univariate analysis, we tested the specific hypotheses
that the hippocampus wasmore activated during virtual displacements
in the yaw (axial) plane, while the AG and pITG were more activated
during displacements in the pitch (sagittal) plane. Through the multi-
variate analysis, we further tested whether different patterns of activity
encoded these displacements. We also reported data from optic flow
stimulation compatible with self-motion that does not imply navigation
nor require path integration (Cardin and Smith, 2010; Pitzalis et al.,
2010;Wall and Smith, 2008). The aim is to show that togetherwith clas-
sically reported areas, also pITG shows a role in self-motion encoding,
additional to the static encoding of 3D space.
Methods
Participants
20 right-handed participants (10 females, 10 males; 22 ± 3 years
old, mean ± sd) gave written informed consent to participate in this
study, which was approved by the Research Ethics Committee of the
Santa Lucia Foundation in Rome, according to the Helsinki declaration
(http://www.wma.net/en/30publications/10policies/b3/). All partici-
pantswere right-handed, as assessed via the EdinburghHandedness In-
ventory (Oldfield, 1971) and participated in a training and a scanningsession. During the training session they learned to perform the task
in front of a computer (27 trials). They received verbal feedback about
whether the response was along the correct Cartesian semi-axis, but
not about accuracy in estimation of turning degrees.
We asked participants about sensations they experienced during the
simulation both after the training and the scanning session and none of
them reported vertigo.
Visual stimuli
Displacements on a train car were simulated by displaying first-
person perspective views of animated visual scenes compatible with
forward self-motion (see Fig. 1 and online material for examples of
the stimuli) constructed using commercial software (www.
nolimitscoaster.com, Mad Data, Joerg Henseler, Erkrath, Germany).
AVI videos were displayed through a MR compatible monitor
(BOLDscreen 32 in. LCD, Cambridge Research Systems, http://www.
crsltd.com) positioned at the back of the scanner bore by means of Pre-
sentation 14.1 (Neurobehavioral Systems Inc., Albany, Canada) at
1440 × 900 pixels, 60 frames per second, and viewed at 27° × 17° visual
angle through a mirror positioned at 45° on the head coil.
Trials
Each trial started with the car leaving a station and traveling forward
for 1 s along the horizontal direction defined by the visual simulation at
a virtual speed of 20 km/h and then keeping the Ahead direction (A), or
turning Leftward (L curve), Rightward (R curve), Upward (U curve),
Downward (D curve) by 45 or 90°. After each curve, a rectilinear segment
always followed. Rectilinear segments were identical whether following
the curve (L/R/U/D) or not (A). Each trial path was traveled within
wooden tunnels whose exit was visually occluded by a black panel (see
Fig. 1a and videos in online materials). We had 24 trials for each L/R/U/
D condition and 12 trials for the A condition (108 total trials).
To avoid habituation and trial collinearity, we varied traveling
speeds (see Table S1). In addition, to avoid predictability and so lapse
of attention during the rectilinear segment, in 24 trials the rectilinear
segment was followed by another curve, not visible from the preceding
segment.
Task
During visual motion stimulation, participants were instructed to
fixate a central circle (about 0.5° visual angle) superimposed on visual
stimuli. Afterward, the task consisted in aligning a 3D arrow to the bee-
line distance traveled, through a joystick grabbed with the right hand
(the joystickwas produced by hybridmojo LLC, andwasMR compatible,
http://www.hybridmojo.com/products/mri/joystick.html). In particu-
lar, at the end of each trial participants viewed a black screen displaying
the “wait” sign for a variable time (2 to 6 s at 0.5 s steps, 4 s average).
Then a landscape without railways appeared and a cone at the center of
the scene pointed toward the participant. Participants were instructed
to point the tip of the cone back towhere they remembered it was the or-
igin of each traveled path, in order to align the conewith the beeline, from
the point of arrival to the origin of the path, and to push the joystick but-
ton to record their choice. In thisway, we forced participants to base their
judgements on an allocentric perspective, that is, independently of the
virtual orientation of the participant body at the end of the travel. In addi-
tion, the conewas superimposed on a visual scene defining the virtual 3D
external reference frame where the train traveled (landscape), further
forcing an allocentric rather than egocentric perspective. Finally, after par-
ticipants made their choice through the joystick, a black screen appeared
until the end of the allowed response time (5 s). To align itwith body axis,
the joystickwas attached on the vertical surface of a box positioned on the
participant belly. Each experiment consisted of 4 sessions, each including
27 trials (108 total trials). Each session lasted about 8:20min (260 scans).
Fig. 1. Experimental design. While maintaining central gaze fixation to the red circle, participants virtually traveled within the depicted textured tunnels in one of four conditions (Up,
Down, Left and Right) and an Ahead condition (without preceding curve). a. Representative still frames from animated visual stimuli at curve onsets. b. Timeline of a representative
trial including the start at the station, the initial curve, the subsequent rectilinear segment, the pause (wait) and the alignment task. Duration range of each item is reported below
time arrows.
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comedifficulties related to spatial updating of self-orientation in the vir-
tual environment (Riecke et al., 2012), particularly in the scannerwhere
the subject lay supine, an unusual position for navigation. Also previous
studies on 3D textured tunnel navigation used this shift fromanegocen-
tric perspective during visual stimulation to an allocentric perspective
during response (Vidal et al., 2006, 2004, 2003; Wolbers and Büchel,
2005). In general, it is thought that the study of navigation through
self-motion cues (idiothetic navigation) in the fMRI scanner has inher-
ent drawbacks due to the lack of dynamic vestibular, proprioceptive
and tactile cues in conflict with dynamic visual motion cues, in contrast
with real navigation where such cues are generally congruent (Rieckeet al., 2012; Taube et al., 2013). However, in the present study, we
were interested in the aspects of 3D path integration related to visual
cue encoding, independently of other sensory modalities, and these as-
pects were extensively investigated in path integration studies on 2D
paths (Chrastil et al., 2015; Sherrill et al., 2013; Wolbers et al., 2007;
Wolbers and Büchel, 2005).
Self-motion compatible optic flow
In order to localize regions related to simulated self-motion,we used
optic flow self-motion compatible stimulation (Cardin and Smith, 2010;
Pitzalis et al., 2010; Wall and Smith, 2008). This consisted of 2 time-
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and object random motion to be compared, generated by X11/OpenGL
software (Dale and Sereno, 1993). The first self-motion compatible
optic flow (self-motion condition) consisted of 16-s blocks of coherent
dot field motion that simulated motion of the observer. A new field of
white dots was generated every 500 ms (dot size 0.4° × 0.4°). Dots im-
mediately began tomove along a trajectory so as to generate a coherent
movement on a plane. The motion pattern was chosen randomly for
that 500-ms period from a continuum ranging from dilation to outward
spiral, to rotation, to inward spiral, to contraction. The center of the
movement was jittered from flow to flow, and the speed varied within
a small range. During the scrambled period (random condition), dots
and their movement vectors were generated as during the self-motion
condition except that each dot trajectory was rotated by a random
angle around the pattern center before execution. This procedure
scrambled the coherency of movement (at a given point, dots moved
in different directions) but preserved the speed gradient (central dots
still moved slower than peripheral dots). Eight blocks of 16 s were pre-
sented for the self and randomconditions andwere repeated in two ses-
sions of 4:16 min each.
fMRI
We acquired GE-EPI images on 3T Philips Achieva scanner (8 chan-
nels SENSE head coil, TR = 2 s, TE = 25 ms, flip angle = 80°, 39 slices,
2.5 mm slice thickness, 1.25 mm slice gap, 3.59 × 3.59 × 3.75 voxel
size, ascending acquisition, 230 × 230 × 145 mm FOV). We acquired 4
EPI sessions of 260 scans each for the navigation experiment and 2 EPI
sessions of 138 scans each for the self-motion compatible optic flow.
Analysis
Behavioral data analysis
The ability to discriminate direction was assessed by computing the
percentage of correct button-press responses in each condition (U, D, L,
R, A), that is, responses that occurred on the expected Cartesian semi-
axis, arcsine transformed tomake their distribution normal prior to sta-
tistical tests. Those trials presenting additional curves to avoid predict-
ability (see Trials) were excluded from the analysis.
Turning degrees were also analyzed. The direction of the arrow dur-
ing correct trials was converted to radians for repeated measures anal-
ysis of variance (RM-ANOVA). RM-ANOVA was performed on
(Greenhouse–Geisser corrected) average direction of the arrow in cor-
rect trials, with direction (pitch/yaw), turning degrees (45/90) and
speed on curves (20/50/80 km/h) as within-subject factors.
fMRI Analysis
Univariate analysis
FMRI data preprocessing was carried out using FEAT (FMRI Expert
Analysis Tool) Version 5.98, part of FSL (FMRIB's Software Library,
www.fmrib.ox.ac.uk/fsl). Three volumes were discarded at the begin-
ning of each session to allow T1 decay. The following pre-statistics pro-
cessingwas applied: motion correction usingMCFLIRT (Jenkinson et al.,
2002); spatial smoothing using a Gaussian kernel of FWHM 8 mm;
grand-mean intensity normalisation of the entire 4D dataset by a single
multiplicative factor; high-pass temporal filtering (Gaussian-weighted
least-squares straight line fitting, with high pass filter at 60 s for event
related design during the path integration protocol and 120 s for block
design during the self-motion optic flow protocol). Time-series statisti-
cal analysis was carried out using FILM with local autocorrelation cor-
rection (Woolrich et al., 2001). Motion parameters were entered in
the model as covariates of no interest. The group analysis was carriedout using FLAME (FMRIB's Local Analysis of Mixed Effects) (Beckmann
et al., 2003; Woolrich, 2008; Woolrich et al., 2004).
For the self-motion optic flow protocol, self and random conditions
were modeled as blocks of 16 s and the self-motion versus random-
motion condition contrast was analyzed.
For the path integration task, 16 conditions were modeled: U/D/L/R
curves, A/U/D/L/R rectilinear segments and waiting periods separately,
joystick movement and last additional curves (see “Trials” paragraph).
The main contrasts of interest included rectilinear segment comparison
during yaw plane (L, R) versus pitch plane (U, D) visual motion and
pitch versus yaw plane visual motion. These comparisons did not in-
clude the A trials.
Multivariate analysis
A complementary analysis to study the segregation of the neural
representation for pitch and yaw plane displacement was based on a
multivariate classification analysis, where a classifier was trained to dis-
criminate multi-voxel patterns of estimated BOLD responses to pairs of
items (i.e., pairing of left, right, up, down directions) (Norman et al.,
2006). A searchlight analysis (Kriegeskorte et al., 2006) was imple-
mented using custom MATLAB code (The MathWorks Inc., Natick, MA,
USA) to look for areaswith high classification accuracywithin the entire
brain volume. A small spherical region of interest (ROI) (diameter
9 mm) was created and centered on each voxel of the grey matter in
turn, classifying the patterns extracted from that ROI, and assigning
the classification outcome score to the ROI central voxel, thus creating
a whole-brain image of classification success.
We first ran a General Linear Model (GLM) on unsmoothed
preprocessed images of each fMRI run where each motion orientation
(i.e., left, right, up, down)wasmodeled as a different experimental con-
dition. This yielded a voxel-by-voxel estimate (i.e., an image) of the am-
plitude of the BOLD response evoked by each of the 4 trial types within
each run. Classificationwas then performed onmulti-voxel patterns ex-
tracted from these images.We assigned each image to either of two cat-
egories, representing the pitch and yaw planes, respectively. Then, we
trained a linear discriminant analysis (LDA) classifier to learn the asso-
ciation between the category and the corresponding images. This was
achieved by splitting the data set into a training set and a test set. We
used a leave-one-out cross-validation procedure to test classification
outcomes on a data set independent from that used for training the clas-
sifier: images from all runs except one were used in turn to train the
classifier and the remaining datawere used to evaluate prediction accu-
racy. The resulting classification outcomes were averaged across cross-
validation folds. This procedure was repeated for each searchlight
sphere, thus generating an accuracy value (D-prime score) for every sin-
gle voxel within the search space. These valueswere then used to create
subject-specific accuracy maps which were entered into a second-level
random effects analysis.
Statistical significance
To assess the statistical significance at group level of the univariate
and multivariate analyses both a priori ROI and whole-brain analyses
were performed.
For the region of interest ROI approach we controlled for Family
Wise Error (FWE) within the union of the ROIs (small volume correc-
tion, svc) (Friston, 1997; Worsley et al., 1996). Z-statistic images were
thresholded using Gaussian Random Field -theory-based maximum
height thresholding with a svc corrected significance threshold of
p b 0.05 (Worsley, 2001).
For the whole-brain analysis, we controlled for FWE at cluster level
using the whole brain as volume of interest. Z statistic images were
thresholded using default values set in FSL, namely cluster minimum
size determined by p b 0.01 and a whole brain corrected cluster signifi-
cance threshold of p b 0.05 (Worsley, 2001). However, in light of recent
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whole-brain fMRI analyses (Woo et al., 2014), we also applied a more
conservative voxelwise threshold of p b 0.001 to determine minimum
cluster size.
Regions of interests (ROIs)
Based on human and animal literature, we had strong a priori hy-
potheses that the hippocampus contributes to coding of yaw more
than pitch plane displacements and pITG and AG of pitch more than
yaw plane displacements (Hayman et al., 2011; Indovina et al., 2013b;
Orban, 2013; Vaziri and Connor, 2016).
Then, regions of interest included the bilateral hippocampus for the
contrast yaw N pitch plane displacement; bilateral AG and bilateral pITG
for the contrast pitch N yaw plane displacement. All ROIs were defined
anatomically according to the automated anatomical labeling atlas
(aal) (Tzourio-Mazoyer et al., 2002). pITG was derived by restricting
the aal inferior temporal gyrus ROI to the grey matter adjacent to the
posterior inferior temporal sulcus in caret (Van Essen, 2005).
Results
Behavioral results
Participants responded correctly on average in 94% of trials, ranging
from 76% correct answers for the worst participant to 100% for the best
participant. Number of correct answers did not differ across genders
(two-sample t-test, t(18)= 0.4, p=0.7), pitch and yaw planes (paired
t-tests, t(19) = 1.3, p = 0.2), left and right orientations (t(19) = 0.2,
p=0.8), up and down orientations (t(19)= 0.5, p=0.6), nor between
all these conditions and the ahead condition (t(19) = 1.7, p= 0.1).
RM-ANOVA on direction of the arrow did not show an effect of plane
(pitch/yaw) (F(1,19)= 1.8, p=0.2), nor of speed on curves (F(2,38)=
2.4, p=0.1). It showed a significant, though small, effect of turning de-
grees (F(1,19) = 5.0, p = 0.04) (curve 45° = 29° ± 5°, curve 90° =
31° ± 5°; mean ± sem). These results indicate that participants were
unable to finely estimate degrees of turning, but they clearly distin-
guished between orientations.
fMRI results
Self-motion compatible optic flow
Several regions encompassing the superior and middle occipital
gyrus, fusiform and lingual gyrus, inferior temporal gyrus, superior pari-
etal lobe, cuneus, vermis and cerebellum were activated (p-FWE whole
brain cluster level corrected b0.05, at both p b 0.01 and p b 0.001 for
minimum cluster size, Table S2, Fig. S1). These areas comprised those
reported in the literature as putative V6 (pV6) and putative ventral
intraparietal area (pVIP) (Cardin and Smith, 2010; Pitzalis et al.,
2010), and additionally pITG.
Path integration
Univariate analysis
All rectilinear motions
All rectilinear motions (Pitch + Yaw) were associated with wide-
spread activations (Fig. S2, Table S3, p-FWE whole brain cluster level
corrected b0.05, at both p b 0.01 and p b 0.001 for minimum cluster
size) in brain regions processing visual motion (lateral occipito-
temporal cortex including putative human visual motion complex
hMT/V5+, parietal cortex including putative VIP, parieto-occipital sul-
cus including putative V6, cingulate sulcus regions), sensorimotor activ-
ity (pre-central gyrus and sulcus, SMA, cerebellum), or arousal (anterior
insula) (Eckert et al., 2009). These sites of activation correspond to thosepreviously reported with other types of optic flow stimuli (Indovina
et al., 2013b).
Yaw plane N pitch plane displacement
At p b 0.05 svc (ROI analysis) this comparison activated bilaterally
the hippocampus (left hippocampus xyz =−28 ‐4 ‐22, z-score = 3.2,
p-corr = 0.02; right hippocampus xyz = 20 ‐6 ‐16, z-score = 3.0; p-
corr = 0.04) (Fig. 2).
At whole brain level (p-FWE whole brain cluster level corrected
b0.05, p b 0.01 for minimum cluster size), the superior frontal gyrus,
precentral gyrus regions and supplementary motor area (SMA) were
activated (table S4). As this last result did not survive the whole-brain
more conservative threshold (p b 0.001 for minimum cluster size), we
did not further discuss it.
Pitch plane N yaw plane displacement
At p b 0.05 svc (ROI analysis) this comparison activated the posterior
portion of right ITG and a region in the AG (MNI coordinates: right pITG
xyz = 56 ‐54 -16, z-score = 3.7, p-corr = 0.01; right AG xyz = 36 ‐72
50, z-score = 3.3, p-corr = 0.04) (Fig. 3).
At whole brain level (p-FWE whole brain cluster level corrected
b0.05, p b 0.01 for minimum cluster size), a right parietal/occipital re-
gion was activated, with the maximum activity on the AG reported
above from the ROI analysis, and encompassing posteriorly the superior
occipital gyrus andanteriorly the intraparietal sulcus and supramarginal
gyrus. This last result did not survive the whole-brain more conserva-
tive threshold (p b 0.001 for minimum cluster size).
Effect of orientation
Up vs Down and Right vs Left orientation comparisons did not elicit
any statistically significant activation.
Multivariate analysis
Voxel pattern activity conveyed distinct representations of pitch and
yawplanes in the right pITG (p-FWEwhole brain cluster level corrected
b0.05, at both p b 0.01 and p b 0.001 for minimum cluster size; MNI co-
ordinates: xyz = 50 ‐54 ‐4, z-score = 4.7). This pattern of activity was
found in a cluster superiorly adjacent to the pITG cluster showing pref-
erence for the pitch plane in the univariate analysis (Fig. 4). This region
waswithin the pITG ROI. No further regions survived at svc significance
level.
Discussion
The current results show that during path integration, identical vi-
sual stimuli representing self-motion within the pitch plane are differ-
entially encoded with respect to those within the yaw plane in pITG,
the AG and the hippocampus. In particular, one region within pITG
and another one within AG preferentially encode virtual displacements
in the pitch plane. In addition, a second regionwithin pITG, adjacent but
distinct relative to the previous one, shows two populations of voxels
that encode for the pitch and yaw plane, respectively. Conversely, the
hippocampus preferentially encodes virtual displacements in the yaw
plane. In the hippocampus we failed to find different population of
voxels separately encoding for yaw and pitch planes. This last result is
in accordance with recent accounts in the rat hippocampus showing
encoding of the yaw plane displacement and failure to code for the
pitch plane displacement (Hayman et al., 2011).
The hippocampal formation, through specialized cells (place, grid,
boundary, head direction cells), is generally associated with the metric
computation of a flexible map-like representation (Ekstrom et al.,
2003; Hartley et al., 2014; Iglói et al., 2010).We found that planes of dis-
placement (pitch, yaw) but not the orientation of displacement within
these planes (left, right, up, down) are differently represented. This is
not unexpected as a coherent fMRI signal is derived in the yaw plane
Fig. 2. Yaw N Pitch plane rectilinear displacement. Univariate analysis. Coronal section of the brain taken through the hippocampus and mean activity profiles (±sem) for the Up, Down,
Left and Right conditions. Z-score maps are in normalized stereotactic space, thresholded at p b 0.01 for visualization purposes, overlaid on a high-resolution anatomical MR image [CH2,
Montreal Neurological Institute (MNI)], with the left side shown on the left.
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pose the triangular grid characterizing grid cells (Doeller et al., 2010;
Horner et al., 2016), rather than in a specific direction. Indeed, with so-
phisticated analyses, human fMRI studies were able to detect 6-fold ro-
tational symmetry in a network of areas comprising the entorhinal
cortex (Doeller et al., 2010; Horner et al., 2016).
The hippocampal formation is generally associated with navigation
from both allocentric and egocentric information (Ekstrom et al.,
2003; Hartley et al., 2014; Iglói et al., 2010), while the PPC is specifically
associated with egocentric navigation (Hartley et al., 2014; Maguire
et al., 1998).
The current task required participants to evaluate 3D displacements
from optic flow direction during curves, and then to build a 3D map of
total displacement in an allocentric reference frame, independently of
the relative personal orientation. Though this task presents a mixture
of egocentric and allocentric components, and indeed fully egocentric
or allocentric navigation is difficult to imagine in the real world, the
key point is that the same reference frame is used throughout the task
for pitch and yaw plane displacements, thus providing evidence for a
differential role of the hippocampus and PPC within the same reference
frame.
The novel finding of this study consists in the role of pITG in
encoding 3D displacement. One subregion showed distinct voxel popu-
lations for either pitch or yaw plane displacements, while another sub-
region, ventral to the previous one, specifically encoded displacements
in the pitch plane. These pITG subregions are just anterior to the
human visual motion complex hMT/V5+ and are also activated by
the self-motion vs random comparison in the self-motion compatible
stimulation (Fig. 4, Fig. S1). It was associated with 3D shape and spaceprocessing (Georgieva et al., 2009, 2008; Peuskens et al., 2004;
Vanduffel et al., 2002), but to our knowledge it was never before associ-
ated with the abstract representation of visual 3D space during simu-
lated displacements on pitch and yaw planes. It has been previously
associated with navigation only in a couple of studies, interestingly
when a survey rather than a route perspective was assumed (Boccia
et al., 2015; Shelton and Gabrieli, 2002). In all these respects it appears
to be more at the interface between the dorsal and ventral streams
rather than belonging to the ventral stream per se (Goodale and
Milner, 1992). It has been hypothesized that pITG is the human homo-
logue of TE (Georgieva et al., 2009). Though TE is located rostrally in
the inferior temporal gyrus (Kravitz et al., 2011), this region is strongly
associated with 3D shape processing (Janssen et al., 2003, 2001, 2000a,
2000b). Moreover, though belonging to the ventral stream, TE was
found to code for depth from binocular disparity and texture cues
(Janssen et al., 2001; Liu et al., 2004; Orban et al., 2006). Most impor-
tantly, TE has been associated with encoding of environmental shapes
and scene elements that are typically aligned with gravity as ground
surfaces and ceilings (Vaziri et al., 2014; Vaziri and Connor, 2016). TE
has extensive bidirectional connections, both directly and through
TEO, with the posterior parietal cortex and the hippocampal formation,
indicating interaction between the ventral and dorsal stream and sug-
gesting a possible role in navigation (Distler et al., 1993; Kravitz et al.,
2011; Webster et al., 1994, 1991).
The functional-anatomical gradient in the pITG transitioning from
2D to 3D representation is reminiscent of the path found in the
presubiculum of bats (Finkelstein et al., 2015). There, ‘classical’ head di-
rection cells responding allocentrically to azimuth were found, together
with ‘pitch’ cells tuned to pitch and ‘conjunctive’ cells tuned to azimuth
Fig. 3. Pitch N Yaw plane rectilinear displacement. Univariate analysis. On the left, mean activity profiles (±sem) for the Up, Down, Left and Right conditions in the Right AG and posterior
inferior temporal gyrus (pITG). On the right, Z-scoremap thresholdedat p b 0.01 for visualization purposes, overlaid on the flatmapof the right hemisphere of the humanPALS atlas (Caret,
(Van Essen, 2005)). ROIs for the AG and pITG are outlined in white. RH = right hemisphere.
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encoding, while azimuth cell responses were the same whether the
bat was upright or upside-down (toroidal coordinate encoding). In
bats, this dichotomic signal in the head direction system is transmitted
to the hippocampus place cells (Rubin et al., 2014), where volumetric
isotropic encoding was found (Yartsev and Ulanovsky, 2013), in con-
trast with what is found in rats (Hayman et al., 2011).
Differences between bat and rat or human navigation systems are
not surprising, as the human and rat systems are mainly adapted to
find paths in 2D while bats mainly navigate in 3D open-air
environments.
We speculate that top-down signals from the prefrontal cortex, dif-
ferentiating identical visual motion information based on cognitive
cues, reach the pITG, where a 3D representation of space is built and
segregated along pitch and yaw planes, and then sent to the AG and
the hippocampal formation respectively.
In the hippocampal formation, signals containing information about
distance traveled and direction in the yaw plane are used by specializedcells to build ametricmap (Hartley et al., 2014). In the posterior parietal
cortex and pITG the existence of such kind of ‘metric’ cells has not been
directly reported before. However, the PPC has been shown to encode
direction (Fabbri et al., 2010; Gourtzelidis et al., 2005; Peuskens et al.,
2001), and speed of optic flow (Phinney and Siegel, 2000), from
which traveled distance could be computed. The AG was shown to
track homing distance during path integration analogously to the hip-
pocampal formation (Chrastil et al., 2015). Moreover, pITG and the pos-
terior intraparietal sulcus showed a proportional response to the
physical distance between consecutive places and views in a repetition
suppression protocol (Sulpizio et al., 2014). Finally, grid-cell-like repre-
sentations in humanswere found in posterior andmedial parietal areas,
lateral temporal and medial prefrontal areas (Doeller et al., 2010).
A role for space anisotropy created by gravity can be hypothesized
for the current findings. Indeed, previous studies have outlined the im-
portance of vision to define the perceived direction of gravity even in
the face of conflicting vestibular and somatosensory cues (Guerraz
et al., 1998; Held et al., 1975; Indovina et al., 2015, 2013a, 2013b;
Fig. 4. Pitch vs Yaw plane rectilinear displacement. Voxels decoding pitch and yaw planes
significantly better than chance (accuracy map thresholded at p b 0.01 for visualization
purposes) are reported in red (multivariate analysis demonstrating pitch and yaw plane
displacement differential encoding), together with the results from the univariate
analysis that are reported in green (Pitch N Yaw plane displacement) for comparison.
Results are superimposed on the flat map of the right hemisphere of the human PALS
atlas (Caret). The ROI for pITG is outlined in white. RH= right hemisphere.
519I. Indovina et al. / NeuroImage 142 (2016) 512–521Lacquaniti et al., 2013; Mast et al., 1999; Vaziri and Connor, 2016;
Witkin andAsch, 1948). In the current task, the visual scene cued the di-
rection of a virtual (scene-based) vertical at the beginning (at the train
station) and at the end (when an outdoors landscape was shown) of
each trial. By means of these reference cues, participants might be led
to imagine to move along azimuthal or elevation planes. It is possible
that some visual areas in the ventral stream are specialized to recogni-
tion of gravitational visual features. Indeed, previous studies showed
that the ventral stream recognizes visual gravitational cues representing
object weight (Gallivan et al., 2014), and biological motion on Earth
rather than Moon (Maffei et al., 2015).
In conclusion, although in the navigation literature the major focus
has been on the hippocampal formation, a vast network of additional
areas complement its functionwhile also conferring a high degree of re-
dundancy to the navigation system. With different levels of specializa-
tion, neurons across various brain regions are tuned by parameters
relevant to navigation as self-motion speed and direction. Here we
found a specialization of the hippocampus for path integration in the
yaw plane, and of pITG and AG in the pitch plane. Partial segregation
of information between orthogonal planes may allow parallel process-
ing and simplify spatial navigation processing with respect to volumet-
ric encoding. Whether and how information about displacement in the
pitch and yaw planes is integrated to provide a volumetric representa-
tion of space remains an open question.
Limitations of the study
In navigation, both body-based and visual cues contribute to accu-
rate orientation coding. The anterior dorsal nucleus (ADN) of the thala-
mus is thought to integrate this information (Yoder and Taube, 2014). A
recent fMRI study provided body-based cues in a preparatory session
outside the scanner, and was thus able to detect signals in the thalamus
(Shine et al., 2016). The current study, as most previous human fMRIstudies using virtual environments in which only visual cues were pro-
vided (Chrastil et al., 2015;Doeller et al., 2010; Iglói et al., 2010;Maguire
et al., 1998; Sherrill et al., 2013; Wolbers et al., 2007; Wolbers and
Büchel, 2005), limits the investigation to aspects of navigation related
to encoding visual cues. Horner and co-workers, however, demon-
strated that grid-cell activity may be investigated even through mental
imagery (Horner et al., 2016).
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