We study the asymptotic behavior of solutions of the following forced delay differential equation:
Introduction
In this paper, we study the asymptotic behavior of solutions of the forced delay differential equation
x (t) = −p(t)f x(t − τ ) + r(t), t 0,
where p ∈ C([0, +∞), (0, +∞)), r ∈ C([0, +∞), R), τ > 0, f : R → R is increasing. We suppose
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and, for a constant σ > 0,
Obviously, the equation
x (t) = −p(t)x(t − τ ) + r(t), t 0,
studied in [1, 5] is a special case of Eq. (1) . A well-known food-limited model studied in [2] [3] [4] 7] is
N (t) = p(t)N(t) a − N(t − τ ) a + λN(t − τ ) , t 0,
where a > 0, λ ∈ (0, 1) are parameters and p(t) is a positive function. When the parameter a depends on time t, let a = m(t − τ ) > 0 be a differentiable function. Then the above model becomes
N (t) = p(t)N(t) 1 − N(t − τ )/m(t − τ ) 1 + λN(t − τ )/m(t − τ )
, t 0.
Making the transformation x(t) = ln(N(t)/m(t)), r(t) = −m (t)/m(t), from (5) we get x (t) = p(t) 1 − e x(t−τ ) 1 + λe x(t−τ ) + r(t), t 0,
a special case of Eq. (1), too.
Although the more general case
q j (t)f x(t − τ j ) = r(t)
was studied in [1] , the results and their proofs are different. Let
The main results in this paper are as follows.
Theorem 1.
Suppose that (2) and (3) hold,
and
Then every solution of Eq. (1) tends to zero as t → +∞.
Now, we apply Theorem 1 to Eqs. (4) and (6).
Theorem 2. Suppose
and lim sup
where λ ∈ (0, 1] and
Then every solution of Eq. (6) tends to zero as t tends to infinity.
Remark. In [7] , the equation
was studied. Changing variables
we can transform it into
It was proved that if (8) holds and
then every solution of the equation tends to zero. Let z(t) = −(a + b)x(t). The above equation becomes
then by Theorem 2 every solution tends to zero. This result improves Corollary 4.1 in [7] . Theorem 3. Suppose that (11) and (12) hold, λ > 1, and 
It is easy to see that (8) and (10) 
Some lemmas
Clearly, conditions (2) and (10) imply that there exists α > 0 such that
and for any ∈ (0, α), there is T > 0 such that
In order to prove our theorems, we need the following lemmas.
Lemma 1. Suppose that (2) and (10) hold, x(t) is an oscillatory solution of Eq. (1) satisfying
In addition, if there are A > 0, δ > 1, and c > T + 2τ such that
and x(c) > 0, x (c) 0, then we have
Proof. By (2) and (10), we know that (16) holds. Since x (c) 0, we claim that
is increasing, which is a contradiction. Now we consider two cases.
If x(t − τ ) 0, then by (17) we get
If 
Noting that δx − x 2 /2 is increasing for 0 x 1 < δ, we have 
There exists ξ ∈ (c − τ, c] such that x(ξ) = 0 by x(c) > 0. Then for t ∈ [ξ, c], we have t − τ ξ . By use of (16), from (17) we get
If x(t − τ ) 0, based on (18) we get
If x(t − τ ) > 0, then by (1) we have x (t) r(t). Therefore (23) is also valid. By the method used in the proofs of Cases 1.1 and 1.2, we get
or
This completes the proof. ✷
Lemma 2. Suppose that (2) and (10) hold, x(t) is a solution of Eq. (1), B < 0 such that x (t) Bp(t) + r(t), t T , x (t) −p(t)x(t − τ ) + r(t) for x(t − τ ) 0, t T + τ,
and (19) holds for some T > 0, x(c) < 0, and x (c) 0. Then we have that
We omit the proof since it is similar to that of Lemma 1.
Lemma 3. Suppose that x(t) is an eventually positive solution of Eq. (1) and (2), (8), and (10) hold. Then x(t) tends to zero as t tends to infinity.
Proof. Let lim sup t →+∞ x(t) = v. If v = 0, then the proof is complete. If v > 0, we have two cases to consider. Case 1: x (t) is eventually negative.
In this case, there is T 1 > T + τ such that x(t) is decreasing for t T 1 . The assumption lim t →+∞ x(t) = v implies x(t − τ ) v for all t T 1 . By (1), it follows that
Integrating (26) from T 1 to t, we get
Let t → +∞, by (27) we get v − x(T 1 ) −∞, a contradiction. Therefore v = 0.
Case 2: x (t) is not eventually negative.
In this case, choose T 1 > T such that x(t − τ ) > 0 for t T 1 , we get
Suppose that t * > T 1 + τ is a left maximum point of x(t), i.e., x (t * ) 0. Now, we prove that x(t * − τ ) . Otherwise, we have x(t * − τ ) > , using |r(t)| (b /2)p(t) and (16), we have
a contradiction. Integrating (28) from t * − τ to t * , by (16) and (19), we get
This shows that x(t) is bounded above and then v < +∞. Choosing {t n } such that
we get x(t n − τ )
.
By a similar method in Case 2 of Lemma 1, f (x(t − τ )) > 0 implies x (t) r(t).
Integrating the inequality from t n − τ to t n , we get
Let n → +∞, → 0; we have v = 0. This completes the proof. ✷
Lemma 4. Suppose that x(t) is a eventually negative solution of Eq. (1) and (2), (8), and (10) hold. Then x(t) tends to zero as t tends infinity.
The proof is similar to that of Lemma 3 and thus is omitted.
has a unique solution u = v = 0.
Proof. We define two curves
It follows that dv du (0, 0)
Obviously, AB < 1 implies
On the other hand, AB = 1 and A < 1 results in
And A = B = 1 means
So (0, 0) is an isolated common point of C 1 and C 2 . And then it is easy to see that (29) has a unique solution u = v = 0 if and only if the curves C 1 and C 2 has no common point in the region Ω = {(u, v):
. Then the slope of C 1 at the point (u 1 , v 1 ) is not greater than that of C 2 , i.e.,
It follows that
By u 1 < 0, one has
We choose {s n }, {t n } such that
If x(t − τ ) 0, by |f (x)| |x| and (1) we get
By Lemma 1, it suffices that
Similarly, one has
We have now u = v = 0. The proof is complete. ✷ Proof of Theorem 2. By Lemmas 3 and 4, we need to prove that every oscillatory solution tends to zero. Let
Then f (x) is decreasing. We claim that f (x) −x for x 0. In fact, let
Clearly 
by x(t) = −y(t). Noting 1/λ ∈ (0, 1) and Theorem 2, we get Theorem 3. ✷ Proof of Theorem 4. Since σ = 1, µ < 3/2, Theorem 1 implies the result. ✷
