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Abstract
In the classical two-sample problem, the conventional approach for testing distributions equality
is based on the difference between the two marginal empirical distribution functions, whereas
a test for independence is based on the contrast between the bivariate and the product of the
marginal empirical distribution functions. In this article we consider the problem of testing
independence and distributions equality when the observer is “colour blind” so he cannot
distinguish the distribution which has generated each of the two measurements. Within a
nonparametric framework, we propose an empirical process for this problem and find the linear
statistic which is asymptotically optimal for testing the equality of the marginal distributions
against a specific form of contiguous alternatives.
AMS classification: Primary 62G10; Secondary 62G20
Keywords: Asymptotically optimal test, contiguous alternatives, empirical process, goodness-of-fit,
Kolmogorov-Smirnov statistics.
1 Introduction
Consider an experiment when one observes pairs of balls with random diameters {(Xi, Yi)}1≤i≤n.
The pairs are independent, identically distributed (i.i.d.) and the random diameters within each
pair are also independent. The balls are coloured and the ball with diameter Xi is green, while the
other ball with diameter Yi is blue. We want to test if the diameters of the green balls and those
of the blue balls have the same distribution. Denoting the cumulative distribution functions by P1
and P2, we want therefore to test the non-parametric hypothesis
H0 : P1 = P2 (and equal to some unspecified Q).
As it is formulated so far, the problem is a classical one and the class of test statistics with distribu-
tions independent of the common distribution Q (provided it is continuous) is well known. Namely,
if P1n and P2n are the empirical distribution functions (e.d.f.-s) of {Xi}1≤i≤n and {Yi}1≤i≤n, re-
spectively, any statistic based on the empirical processes
√
n(P1n − P2n), or
√
n
[
P1n − 1
2
(P1n + P2n)
]
,
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which are invariant under Kolmogorov time transformation Q(x) = t, has a distribution which is the
same for all Q. If we are interested only in the change between the expected values of the diameters
of the green and blue balls, then the Student’s statistic
√
n(X¯n − Y¯n) (with proper normalization)
will provide a good test.
However, what can one do in the case when an observer cannot distinguish the colours of the
balls, that is, when he is “colour blind”?
In this case, it is not possible to construct the e.d.f.-s P1n and P2n, or, even the averages X¯n
and Y¯n. Yet, this paper shows that a systematic approach to testing H0 is possible, again providing
an empirical process and a test statistics, based on this process, with distribution independent of
the (unknown) common Q, and explains what is the price one pays for “colour blindness” in terms
of the power of our tests.
An example of the colour blind situation is encountered in the case of double-blind trials, where
comparing the effects of two treatments (e.g. placebo vs. a drug, or an established drug vs. a
new drug), is of interest. If each participant receives each treatment once, at sufficiently distant
moments in time, we may assume that the independence between effects holds. By comparing the
two treatment effects on each participant, the subject specific effect may be removed. Moreover, to
eliminate subjectiveness in the evaluation of treatments, neither the observer/experimenter nor the
participant can distinguish the treatment which is being administered, and only their effects are
recorded. Double-blind studies are said to give more accurate results due to the potential reduction
in the observer’s/experimenter’s bias.
Another example comes from genetics. In each nucleus of a somatic human cell, there are 23
pairs of chromosomes. Within each such pair, one chromosome is derived from the mother DNA
and the other is derived from the father DNA. In karyotype analysis, measurements of different
characteristics (such as the spiralization coefficient) are collected on homologous chromosomes, and
the question of interest is to determine if there exist significant differences between the chromosomes
derived from the mother and the chromosomes derived from the father. However, visually the
chromosomes in the pair are not distinguishable. This example was the motivation behind the
research presented in [Parsadanishvili & Khmaladze, 1982]. A detailed description of genetic data
appears, in e.g. [Thompson, 2000].
When observations are assumed to be collected from two independent normal populations, the
estimation of means of unordered pairs of observations was considered in [Hinkley, 1973], and for
several populations, in [Bernstein & Sidorov, 1972].
A general case was proposed in [Parsadanishvili & Khmaladze, 1982], where it was assumed
that the two distributions P1 and P2 belong to the same parametric family of distributions, and
a statistic for a locally most powerful rank test was derived. It was also shown that the degree
of separation which can make the alternative hypothesis distinguishable from the null, is of order
n−1/4. As it will be seen in Section 3.1, an analogous finding is encountered in this article.
Under the assumption that the two observations within pairs are independent and belong
to the family of Lehmann alternatives, a test for verifying their equality has been discussed in
[Davies & Phillips, 1988]. A modified Mann-Whitney test statistic was constructed by taking into
account the number of times the minimum in a pair exceeded the maximum from another pair, see
also Section 2. More recently, under the exponential tilting model for the two densities, and assum-
ing, again, independence, a test based on the empirical Shannon information has been proposed in
[Li & Qin, 2011].
This article is organised as follows. In Section 2 we give a heuristic justification of the form
2
of the empirical process and the test statistics which are introduced in Section 3. In Section 4 we
show the behaviour of the Kolmogorov–Smirnov goodness of fit statistic and derive linear statistics,
which are optimal for a particular sequence of local alternatives. Finally, in Section 5, we consider
an empirical process based on the largest observation within each pair. This could be thought of
as the first and the most direct object to consider. However, we think that the roundabout way
through the empirical process with two-dimensional time of the previous sections is actually simpler
and more natural.
2 Possibilities for testing
The only data that a colour blind observer can collect is the sequence of pairs {(Ui, Vi)}1≤i≤n,
where Ui = max{Xi, Yi}, and Vi = min{Xi, Yi}. So, in search for a test statistic, we investigate
the relation between the distributions of the maximum and the minimum of each observed pair
of independent observations. Note that regardless of whether the two marginal distributions are
equal or not, the random variables {Ui}1≤i≤n and {Vi}1≤i≤n form two sequences of i.i.d. random
variables. Their cumulative distribution functions are, respectively, for x ∈ R
P (1)(x) = P1(x) + P2(x)− P1(x)P2(x),
P (2)(x) = P1(x)P2(x).
As a first important point, note that, under H0, the distributions P
(2) and P (1) cannot be arbitrarily
different; they are tied by the relation P (2)(x) =
[
1−
√
1− P (1)(x)
]2
. For arbitrary distributions
P1 and P2, the following inequalities hold, for any x ∈ R,
P (2)(x) ≤
[
P (2)(x) + P (1)(x)
2
]2
≤
[
1−
√
1− P (1)(x)
]2
, (1)
or, equivalently,
P1(x)P2(x) ≤
[
P1(x) + P2(x)
2
]2
≤
[
1−
√
(1− P1(x))(1− P2(x))
]2
,
with equality if and only if H0 is true.
As a next point, note that the inequalities appearing in (1) are surprisingly tight even when
the difference between P1 and P2 is considerable. Figure 2 illustrates this property for P1(x) = x
and P2(x) = x
2. From a somewhat different side, observe the following fact although it is obvious
that the maximum value within each pair will be greater than the minimum value in the same pair,
comparing cross values will be informative. More precisely, if i 6= j, under H0,
P (Uj > Vi) = P (Q(Uj) > Q(Vi)) =
5
6
,
while this probability would be larger if, for example, P1 is stochastically dominated by P2, see
[Parsadanishvili & Khmaladze, 1982] and [Davies & Phillips, 1988].
These arguments suggest that a non-parametric testing approach in the colour-blind problem is
possible, but deviations from H0 will be difficult to detect. They also suggest that using a statistic
3
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Figure 1: The case when P1(x) = x and P2(x) = x
2, with 0 ≤ x ≤ 1. The top dotted curve shows
the graph of [1 −
√
1− P (1)(x)]2, the solid curve is a graph of [(P1(x) + P2(x))/2]2, whereas the
bottom dotted curve gives the plot P (2)(x) .
which is based on an an empirical version of a contrast of the form
P1P2 −
(
P1 + P2
2
)2
will be a natural approach.
However, we prefer to first study the joint behaviour of Ui and Vi. This allows, in our view, a
natural treatment of the problem and helps to clarify the situation in Section 5 below.
3 The two-sample problem. The colour-blind process
In the sequel, without loss of generality, we assume that all observations (X1, Y1), . . . , (Xn, Yn)
are located in [0, 1]2. We consider a more general approach to testing H0 by using the empirical
distribution of the pairs {(Xi, Yi)}1≤i≤n, which are assumed to be i.i.d. two-dimensional random
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vectors, with a common bivariate distribution Q. More, precisely, for each n ≥ 1 and 0 ≤ x ≤
1, 0 ≤ y ≤ 1, let
Pn(x, y) =
1
n
n∑
i=1
1{(Xi,Yi)∈[0,x]×[0,y]},
and define the product measure Qn = Qn ×Qn, with marginals given by
Qn =
P1n + P2n
2
.
Here P1n(x) = 1/n
∑n
i=1 1{Xi≤x} and P2n(x) = 1/n
∑n
i=1 1{Yi≤x} are the empirical marginal distri-
butions of X and Y, respectively but note that they cannot be obtained in the colour-blind problem.
However, the distribution Qn can be computed as P1n+P2n = P
(2)
n +P
(1)
n , where P
(2)
n and P
(1)
n are
the corresponding empirical distribution functions based on the maxima {Ui}1≤i≤n and the minima
{Vi}1≤i≤n, respectively.
Prompted by the discussion in Section 1, we consider the empirical process given by
Rn(x, y) =
√
n [Pn(x, y)−Qn(x, y)] , 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. (2)
Again, the empirical process Rn(x, y) can not be used directly because the empirical distribution
function Pn, can not be obtained in the colour-blind problem. However, this distribution can be
obtained within the class of symmetric Borel sets, i.e., sets B for which (x, y) ∈ B implies (y, x) ∈ B.
Indeed, if B is symmetric, then for any i ≤ n, we have
P ((Ui, Vi) ∈ B) = P ((Xi, Yi) ∈ B)
and a similar equality holds for the empirical distribution functions. Therefore, we consider the
process Rn on symmetric sets, as in the following definition. Denote by Sx,y = [0, x] × [0, y] ∪
[0, y]× [0, x], which gives the symmetrised version of the rectangle [0, x]× [0, y]. By construction, if
u = max{x, y} and v = min{x, y} then Su,v = Sv,u.
Definition 3.1 Let B denote the class of symmetric Borel subsets of [0, 1]2. Then, the restriction
of Rn to B is called a colour-blind empirical process
Rsn(B) = Rn(B), where B ∈ B.
For Su,v as defined above, we use the notation
Rsn(u, v) = Rn(Su,v) = Rn(u, v) + Rn(v, u)− Rn(v, v),
and so, essentially, the process Rsn(u, v) is defined on the simplex 0 ≤ v ≤ u ≤ 1.
The functional central limit theorem for the empirical process Rn holds without the symmetry as-
sumptions. Indeed, if vn denote the “usual” empirical process, based on i.i.d. pairs {(Xi, Yi)}1≤i≤n,
with common distribution Q,
vn(x, y) =
√
n(Pn −Q)(x, y),
and if vQ denotes the Brownian bridge in time Q, then, cf. [van der Vaart & Wellner, 1996],
vn
D−→ vQ, as n→∞.
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However, under H0, Q(x, y) = Q(x)Q(y) and so, the empirical process appearing in (2) can be
written as
Rn(x, y) = vn(x, y)−
√
n[Qn(x)Qn(y)−Q(x)Q(y)]
= vn(x, y)−
√
n[Qn(x)−Q(x)]Q(y)−
√
n[Qn(y)−Q(y)]Q(x) + rn(x, y)
= vn(x, y)− 1
2
[vn(x, 1) + vn(1, x)]Q(y)− 1
2
[vn(1, y) + vn(y, 1)]Q(x) + rn(x, y), (3)
where
rn(x, y) =
√
n[Qn(x)−Q(x)][Qn(y)−Q(y)], (4)
and sup(x,y)∈[0,1]2 |rn(x, y)| = oP (1).
Since the leading term in the right hand side of (3) is a linear transformation of vn, the central
limit theorem for Rn and Rsn follows and so, as n→∞, we have Rn D−→ R, where
R(x, y) = vQ(x, y)− 1
2
[vQ(x, 1) + vQ(1, x)]Q(y)− 1
2
[vQ(1, y) + vQ(y, 1)]Q(x). (5)
It follows that Rsn
D−→ Rs, where Rs is the restriction of the process R to the set B.
The transformation of vn in the right hand side of (3) (as well as the transformation of vQ in
(5)) is, actually, a projection. However, for better insight in the nature of the process Rsn let us
consider another projection of vQ given by the operator
Lα(x, y) = α(x, y)−Q(x)α(1, y)−Q(y)α(x, 1) +Q(x)Q(y)α(1, 1).
It projects a function α onto the class of functions equal to zero everywhere on the boundary of
[0, 1]2. By applying it to vQ we obtain
zQ(x, y) = LvQ(x, y) = vQ(x, y)−Q(x)vQ(1, y)−Q(y)vQ(x, 1) +Q(x)Q(y)vQ(1, 1) (6)
as a projection of vQ. The process zQ is called a Brownian pillow on [0, 1]2 (or a bivariate tied-
down Brownian bridge or completely tucked Brownian sheet) and it appears as the limit process
for testing independence of components of continuous bivariate random vectors, based on em-
pirical distributions functions (see e.g. [Blum, Kiefer & Rosenblatt, 1961] and the Section 3.8 in
[van der Vaart & Wellner, 1996]). By time transformation t = Q(x), s = Q(y), it can be mapped
into a standard Brownian pillow in t and s, i.e. a Gaussian process z(s, t), with continuous sam-
ple paths and covariance function given by E(z(s′, t′)z(s′′, t′′)) = (min{s′, s′′} − s′s′′)(min{t′, t′′} −
t′t′′), 0 ≤ s′, s′′, t′, t′′ ≤ 1. Its finite n version is, obviously, given by zn = Lvn.
Our interest in zQ and zn stems from the following fact.
Proposition 3.2 For symmetric sets B ∈ B we have
Rsn(B) = zn(B) + oP (1), as n→∞, and Rs(B) = zQ(B).
In particular, for any n ≥ 1 and symmetrised rectangles, the following relationship holds
Rsn(u, v) = zn(Su,v) + rn(Su,v),
where
zn(Su,v) = zn(u, v) + zn(v, u)− zn(v, v),
rn(Su,v) = 2
√
n[Qn(u)−Q(u)][Qn(v)−Q(v)]−
√
n[Qn(v)−Q(v)]2 = oP (1).
Thus, the proposition describes the limit in distribution of the colour-blind process as a restriction
of Brownian pillow to the class of symmetric sets.
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3.1 Description of local alternatives
We are interested in detecting small departures from the null hypothesis H0 and, assuming inde-
pendence between the two marginal distributions, such deviations will be specified by a sequence
of probability distributions of the form {A1n ×A2n}n≥1.
Let Q be an arbitrary, but fixed probability distribution. Let each A1n and A2n be two contin-
uous probability distributions which are defined as asymptotically “small” departures from Q.
dA1n
dQ
(x) = 1 + εnh1n(x),
dA2n
dQ
(x) = 1 + εnh2n(x), (7)
where εn → 0 as n → ∞, and the functions hkn, k = 1, 2 converge to square integrable functions
hk(x) ∫ 1
0
[hkn(x)− hk(x)]2dQ(x)→ 0,
∫ 1
0
h2k(x)dQ(x) <∞, k = 1, 2.
From the definition of hkn it follows that, for all n ≥ 1,
∫ 1
0
hkn(x)dQ(x) = 0, k = 1, 2, and their
limits inherit this property.
Later we will see that εn will not be of order 1/
√
n as it is typically the case within the theory
of contiguity [Oosterhoff & van Zwet, 2012], but will need to decrease slower. Therefore, we will
eventually be outside the contiguity theory, and, therefore, we can neglect using square roots from
the Radon - Nikodym derivatives above, cf. [Oosterhoff & van Zwet, 2012], [Roussas, 1972], and
consider them as they are, which is somewhat simpler. It is more interesting to recall that although
both A1n and A2n tend to Q, in testing H0 they will look differently. To see this fact, specific to
the two-sample problem (and not to colour-blindness as such), consider the expected value of the
classical two-sample process
√
n(P1n − P2n) under the alternative An = A1n × A2n. Introduce the
functions H1n and H2n as
Hkn(x) =
∫ x
0
hkn(y)dQ(y), so that Hkn(0) = Hkn(1) = 0, k = 1, 2,
and so
Ea
√
n[P1n(x)− P2n(x)] =
√
n [A1n(x)−A2n(x)]
=
√
nεn[H1n(x)−H2n(x)].
From this it can be shown that one can choose εn = 1/
√
n and the linear statistic∫ 1
0
φ(x)
√
n[dP1n(x)− dP2n(x)],where φ(x) = h1n(x)− h2n(x),
leads to the asymptotically most powerful test, among those based on
√
n(P1n − P2n). However,
the power of this test is only less than or equal to the power of the optimal (Neyman - Pear-
son) test in the problem of discriminating between alternative An and the hypothesis Q × Q, cf.
[Ha´jek, Sˇida´k & Sen, 1999]. To obtain an equality one has to change Q to Qan = (A1n + A2n)/2
and note that this agrees with the form in Section 2. Then, the test based on the linear statistic
above becomes asymptotically equivalent to the Neyman - Pearson test for discriminating An and
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the hypothesis Qan × Qan. The Radon-Nikodym derivatives of A1n and A2n with respect to Qan
posses a symmetric form
dA1n
dQan
(x) = 1 + εnhn(x),
dA2n
dQan
(x) = 1− εnhn(x),
with
hn =
(h1n − h2n)/2
1 + εn(h1n + h2n)/2
.
Dependence of Qan on n, which itself converges to Q, is immaterial and we can assume from now
on that in (7) we have h1n = −h2n, i.e., we consider the class of local alternatives of the form
dA1n
dQ
(x) = 1 + εnhn(x),
dA2n
dQ
(x) = 1− εnhn(x), (8)
for some continuous distribution Q on [0, 1], assuming that there exists a function h ∈ L2(Q) such
that ∫ 1
0
h(x)dQ(x) = 0, and
∫ 1
0
[hn(x)− h(x)]2dQ(x)→ 0.
The Figure 2 illustrates the situation. The function h determines the direction in which the alter-
native distribution An approaches the distribution Q.
Now consider the rate of convergence of εn in the colour-blind problem. Under Ha,
Ea[vn(x, y)] = Ea{
√
n[Qn(x, y)−Q(x, y)]}
=
√
n[−εnQ(x)Hn(y) + εnHn(x)Q(y)− ε2nHn(x)Hn(y)],
where, as above, Hn(x) =
∫ x
0
hn(y)dQ(y). Since Hn(1) = 0, it follows that
Ea[Rn(x, y)] =
√
n[−εnQ(x)Hn(y) + εnHn(x)Q(y)− ε2nHn(x)Hn(y)],
which shows that the statistics based on the process Rn(x, y) can distinguish alternatives with
εn = O(n
−1/2). However, in the case of the symmetrized process Rsn(u, v), under Ha, the linear
term in εn becomes zero and we have
Ea[Rsn(u, v)] =
√
nε2n[−2Hn(u)Hn(v) +Hn(v)2].
This shows the loss of power when using the colour-blind statistic: only alternatives with εn =
O(n−1/4) can be detected by the colour-blind process.
3.2 Local alternatives of dependence
It took some time to realise that it is also possible to test independence of diameters of the coloured
balls in the colour-blind situation. The tests can be based on the same colour-blind process and
the problem is actually easier than the problem of testing equality of distributions: it is possible to
detect local alternatives with rate 1/
√
n.
Introduce the new class of alternative hypotheses of the form
H ′a : A′n = Q+ εnGn,
8
A1n x A2n
Q x Q
Qan x Qan
Figure 2: The alternative A1n×A2n may be some distance away from the hypothetical pair Q×Q,
to which it converges, but statistics form the empirical process will “react” on this alternative as
much as it deviates from its projection Qan ×Qan.
where
dA′n(x, y)
dQ(x, y)
= 1 + εngn(x, y), gn ∈ L2(Q×Q), and there exists g ∈ L2(Q×Q) such that∫ 1
0
∫ 1
0
[gn(x, y)− g(x, y)]2dQ(x)dQ(y)→ 0, as n→∞.
Again, the function g(x, y) here describes the functional direction, from which the sequence of
alternatives {A′n}n≥1 approaches Q. In addition, we specify the following integral conditions on gn,
assuring that the marginal distributions of Xi and Yi under A′n are the same as under Q∫ 1
0
gn(x, y)dQ(x) =
∫ 1
0
gn(x, y)dQ(y) = 0. (9)
In comparison, the local alternatives introduced in (8), which are used for testing the identical
distributions assumption, approach Q from the functional direction h(x) − h(y). This difference,
as a function in L2(Q × Q), is orthogonal to the function g. Thus, alternatives (8) and (9) ap-
proach the hypothetical family from orthogonal directions. As the following paragraph shows, the
neighbourhood of the hypothetical family in these different directions is quite non-homogeneous.
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Indeed, with Gn(x, y) =
∫ x
0
∫ y
0
gn(x
′, y′)Q(dx′)Q(dy′), one can see that
Ea′ [vn(x, y)] = Ea′{
√
n[Pn(x, y)−Q(x, y)]} =
√
nεnGn(x, y),
and therefore, noting that Gn(1, y) = Gn(x, 1) = 0, we also have
Ea′ [Rn(x, y)] =
√
nεnGn(x, y),
Ea′ [Rsn(u, v)] =
√
nεn[Gn(u, v) +Gn(v, u)−Gn(v, v)].
Therefore the “usual” rate of n−1/2 will render the shift Ea′Rsn positive.
However, the symmetrisation again can make an alternative undetectable. To see that, let
g∗n(x, y) = [gn(x, y)− gn(y, x)]/2
be the anti-symmetric part of gn. We remark that it will make zero contribution to the shift of
Ea′Rsn, so that if gn is itself anti-symmetric, then the shift of Ea′Rsn becomes 0, and the alternatives
A′n become undetectable. However, we will not pursue this approach here any further.
4 Test statistics
Proposition 3.2 shows that, asymptotically, the colour-blind process Rsn is equivalent to a Brownian
pillow on symmetric sets. We also noted that the Brownian pillow zQ can be transformed into
standard Brownian pillow, i.e., a Brownian pillow when Q is the Lebesgue measure on [0, 1]2.
Therefore, the classical goodness of fit statistics, such as the Kolmogorov-Smirnov statistic, and
other statistics based on Rsn and invariant with respect to time transformation t = Q(x), s = Q(y)
will a have limiting distribution, which does not depend on unknown Q. Intuitively, one would
expect that among the two statistics
Dn = sup
(x,y)∈[0,1]2
|Rn(x, y)|, Dsn = sup
(u,v)∈[0,1]2,v<u
|Rsn(u, v)|,
the second one will be stochastically smaller. Figure 3 shows the graphs of their distributions and
confirms that this intuition is correct. To illustrate the situation in terms of the power of goodness
of fit tests, we consider in Figure 4 the shift of Dsn under the alternatives described earlier in Figure
2. Furthermore, to better illustrate the consequence of colour-blindness, in Figure 5, we present the
simulated distribution functions of Dn, under the null and under the same alternatives as above,
or as in Figure 2. We observe that the discrimination between the two could have been absolutely
obvious.
4.1 Linear statistics
Unlike the goodness of fit tests, which are of omnibus nature and typically have some power against
a very wide class ot alternatives, the tests based on linear statistics may have asymptotically no
power against the “majority” of alternatives, but are asymptotically most powerful against a certain
form of alternatives, with a specific function hn. In this section we derive the form of such statistic
in the colour-blind problem.
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Figure 3: The dotted line represents the graph of the (simulated) distribution function of Dsn,
while the solid line represents that of Dn. The picture is consistent with the fact that Rsn(u, v) is
restriction of Rn(x, y), cf. Definition 3.1. The size of the generated sample was n = 1, 000.
Let ϕ ∈ L2(Q × Q) and consider the function-parametric version of the colour-blind process
introduced in Definition 3.1, i.e.
Rsn(ϕ) =
∫ 1
0
∫
v<u
ϕ(u, v)dRsn(u, v).
In search for the optimal linear functional, the next result shows that we can restrict our attention
to symmetric functionals from zn.
Proposition 4.1 For every ϕ ∈ L2(Q×Q), as n→∞,∫ 1
0
∫
v<u
ϕ(u, v)dRsn(u, v) =
∫ 1
0
∫ 1
0
ϕ˜(x, y)dzn(x, y) + oP (1), (10)
where
ϕ˜(x, y) =
{
ϕ(x, y), x ≥ y
ϕ(y, x), x < y
.
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Figure 4: The dotted line shows the simulated distribution function of Dsn under the null hypothesis,
while the solid line shows its distribution under the alternative A1(x) = x,A2(x) = x
2. Figure 2
has illustrated that in the colour-blind situation, the alternative distributions look surprisingly
difficult to distinguish from the null. However, according to the present graph, with a number of
observations equal to n = 500, the Kolmogorov-Smirnov test will have some power.
Proof. First note that the planar integral from the term zn(v, v) in Proposition 3.2 is zero and
that the integral from the residual term is indeed small, i.e. for any ϕ ∈ L2(Q×Q)∫ 1
0
∫ 1
0
ϕ(x, y)
√
n[dQn(x)− dQ(x)][dQn(y)− dQ(y)] = oP (1).
Then, due to Proposition 3.2, the left hand side of (10) can be written as∫ 1
0
∫
v<u
ϕ(u, v)dRsn(u, v) =
∫ 1
0
∫
v<u
ϕ(u, v)[dzn(u, v) + dzn(v, u)] + oP (1). (11)
12
0 1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Figure 5: The graph shows the simulated distribution function of Dn under the null hypothesis
(dotted line) and under the alternative A1(x) = x,A2(x) = x
2 (solid line). With a number of
observations equal to n = 500, the discrimination between them would be obvious.
The main term in the right hand side of (10) is∫ 1
0
∫ 1
0
ϕ˜(x, y)dzn(x, y) =
∫ 1
0
∫
x>y
ϕ(x, y)dzn(x, y) +
∫ 1
0
∫
y>x
ϕ(y, x)dzn(x, y)
=
∫ 1
0
∫
u>v
ϕ(u, v)dzn(u, v) +
∫ 1
0
∫
u>v
ϕ(u, v)dzn(v, u),
where we have used the symmetry property of ϕ˜. The proof is concluded by noting that the right
hand sides of the last two displays are equal. 2
In what follows, we assume that ϕ ∈ L2(Q×Q) is a symmetric function.
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Denote by (Qϕ)(x) =
∫ 1
0
ϕ(x, y)dQ(y) and consider the projection of ϕ given by
(L∗ϕ)(x, y) = ϕ(x, y)− (Qϕ)(x)− (Qϕ)(y) + EQ[ϕ(x, y)].
The process zn was introduced as a projection of vn and so zn = Lvn, with (Lvn)(x, y) =
vn(x, y) − Q(x)vn(1, y) − Q(y)vn(x, 1) + Q(x)Q(y)vn(1, 1). The following proposition shows that
operator L∗ can be viewed as the adjoint of the operator L introduced earlier, cf. [Kuo, 1975].
Proposition 4.2 We have the following
zn(ϕ) = Lvn(ϕ) =
∫ 1
0
∫ 1
0
ϕ(x, y)dzn(x, y)
=
∫ 1
0
∫ 1
0
(L∗ϕ)(x, y)dvn(x, y) = vn(L∗ϕ).
Proof. By direct computation,
zn(ϕ) =
∫ 1
0
∫ 1
0
ϕ(x, y)dvn(x, y)−
∫ 1
0
∫ 1
0
ϕ(x, y)dQ(x)dvn(1, y)
−
∫ 1
0
∫ 1
0
ϕ(x, y)dQ(y)dvn(x, 1)
=
∫ 1
0
∫ 1
0
[
ϕ(x, y)−
∫ 1
0
ϕ(x, y)dQ(x)−
∫ 1
0
ϕ(x, y)dQ(y)
]
dvn(x, y). 2
As a result,
Rsn(ϕ) = vn(L∗ϕ˜) + oP (1), (12)
and we can use the well-known central limit theorem for the function-parametric empirical process
vn to describe the asymptotic behaviour of Rsn(ϕ).
4.2 Optimal linear statistics
Under Ha, the expected value of vn(ϕ˜) is not zero. For every symmetric ϕ˜ ∈ L2(Q × Q) we can
write
vn(ϕ˜) =
√
n
∫ 1
0
∫ 1
0
ϕ˜(x, y) [dPn(x, y)− dA1n(x)dA2n(y)]
+
√
nεn
∫ 1
0
∫ 1
0
ϕ˜(x, y) [hn(x)− hn(y)] dQ(x)dQ(y)
−√nε2n
∫ 1
0
∫ 1
0
ϕ˜(x, y)hn(x)hn(y)dQ(x)dQ(y),
and because ϕ˜(x, y) is symmetric, the middle integral on the right side is zero. The first integral,
which contains the centered part of vn(ϕ˜) converges in distribution to vQ(ϕ˜). Therefore, if εn =
O(n−1/4), we have, under H0 and under Ha, respectively,
vn(ϕ˜)
d→ vQ(ϕ˜), and vn(ϕ˜) d→ vQ(ϕ˜)− 〈ϕ˜, h× h〉Q×Q. (13)
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Here, and below in this section, we use the notation
〈ϕ,ψ〉Q×Q =
∫ 1
0
∫ 1
0
ϕ(x, y)ψ(x, y)dQ(x)dQ(y)
for the inner product in L2(Q × Q). We also recall that the variance of the Gaussian random
variable vQ(ϕ) is
V ar(vQ(ϕ˜)) = 〈ϕ˜, ϕ˜〉Q×Q.
In the colour-blind problem one has to use functions L∗ϕ˜.
To make a judgement about the asymptotic power of the linear statistics, consider the distance
in total variation between two Gaussian distributions with different means and equal variances. It
is given by
sup
C
|N(µ1,σ2)(C)−N(µ2,σ2)(C)|,
where supremum is taken over all measurable sets (or critical regions of tests) on the real line. By
its definition, this measure gives the largest possible difference between the power and the level of
tests among all those that can discriminate between the two distributions. Its advantage is that
there is no need to specify a particular level of a test. As one can easily see,
sup
C
|N(µ1,σ2)(C)−N(µ2,σ2)(C)| = 2N(0,1)
( |µ1 − µ2|
2σ
)
− 1,
where N(0,1)(x) denotes the standard normal distribution function. The ratio
T =
|µ1 − µ2|
σ
,
(especially when µ1 = 0), is often called the signal to noise ratio. The larger this ratio is, the
greater the difference between the power and the level.
With, Ui = max{Xi, Yi} and Vi = max{Xi, Yi}, 1 ≤ i ≤ n, the following result holds.
Proposition 4.3 The statistic of asymptotically most powerful test for testing H0 against the se-
quence of alternatives An is of the form
Rsn(h× h) =
1√
n
n∑
i=1
h(Ui)h(Vi) + oP (1).
The distance in total variation between its asymptotic distributions, under the null and under the
alternatives An, is N(0,1)(T/2),where T represents the limit of
√
nε2n‖h× h‖Q×Q.
Proof. From (13) it follows that the asymptotic power of the test based on the linear statistic
vn(L
∗ϕ˜) is equal to N(0,1)(Tϕ), where “signal to noise ratio” is
Tϕ =
〈L∗ϕ˜, h× h〉Q×Q
〈L∗ϕ˜,L∗ϕ˜〉1/2Q×Q
.
Now note that h× h is both symmetric and passes through L∗. Therefore,
〈L∗ϕ˜, h× h〉Q×Q = 〈L∗ϕ˜,L∗(h× h)〉Q×Q
which implies that Tϕ is maximised at L
∗ϕ˜ = L∗(h×h) = h×h. The statistic vn(h×h) is equal to
the sum in the display formula in the proposition. On the other hand, from (10) and Proposition
4.2, it follows that Rsn(h× h) = vn(h× h) + oP (1). 2
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Example 4.4 In the case shown in Figure 2, the alternatives are A1(x) = x,A2 = x
2 and, therefore,
Q(x) = (x + x2)/2, and we have h(x) =
1− 2x
1 + 2x
with no further control over ε. The proposed test
statistic is of the form
1√
n
n∑
i=1
(2Ui − 1)(2Vi − 1)
(1 + 2Ui)(1 + 2Vi)
−√n
(∫ 1
0
1− 2x
1 + 2x
dQn(x)
)2
, (14)
and its signal to noise ratio, for n = 400, is given by
√
n〈h, h〉Q×Q = 1.98. Therefore, the power
of this linear test, directed to the chosen alternatives is essentially higher than the general (not
directed) Kolmogorov– Smirnov test, cf. Figure 4. However, the test may have very low or no
power for many other alternatives.
5 Tests based only on maxima
Recall that P
(2)
n denotes the empirical distribution function of the maxima Ui = max{Xi, Yi}
P (2)n (u) =
1
n
n∑
i=1
1{Ui≤x},
which naturally should be centered by Q2n(u) thus leading to an empirical process
R(2)n (u) =
√
n[P (2)n (u)−Q2n(u)]. (15)
Its construction, and the form of the linear functionals from P
(2)
n ,∫ 1
0
α(u)dP (2)n (u) =
1
n
n∑
i=1
α(Ui)
can prompt one to speak about “statistics” or tests, “based only on maxima”, even though this is
not an accurate expression. Indeed, the term is Q2n(u) = [P
(1)
n (u) + P
(2)
n (u)]2/4 and so it certainly
incorporates information about minima as well. Yet, the process in (15) may look as the first choice
to base test statistics upon and has some nice properties. For example, its covariance function has
a nice structure under H0
E0R
(2)
n (v)R
(2)
n (u) = Q
2(v)[1−Q(u)]2, 0 ≤ v ≤ u ≤ 1.
The natural way to study the process R
(2)
n and its function parametric version is to embed it into
the colour-blind process introduced in the previous sections. First, we see that R
(2)
n is a restriction
of Rsn to rectangles [0, u]× [0, u]
R(2)n (u) = Rn(u, u) =
√
n
[
Pn(u, u)−Q2n(u)
]
.
This, in particular, implies that the expected value of R
(2)
n (u) under Ha is
EaR
(2)
n (u) = −
√
nε2nH
2
n(u). (16)
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Now choose the functional argument of Rn(·) as ϕ(x, y) = α(max(x, y)). The function ϕ = ϕα is
symmetric and it belongs to L2(Q×Q) if and only if α ∈ L2(Q2) because∫ 1
0
∫ 1
0
α2(max{x, y})dQ(x)dQ(y) =
∫ 1
0
α2(u)Q2(du),
or
〈ϕα, ϕα〉Q×Q = 〈α, α〉Q2 ,
leading to
R(2)n (α) = Rn(ϕα).
We denote by
C = {ϕ ∈ L2(Q×Q) : ϕ(x, y) = α(max{x, y}), α ∈ L2(Q2), and
∫ 1
0
α(u)Q2(du) = 0}.
Then studying R
(2)
n (α), with α ∈ L2(Q2) is equivalent to studying Rn(ϕ), where ϕ ∈ C. Hence, (3),
(6) and Proposition 4.2 imply that
R(2)n (α) = vn(L
∗ϕα) + oP (1),
and we can focus on the linear statistics appearing on the right side. The problem of finding the
optimal linear statistic requires the maximisation of a different signal to noise ratio and opens up
an interesting structure.
We introduce the Radon-Nikodym derivative
q(x) =
dH2(x)
dQ2(x)
= h(x)
H(x)
Q(x)
,
and denote by ϕq(x, y) = q(max(x, y)). Either from (16) or from (13) one can derive that
EaR
(2)
n (α) = Eavn(L
∗ϕα) + o(1) = 〈L∗ϕα, h× h〉Q×Q + o(1)
= 〈ϕα, h× h〉Q×Q + o(1).
The functions of the form (h× h)(x, y) = h(x)h(y) do not belong to the class C (unless h = 0), but
the expression of the expected values above suggests that the projection of h × h on C would be
useful to consider. This projection is given by the function ϕq. Indeed,
〈ϕα, h× h− ϕq〉Q×Q = 0,
so that
〈ϕα, h× h〉Q×Q = 〈ϕα, ϕq〉Q×Q = 〈α, q〉Q2 .
It seems now straightforward to choose α = q as an optimal test statistics. However, more clarifi-
cations are needed.
The variance of vn(L
∗ϕα), as we know, is equal to 〈L∗ϕα,L∗ϕα〉Q×Q. Therefore, to find the
asymptotically most powerful test against the sequence of alternatives An, we need to maximise
the absolute value of signal to noise ratio
Tα =
〈ϕα, ϕq〉Q×Q
〈L∗ϕα,L∗ϕα〉1/2Q×Q
=
〈α, q〉Q2
〈L∗ϕα,L∗ϕα〉1/2Q×Q
.
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A useful step in this direction will be to express the denominator of the above expression in terms
of the inner product in L2(Q2). It can be verified that
〈L∗ϕα,L∗ϕα〉Q×Q = 〈α, α〉Q2 − 〈α, Sα〉Q2 ,
where the operator S is given by
Sα(x) = α(x)Q(x) + 4
∫ 1
x
α(t)Q(dt),
and we need to maximise the absolute value of
Tα =
〈α, q〉Q2
[〈α, α〉Q2 − 〈α, Sα〉Q2 ]1/2
.
One can go into this problem, for example – as a problem of calculation of support function for
the convex set
{α : 〈α, α〉Q2 − 〈α, Sα〉Q2 ≤ 1}.
However, it is much simpler to reverse the point of view: for a given α, find an alternative for
which Rn(ϕα) will be an optimal statistic. In the previous section, this reversal will not produce a
different result, whereas in the present case the maximisation in q becomes simple.
Proposition 5.1 Consider a cone
M = {α :
∫ u
0
α(z)dQ2(z) ≥ 0 for all u > 0}.
If α ∈ M, then the power of the statistic Rn(ϕα) is the largest for local alternatives (8) with the
corresponding q equal α.
In this case, the functions H and h which describe the alternatives are given by
H(x) = ±
√∫ u
0
α(z)dQ2(z) and h(x) =
Q(x)α(x)
2H(x)
.
One can call M the class of admissible or effective α-s. The need to specify such a class, i.e.
choose ϕα more narrowly than from the linear space C, is visible when we try to connect α and q.
This, actually gives the proof of the proposition.
Proof. The choice of α = q is valid if and only if α ∈M. Indeed,
α(x) = q(x) =
dH2(x)
dQ2(x)
, or
∫ u
0
α(x)dQ2(x) = H2(u)
and therefore the integral has to be non-negative for all u > 0, which implies that α has to belong
to M. The form of H and h follow. 2
Example 5.2 For the sake of numerical comparison, we consider the same situation as in Example
4.4, Q = (x+ x2)/2 while A1(x) = x and A2(x) = x
2. As we know, this leads to
h(x) =
2x− 1
1 + 2x
, H(x) = −1
2
x(1− x) and, therefore, q(x) = (x− 1)(2x− 1)
(1 + x)(1 + 2x)
.
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The form of the statistic resembles the form of statistics (14), but requires centering,
1√
n
n∑
i=1
(Ui − 1)(2Ui − 1)
(1 + Ui)(1 + 2Ui)
−√n
∫ 1
0
q(z)dQ2n(z).
The variance of this statistic numerically is equal to 0.0030, while the shift under the alternatives
becomes
√
n
∫ 1
0
q(z)dz3 =
√
n 0.0048. As a result, the signal to noise ratio, for n = 400, is 1.74.
Hence, the power of the linear test here is less than what it was in Example 4.4, although not by
much.
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