Abstract Consider an equation of the form f (x) = g(x k ), where k > 1 and f (x) is a function in a given Carleman class of smooth functions. For each k, we construct a Carleman-type class which contains all the smooth solutions g(x) to such equations. We prove, under regularity assumptions, that if the original Carleman class is quasianalytic, then so is the new class. The results admit an extension to multivariate functions.
Introduction
In this text, we consider power substitutions in Carleman classes, i.e. equations of the form g(x k ) = f (x), where k > 1 and f is a given function in a quasianalytic Carleman class C M (see Definition 2) . Our motivation to study power substitutions in Carleman classes mainly comes from [2] . There, it was shown that under certain conditions if F (x, y) belong to a quasianalytic Carleman class Definition 4) and the equation F (x, y) = 0 admits a C ∞ solution y = h(x), then h is the image of a C M (R d 1 ) under finitely many power substitutions and blow-ups. Another source of motivation comes from [3, 9] , where normalization algorithms for power series in Carleman classes also require finitely many power substitutions and blow-ups.
The results of [2] imply that smooth solutions g of f (x) = g(x k ) inherit a certain quasianalytic property from the original Carleman class: they are definable in an appropriate o-minimal structure. The combination of our main results (Theorems 1 and 2 below) implies the following more explicit quasianalytic property: g belongs to a quasianalytic class C M (k) completely characterized in terms of bounds on the derivatives of g. Definition 1. A sequence of positive numbers M = (M n ) n≥0 is called regular if M 0 = 1 and it is logarithmically convex (i.e. n → M n−1 /M n is non-increasing).
Definition 2. Let M be a regular sequence and let I be an interval. The Carleman class C M (I) consists of all functions f ∈ C ∞ (I) such that for any compact set K ⊂ I, there exist constants A, B > 0 such that
A Carleman class C M (I) is said to be quasianalytic if any f ∈ C M (I) that has a zero Taylor expansion at some x ∈ I is identically zero. A Carleman class C M (I) is said to be non-trivial if it contains a function f which is not real analytic in I.
According to the Denjoy-Carleman theorem (see [4] or [6, §12] for this exact formulation) the class C M (I) defined by a regular sequence M is quasianalytic if and only if
A necessary and sufficient condition for non-triviality of C M (I) is (see [6, §13] )
Given f ∈ C M (I) where I is an interval such that 0 ∈ I, we consider a function g defined on the interval I k = {x k : x ∈ I} and satisfying g(x k ) = f (x). It is well known that if the class C M (I) is non-trivial, then g ∈ C M I k \ (−ε, ε) , for any ε > 0 (see Lemma 3.1 below), but g may be singular at zero. If g happens to be C ∞ near zero, then
as follows (for polynomials) from the Cauchy theorem, and thus, there exist constants A, B > 0 such that
It was shown in [2] and [8] (see Lemma 3.3 
; that is, the estimate (3) on the derivatives of g at zero can be extended to the interval I k . Note that by the formulas (2) for g (n) (0), there is no smaller Carleman class that contains g. By the Denjoy-Carleman theorem, the classes C M (k) may fail to be quasianalytic even if the original class C M is quasianalytic. We will show that in the above case, the function g belongs to a new class C M (I k ; k) of smooth functions (defined below) and that the latter class is quasianalytic.
Results similar to these were first obtained by the first author as a byproduct of the work [5] . Here we follow a more elementary approach, which does not yield sharp asymptotics but allows to relax the regularity assumptions.
Results
Definition 3. Let M be a regular sequence, I be an interval and let k > 1 be an integer. The class C M (I; k) consists of all functions g ∈ C ∞ (I) such that for any compact set K ⊂ I, there exist constants A, B > 0 such that
Theorem 1. Let C M (I) be a non-trivial and quasianalytic Carleman class defined by a regular sequence M , and let k > 1 be an integer. Let g ∈ C ∞ (I k ), and let
The proof uses the fact that g ∈ C M (k) (I) from [2, 8] (we present a proof for completeness), together with estimates on the derivatives f (x 1/k ), where f ∈ C M (I) (which does not use the additional smoothness assumption on g around the origin).
The next theorem asserts that if the class C M (I) is quasianalytic and the additional regularity condition
holds, then also C M (I, k) is quasianalytic. The regularity condition (4) holds, for example, if
Theorem 2. Let M be a regular sequence and let k > 1 be an integer. If the class C M (I; k) is quasianalytic, then (1) holds. Vice versa, if (1) holds along with the condition (4), then C M (I; k) is quasianalytic.
There are multivariate analogues to Theorems 1 and 2. We postpone the discussion of such analogues to the last section.
Finally, we remark that, although this is not necessarily for the applications considered here, that the class of Theorem 2 can be further broadened. We shall deduce Theorem 2 from a more general proposition, for which we introduce some notation. Let M = (M n ) be a sequence, and let ∈ (0, 1) and R ≥ 1. Consider the class C M (I; R, ) of all functions g ∈ C ∞ (I) such that for any compact set K ⊂ I, there exists constants A, B > 0 such that
Proposition 2.1. If M be a regular sequence satisfying (4) and (1), then for any ∈ (0, 1) and R ≥ 1 the class C M (I; R, ) is quasianalytic.
Theorem 1
Here we prove Theorem 1. First we will accurately estimate the derivative of g(x k ) = f (x), f ∈ C M (I) away from zero, without the additional assumption that g is regular near the zero. Then, we will use these estimates together with the assumption that g ∈ C ∞ in order to conclude the proof of Theorem 1. Throughout most of this section, we assume I = [0, 1]; the extension of this lemma to other intervals is trivial, and is done by rescaling.
Estimates for the derivatives of
Proof. The proof is by induction on n. The statement clearly holds for n = 1. Fix n ∈ N and assume that the statement hold for any 1 ≤ m ≤ n. Then
where c(n, 0) and c(n, n + 1) are defined to be zero. By the induction hypothesis,
proving the lemma. 
Proof. By Lemma 3.1, there exist positive A and B such that
Fix n and x. We are claiming that the sequence
is log-convex for 1 ≤ j ≤ n. Indeed,
Therefore,
Choosing A = A , B = 4eB so that nA B n ≤ AB n and A B n n n ≤ AB n n!, yields the lemma.
Proof that g ∈ C M (k) (I)
. Here we present a proof to the aforementioned results from [2] and [8] . We follow the approach of [2] , because it is easily extends to the multivariate case. 
Let us show that for any n 1 , n 2 ∈ Z + ,
The proof is by induction on n 2 . Clearly, (7) holds for n 2 = 0. We assume now that (7) holds for n 2 , and prove it for n 2 + 1.
If in addition, h (j) (0) = 0, j = 0, · · · , k − 2, then iteration of the above k − 1 times yields
Let
By (8), we find that
By the chain rule,
Thus,
and the induction hypothesis, yields
Proof of Theorem 1.
Proof. Here we assume that C M (I) satisfies the assumption of Theorem 1. Without loss of generality we may assume that I = [0, 1]. Put M n := n!m n . According to Lemma 3.3 if f ∈ C M (I) and g ∈ C ∞ (I) are related by g(x k ) = f (x), then there exists constants A, B > 0 such that
Combining the latter with Lemma 3.2, we have
for some (maybe different) constants A, B > 0. Since, M is regular, M n ≤ M 1/k nk , and therefore
where we have used the inequality
then by (9),
and we are done. Otherwise,
Theorem 2
Proof of Theorem 2. If n≥0
On the other hand, if n≥0 Mn M n+1 < ∞, then by Denjoy-Carleman Theorem, the class C M (I) is not quasianalytic. Thus there exists a non-zero function g ∈ C M (I) which is compactly supported in I \ {0}. Such a function g belongs to the class C M (I; k), therefore the latter is not quasianalytic.
The proof of Proposition 2.1 relies on a modification of a proof, due to Bang, to the classical Denjoy-Carleman theorem (see [1] or [7] ). 
and an auxiliary parameter T ≥ 1, we define a nested sequence of sets
The following is a version of the main lemma in [1] .
4.2 Proof of Proposition 2.1. Let f be a function satisfying (10), where (M n ) is regular and
Assume that f vanishes with all the derivatives at zero, but is not identically zero. Let T be an auxiliary parameter, to be chosen later. Then there exist ≥ 0 and x ∈ [0, 1] such that |f (x)| > e −8T ; in particular, x / ∈ B [f ; T ; ]. Construct a sequence (b p ) p≥ as follows: b = x and
and I = I 1 ∪ I 2 . According to Lemma 4.2, 
be a regular sequence of positive numbers, Ω be a connected set in R, and let k ∈ N d . The class C M (Ω; k) consists of all functions g ∈ C ∞ (Ω) such that for any compact K ⊂ Ω, there exists A, B > 0 such that
).
Definition 6. A set Ω ⊂ R d is called star-shaped (with respect to the origin) if for any x ∈ Ω, {tx : t ∈ [0, 1]} ⊂ Ω. 
