Improved efficiency with variational Monte Carlo using two level sampling by Dewing, M

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2second level, the inverse Slater matrices are updated as
described previously.








where T is the computer time and  is the error estimate
of the average of some property such as the energy.
Maximum eÆciency results from a competition be-
tween two eects. The rst is that a lower acceptance
ratio will yield a lower run time and a larger eÆciency.
The second is serial correlations. A lower acceptance ra-
tio will give a longer correlation time, hence a larger error
and lower eÆciency.
In maximizing the eÆciency, the obvious parameter to
adjust is the step size, . But the number of steps be-
tween computations of E
L
can also be adjusted. The
Metropolis algorithm produces correlated state points,
so successive samples of E
L
don't contain much new in-
formation. It is advantageous to compute E
L
every few
steps rather than every step. In this work the local en-
ergy was computed every 5 steps.
The algorithm is demonstrated using a Li
2
molecule in
free space and a collection of 32 H
2
molecules in a peri-
odic box. The wave functions, which are the 	
III
's from
Reynolds, et al., [14] use a simple electron-electron and
electron-nuclear Jastrow term, and use oating Gaus-
sians for the orbitals. The hydrogen molecules were in
box of side 19.344 atomic units (r
s
= 3:0).
The results for the dierent sampling methods for the
Li
2
molecule are given in Tables I and II. The second
level acceptance ratio is quite high, indicating the single
body part is a good approximation to the whole wave
function. The eÆciency is also shown in Figure 1.
The results for the dierent sampling methods for the
H
2
molecules are given in Tables III and IV. The eÆ-
ciency is also shown in Figure 2.
Comparing the maximum eÆciency for each sampling
method, two level sampling is 39% more eÆcient than
the standard sampling for Li
2




More complicated schemes using more levels or dier-
ent splittings of the wave function could be devised. This
particular scheme is attractive because it uses quantities
readily available in a VMC computation, and requires
minimal modication to existing VMC sampling algo-
rithms.
This work has been supported by the computational
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3TABLE I: Timings for Li
2
molecule using the standard sam-
pling method. All times in seconds on an SGI Origin 2000.
Acceptance Determinant Jastrow Total
 Ratio Time Time Time 
1.0 0.610 48.3 340 516 1190
1.5 0.491 48.1 340 508 1680
2.0 0.407 48.2 340 503 1460
2.5 0.349 48.2 339 499 1070
3.0 0.307 48.2 339 496 800
TABLE II: Timings for Li
2
molecule using the two level sam-
pling method. All times in seconds on an SGI Origin 2000.
First Level Second Level Total Acc.
 Acc. Ratio Acc. Ratio Ratio Time 
1.0 0.674 0.899 0.606 400 1580
1.5 0.543 0.894 0.485 347 2430
2.0 0.447 0.897 0.401 304 2340
2.5 0.379 0.902 0.342 276 1910
3.0 0.331 0.906 0.300 256 1400
TABLE III: Timings for 32 H
2
molecules in a periodic box
using the standard sampling method. All times in seconds on
a Sun Ultra 5.
Acceptance Determinant Jastrow Total
 Ratio Time Time Time 
2.0 0.606 167 1089 2015 0.61
3.0 0.455 167 1085 1891 1.22
4.0 0.338 166 1084 1794 1.23
5.0 0.250 166 1080 1722 1.06
6.0 0.185 164 1080 1668 1.02
7.0 0.139 162 1084 1629 0.76
TABLE IV: Timings for 32 H
2
molecules in a periodic box
using the two level sampling method. All times in seconds on
a Sun Ultra 5.
First Level Second Level Total Acc. Total
 Acc. Ratio Acc. Ratio Ratio Time 
2.0 0.740 0.795 0.589 1804 0.59
3.0 0.598 0.728 0.436 1421 1.77
4.0 0.468 0.681 0.319 1185 2.11
5.0 0.357 0.649 0.232 994 1.55
6.0 0.370 0.627 0.169 849 1.87






























FIG. 2: EÆciency of VMC for 32 H
2
molecules.
