Abstract. The partial differential equation for vertical, one-phase, unsaturated moisture flow in soils is employed as a mathematical model for infiltration rate. Solution of this equation for the rainfall-ponding upper boundary condition is proposed as a sensitive means to describe infiltration rate as a dependent upper boundary condition. A nonlinear CrankNicholson implicit finite difference scheme is used to develop a solution to this equation that predicts infiltration under realistic upper boundary and soil matrix conditions. The kinematic wave approximation to the equations of unsteady overland flow on cascaded planes is solved by a second order explicit-difference scheme. The difference equations of infiltration and overland flow are then combined into a model for a simple watershed that employs computational logic so that boundary conditions match at the soil surface. The where </> is the porosity, Sw is the volumetric saturation, K is the hydraulic conductivity, kr is the relative permeability,^is the water pressure potential, and z and t are the spatial and time coordinates, respectively. Solution of this equation requires knowledge of the relation between <S" and rp (moisture-tension curve, Sw = Sw{^)) and the relation between kr and $ (relative permeability curve, kr = kr(^)). The simplifying assumptions concerning physical conditions on which (1) 
equation for the rainfall-ponding upper boundary condition is proposed as a sensitive means to describe infiltration rate as a dependent upper boundary condition. A nonlinear CrankNicholson implicit finite difference scheme is used to develop a solution to this equation that predicts infiltration under realistic upper boundary and soil matrix conditions. The kinematic wave approximation to the equations of unsteady overland flow on cascaded planes is solved by a second order explicit-difference scheme. The difference equations of infiltration and overland flow are then combined into a model for a simple watershed that employs computational logic so that boundary conditions match at the soil surface. The mathematical model is tested by comparison with data from a 40-foot laboratory soil flume fitted with a rainfall simulator and with data from the USDA Agricultural Research Service experimental watershed at Hastings, Nebraska. Good agreement is obtained between measured and predicted hydrographs, although there arc some differences in recession lengths. The results indicate that a theoretically based model can be used to describe simple watershed response when appropriate physical parameters can be obtained.
The overland flow and rainfall infiltration phases of hydrology have been studied exten sively as separate systems [Woolhiser and Lig gett, 1967; Kibler, 19GS; Whisler and Khdc, 1965; Hanks and Bowers, 1962; Philip, 1957; Rubin, 1966] . Although physically based over land flow models have been combined with simplified lumped-system infiltration models [Wooding, 1965; Burman, 1969; Foster, 1968] , they have not as yet been combined with an infiltration model derived from soil moisture flow theory. The latter combination represents a first approximation to a physically based the oretical model of an infiltrating watershed, and the purpose of this paper is to describe such a model and to present results from laboratory and field experiments designed to verify the model.
THE INFILTRATION MODEL
Water movement in unsaturated soil may be described by equations of two-phase porous media flow in which air is the second fluid phase. For vertical, one-dimensional flow, when the air phase can be assumed to move under negligible pressure gradients, moisture move ment can be described by Richard's equation, (4>SU.) = K dz \ r dz ' dz J (1) where </> is the porosity, Sw is the volumetric saturation, K is the hydraulic conductivity, kr is the relative permeability,^is the water pressure potential, and z and t are the spatial and time coordinates, respectively. Solution of this equation requires knowledge of the relation between <S" and rp (moisture-tension curve, Sw = Sw{^)) and the relation between kr and $ (relative permeability curve, kr = kr(^)). The simplifying assumptions concerning physical conditions on which (1) is based have been discussed extensively elsewhere [Smith, 1970; Freeze, 1969] . (1) to < t < t", f(0, t) = r(t) (rainfall rate), where t" is the starting time, t" is the time at which <S",(0, t) reaches the maximum value (saturated equals one) or^(0, t) = 0, and /(0, t) is the moisture flux into the soil sur face; (2) t > tp, SW(Q, t) = 1 or^(0, t) = h(x, t), where h(x, t) is the surface water depth at location x.
The initial conditions may be any physically realizable array of pressures, i}/(z, 0) =^0, 0 < z < L. The lower boundary condition may be a stable water table at some depth L such that ${L, t) = 0, 0 < t < oo.
The solution surface for equation 1 under these conditions is illustrated in Figure 1 [Smith, 1970] .
The infill ration rate f(t) may be computed from a solution of equation 1 in terms of Sa(z, t) by two methods. First, /(/) =£™X 4>{z) §* (z, t) dz (2) For /" < t < t", f(t) = r(t). When t > £," however, f{t) < r{l). In either ease, }{t) should be equal to the flow rate at z = 0 as computed by Dm rev's law: Comparison of the f(t) computed by the two methods provides a means to evaluate the accuracy of the solution scheme. This is a sen sitive comparison that many difference methods fail to satisfy [Smith, 1970] .
THK OVERLAND FLOW MODEL
It has been shown [Woolhiser and Liggett, 1967] The derivation and applications of equal ion 5 are discussed elsewhere [Wooding, 1965; Kiblcr and Woolhiser, 1970; Smith, 1970] . Like the soil moisture flow equation, this partial dif ferential equation is solved by finite difference techniques.
The initial conditions specify a dry surface; e.g., h(x, t) = 0 at t = 0 for all x. Boundary conditions arc determined by the geometry; i.e., at the uppermost end of a watershed h{0, t) = 0 and for the junction of two planes, the continuity of flow is preserved on the basis of computed flow from the upper plane.
COMBINED MODEL OF OVERLAND PLOW AND INFILTRATION
The simplified watershed model considered here may consist of a cascade of planes of 
t) = r(t) -f{x, t).
The Crank-Nicholson implicit difference scheme was chosen after comparison of several difference methods on the basis of stability, ac curacy, and preservation of material continuity. A logical algorithm is used to detect the current state of the watershed surface for proper assignment of boundary conditions for the new time t, = t, + At, at which equation 1 is being solved for the array of^. When i// at the surface is close to 0, it is necessary to know whether the soil is saturating or desaturating. If the surface is saturating, it may be necessary to reduce At so that the point in time at which^(0, t) = 0 is found closely enough to provide a smooth transition of bound ary conditions. If the surface water depth is receding, it is necessary to investigate conditions to see if available surface wafer plus rainfall is less than potential infiltration, so that the upper boundary condition may be reset to the unsaturated case for time L.
LABORATORY AND FIELD EXPERIMENTS
To gain insight into the sensitivity of the watershed model to input parameters and to study its applicability and efficiency as a re search tool, the model was used to predict re sults from two significantly different experi mental watersheds.
Simulation of a Laboratory-Scale Watershed
To determine the performance of the model in predicting surface runoff, infiltration, and soil moisture movement, processes, a laboratoryscale soil flume was modified to create a proto type infiltrating slope. The flume is 40 feet long, 2 inches wide, and 4 feet deep; the sides are made of 4-by 4-foot, %-inch panels of alu minum or plexiglass. The ends of the flume were made porous to collect seepage flow, and the slope of the flume may be changed by a hydraulic lift.
To prevent algal growth in the porous me dium, the fluid used is a light oil resembling refined kerosene that the petroleum industry uses as a core test fluid. Its viscosity is close to that of water, and its capillary properties were determined by laboratory measurement by using the soil in the flume. This soil is a locally obtained river-deposited sand known as Poudre fine sand. Although care was taken in placing the soil, uniform density was not achieved.
To provide simulated rainfall, drop-producing manifolds were constructed similar to those described by Chow and llarbaugh [1965] . The soil surface was covered with gauze to prevent splash erosion. Runoff was collected and the rate measured continuously by a pressure trans ducer connected to a collection tank. Gamma ray attenuation was employed to follow the rapid vertical movement of soil moisture. The experimental arrangement is illustrated in Fig   ure 3 .
The experimental procedure consisted of (1) determining the hydraulic properties of the flume soil, (2) determining the 'rainfall rate' for a given manifold pressure by covering the soil with a collector flume, and finally (3) sim ulating a rainfall event under measured initial soil conditions.
The bulk density pb of the soil was meas ured carefully at four sections by gamma at tenuation, and hydraulic properties for three densities representing the range as measured were determined in the laboratory. Curves of Sw(i}/) and kr(ip) as determined in these tests are shown in Figures 4 and 5. In the higher pressure range the results agree well with the theory of Brooks and Corey [1964] , which spe cifies that, i-sr -s* -U (6) where Sr is 'residual saturation,' an empirical value, and
where fa is the hypothetical 'bubbling pressure potential,' or S,. intercept, and A. and 77 are constants such that v = 2 + 3A.
Experiments were performed using rainfalls of 15 minutes each at a rate roughly 2-3 times the saturated conductivity of the soil. A wet and a dry initial soil condition were simulated and measured by the gamma attenuation apparatus.
Soil properties as determined experimentally were used in the numerical model. In this manner q(x, t) as obtained from the .soil simulation was graphically compared with Q(t), the plane outflow hydrograph, and it was shown that a laminar flow relation fit the data quite well; i.e., m = 2.
Simulation of a Field Plot Watershed
Modeling a field plot watershed provides an experiment significantly different from the lab oratory prototype scale simulation. The slope of the watershed is not the same at each point, the surface roughness and soil properties pos sess areal variations, and the rainfall and run off data available are not as accurate as laboratory measurements.
The purpose of simulating the runoff response of a field plot watershed to rainfall is to de termine the sensitivity of the simulation model to the above-mentioned heterogeneities and to see if approximate information concerning the unsaturated hydraulic properties of the soil can be used to predict the observed runoff From these watersheds it was desired to select a field plot with soil as uniform as possible. Furthermore the plot should be as near as possible to a point from which sampled soil data were avail-able. It was also desired to avoid clay soils, which would be subject to cracking.
The site chosen was field plot 56-11 in the watershed at Hastings, Nebraska, where ex perimentation has since been terminated. The soil type is Colby silt loam, and the plot is unfurrowed natural pasture 300 feet long and 100 feet wide with native grass vegetation. Plot 56-H is next to a continuously recording rain gage, and the contour maps available for this area indicate quite uniform overall slope.
The ARS soil data available included hy draulic properties for moisture desaturation at only six points on the <S"(^) curve, and at least two of these points were in the extremely SMITH AND WOOLHISER high tension range. To obtain useful curves for imbibition conditions, equations 6 and 7 were used. Brooks and Corey [1964] indicated that the SK{\p) curves for imbibition and desatura tion were logarithmically parallel, and on this basis the imbibition Sw{>p) curve was estimated.
The region at low moisture tension was drawn in by eye from experience.
Selection Storms were selected from these data on the basis of closeness in time to the date of soil moisture sampling and simplicity of the rainfall pattern. Unfortunately no storm met both cri teria well. Either initial moisture was estimated from descriptions such as 'dry' or 'moist,' or the storm was double peaked and sufficient moisture was redistributed during the storm to make the use of the imbibition soil relations doubtful be cause of hysteresis.
The storms selected involved a compromise between knowledge of initial conditions and sim plicity of rainfall pattern. It appears, however, that no simple storms occur in southern Ne braska.
RESULTS AND DISCUSSIONS

Simulation of the Laboratory Experiments
Five experimental runs, consisting of both 'wet' and 'dry' initial conditions, were made with the laboratory flume. The dry condition existed after the flume had drained for several weeks and the water table was approximately 42 inches deep. The wet condition existed a few hours after the run at the dry condition.
SMITH AND WOOLHISER
Although soil density and initial saturation were measured at four sections along the soil flume, equipment limitations prevented sam pling of soil moisture movement at more than one location during an experiment. The data for this sample section, derived from gamma at tenuation measurements and model simulation, are shown in Figures 6 and 7 . Although soil density variations were complex, the general trend of density variation was modeled by a few layers (Figures 6 and 7) . Initial measured soil moisture conditions were also simplified for use by the model. Unfortunately soil density and initial satura tion data were not obtainable for the upper 1Y> inches of soil, owing to the construction of the flume. As a result some interpretation was in volved in setting initial conditions to be used in the model. Soil densities can also be expected to vary along the flume at the surface owing to the manner in which the soil was placed in the flume. Since the manner of this variation was unknown, only two infiltrating points were used in the model simulation. Therefore some discrep ancies between model and experimental results would be expected. The results nevertheless show good agreement between the model and the ex periment.
Comparison of measured and simulated hydrographs consistently showed a somewhat more ex- A reduction in infiltration duo to air pressure gradients could perhaps account for some of the differences in recession characteristics between the experiment and the model. Bubbles were noticed escaping from the surface during the lat ter part of the laboratory runs. The soil moisture profiles from the flume measurements and the corresponding results from the mathematical model ( Figures G and 7) show a reasonable agreement. Since a minimum of 30 seconds was necessary for a significant count with the gamma attenuation equipment, the location of the steep portion of the satura tion profile was obtained rather than a complete instantaneous profile. The gamma attenuation method under the conditions of this experiment could not be expected to yield data with bet ter accuracy than 5-10%. It appears that the mathematical model overestimates the speed of the moisture 'front' by approximately 10%.
Results of Experimental Simulation of a
Small Watershed Plot
Simulation of runoff from experimental plots at Hastings, Nebraska, presented a considerably different problem. All soil and hydraulic infor mation was less detailed and accurate than that for the laboratory model. Soil imbibition curves had to be estimated from desaturation curves, 90S for which only a few points were available. The data source gave two widely different values for saturated conductivity (0.18-0.S1 in./hr). Thus saturated conductivity could not be taken as a known parameter. The roughness parameter of the surface was unknown, and the slightly un dulating surface was necessarily assumed to be a plane. Furthermore the initial moisture condi tion of the storms could only be estimated.
With these limitations, attempts at simulating plot watershed data are best considered as an exercise in fitting physical parameters into a theoretical framework. The results were, how ever, quite encouraging. Figure 10 shows the rainfall pattern for the storm of June 29, 19-1-1, along with the measured and simulated hydrographs. Values for K, C, and the initial satura tion profiles were fitted by trial. The roughness parameter used for simulation was Cx = 900, which corresponds to the values for turfed sur faces reported by Morgali [1970] . The soil was Hastings, Nebraska, field plots never came near the equilibrium rate for any of the rainfall pulse rates in the storm. On the other hand, runoff from the flume was very close to the rainfall rate minus the infiltration rate by the end of the rainfall pulse. As a result, for simulating the plot watershed response, the surface roughness pa rameter becomes very important in matching peak rates of runoff.
To test the validity of parameters Ct and K fitted for this storm, the same valves were ap plied to another storm on June 5, 1945, initial soil moisture distribution being the remaining fitting parameter. The results for this storm, compared with the recorded hydrograph, are shown in Figure 11 .
Each of these storms was described as occur- The parameters developed for the two storms described above were also applied to a storm for which initial soil saturation data were measured a few days before the storm. This storm ( Figure   12 ) has a double peak, and the soil curves used, which only describe imbibition, should not be able to model well the redistribution of moisture between the two rainfall peaks. The excellent agreement for this storm is in part due to a relatively accurate estimation of initial soil mois ture, based on data from 5 days previous. Also it appears from these three storms that reces sions are modeled most accurately for storms with little runoff and least accurately for storms with high runoff. This result could be connected with inaccurate estimation of long period infil tration and with the effects of air counfcrflow.
It could also be related to the actual hydraulic effect of the grass as a roughness element or to surface seal development when fine material is being transported in the infiltrating surface wafer.
Computer running time for these simulations depends on the curvature of the soil moisture- This stud}r has adopted sufficient simplifying assumptions so that current theories of soil water movement and watershed hydraulics could be If the necessary hydraulic relationships for the unsaturated porous media can be obtained, this model can accurately describe the perform ance of a relatively simple infiltrating watershed when rainfall occurs. The accuracy of such a prediction for more complex watersheds will necessarily depend on obtaining reliable data for the effective average hydraulic properties of the soil and watershed surface for definable regions within the watershed.
When soil properties must be estimated, such a model can provide a theoretical framework for a good description of the watershed response, in which system parameters with physical signifi cance, such as effective saturated conductivity and surface roughness, majr be obtained by com parison with experimental data.
APPENDIX: FINITE DIFFERENCE EQUATIONS (FROM EQUATION 1)
In Figure 13 let subscripts i refer to finite points in depth, 1 < i < A*, and similarly let superscripts ; refer to finite increments of time, 1 < j < oo. In the Crank-Nicholson finite dif ference method, equations are written at timeand space-averaged positions. For a finite differ ence approximation equation 1 requires six points in the z, t plane (Figure 13 ). For the averaged points define where QPt is external inflow used for i = 1 only.
Terms containing values known from the state of the system at the beginning of the time step j -1 (termed RHS) may be isolated from those to be determined, and the equation may be simplified:
•£,-_< 1/2)/Cr_ 
where A is the tridiagonal matrix of coefficients from equation A3, which along with RHS is a function of the solution vector \}i.
