We propose and analyse numerical algorithms based on weighted least squares for the approximation of a real-valued function on a general bounded domain Ω Ă R d . Given any n-dimensional approximation space Vn Ă L 2 pΩq, the analysis in [4] shows the existence of stable and optimally converging weighted least-squares estimators, using a number of function evaluations m of the order n log n. When an L 2 pΩq-orthonormal basis of Vn is available in analytic form, such estimators can be constructed using the algorithms described in [4] . If the basis also has product form, then the algorithms in [4] have computational complexity linear in d and m. In this paper we show that, when Ω is an irregular domain such that the analytic form of an L 2 pΩq-orthonormal basis in not available, stable and quasi-optimally weighted least-squares estimators can still be constructed from Vn, again with m of the order n log n, but using a suitable surrogate basis of Vn orthonormal in a discrete sense. The computational cost for the calculation of the surrogate basis depends on the Christoffel function of Ω and Vn. Numerical results validating our analysis are presented.
Introduction and overview of the paper
Approximating an unknown function from its pointwise evaluations is a classical problem in mathematics. Interpolation and least squares are two approaches to such a problem, see e.g. [5, 9] . In this paper, we develop and analyse numerical methods based on least squares for the approximation of a bounded function u : Ω Ñ R on a general bounded domain Ω Ă R d in any dimension d, that can be a challenging task due to the curse of dimensionality. Approximation takes place in L 2 pΩ, µq, the space of square-integrable functions with respect to µ :" µpΩq, the uniform probability measure on Ω. Given a finite n-dimensional linear space V n Ă L 2 pΩ, µq, projection-type numerical methods select u n P V n that minimizes the approximation error of u in V n . Standard least squares are an example of such numerical methods, that construct u n from pointwise evaluations of u at m ą n iid random samples from µ. An important point in the analysis of least squares concerns how large m has to be, compared to n, to ensure stability and good approximation properties of the estimator u n .
Recent works [6, 7, 4] have pointed out weighted least-squares methods as a well-promising approach for approximation in arbitrary dimension d. In any domain Ω Ď R d and with any finite-dimensional space V n Ă L 2 pΩ, µq, it was shown in [4] that weighted least-squares estimators u n P V n are stable and optimally converging in expectation, when the m evaluations of u are taken at iid random samples from a suitable probability measure σ n " σ n pΩq that depends on V n and µ, and with m being only linearly proportional to n up to a logarithmic term, and independent of the ambient dimension d. This result is recalled in Theorem 1.
For the computation of u n with the above guarantees, the analytic expression of an L 2 pΩ, µq-orthonormal basis pL j q jě1 is needed. If this is the case, then one can generate the random samples from σ n and construct u n as described in [4] , and also recalled in Section 2. Moreover, if the orthonormal basis has product form, like e.g. when Ω is a product domain, then the numerical methods developed in [4] generate random samples from σ n at a computational cost that scales linearly in both d and m.
In general, when Ω is an irregular domain, the analytic expression of an L 2 pΩ, µq-orthonormal is not known, and a suitable surrogate basis r L 1 , . . . , r L n of V n is needed, that replaces L 1 , . . . , L n and at the same time retains orthogonality with respect to some scalar product easy to evaluate on any domain Ω. In this setting, a convenient choice is to orthonormalize r L 1 , . . . , r L n using a discrete scalar product with iid random samples from µ. We denote by r u n P V n the new weighted least-squares estimator of u computed using the basis r L 1 , . . . , r L n , that differs from u n whose computation uses L 1 , . . . , L n . In the present paper we show that the estimator r u n can be constructed on general domains Ω and that:
• r u n is stable with high probability, quasi-optimally converging in expectation, and uses a number m of evaluations of u only linearly proportional to n up to a logarithmic term, and independent of d;
• the numerical construction of r L 1 , . . . , r L n requires r m iid random samples from µ and the QR factorisation of r m-by-n matrices, where r m scales as the L 8 pΩq norm of the reciprocal of the Christoffel function of V n on Ω. Such construction does not use any evaluation of u, nor does it require the knowledge of L 1 , . . . , L n .
The novel stability and convergence result for the estimator r u n are stated in Theorem 3, whose proof uses previous results from [3, 4] and matrix Bernstein inequality [15] . The convergence estimate reads as follows, where we use the L 2 pΩ, µq and L 8 pΩq best approximation errors of u in V n , a parameter ε ě 0 related to the construction of r L 1 , . . . , r L n , two unnamed constants C 2 , C 8 ą 0, and omit the technical details on the truncation of the estimator: The parameters m and r m essentially scale linearly and superlinearly in n, respectively. The term εn arises from the missing discrete orthogonality of r L 1 , . . . , r L n , that occurs in any orthonormalisation process due to numerical cancellation. When r L 1 , . . . , r L n are constructed by Householder QR factorisation, ε provably does not exceed M r mn 3{2 where M « 10´1 6 is the machine precision of arithmetic calculations, and thus the term εn is completely negligible for wide ranges of n and r m. The construction of the estimator r u n uses m evaluations of u at iid random samples drawn from a surrogate probability measure r σ n " r σ n pΩq that emulates σ n , and that depends on r L 1 , . . . , r L n and µ. The random samples from r σ n can be generated by subsampling the QR factorisation of a suitable matrix that depends on r L 1 , . . . , r L n . Similar applications of QR factorisation have been used for the computation of Fekete points [14] , and for the construction of randomised quadratures [12] .
In [1] a different method based on SVD truncation has been analysed, for the same purposes of function approximation on irregular domains. For that method, similar error estimates as (1.1) have been obtained in [1] , but requiring a number m of function evaluations that scales superlinearly in n, and using a different best approximation error that depends on the SVD truncation parameter.
The structure of the paper is the following: in Section 2 we recall from [4] some results on approximation by weighted least-squares methods, and describe the additional challenges encountered when applying such methods to irregular domains. In Section 2.1 we state Theorem 3. Its proof is postponed to Section 2.2. In Section 2.3 we describe the construction of r L 1 , . . . , r L n . In Section 3 we propose two algorithms that compute the weighted least-squares estimator r u n . Section 4 contains some numerical tests that validate our analysis. In Section 5 we draw some conclusions.
Weighted least-squares approximation on irregular domains
Given a bounded domain Ω Ă R d , we consider the problem of approximating a bounded function u : Ω Ñ R from its pointwise evaluations at independent random samples uniformly distributed over Ω. Without loss of generality we suppose that Ω Ď B :" r´1, 1s
d . Denote with µ " µpΩq the uniform probability measure on Ω, and with pL j q jě1 an orthonormal basis of L 2 pΩ, µq, where the L 2 pΩ, µq norm is denoted as }u} :" a xu, uy and xu, vy :" ş Ω uv dµ for any u, v P L 2 pΩ, µq. The Euclidean norm in R n is indicated with 2 . For any n ě 1, we denote by V n :" spanpL 1 , . . . , L n q Ă L 2 pΩ, µq an n-dimensional approximation space, and assume that V n contains the constant functions. We define the L 2 pΩ, µq-projection of u on V n as
and denote by e n puq :" }u´P n u} the L 2 pΩ, µq best approximation error of u in V n . We also denote by e
. . , L n , we define the functions
and the probability measure σ n on Ω as
When V n is the total degree polynomial space, k´1 n is known as the Christoffel function, see e.g. [13] . 
In general the exact projection (2.2) cannot be computed. This motivates the interest in the discrete leastsquares approach, where the L 2 pΩ, µq norm in (2.2) is replaced by the seminorm induced on L 2 pΩ, µq by the scalar product (2.4). Define the weighted least-squares estimator
that can be computed from the minimal 2 -norm solution a " pa 1 , . . . , a n q J P R n to the normal equations 6) where the Grammian matrix G P R nˆn is defined component-wise as G jk :" xL j , L k y m and the right-hand side b P R n has components b j " xL j , uy m . Throughout the paper, I P R nˆn denotes the identity matrix, and }A} :" max
denotes the spectral norm, respectively the condition number, of any matrix A P R mˆn . For any δ ě 0 define ξpδq :" p1`δq logp1`δq´δ ą 0, that can be sandwiched as p2 logp2q´1qδ 2 ď ξpδq ď δ 2 {2 when δ P r0, 1s. As in [4] , we suppose that u P L 2 pΩ, µq satisfies a uniform bound with some known η ą 0:
We then introduce the truncation operator z Þ Ñ T η pzq :" signpzq mint|z|, ηu, and define the truncated estimator uT :" T η˝uW .
The following result was proven in [4, Theorem 2.1 and Corollary 2.2], in a slightly different form (here we rewrite it with α " 2m´r, where r ą 0 is the same parameter as in [4] 
. . , r L n be orthonormal w.r.t. a discrete scalar product, that can be easily evaluated with any domain Ω, in contrast to the L 2 pΩ, µq scalar product that requires integration over Ω;
. . , r L n q " V n , since our goal is the approximation of u on the space V n .
We now introduce some tools useful for the numerical construction of the basis r
m iid random samples from µ, and define the discrete scalar product xu, vy
and }u}
Orthonormalisation algorithms, e.g. Gram Schmidt-type or factorization-type algorithms, try to construct a set r L 1 , . . . , r L n P V n of functions orthonormal w.r.t (2.8), but they suffer from loss orthogonality due to numerical cancellation. As a consequence, the r L 1 , . . . , r L n constructed by any such numerical method are only ε-orthonormal for some ε ą 0, and prescription P1 can be fulfilled with the scalar product (2.8) up to a (hopefully small) loss of orthogonality quantified by (2.9).
Let us consider prescription P2. Define r V n :" spanp r L 1 , . . . , r L n q and denote with ϕ 1 , . . . , ϕ n P V n a collection of n functions such that spanpϕ 1 , . . . , ϕ n q " V n . These functions need not be orthonormal to a scalar product, but only linearly independent. Orthonormalisation algorithms construct each r one can ensure P2 only with large probability. When V n is a polynomial space, in Section 2.3 we show that P2 can be ensured with probability one.
For the time being we suppose that an ε-orthonormal basis r L 1 , . . . , r L n is available for some ε ą 0. A concrete algorithm for the construction of such a basis is described in Section 2.3, together with suitable bounds for ε.
where γ ą 0 is a normalisation term defined later. Consider the set r Ω :" tr y 1 , . . . , r y Ă m u Ă Ω containing r m iid random samples from µ, and define the discrete uniform probability measure r µ on r Ω (i.e. r µpr y i q " r m´1 for all i " 1, . . . , r m) and the probability measure r σ n on r Ω as
with γ :" r m´1 ř
Let y 1 , . . . , y m P Ω be m iid random samples from dr σ n . Using these random samples and the scalar product (2.4) with the weight w chosen as in (2.10), we define the Grammian matrix r G P R nˆn with components
, and the vector r b P R n with components r b j " x r L j , uy m . We now introduce the discrete projection P m n on r V n and the weighted least-squares estimator u W as
The estimator u W can be computed by solving the normal equations
whose solution a " pa 1 , . . . , a n q J P R n provides the coefficients of the expansion u W "
Define Ω m :" . . , r L n satisfying P1 and P2:
In the notation W Ω , the subscript points out the dependence on Ω in the construction of r L 1 , . . . , r L n , further discussed in Section 2.3. Notice that both events Z ε and W Ω do not depend on y 1 , . . . , y m . We define the quantity
that in general depends on Ω and V n . Thanks to the inclusion L 8 pΩq Ă L 2 pΩ, µq on any Ω bounded, the lower bound K n ě n holds for any n ě 1. When Ω " r´1, 1s
d and V n is a downward closed polynomial space, we also have the following upper bound from [2] for any n ě 1:
(2.14)
For any r δ P r0, 1s, define the probability event:
The next result was proven in [3] in a slightly different form, that we rewrite with α " 2m´r, as in Theorem 1.
Theorem 2. In any dimension d, for any bounded
and r y 1 , . . . , r y Ă m are iid random samples from µ then Pr`N r δ˘ą 1´α. It has been observed in [1] that the upper bound (2.14) can be generalised to bounded domains with the so-called λ-rectangle property, i.e. Ω has the λ-rectangle property if Dλ P p0, 1q such that Ω " Ť RPR R, where R is the set of (possibly overlapping) hyperrectangles R Ď Ω such that inf RPR VolpRq " λVolpΩq.
If the domain Ω has the λ-rectangle property and V n is a downward closed polynomial space then
see [1, Theorem 6.6] . Simple domains that do not have the λ-rectangle property are e.g. the simplex and the ball. When Ω is a convex or starlike domain and V n is a total degree polynomial space, asymptotic upper bounds for K n are available in the literature [10, 11] . With more general domains Ω and/or approximation spaces V n , finding upper bounds for K n pΩq is an open problem.
Main results
This section contains Theorem 3 and the analysis of a numerical algorithm that constructs r L 1 , . . . , r L n . Theorem 3 states conditions ensuring that with large probability r G stays close to the identity matrix in spectral norm, and that the estimator u T quasi-optimally converges in expectation, when the r L j are ε-orthonormal. Theorem 3 applies in general to any orthonormalisation algorithm. Its proof is postponed to Section 2.2. In Theorem 3 we assume that PrpZ ε X W Ω q ě 1´β for some β P r0, 1 2 q. This assumption means that, with probability at least 1´β, the chosen orthonormalisation algorithm can construct r L 1 , . . . , r L n that are ε-orthonormal and span the whole V n , using r m random samples r y 1 , . . . , r y Ă m . In this respect, β " βpε, Ω, r mq represents the failure probability of the orthonormalisation algorithm. In some settings β is known from the analysis, see Section 2.3, and if not, in any case, it can be estimated numerically for the given domain Ω and threshold ε.
In Section 2.3 we discuss an orthonormalisation algorithm based on Householder QR factorisation, which constructs r
, and achieves β " 0 when V n is a multivariate polynomial space. Corollary 1 contains the application of Theorem 3 to such an algorithm. 
Theorem 3. In any dimension d, for any bounded domain
Ω Ă B, for any α, β P r0, 1 2 q, ε P r0, 1q, δ P p0, 1´εq, r δ P p0, 1q and n ě 1, if the following conditions hold true i) m ě 4np1`εq δ 2 logˆ2 n α˙, ii) r m ě K n ξp r δq logˆ2 n α˙, iii) r y 1 , . . . , r y Ă m iid " µ, iv) y 1 , . . . , y m iid " r σ n , v) Pr pZ ε X W Ω q ě 1´β, then I) the matrix r G satisfies Pr´} r G´I} ě δ`ε¯ď α`β; (2.16) II) if u P L 2 pΩ, µq satisfies (2.7) then the estimator u T satisfies E`}u´u T } 2˘ď p1`τ 2 pnqq e n puq 2`τ 8 pnqe 8 n puq 2`8 η 2 pα`βq,(2.
Proofs and intermediate results
Given two events X, Y such that PrpY q ą 0, we denote by PrpX|Y q :" PrpX X Y q{ PrpY q the conditional probability of X given Y .
Proof of item I) in Theorem 3. For convenience we define the events
, and hence
Using in sequence the definition of r G, linearity of expectation, iv) and (2.11) we obtain
19) for any j, k " 1, . . . , n. On the event A ε,Ω for any n ě 1 and ε P r0, 1q we have 
Finally using in sequence (2.18), (2.23) and v) gives
Lemma 1.
On the event Z ε the following holds:
Proof. The expression on the right-hand side below is equivalent to (2.24):
For the proof of (2.25) take j " k in (2.24) and then sum j from 1 to n.
The following result from [15] is a consequence of Bernstein inequality for self-adjoint matrices.
Theorem 4. Let A P R nˆn be a fixed matrix. Construct a symmetric random matrix H P R nˆn that satisfies
EpHq " A and }H} ď γ ă`8.
Compute the per-sample second moment m 2 pHq " }EpH J Hq}. Form the matrix sampling estimator
Then for all δ ě 0 the estimator satisfies
In the next lemma we apply Theorem 4 on the event A ε,Ω " Z ε X W Ω and with the fixed matrix A " Ep r Gq, where the expectation is taken over y 1 , . . . , y m for given r
Lemma 2. For any α P p0, 1q, ε P r0, 1q and n ě 1, under conditions i) and iv) it holds that
Proof. We define the random matrix H " Hpyq whose components are
and y is distributed as r σ n . Using iv), define H i " Hpy i q for i " 1, . . . , m as m copies of the random matrix H. Notice that, from iv), on the event A ε,Ω the H 1 , . . . , H m are mutually independent. They also satisfy
From linearity of expectation, condition iv) and (2.19) we obtain EpH jk q " Ep r
For any n ě 1 and ε P r0, 1q, from (2.20) on the event A ε,Ω we have }EpHq´I} " }Ep r Gq´I} ď ε, and this is equivalent to 1´ε ď }EpHq} ď 1`ε.
Notice that, from the expression of w in (2.10),
and therefore H J H " γH. Define now m 2 pHq :" }EpH J Hq} " γ}EpHq}. Thanks to the previous bounds
Since H is a rank-one matrix,
Finally it holds }u´u T } ď }u}`}u T } ď 2η. Since |upyq´u T pyq| ď |upyq´u W pyq| for all y P Ω, we also have }u´u T } ď }u´u W }. Denoting g :" u´P n u, on the event I δ, r δ,ε,Ω it holds that
where we have used that g is orthogonal to
..,n being the solution to r Ga " r h and r h :" pxg, r L k y m q k"1,...,n . Using in sequence the norm equivalence in the event
Thus replacing (2.28) in (2.27) provides the bound
On the event I δ, r δ,ε,Ω item I) gives } r G} ě 1´δ´ε ùñ } r G´1} ď p1´δ´εq´1. Since a " r G´1 r h we have
Taking
Denote
Summing term I over k gives
looooooooooooooooomooooooooooooooooon

IV
We now show that Term III is equal to zero. On the event I δ, r δ,ε,Ω for any k " 1, . . . , n and any r y 1 , . . . , r y Ă m it holds that r L k P V n , and therefore and L k P V n . Hence for any k " 1, . . . , n the integral in the last line vanishes because L k is orthogonal to g. For term IV, from Lemma 1 we obtain
Summing term II over k and using Lemma 1 gives
and combining with ii) and i) gives (2.17). where the vector p 1 , . . . , n q J P R n is the solution to the linear system
Construction of
The result above shows that if rankpW q " n then the r L 1 , . . . , r L n constructed by (2.30) satisfy P2. Conversely, if rankpW q ă n then the linear system (2.31) is singular, and P2 does not hold. Depending on the space V n and on the localisation of the supports of ϕ 1 , . . . , ϕ n , two situations can occur:
• ϕ 1 , . . . , ϕ n are globally supported functions on Ω. When V n is a multivariate polynomial space V n " V Λ :" spanty ν : ν P Λ, y P Ωu supported on a downward closed index set Λ Ă N d 0 with n " #pΛq, one can choose ϕ 1 , . . . , ϕ n as the tensorized monomial basis. In one dimension, whenever more than n over r m samples are distinct, the Vandermonde matrix W has full rank. The same holds in higher dimension, but asking that at least n over r m samples do not fall on any polynomial surface supported on Λ. In both cases, the probability that rankpW q ă n is formally zero, and also completely negligible when considering the numerical rank of W , since from ii) r m is of the order K n log n ě n log n.
• ϕ 1 , . . . , ϕ n are locally supported functions on Ω. In this case, the matrix W is rank deficient whenever Dj P r1, . . . , ns : supppϕ j q X tr y 1 , . . . , r y Ă m u " H. The probability of such events is not zero, and can be calculated as a function of the size of supppϕ j q. Moreover, it might not be small if some of the ϕ j have very localized support and d is large.
We now show that the r L 1 , . . . , r L n in (2.29) satisfy P1 with ε not exceeding M r mn 3{2 , where M « 10´1 6 is the machine precision. From (2.29) we obtain
showing that ε-orthonormality of the r L 1 , . . . , r L n is related to the loss of orthogonality of the matrix Q due to numerical cancellation. The right-hand side in (2.32) can be estimated using classical results on backward error analysis for HQRf, like [16 For given r y 1 , . . . , r y Ă m and ϕ 1 , . . . , ϕ n the event trankpW q " nu X t}Q J Q´I} F ď εu in Corollary 1 can be checked if true or false, and thus its probability 1´β can be numerically estimated from the matrices W and Q. If ε « M r mn 3{2 then the inclusion trankpW q " nu Ď Z ε X W Ω holds, and it is sufficient to check only the rank of W . If V n is a multivariate polynomial space and ε « M mn 3{2 then β " 0. Before closing the section, we discuss the choice of the functions ϕ 1 , . . . , ϕ n , that plays an important role in the numerical stability of the algorithm. The components 1 , . . . , n of the solution to (2.31) satisfy adapting ϕ 1 , . . . , ϕ n to the given domain Ω. To this aim, in Section 3.2 we propose an algorithm that first rescales each ϕ j as r ϕ j :" ρ j,Ω ϕ j , where the factor ρ j,Ω ą 0 depends on the domain Ω, and then computes the HQR factorisation r Q r R " Ă W of the matrix Ă W P R Ă mˆn with components Ă W ij " r ϕ j pr y i q. The crucial point is that the algorithm choses ρ j,Ω in such a way that r R has all unitary diagonal elements. Using r R the r
by solving the linear system
with forward substitution. Thanks to the structure of r R " I`N , where N P R nˆn is the upper triangular part of r R, the r 1 , . . . , r n satisfy the safer lower and upper bounds
that do not depend on the decay of the diagonal elements of R. In practice the right hand-side of (2.37) exhibits a slow growth w.r.t. n thanks to the alternating sign in the summation and to N being a nilpotent matrix of index n. Therefore N k has at most pn´kq 2 {2 nonzero components for k " 1, . . . , n. The algorithmic construction of the ρ j,Ω is discussed in Section 3.2. It uses HQRf of suitable incremental updates of the matrix W . Notice that each r ϕ j is obtained by rescaling ϕ j , and therefore rankpW q " rankp Ă W q. In Section 3 we describe two numerical algorithms that compute the estimator u T , and their implementation. Both algorithms obey to the theoretical guarantees of Corollary 1. The difference between the two algorithms is in the computation of r
. . , r L n from (2.30) by solving (2.31), directly using any chosen ϕ 1 , . . . , ϕ n . The second algorithm computes r L 1 , . . . , r L n from (2.35) by solving (2.36), adapting the chosen ϕ 1 , . . . , ϕ n to the domain Ω. Both algorithms rely on the HQRf of r m-by-n matrices whose cost is proportional to r mn 2 . The second algorithm is numerically more stable thanks to (2.37), but also computationally more demanding.
Description of the algorithms
This section describes the numerical algorithms and their implementation. We start by describing the first algorithm. Given the domain Ω, the function u, the space V n , the linearly independent functions ϕ 1 , . . . , ϕ n P V n , the threshold ε and the bound η, the main tasks for the approximation of u by the weighted least-squares estimator u T are the following, in the same sequential order: Algorithm 1: computes the estimator u T using the given ϕ 1 , . . . , ϕ n .
Step 1: generate r m random samples r
Step 2: construct the matrix W P R Ă mˆn with components W jk :" ϕ k pr y j q;
Test 1: IF rankpW q ă n THEN set u T " 0 and goto Step 8; ELSE continue;
Step 3: rescale all the columns of W such that }ϕ k } Ă m " 1 (and keep track of the scaling factors);
Step 4: compute QR " W , the Householder QR factorisation of W ;
Test 2: IF }Q J Q´I} F ą ε THEN set u T " 0 and goto Step 8; ELSE continue;
Step 5: construct r L 1 , . . . , r L n from (2.30) by solving the linear system (2.31);
Step 6: generate m random samples y 1 , . . . , y m iid " r σ n ;
Step 7: evaluate upy 1 q, . . . , upy m q;
Step 8: compute the estimator u W of u by solving the normal equations and set u T " T η˝uW ;
Step 9: return u T .
The algorithms for the generation of the random samples at Steps 1 and 6 are presented in Section 3.1. The algorithm that computes the r L k at Steps 2, 3, 4 and 5 is discussed in Section 2.3. The construction of the normal equations at Step 8 is described in Section 3.3. The main purpose of Test 1 and Test 2 is to avoid wasting computational resources at the following steps, and in particular at Step 7. We now discuss the failure probabilities of each test. The failure probability of Test 1 depends on the localisation properties of the supports of ϕ 1 , . . . , ϕ n , as discussed in Section 2.3. Whenever Test 1 fails, one can restart the algorithm from Step 1 with the same ϕ 1 , . . . , ϕ n or with a different choice. Concerning Test 2, the analysis of the orthogonality error in Section 2.3 shows that, if rankpW q " n and ε « M r mn 3{2 , then the failure probability of Test 2 is zero. This condition is only sufficient: for example in all the numerical tests in Section 4 the failure probability is zero with ε " 10´1 2 . The second algorithm is the following Algorithm 2. It is similar to Algorithm 1, and the differences are in the computation of r L 1 , . . . , r L n at Steps 3, 4 and 5. The algorithm ADAPT at Step 3 is described in Section 3.2. At Step 8, the construction of the normal equations again follows Section 3.3 but using the QR factorisation
Algorithm 2: computes the estimator u T adapting the given ϕ 1 , . . . , ϕ n to Ω.
Step 3: compute the matrix Ă W " ADAPTpW q;
Step 4: compute r Q r R " Ă W , the Householder QR factorisation of Ă W ;
and goto
Step 8; ELSE continue;
Step 5: construct r L 1 , . . . , r L n from (2.35) by solving the linear system (2.36);
Generation of the random samples
Independent random samples from µ on Ω Ď B " r´1, 1s d can be generated by rejection sampling. First step: draw iid random samples r y 1 , r y 2 , . . . from µpBq, the uniform probability measure on B. Second step: accept any random sample r y i drawn at the first step as a random sample from µpΩq whenever r y i P Ω, and reject it otherwise. On average, the number of accepted random samples is proportional to λpΩq{λpBq, where λp¨q denotes the Lebesgue measure. When λpΩq is small compared to λpBq " 2 d , or when d is large, the algorithm above suffers from the curse of dimensionality. For less general domains Ω, e.g. polytopes or convex bodies, alternative MCMC sampling algorithms like hit and run or random walk can be used.
Independent random samples y 1 , . . . , y m from the discrete distribution r σ n can be generated, for example, by inverse transform sampling. In this case, the computational cost for drawing one sample from r σ n is Oplogp r mqq when using binary search, or Op1q when using the alias method, that however requires an additional cost for the preparation of the hash table. ϕ 1 , . . . , ϕ n to iteration j " 2, . . . , n, the algorithm creates an auxiliary matrix Z P R Ă mˆj by juxtaposition of
Adapting
with the jth renormalised column of W . Then the QR factorisation of Z is computed. Finally, the matrix Ă W is updated again by juxtaposition of Ă W with the jth column of W but this time rescaled by an appropriately chosen factor that produces r R jj " 1 in the matrix r R such that r Q r R " Ă W . Notice that the rescaling operation when multiplying by ρ j,Ω corresponds to a simple renormalisation only when j " 1. For convenience, in the description of the algorithm we denote by W p:, jq the jth column of W , and we denote by rA|bs P R Ă mˆpk`1q the juxtaposition of any matrix A P R Ă mˆk with any vector b P R Ă m .
Algorithm ADAPT. Computes
, jqs end for
Computation of the weighted least-squares estimator
The estimator u W can be calculated by solving the normal equations (2.13). The matrix r G can be rewritten as 
The right-hand side r b of (2.13) can be calculated component-wise as
It is worth to mention that the random samples y 1 , . . . , y m in Theorem 3 are drawn from r σ n with replacement. This preserves independence, which is needed in the proof of Lemma 2 when using Bernstein inequality. As an alternative, one can draw y 1 , . . . , y m again from r σ n but without replacement. The corresponding function S is injective, and this avoids multiple occurrences of the same row in the matrix D. However the generated y 1 , . . . , y m are not independent anymore, and one cannot invoke Theorem 4. Such an approach is interesting because random samples generated without replacement can better concentrate around their mean than those generated with replacement.
Numerical examples with polynomial spaces
In this section the weighted least-squares estimator u T of u on V n is computed by Algorithm 2, as described in Section 3. When reporting the numerical results, we mainly focus on the stability of the estimator and on its approximation error. The stability is quantified by the condition number κp r Gq, and from item I) of Theorem 3, } r G´I} ď δ`ε implies κp r Gq ă p1`p δ`εq{p1´p δ´εq. In all the numerical tests in this section, the r L 1 , . . . , r L n constructed by Householder QR factorisation are always ε-orthonormal with values of ε less than 10´1 2 . We now describe the numerical estimation of the error Ep}u´u T }q in Theorem 3. Denote with Ω CV Ă Ω a set of m CV iid random samples uniformly distributed on Ω, chosen once and for all. For any draw of y 1 , . . . , y m , r y 1 , . . . , r y Ă m P Ω the approximation error is estimated as
The error in expectation is then estimated as a Monte Carlo average by
with the average E r M C being over r independent draws of the random samples y 1 , . . . , y m , r y 1 , . . . , r y Ă m from their respective distributions. In the following numerical tests we choose m CV " 10 5 and r " 100. As illustrative examples in dimension d " 2, we choose Ω as a Swiss cheese set, i.e. a compact set with holes, or the Mandelbrot set, or the annulus set. With all the aforementioned domains Ω, upper bounds for K n pΩq are not known. For the choice of r m, we define a parameter θ " θpn, Ωq depending on Ω and n, and then take r m " rθn log ns. In all the numerical tests, choosing m " r4n log ns and any θ ě 1 largely suffices to maintain the condition number safely bounded as κp r Gq ď 10. As discussed in Remark 1, the choice of θ is important for the accuracy of u T . Unless otherwise specified, we empirically choose θ " 200.
Example with a smooth function on a domain with holes
Define Ω :" HztE 1 Y E 2 u, where H :" ConvpSq is the convex hull of the point set S :" p´0. 4 Figure 2 . We consider the function
The space V n is chosen as the polynomial space supported on the index set Λ "
k.a. the total degree polynomial space of order k, whose dimension equals n " dimpV n q " #pΛ Figure 1 shows the error E r M C p}u´u T } CV q and condition number κp r Gq when m " rn log ns or m " r4n log ns, and r m " r200n log ns. The error decreases exponentially w.r.t. k, and r G remains well-conditioned even when choosing m " rn log ns. 
Comparison with examples from the literature
The following two examples are taken from [1] . Consider the function upyq " cosp2y 1 q sinpy 2 q, y " py 1 , y 2 
when Ω is the Mandelbrot set displayed in Figure 4 -right, or the function when Ω " ty P B : Figure 3 shows the error and condition number for the example with the function (4.40) on the Mandelbrot set. When choosing m " r4n log ns and r m " r200n log ns, the error in Figure 3 decreases exponentially w.r.t k up to k " 19, and then exhibits an increasing variability and suboptimal convergence rate for k ą 19. This is due to an underestimation of K n pΩq when choosing θ " 200 for the given domain. Taking a larger θ " 2000 restores the exponential convergence of the error, at least for k up to 57. In Figure 4 -left we report the same results as Figure 3 -left but with n in abscissa. Figure 4 -right shows one realization of the pointwise error y Þ Ñ log 10 |upyq´u T pyq| on Ω, obtained from the simulation in Figure 4 -left when n " 176, and the maximum error over Ω is of the order 10´8. Figure 3 -right, since both examples use the same polynomial space. The error in Figure 5 -left decreases algebraically w.r.t. n. One realization of the error is shown in Figure 5 -right: the maximum error over Ω equals 0.45 and is attained along the discontinuities of u on the Cartesian axes. The error in Figure 5 -left does not manifest any instability, in contrast to the error in [1, Figure 5 ] obtained for the same testcase but with the different method there proposed. In general, the error of the estimator u T is not affected by the distance of Ω from the boundary of B, even when Ω touches BB, like in this example.
Conclusions and perspectives
We have developed and analysed numerical algorithms for the construction of weighted least-squares estimators in any n-dimensional space V n Ă L 2 pΩ, µq defined on a general bounded domain Ω, when an explicit L 2 pΩ, µq-orthonormal basis is not available. The estimator is stable with high probability, quasi-optimally converging in expectation, and uses a number of function evaluations m of the order n log n. The calculation of the estimator requires the numerical construction of a discretely orthonormal surrogate basis r L 1 , . . . , r L n of V n , at a computational cost that depends on the Christoffel function of Ω and V n .
The results in Theorem 3 apply to any general orthonormalisation algorithm that can construct an ε-orthonormal surrogate basis r L 1 , . . . , r L n for V n with some probability 1´β. When using the Householder QR factorisation and V n is a multivariate polynomial space, ε is provably tiny for n up to thousands, and β " 0.
An important point in the numerical construction of the surrogate basis is the robustness to ill-conditioning arising from the lack of an L 2 pΩ, µq-orthonormal basis. The algorithms proposed in this paper are extremely robust to such an ill-conditioning, and compute weighted least-squares estimators that are numerically stable and accurate with all the functions and domains tested. As a final remark, the whole analysis in this paper immediately applies to the adaptive setting, using nested sequences of approximation spaces V 1 Ă¨¨¨Ă V k Ă L 2 pΩ, µq rather than a single a priori given approximation space. 
