When building a multivariate SPC model, it is commonly assumed that there is only one operational mode in the baseline data. However, multiple operational modes may exist. It is important to know the number of modes in the data in order to construct an effective process control system. Each operational mode appears as a cluster in the baseline data. This paper proposes a method to identify the correct number of clusters in baseline data. None of the existing methods for finding the number of clusters has all three of the following critical features: (i) the proposed method can determine if there is only one cluster, the most common case in baseline data; (ii) it can identify clusters that are convex or non-convex; and (iii) it is insensitive to user-specified parameters. The paper includes a comparison of the existing and proposed methods on four datasets. The proposed method consistently gives the correct number of clusters whereas the existing methods are unable to do so.
Introduction
Multivariate Statistical Process Control (MSPC) is a methodology to monitor manufacturing processes that are characterized by many, perhaps ten to 100, variables that are highly interrelated and that are collected on-line. There are two phases in the implementation of MSPC. In Phase I, conducted off-line, a statistical model is built to characterize baseline data, a historical dataset that reflects successful production. Phase II occurs on-line and compares new observations to the baseline model. If new observations do not match closely enough with the baseline model, we conclude that the process is in need of adjustment or correction and that the output may be unacceptable.
In Phase I, it is commonly assumed that the baseline observations represent a single operational mode. However, it is possible that the baseline may represent more than one operational mode, for example, due to the use of two suppliers that provide similar but not identical raw materials or the change from cold to hot weather. The purpose of this paper is to address these questions: does the baseline contain just one operational mode? If not, how many are there?
These two questions were motivated by our experience in a food manufacturing company. We collected baseline data * Corresponding author from a successful food processing system and constructed an MSPC model to monitor the manufacturing process. To our surprise, the MSPC model gave many false alarms soon after it was implemented for on-line monitoring. The product quality was within specifications but the process variables were not consistent with the baseline model.
We found that the alarms were caused by adjustments made by operators to ensure the consistency of product quality after a major switch in raw materials from winter to summer wheat. The adjustments constituted a new operational mode. This experience illustrates that it is possible for a manufacturing process to have more than one operational mode.
There are some other descriptions of multiple operational modes in literature. Chu et al. (2004) identify three operational modes and one fault mode in baseline data from a rapid thermal annealing process where the three operational modes correspond to three products manufactured on the same process. Hwang and Han (1999) find 11 operational modes in a blast furnace operation.
To improve the sensitivity of MSPC methodology to outof-control observations, a better way to deal with multiple operational modes in baseline datasets is to build a separate MSPC model for each operational mode. Thus, the number of operational modes in the baseline dataset needs to be determined first.
To determine the number of operational modes in the baseline data, we look for data clusters, in a systematic way with data mining techniques. In this paper, we assume that each data cluster represents an operational mode. Data mining techniques have been used widely to identify clusters in many fields including imaging and biology; see Fraley and Raftery (1998) , Ertoz et al. (2003) , Cinque et al. (2004) and Su and Liu (2005) . Even though many data mining algorithms exist to determine the number of clusters each has a serious limitation when used to identify the number of operational modes in baseline process control data.
The contribution of this paper is to propose a method that has the capability to detect the number of clusters in baseline MSPC data. Specifically:
1. The method correctly detects exactly one cluster if indeed there is only one. This is, of course, the most common outcome in baseline MSPC data. 2. If there is more than one cluster, it detects the correct number. 3. It does not require us to assume in advance that all clusters are convex. 4. The number of clusters detected is not sensitive to arbitrarily chosen threshold values.
The method we propose has all these properties in contrast to existing methods each of which has some but not all of the capabilities.
There are three types of algorithms reported in literature that are able to determine the number of clusters: modelbased, density-based, and scale-based methods. Modelbased methods assume that each cluster has its own underlying multinormal distribution and consequently they do not work well on non-convex clusters, as shown in Fraley and Raftery (1998) .
Density-based methods define clusters as regions in the data space where the objects are dense, and which are separated from one another by low-density regions; see Daszykowski et al. (2001) . The number of clusters is the number of dense regions. Shared nearest neighbors, described in Ertoz et al. (2003) , is one of the density-based methods. The problem with these methods is that the final answer is quite dependent on the threshold values used in the algorithms and it is hard to select these values properly.
The scale-based methods overcome the threshold problem by computing the number of clusters over a range of the threshold value. The number of clusters is selected as the one that persists for the largest range of the threshold value. These methods are very successful; see Nakamura and Kehtarnavaz (1998) , Costa and Netto (1999) , Kothari and Pitts (1999) , Herbin et al. (2001) and Wang et al. (2004) . However, scale-based methods are not capable of determining that there is exactly one cluster, the most common situation in baseline MSPC data.
The method we propose is a scale-based method that has been extended to enable it to identify exactly one cluster when that is indeed the case. The concept for our method, called Scale-Based with Dummy Dimension (SBDD), is to create a new augmented dataset which contains the original clusters, plus clones of those clusters, and an additional dimension. Thus, if the baseline dataset has five clusters in three-dimensional space, the augmented dataset has ten clusters in four-dimensional space. Then we safely use a scale-based method to determine the number of clusters in the augmented dataset since the number of clusters is two or greater. To find the number of clusters in the original dataset, we simply divide by two.
To illustrate the proposed SBDD method and the existing methods we apply them to various simulated and actual datasets: a simulated multinormal dataset with one cluster; a dataset with three clusters, one of which is a nonconvex cluster; a simulated industrial oven with two zones under engineering control with two operational modes; and a dataset from the literature that contains the ingredients used to produce of three wines.
The experimental results show that the SBDD method gives the correct number of clusters for all four datasets, while the other methods do not. The model-based method fails on the non-convex dataset and the wine dataset; the latter being a real dataset, we do not know whether it has convex or non-convex clusters. The results given by densitybased methods depend heavily on the selection of parameters. The scale-based method gives right answers on three of the four datasets. However, it gives higher than the actual number when there is only one cluster in the dataset.
In practice, since we do not know whether the clusters are convex or non-convex and whether we have only one or more clusters in advance, the SBDD method proposed here is clearly the safest choice to detect the number of clusters in a baseline dataset.
We do not study clustering errors in this paper. The steps in a cluster analysis are: (i) find the number of clusters; and (ii) assign observations to clusters. Clustering error refers to assigning observations to clusters incorrectly. This paper focuses on step (i) only. None of the previous methods of determining the number of clusters uses clustering error to evaluate the performance.
The remainder of this paper is organized as follows: Section 2 reviews three types of methods to determine the number of clusters in a dataset. Section 3 gives the proposed method to determine the number of clusters in the baseline dataset for MSPC applications, which overcomes the shortcomings of the methods described in Section 2. Section 4 shows the application of the proposed and existing methods on several datasets. A discussion is presented and conclusions are drawn in Section 5.
Methods to determine the number of clusters
A difficult and unresolved aspect of clustering is determining the number of clusters, say K * , in a dataset. There are three categories of methods to find K * . This section reviews model-based, density-based and scale-based methods.
Before describing methods to find K * , we describe an important building block: the method of k-means which, given the number of clusters k, finds cluster centers and assigns points to clusters. It works as follows: randomly select k points as cluster centers and assign each point in the dataset to the cluster with the nearest center. Calculate new cluster centers that are the averages of the assigned points. Reassign points to the nearest cluster center, calculate new centers, and so on until the centers converge, i.e., they are less than a threshold distance from the centers in the previous iteration. The threshold distance can be any arbitrarily small number, such as 0.001 or less. The smaller this value, the longer the algorithm takes to converge. Note the result is not too sensitive to the selection of threshold distance. For different selections of threshold distance, if they are all small enough, only a few (or even no) points change their memberships. For details of the k-means method, refer to Han and Kamber (2001) .
Model-based methods
Model-based methods to find K * assume that each cluster is generated by its own multivariate normal distribution and work as follows. First we select K max , an upper bound on the possible value of K * . For k = 1, 2, . . . , K max , use kmeans (or any other algorithm which takes k as an input parameter) to partition the data into k clusters and estimate the mean vector and the variance-covariance matrix for each cluster. Then, for each k, compute an adjusted log(likelihood) value l (k) = l(k)−f (k), where l(k) is a loglikelihood value and f (k) is an overfitting penalty which is an increasing function of k. Select K * to maximize l (k) as shown in the example in Fig. 1 where K * = 4. For details of model-based methods, please refer to Fraley and Raftery (1998) .
The disadvantage of model-based methods is the assumption of a mixture of multivariate normal distributions. It tends to incorrectly divide non-convex clusters into sev- eral convex clusters. In MSPC applications, in high dimensions, it is hard to know whether normality or even convexity is a safe assumption.
Density-based methods
The second class of methods to find K * is density-based methods. Shared Nearest Neighbors (SNN) is one densitybased method; see Daszykowski et al. (2001) . In SNN, there are three user-specified integers, k 0 , k 1 and k 2 , and k 0 > k 1 . For each point, k 0 nearest neighboring points are recorded. Then, if two points share at least k 1 nearest neighboring points, we say that these two points are connected. If one point has at least k 2 points connected with it, this point is called a core point. Only core points are counted when we determine the number of clusters. The number of clusters is the number of disconnected groups of connected core points. Any two core points in the same group are connected by at least one path, but there is no path connecting any two core points from two different groups.
The major disadvantage of the density-based methods is that k 0 , k 1 and k 2 are critical user-specified parameters in the algorithm. The final answer K * is very sensitive to the values of these parameters. The selection of the parameter values is arbitrary or depends on the user's understanding of the dataset. Therefore, the number of clusters given by the density-based method may be wrong because of the improper selection of the parameter values.
Scale-based methods
The third type of method is scale-based methods such as the one proposed by Kothari and Pitts (1999) . There is one scale parameter λ t in the algorithm that gives the minimum allowable distance between cluster centers. As λ t increases in small increments, the number of clusters detected is monotone decreasing. The algorithm finds K t , the number of clusters associated with each value of λ t . A graph of K t vs. λ t is constructed and the number of clusters K * is set equal to the K t that corresponds to the largest horizontal range of λ t . In Fig. 2 , K t = 3 for λ t from 0.35 to 0.6; so K * = 3. Costa and Netto (1999) , Herbin et al. (2001) , and Wang et al. (2004) provide other versions of scale-based methods.
The scale-based method proposed by Kothari and Pitts (1999) can be simplified into the following steps:
Step 0. Standardize the dataset such that each variable has a mean of zero and unit variance, denoted as X. Initialize: t = 0; K 0 = K max , a number greater than the maximal possible number of clusters; λ 0 and the scale increment λ. Step 1. Cluster X into K t clusters using the method of K-means (or any other clustering method which segments a dataset into K t clusters). Find K t cluster centers. Step 2. If the distance between any two cluster centers is less than λ t , combine into one cluster.
Step 3. Iterate: t = t + 1; K t = the number of remaining clusters; λ t = λ t−1 + λ.
Step 4. If K t = 1, go to Step 5; otherwise, go to Step 1.
Step 5. Graph K t vs. λ t · K * > 1 corresponds to the longest horizontal segment.
Scale-based methods are capable of dealing with nonconvex clusters in contrast to model-based methods. They are not overly sensitive to user-selected threshold values in contrast to the density-based methods. However, there is a significant problem in that the scale-based methods determine the number of clusters correctly only if there are two or more clusters in the data. The methods are not capable of concluding that the number of clusters is equal to one. This is quite important in MSPC, since one operational mode is the most common situation.
Scale-based methods cannot conclude that there is one cluster because the algorithm stops when K t = 1, as you can see in Step 4 and Fig. 2 above. Therefore, the longest horizontal interval can never lead to the result K * = 1. If the algorithm continued, increasing the scale parameter to infinity, the number of clusters detected remains at one. Therefore, the longest horizontal interval would always lead to the result K * = 1. Thus, the algorithm has to stop when K t = 1. If there is only one cluster in the dataset, the scalebased method always concludes that the number is greater than one. We propose a modification to the scale-based method in Section 3 such that it can detect one cluster and can be applied in MSPC.
The SBDD method to determine the number of clusters
This section proposes a scale-based method that is able to identify exactly one cluster or more than one cluster. Consider a matrix X n×p that contains baseline data where n is the number of observations and p is the number of variables. Also, assume that there are K * operational modes in X. We construct an augmented dataset X D such that it has 2K * clusters. We can safely apply the scale-based method to find the number of clusters in X D , and then we divide it in half to find the number of clusters in X.
The matrix X D consists of the points in X and a clone of those points and has an extra dummy dimension. Figure 3 illustrates the concept behind X D . The stars in Fig. 3 are centers for clusters. Figure 3(a) shows an original dataset X in one dimension with two clusters, whose centers are labeled A and B respectively. 
The SBDD method
The steps of the SBDD method are given below:
Step 0. Select a small initial value for d and for d, which is the increment for d. A recommended initial value for d is one or two, and for d is a half or one.
Step 1. Standardize the data such that each variable has a mean of zero and a variance of one to eliminate the effect of scales of different variables. Denote the standardized matrix by X n×p .
Step 2. Construct an augmented matrix with dummy dimension as follows:
where 0 is an n × 1 vector with each element having a value of zero, and D is an n × 1 vector with each element d.
Step 3. Apply the scale-based method described in Section 2.3 to determine K * D , the number of clusters in X D . Compute and record the cluster centers at each λ t in the scale-based method.
Step 4. Check whether d was correctly chosen. The value d is correct if half of the cluster centers detected in X D have a zero value in the dummy dimension and the other half have d in the dummy dimension; i.e., the cluster centers in X D have the pattern: 
More about selecting d
The distance d between the original data and the clone must be chosen correctly. Revisiting Fig. 3 , note that if d is too small relative to the distance between the cluster centers, the Multinormal  1  1  2  1  2  1  Non-convex  3  6  9  2  3  3  Oven  2  2  11  2  2  2  Wine  3  2  1  1  3  3 scale-based method will incorrectly detect only two clusters in X D : one consisting of clusters A and A with center (−0.8, d/2) and the other consisting of clusters B and B with center (1.2, d/2). As you can see from this example, if d is too small we can easily detect it since the cluster centers do not follow the pattern in Equation (2).
If d is too large relative to the distance between the cluster centers in Fig. 3 , the scale-based method will incorrectly detect only two clusters in X D : one consisting of clusters A and B with center (0, 0) and the other consisting of clusters A and B with center (0, d) . Here, the values of the first dimension of these two centers is zero, because X is standardized such that it has zero means and a unit variance on each dimension of X. However, the cluster centers appear to follow the pattern in Equation (2)! Since we can easily detect when d is too small, but can not when d is too large, the algorithm begins with a very small d and increases until the desired pattern for cluster centers is observed.
Experiments
In this section we present four datasets and use the methods described in Sections 2 and 3 to determine the number of clusters. The experimental results, as shown in Table 1 , indicate that the SBDD method successfully identifies the correct number of clusters in each of these four datasets. The other three methods only work on some of these four datasets.
In these experiments, for each dataset, we apply the model-based method proposed by Fraley and Raftery (1998) , the density-based method proposed by Ertoz et al. (2003) , the scale-based method proposed by Kothari and Pitts (1999) , and the currently proposed SBDD method. For the density-based method, to show the effects of the arbitrarily chosen parameters, we use two different sets of parameters. Then, the results given by these four methods are compared.
Multivariate normal data with one cluster
Consider a dataset X 0 generated by a multivariate normal distribution with five variables having the following mean vector and covariance matrix: 10, 10, 30, 25, 40] T ,
We generate 300 observations and since all the data is generated by the same distribution there is only one cluster. The covariance matrix is arbitrarily selected and has the features of a covariance matrix: (i) all diagonal values are positive; (ii) symmetric; (iii) positive definitive.
The first row of Table 1 shows the results when these four methods are applied on the multinormal dataset. We can see that the SBDD method and the model-based method give the correct answer, and the scale-based method incorrectly selects two clusters. The density-based method gives the correct answer with one set of parameters but gives an incorrect answer with another set.
We generate another two datasets X 1 and X 2 with the same µ but different covariance matrices Σ 1 and Σ 2 , respectively. The SBDD method is applied. These two covariance matrices are
The properly selected value of d for X 0 differs from the one for X 1 , but is the same as the one for X 2 . However, the detected number of clusters remains the same.
Non-convex cluster
A dataset in two dimensions with three clusters, one of which is a concave, is shown in Fig. 4 . This dataset can be accessed at the following address: http://www.stat. rutgers.edu/∼jklin/567/hw3data1.txt.
The results obtained by applying the four methods to this dataset are given in the second row of Table 1 . The scale-based method and the SBDD method both correctly identify three clusters. The model-based method incorrectly identifies six clusters. The density-based method also fails with both parameter sets. 
Two-zone industrial oven simulation
The third dataset we consider comes from a simulation we developed in Simulink in Matlab of an industrial oven with two zones. As shown in Fig. 5 , a conveyor passes through the two zones, each zone having a different target temperature. We simulate this system focusing on the temperatures in each zone.
We choose this simulated system as an example here because it captures the characteristics of modern manufacturing systems: (i) controllers are widely used; and (ii) it is hard to tell whether the clusters formed by the observations of process variables are convex or not. Thus, if one method of determining the number of operational modes works in this simulated system, it is promising to work in a real manufacturing system.
The simulated baseline dataset consists of four variables corresponding to the four sensors, i.e., the thermocouples, used to record the temperatures at the bottom and top of each zone. Data is collected from the simulation after an initial start-up of 1000 seconds. Then data is recorded every 10 seconds from the four sensors for a total of 10 000 seconds. The sampling interval is chosen to avoid autocorrelations in the data.
A typical industrial oven has some important features that are captured in the simulation:
1. The oven has Proportional-Integral-Derivative (PID) controllers in the first zone to ensure the target temperatures are maintained. PID controllers are feedback controllers: if the sensor detects that the current temperature is not equal to the target, the level of heat is increased or decreased. 2. The temperature in one part of the oven affects the temperatures in the other parts. The bottom temperature of zone 1 affects the top temperature of zone 1. Both the top and bottom temperatures in zone 1 affect the top and bottom temperatures in zone 2. 3. There are several sources of random noise that affect the temperatures in each part of the oven. The noise effect and the controllers are described in detail in the control diagram in Fig. 6 .
The simulation is run to create two clusters representing two successful operational modes defined by target values for the first zone. For the first 4000 seconds the target values for the top and bottom temperatures at zone 1 are 300
• C and 350
• C, respectively. Then the targets are adjusted to 310
• C and 360
• C for the two temperatures. In a plant, such a shift could be caused by the transition from warmer to colder ambient temperatures. For example, in the food processing industry, the operator notes that the product is browning less, the target value is adjusted accordingly to ensure that the final product has consistent characteristics.
In manufacturing practice, there may be a logbook to record when and how the target values are adjusted. Small adjustments are made to ensure the consistency of the product quality. Because of the existence of noise, adjusting target values may or may not lead to multiple clusters in the data space. Only those adjustments large and persistent enough may cause multiple clusters. However, it is still hard to tell what adjustment can be called "large enough". Thus, even with the logbook in hand, we still have to analyze the baseline dataset with a cluster analysis method to determine the number of clusters.
The results obtained when we apply the four methods to the industrial oven dataset are listed in the third row of Table 1 . The model-based method, the scale-based method, and the SBDD method detect the number of clusters correctly, but the density-based method succeeds only with one of the two sets of parameters. However, the convexity of the data clusters can not be verified in the highdimensional space. We also have no prior knowledge of the actual number of clusters in the dataset. Thus, we still recommend the SBDD method for use in MSPC applications.
Wine
The last dataset we analyze has 13 variables that characterize the ingredients used to produce three different wines. The data is published by the UCI Machine Learning Repository and can be accessed as follows: ftp://ftp.ics.uci.edu/pub/machine-learning-databases/ wine/.
Row 4 of Table 1 shows the results obtained by applying the four methods to the data. The scale-based method and the SBDD method successfully detect three clusters, whereas the other two are unable to do so.
Discussion and conclusions
In this paper, a method is proposed to determine the number of operational modes represented by clusters in baseline MSPC data. The proposed method has the following specific features: (i) it detects the correct number of clusters whether the dataset has one or more clusters; (ii) it detects the correct number of clusters whether the clusters are convex or non-convex; and (iii) it is not sensitive to user-specified parameters.
To demonstrate the performance of the proposed method, we apply it, along with three existing data mining methods for clustering, to four datasets and compare their performances. Three of these four datasets are simulated and the remaining one is a real dataset of the ingredients of three wines. The number of clusters in these datasets are known in advance. The results show that the proposed method gives the correct numbers of clusters on all four datasets, while the others are unable to do so.
The limitation of the proposed SBDD method is that it could result in an incorrect value for the number of clusters in highly non-convex clusters, for example, when one cluster forms a donut around another one. In the SBDD method, we use the cluster center to represent each cluster and use the distance between them to determine whether or not we should combine clusters into one cluster. If two highly non-convex clusters have very close centers, they could be combined into one cluster. However, most likely, clusters of MSPC data are convex or mildly non-convex, as in the illustrative non-convex example.
One topic for future research is to ensure that each cluster represents an operational mode. In this paper, we assume that each data cluster does so. However, in practice, a cluster could represent a transient mode or a fault mode; i.e., a transient mode does not have many consecutive points in it and a fault mode contains observations that produce poor results as in Chu et al. (2004) .
There are some other issues in need of further research after the number of operational modes in baseline MSPC data is determined: (i) how should data points in the baseline dataset be assigned to clusters; and (ii) in on-line monitoring, how should the new observations be classified to the proper operational mode and monitored by the MSPC model corresponding to the assigned operational mode? Although we can find methods in data mining to deal with these problems, new methods may be needed to take into account the specific features of observations in MSPC.
