ABSTRACT In a low-angle tracking scenario, it is difficult to get an accurate estimation of the direction-ofarrival (DOA) due to the presence of reflection path. Direct and reflected signals are highly correlated, which degrades the performance of conventional DOA estimation methods. To solve this problem, we develop a new method for DOA estimation by leveraging the 2,1 -norm minimization technique in a sparse recovery theory. To be more specific, we treat the direct signal and the corresponding reflected signal as a group, where we encourage group sparsity by applying 2,1 -norm minimization. We use the information of reflected signal to overcome the effect of reflection path. Moreover, we also propose another sparse recovery-based method which uses information of the predetermined reflection path coefficient under some certain conditions. A method of choosing the regularization parameter is proposed to ensure the robust sparse recovery. Meanwhile, the Cramer-Rao bound (CRB) of low-angle signals is also derived as there is no direct derivation of it. Numerical results demonstrate that the proposed methods can yield superior performance in solving the DOA estimation than the existing methods.
I. INTRODUCTION
Direction-of-arrival estimation is a well-studied problem in the field of array signal processing. In the past few decades, there have been various methods proposed for DOA estimation, including subspace-based methods, parameter estimation methods and sparse-representation based methods. The subspace model based methods, e.g., Multiple Signal Classification (MUSIC) [1] and Estimation of Signal Parameter via Rotational Invariance Techniques (ESPRIT) [2] , often require eigendecomposition which is computationally expensive. Moreover, performance of these methods relies on asymptotic assumptions, e.g., large number of snapshots, which is significantly deteriorated when the covariance matrix faces rank loss due to the presence of coherent signals. The parameter estimation algorithms consist of variants of maximum likelihood (ML) estimation techniques [3] , [4] which are much less sensitive to the signal coherence. However, they have high computation cost and exhibit a threshold behavior at low signal-to-noise ratio (SNR). Sparse-representation based methods apply reconstruction of signals from highly undersampled data. When the number of signals is sufficiently small, DOA estimation can be represented as a sparse signal recovery problem. There are only a few nonzero elements in the spatial spectrum of array signals, which corresponds with their spatial locations. This motivates us to apply the sparse recovery theory to yield more concise expression of signals. In contrast, the performance of conventional high resolution adaptive spatial processors can degenerate dramatically when dealing with coherent signals, given that these methods rely on the estimation of a covariance matrix that can be rank deficient in the presence of coherent signals.
In low angle tracking scenario, the direct path and reflection path of signals are close to each other. It's difficult to distinguish the direct signals from the reflected signals as they are coherent and always fall within the beamwidth of the array. The direct path and reflection path of the signals will merge into a coherent signal to make a decrease in rank of the covariance matrix. Thus, when subspace-based methods are used for direction finding of signals with a reflection path, the performance may deteriorate severely. To resolve this problem, a common method is to use decoherence algorithms to preprocess the array signal. Some high-resolution DOA estimation approaches, including spatial smoothing and spatial difference techniques [5] , [6] , have been developed during these years. However, these methods also have their shortcomings including the loss of array aperture, resulting in resolution reduction. Given that the sparse representation based methods do not require the covariance matrix of signals, this motivates applications in estimating the DOAs of coherent signals. However, conventional sparse-representation based methods estimate DOAs without considering the geometrical relationship between the direct path and reflection path of signals. Although the sparse-representation based methods can deal with coherent signals, there is still mutual interference between the direct signal and the reflected signal, especially in the scenario of low angle tracking. Hence, the development of a robust and accurate DOA estimation method that takes into consideration of the geometrical relationship of signals with reflection path is of significant interest.
In this paper, a sparse-representation based method is proposed for DOA estimation in low angle tracking scenario by using 2,1 -norm penalty plus a weighted covariance fitting (least square) criterion. The proposed method leverages the geometric structure of low-angle signals together with the information of reflected signals. The direct signal and the corresponding reflected signal are regarded as a group and the 2,1 -norm is leveraged to ensure the group sparsity, which solves the problem of signal coherence. Therefore, there is no need for decoherence preprocessing, which makes the calculation of estimation simple and precise. Another novel method based on the sparse recovery theory is proposed for some specific situations. By using the information of predetermined reflection path coefficients, the direct path signal and the corresponding reflection path signal are added as atoms to construct an overcomplete dictionary for sparse reconstruction, which in turn yields higher estimation accuracy.
The rest of the paper is organized as follows: we introduce the signal model in low angle tracking scenario in Section II, followed by the proposed methods of DOA estimation for low angle targets in Section III. Section IV provides the derivations of Cramer-Rao Bound of single path signals and multipath signals with different parameters. Numerical results are given in Section V. The conclusion is provided in Section VI.
II. SIGNAL MODEL
Consider a uniform linear array of M sensors receiving K narrowband signals located in distinct directions from far field. The interelement spacing of the array is d. The number of snapshot is N . When the sources undergo surface reflection, they may produce direct paths and reflection paths.
For the kth target source T and the mth sensor, suppose the reflection path coefficient of the specular reflection path of the source T is G k . The direct path (AT), the ground reflection path (ABT), and the geometry of the scenario are illustrated in Fig. 1 , where B is the reflection point. The phase center of the array is located at height h r . The length of the direct path is R d . The elevation and depression angle are θ dk and θ ik . An angle above the horizon is defined to be positive, whereas an angle below the horizon is negative. When the source T is located in the far field, the path AT and BT can be considered parallel. Therefore, the geometrical relationship of the elevation and depression angle is θ dk = −θ ik . When the source T is located in the near field, the path AT and BT are not supposed to be considered parallel. According to the model given in [7] , we have
Let s dk (t) and s ik (t) denote the complex envelope of the kth received signal from the direct path and ground reflection path respectively. The signals are coherent with each other given that they correspond to the same source. The relationship between signals from two paths can be given as
where G k = ρ (θ dk )e −j2π R k /λ with the wavelength λ. The coefficient ρ (θ dk ) is related to θ dk , surface properties and some other properties. The path difference R k ≈ 2h r sin θ dk . For the multi-target situation, the M × N array output matrix is given by
where
and A (θ i ) are the M × K steering matrices of the direct and reflected signals where
.a (θ dk ) and a (θ ik ) are the M × 1 steering vectors of the uniform linear array (ULA) of the kth direct and reflected signal where
T is the K ×N matrix of the direct signals.
additive Gaussian noise matrix with the covariance matrix σ 2 n I.
III. DOA ESTIMATION METHOD
To cast the DOA estimation problem in a sparse recovery framework, we start to formulate the DOA estimation of the signals with reflection paths as a problem of sparse signal recovery in an overcomplete matrix. The general framework of sparse representation is to exploit the linear combination of some samples or ''atoms'' to represent the probe sample, to calculate the representation solution, and then to utilize the representation solution to reconstruct the desired results [8] . The representation result, that is, the solution to the problem of sparse signal recovery, is strongly related to the regularizer, including the sparse representation with the 0 -norm minimization and sparse representation with the 1 -norm minimization.
Sparse representation with the 1 -norm originates from the LASSO (least absolute soft shrinkage operator) problem [9] . Extensive sparse representation methods with the 1 -norm have been proposed because the 1 -norm optimization problem has an analytical solution and can be solved in polynomial time. The 1 -norm optimization problem considers each element in the sparse spectrum to be independent of each other. When dealing with the joint sparse recovery problem, the 2,1 -norm minimization originating from the group LASSO problem [10] is a better choice. Group LASSO is proposed in order to allow predefined groups of covariates to be selected into or out of a model together, which is also been widely used in image processing.
We develop two methods to solve the multipath DOA estimation in the scenario of low-angle tracking leveraging the sparse recovery theory. One method is proposed in the case where G is unknown, the other is proposed for some specific conditions where the parameter G is predetermined.
A. SINGLE SNAPSHOT CONDITION
Under the single snapshot condition, that is, when N = 1, (2) can be rewritten as
where x is the M ×1 array output vector, s d is the K ×1 vector of the direct signals and n is a M × 1 additive Gaussian noise matrix with the covariance matrix σ 2 n I.
1) METHOD FOR UNKNOWN G
When the value of G at any angle is uncertain, following the sparse localization framework, (3) can be rewritten as a unified noise-aware sparse model.
where the overcomplete dictionary
, which is a sampling grid of all potential directions in spatial domain. In the set, we havẽ θ j > 0 (1 ≤ j ≤ N θ ) corresponding to the direct signals domain andθ j < 0 (N θ < j ≤ 2N θ ) corresponding to the reflected signals domain. Following the far-field signal model given in Section II, we haveθ N θ +j = −θ j , where 1 ≤ j ≤ N θ . The 2N θ × 1 sparse spatial spectrum vector is given
. n m is the M × 1 additive Gaussian noise vector with the covariance matrix σ 2 n I. In the 1 -norm optimization problem, the elements in the sparse spatial spectrum are independent. In the multipath case of far-field signals, the elevation and depression angles are symmetric according to the geometric relationship. The elements in the corresponding positions of the spatial spectrum are supposed to be considered as a group being zero or nonzero at the same time. Therefore, we employ the 2,1 -norm minimization to our sparse representation problem.
The expression of the optimized sparse spectrumŝ m is given asŝ
where . τ m is a nonnegative regularization parameter.
2) METHOD FOR PREDETERMINED G
The value of the parameter ρ (θ d ) can be determined under some given conditions [11] . Therefore, we can obtain the value of G at any θ d on certain conditions. Thus, the expres-
According to the signal model given in (3), the reconstruction problem can be considered as a DOA estimation problem in the single path case with the steering vector
Thus, we can construct an overcomplete dictionary
where ψ j is the jth column of the dictionary.
We first construct the dictionary as
After normalizing the energy of each column of the dictionary, we have
The sparse model with predeterminedĜ in the single path case is given as
is a N θ × 1 sparse matrix of signals and n g is the M × 1 additive Gaussian noise matrix with the covariance matrix σ 2 n I. When N = 1, the problem is under the single measurement vector case (SMV), which can be considered as a traditional sparse representation problem of sparse recovery DOA. The expression of sparse spectrum in the case of predeterminedĜ is given aŝ
x l is the lth entry of x, s g q is the qth entry of s g , and ψ l,q g is the element of the lth row and the qth column of g . s g 1 is the 1 -norm of s g and τ g is a nonnegative regularization parameter. The convex formulation (5) and (10) can be solved by interior-point algorithm based software packages including CVX [12] . It can also be solved by algorithms leveraging the proximal operator, including the proximal gradient method and the alternating direction method [13] .
B. MULTIPLE SNAPSHOTS CONDITION
When N > 1, the problem is converted into an optimization problem under the multiple measurement vector (MMV) case, which can be solved by a joint sparse representation.
Although the problem under the MMV case can be solved by CVX and some other algorithms, the main drawback of solving it is the computational cost. The computational effort required to solve the problem increases superlinearly with the number of snapshot N . Thus, the 1 -SVD method [14] is introduced to solve this problem when the number of snapshot is large.
The main idea of 1 -SVD method is to use singular value decomposition (SVD) of the M × N array output data matrix to reduce the computational complexity. The idea is to decompose the data matrix into the signal and noise subspaces, keep the signal subspace, and mold the problem with reduced dimensions into the multiple-sample sparse spectrum estimation problem with less dimensions [14] , and then the sparse recovery theory is applied to the SVD processed data to get the estimation of DOA.
1) METHOD FOR UNKNOWN G
Following the sparse localization framework, the optimized sparse spectrum under the multiple snapshots condition can be written in a similar way as (5) .
where X SVD is the M × N array output vector processed by 1 -SVD method. The 2N θ × N sparse spatial spectrum is given as
wheres m j is the jth entry ofs m . τ m is the regularization parameter.
2) METHOD FOR PREDETERMINED G
When N > 1, the predetermined reflection path coefficients and the overcomplete dictionary are calculated in the same way as (6) and (8) .
The expression of sparse spectrum in the case of determinedĜ is given aŝ
Frobenius norm is defined as
T , wheres g j is the jth entry of s g . τ g is a nonnegative regularization parameter.
The convex formulation (11) and (12) can be solved by software packages including CVX and other optimization algorithms.
Moreover, the solution of (5), (10), (11) and (12) are highly sensitive to the parameter τ as this parameter balances the sparsity and the data fidelity, and its poor choice may lead to a non-sparse solution. Therefore, an appropriate selection of τ is required to guarantee the robust sparse recovery, which will be investigated in the next subsection.
C. REGULARIZATION PARAMETER SELECTION
Here we analyze how to choose a proper τ m and a proper τ g . Unlike [15] and [16] which determine an appropriate choice of τ by revisiting the minimization of (11) and (12) from its dual maximization, [17] gives a selection of τ directly via the Karush-Kuhn-Tucker (KKT) conditions [18] under an additional nonnegative constraint. However, this choice of the regularization parameter leverages confidence intervals based on the χ2-distribution of the noise, which only gives a lower VOLUME 6, 2018 bound of τ . Performance degradation will occur when the value of τ is large enough.
We determine a method of choosing the regularization parameters by revisiting the minimization of (11) and (12) using its derivative. As the form of (11) and (12) are similar, we first figure out the method of choosing τ m . The selection method of τ g can be find out in a similar way.
1) A CHOICE OF τ m
The objective function is given as
wherex l is the lth entry of vec (X), ands m q is the qth entry of vec (S m ).ψ l,q is the element at the lth row and the qth column of the diagonal matrix¯
In order to find a solutionŜ m that can minimize the function J m (S m ), seeking out the zero point of the partial derivative ∂J m (S m ) /∂S m is the first choice. We divide J m (S m ) into the real part and imaginary part, and deal with the derivatives respectively.
For an elements m j ins 
We have
where (·) * is the complex conjugate. However, when the elements ofs 
The elements ofŜ m can be paired up according to the geometric relationship of multipath signal model and be divided into N θ groups. Suppose there are ω groups of nonzero elements and we have K ≤ ω ≤ N θ , where K is the number of targets.
Combine the equations in (14) and inequalities in (16), we obtain
H is the conjugate transpose. N m is the noise matrix, and s m is reconstruction error between the true signal and the solutionŜ m .
According to the Lagrange Mean Value Theorem, (18) can be expanded as When the reconstruction error s m lies in a neighborhood of zero, (19) occurs with high probability, that is,
mn m ] ∈ ϒ) holds a high value with the small constant ϒ lying in a neighborhood of zero.
According to Chebyshev's Inequality, the values of random variables lie around expectation value with high probability. Hence, the optimal τ 2 m may be chosen as the expectation value ofn H m¯
Utilizing eigenvalue decomposition of¯
• m¯
•H m , we get
where U is a unitary matrix composed of eigenvectors, and
Thus, the choice of τ m is
2) A CHOICE OF τ g Now we find out the selection method of τ g in the same way introduced above. As the objective functions are in the same form, the parameter τ s of the conventional sparse recovery DOA method can also be solved by this proposed method. The objective function is given as
wheres g q is the qth entry of vec S g .ψ l,q is the element at the lth row and the qth column of the diagonal matrix¯
Considering the case when the elements of S g are nonzero and the case that they are zero, we obtain the relationship between τ g and the solutionŜ g by leveraging knowledge of subderivative.
where ς ∈ [0, 2]. N g is the noise matrix, and s g is reconstruction error between the true signal and the solutionŜ g . It's obvious that tr ¯ • g¯
Thus, the choice of τ g is
IV. DERIVATION OF CRB
Under the assumption that the aforementioned signals are temporally white and the sensor noise is both spatially and temporally white. The covariance matrix of single path signals is given as
where A is the steering matrix of single path signals, P is the covariance matrix of corresponding signals.
The array output of (2) is also a temporally white random matrix with the following covariance matrix. * is the complex conjugate. P d is the direct-path signal covariance matrix.
Under the previous assumptions and the Gaussian hypothesis, the Fisher information matrix (FIM) for the unknown parameter vector α is given by
where FIM s is the Fisher information Matrix of single path signals, and FIM m is the FIM of multipath signals.
We will provide the expressions of Cramer-Rao Bound under different parameter vectors α of single path signals and multipath signals.
We provide the derivation of the CRB of single path signals with the parameter
T and p = vec (P). We denote the CRB of single path signals as CRB s .
Then we provide the derivation of the CRB of multipath signals in the case of predetermined G with the parameter
We denote the CRB of multipath signals with predetermined G as CRB m .
We provide the derivation of the CRB of multipath signals in the case of undetermined G with the parameter
We denote the CRB of multipath signals with undetermined G as CRB mg .
The expressions are given in Table 1 and the derivation of these CRB is given in Appendix A.
In the Table 1 , we have 
V. SIMULATION RESULTS
In this section, numerical results are presented to validate the proposed methods and to demonstrate their performance.
In our simulations, we employ an array with M = 40 vertically spaced uniform elements, and the wavelength is λ = 1m. The case of uncorrelated complex signals contaminated by white Gaussian noise is considered. All simulation results are obtained based on 1000 Monte Carlo runs. The methods of DOA estimation leveraging sparse recovery theory [14] and spatial smoothing MUSIC method (SSMUSIC) [5] are used for comparison. Cramer-Rao bound with three different parameters derived in Section IV are also included for the comparison. The size of the subarray is 25 in the SSMUSIC algorithm, and forward spatial smoothing is used in the algorithm. The grid space of overcomplete dictionary is set as
• . We assume that ρ = −0.9. The array height is h r = 18m. The target is located at
We use the root mean square error (RMSE) of the estimated θ d and the estimation accuracy rate to evaluate the performance of our proposed methods and methods for comparison. In the calculation of the accuracy rate, if the difference between the estimated DOA and the true DOA is less than 0.5 • , we consider that the estimation is accurate.
where V = 1000 is the number of Monte Carlo runs. 1 A is the indicator function with the set A = {θ | 0 • ≤ θ ≤ 0.5 • }. θ dk is the true value of DOA of the kth direct signal and θ kv is the vth trial result of the kth signal.
As for the selection of the regularization parameters in the simulations, it is obvious that elements of the sparse spectrum are not likely to be completely zero due to the presence of noise. Thus, the number of nonzero elements is set as ω = N θ in our simulations. The regularization parameters are chosen as
As the 1 -norm optimization problem and the 2,1 -norm optimization problem are all convex optimization problems, all the spatial sparsity based methods are solved by CVX.
We denote the SSMUSIC method by ''SSUMSIC''. Denote by ''Basic-SR'' the method of DOA estimation using sparse recovery theory. We denote the proposed group sparse recovery DOA estimation method with the unknown expression of G by ''Group-SR'', and denote the proposed method with the determined expression of G by ''Gknown-SR''. The Cramer-Rao Bound of single path signals is denoted by ''CRB-Single''. The Cramer-Rao Bound of multipath signals with parameter α 2 is denoted by ''CRB-Multi-G''. The Cramer-Rao Bound of multipath signals with parameter α 3 is denoted by ''CRB-Multi''. We will evaluate these methods under different simulation conditions. Fig. 2 shows the RMSE of the estimated θ d against the input SNR varied from −10 dB to 6 dB. Fig. 3 shows the accuracy rate of the estimated θ d against the input SNR. It is obvious that our proposed methods ''Gknown-SR'' and ''Group-SR'' have better performance in terms of estimation error and estimation accuracy at any SNR within −10 dB to 6 dB at low angle
The spatial sparsity based methods outperform ''SSMUSIC'' in the low-angle and single snapshot case. Fig. 3 shows that our proposed methods can distinguish the directions of two targets. The accuracy rates of ''SSMUSIC'' and the ''Basic-SR'' method only reach below 0.6, which means these methods cannot distinguish two targets well under this simulation condition. The ''Gknown-SR'' method outperforms other methods since it takes advantage of more information of our received signals, not only the energy of reflected signals but also the reflection path information. Fig. 5 both show that our proposed methods can distinguish DOAs of multiple targets properly and accurately while the ''Basic-SR'' method has limited estimation precision along with increasing of SNR. The RMSE of all methods in the second simulation are reduced and the accuracy rate of all methods are improved under the multiple snapshots condition. Therefore, as our proposed methods leverage more information of received data, they perform better than traditional algorithms at any SNR and any number of snapshot.
VI. CONCLUSION
In this paper, the sparse recovery theory is leveraged to solve the reflection path problem in low angle tracking scenario. We present a model of signal with a specular reflection path and formulate the DOA estimation as a problem of sparse signal recovery. We propose a method in the case of unknown G by leveraging the 2,1 -norm minimization technique in sparse recovery. We propose another method in the case of predetermined parameters G, which constructs an overcomplete dictionary using the geometry information of signals with reflection paths. We also propose a method VOLUME 6, 2018 of selecting the regularization parameters, which gives a range of the parameters. Moreover, Cramer-Rao Bound for the multipath condition with different parameters are derived for precise performance comparisons in the simulations. The performances of proposed methods illustrate that our sparse recovery based methods can achieve a higher DOA estimation accuracy in multipath environments than some other popular methods do. The array is assumed perpendicular to the ground in the signal model. In the situation where there is an angle between the array and ground, the proposed methods can also be applied to solve the DOA estimation problem in low angle tracking scenario. Relatively minor modifications are required to the expression of DOAs due to the change of geometric relationship. The DOAs are supposed to calculate by the difference between the elevations of paths and array. Moreover, our methods do not consider the diffuse components of signals. In the scenario of complex terrain, signals will be disturbed by severe diffuse reflection, affecting the selection of the regularization parameter, which will be addressed as our future work.
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