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INTRODUCTION
Recently, grating-based x-ray multicontrast imaging has attracted a lot of interest in the medical imaging field. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] By incorporating three x-ray gratings, a conventional x-ray absorption contrast imaging system can be upgraded into an x-ray multicontrast imaging system, which can generate three sets of images with distinctive and endogenous contrast mechanisms: the conventional absorption contrast, the differential phasecontrast (DPC), and the dark-field contrast. The DPC and dark-field contrast have been found to be complementary to the conventional absorption contrast. Therefore, the three contrast mechanisms can potentially be used in a synergistic way to improve the imaging performance for tissue differentiation, material characterization, and lesion detection.
A typical x-ray multicontrast image acquisition process often involves a phase stepping procedure, in which one of the gratings is translated laterally over its period in a total of M phase steps, and an x-ray intensity measurement is performed at each phase step. In the absence of noise, a phase stepping measurement leads to the following sinusoidal intensity modulation for each detector pixel:
where N ðkÞ ðk ¼ 1; 2; Á Á Á ; MÞ is the expected x-ray intensity measured at each phase step. The three characteristic parameters, N 0 , N 1 , and /, are related to the signals of the absorption, dark-field, and phase-contrast mechanism, respectively.
In reality, each x-ray intensity measurement is always contaminated by noise. In order to accurately extract signals of the three contrast mechanisms, the intensity measurements can be repeated many times and averaged at each phase step, so that the expected photon number at each phase step (i.e., N ðkÞ ) can be estimated before Eq. (1) is used to extract the three parameters. However, repeated x-ray measurements are impractical in medical imaging due to the concerns of potential risks associated with ionizing radiation and prolonged imaging time. Therefore, the question encountered in the multicontrast signal extraction process is, how does one estimate the three characteristic parameters from a single set of phase stepping measurements? Namely, how does one seek for a set of three parameters, fN 0 ; N 1 ; /g, that best fit the measured set of data N ðkÞ ? The least squares method is a natural choice to address this problem, and it was used implicitly 1 or explicitly 15 to accomplish this goal. A closedform solution for fN 0 ; N 1 ; /g, denoted as fN 0 ;N 1 ;/g, has been derived from the least squares optimization problem and is widely used in literature. 1, 2, 15 However, one fundamental question that remains to be addressed is how accurate are the multicontrast signals when the aforementioned least squares method is used? To better illustrate the rationale behind the question, let us assume that the x-ray intensity measurement at each phase step can be repeated many times to collect an ensemble of data under identical experimental conditions. In this case, one can use two different methods to extract the three characteristic parameters of interest. The first method is to take the experimental mean of the measured photon number at each phase step to estimate N ðkÞ before applying the least squares method to extract the three parameters: N 0 , N 1 , and /. Alternatively, one can use the least squares method to estimate the three parameters (N 0 ,N 1 , /) from each set of phase stepping measurements. Then, one can calculate their mean values, hN 0 i,hN 1 i, and h/i, from the repeated experiments. Whether the estimated multicontrast signals are biased or not depends on the agreement in the outcome between the above two methods. If the two methods generate the same outcome, the least squares multicontrast signal estimation method is defined as an unbiased estimator. Otherwise, the method is defined as a biased estimator. If an estimator is found to be a biased one, then it is important to address the following two intriguing questions: (a) how large is the bias? and (b) how does the bias depend on the signal itself and the data acquisition system? Note that the statistical variances of multicontrast signals estimated using the least squares method have been extensively studied in previous works. [15] [16] [17] [18] [19] [20] [21] [22] [23] To the best of the authors' knowledge, the potential bias of the estimated multicontrast signals, which is essentially a quantitative descriptor of the multicontrast signal accuracy, has not yet been fully addressed in the literature. The purpose of this work was to conduct both theoretical and experimental studies on this important topic in grating-based x-ray multicontrast imaging.
BRIEF REVIEW OF THE LEAST SQUARES SIGNAL ESTIMATION METHOD IN X-RAY MULTICONTRAST IMAGING
With the acquired data, N ðkÞ (k = 1,2,⋯,M), the least squares-based signal estimation can be formulated by solving the following minimization problem:
By negating the partial derivatives of the least-squared objective function with respect to the parameters N 0 ; N 1 , and /, a closed-form solution to the minimization problem in Eq. (2) can be readily derived as follows:
where Arg(z) denotes the principal value of the argument of a complex number z. The range of the principal value is limited to (Àp,+p] in this paper. When the actual differential phase signal / is beyond the range of the principal value, it is folded back to the principal range by a modulus operation Arg (z) = arg(z)+2mp, where m is an integer. This folding process has been widely referred to as phase wrapping in phase retrieval. Eq. (3)- (5) were widely used in most of the published literature to extract multicontrast signals in grating-based systems, although the explicit least-squares fitting procedure may not have been used. Note that when the least squares method was not explicitly used, then it was the following assumption that was implicitly used to derive the same solution, that is, a single measurement of N ðkÞ can be used to replace the expected signal level in Eq. (1) . As a matter of fact, this assumption is just a direct statement of the least-squares solution without tracking its mathematical foundation. 
where x is the measured data vector from which the estimator, h, is extracted, and P(x;h) is the probability density function (PDF) of x for given h. Theoretically speaking, ifĥðxÞ and P(x;h) can be written as explicit forms, the bias ofĥ can be directly calculated. However, in many cases, a direct analytical calculation of the integration in Eq. (6) may not be possible. In this case, one can proceed by using the Taylor series expansion method to approximateĥ around x as follows:
where x i denotes the i th element in the data vector x. The expansion above assumes thatĥðxÞ is continuous everywhere.
Under this approximation, the statistical mean of the estimated value is given by EðĥðxÞÞ %ĥð xÞ þ
If the elements in x are uncorrelated, the following results can be readily derived:
hð xÞ ¼ h; (9)
where r
is the variance of x i and d i;j is the Kronecker delta. In practice, one uses the corresponding signals extracted from the sample mean of the measurement in order to define the truth in the definition of bias, which leads to Eq. (9). Equation (11) assumes that the measurements are independent. Using Eq. (6) and (8), the bias of an estimatorĥ can be approximately calculated as follows:
Namely, the bias of h is related to the second-order derivative of the estimator calculated based on the expected value of x and the variance of the measured data (r
).
3.B. Biases of multicontrast signal estimators

3.B.1. Bias of the absorption contrast signal estimator
Using the closed-form solution ofN 0 given in Eq. (3), the following result can be found:
Notice, additionally, that all of the higher order derivatives are also equal to zero becauseN 0 is linearly related to N ðkÞ , which immediately leads to the following exact result:
Namely, the absorption contrast signal estimator is an unbiased estimator.
3.B.2. Bias of the dark-field contrast signal estimator
Based on the closed-form solution ofN 1 given in Eq. (4), the following result can be obtained:
For quantum-limited photon-counting x-ray imaging systems, the recorded number of photons usually follows the Poisson distribution, which means that the variance of N ðkÞ is equal to its mean value, namely:
Therefore, the bias for the dark-field signal estimator is given by
where
, and it describes the mean fringe visibility of the grating interferometer. In practice, it is the fringe visibility that is used to define the dark-field contrast signal. Therefore, it would be interesting to directly study the potential bias of the following fringe visibility estimator:
With a few more straightforward calculations (please see APPENDIX C for details of the derivation), the bias of is found to be
Based on Eqs. (17) and (19), the dark-field signal estimator is a biased estimator, and the bias level depends on the total number of phase steps, the exposure per phase step used in data acquisitions, and the mean fringe visibility of the grating interferometer.
3.B.3. Bias of the differential phase-contrast signal estimator
Note that the Arg function that relates the estimator/ to the measured data N ðkÞ is not a continuous function everywhere. This point can be easily illustrated using the function h ¼ ArgðÀ1 þ ixÞ as an example. When x varies continuously from Àe to e, where ! 0 þ , the value ofĥ changes abruptly from Àp to p, indicating a discontinuity in this function. As a result, Eq. (12) cannot be used to calculate the bias of/.
To study the potential bias of the DPC signal estimator, an alternative method must be employed. Actually, due to phase wrapping, the following wrapped normal distribution 24 can be used to model the statistical distribution of the estimated/:
where/ 2 ðÀp; p and r 2 ¼ 2 M N 0 2 denotes the variance of the phase-contrast signal, which has been well investigated both theoretically and experimentally. [15] [16] [17] [18] [19] [20] [21] [22] Using Eq. (6) and the wrapped normal distribution in Eq. (19) , the bias of / can be calculated as follows (details are presented in Appendix A):
and
where the error function erf(x) and parameter D k are defined as follows:
Since (21) can be approximated as follows:
As shown in Appendix B, the Euler-MacLaurin summation formula can be used to approximate the summation in the last line of Eq. (25) . By substituting the above result into Eq. (21), the following major theoretical result is obtained for the bias of the phase-contrast signal estimator:
The above analytical formula is asymptotically valid for all / and r, since the only condition used in the derivation is that
ð2kþ1Þp is a small quantity, and this is generally true for k≥1. As shown in Fig. 1 , the approximate result in Eq. (26) 
As shown in Fig. 1 , this simple expression is valid up to r%1. Another observation is that bð/Þ is exactly zero when / ¼ 0, and the bias becomes larger when / deviates from zero. Therefore, the degree of bias in DPC signal estimation depends on the actual signal amplitude.
• Large r limit, that is, r ) p [ j /j. This corresponds to the low exposure limit in x-ray multicontrast imaging. In this case, the Taylor series expansion can be used to obtain the following approximations:
Using the above approximations, Eq. (26) gives the following simple result:
Namely, the amplitude of the bias of the DPC signal at the low exposure limit is as large as the signal amplitude itself. This seemingly surprising result can be explained as follows: At extremely low exposure levels, the variance r is so large that the wrapped normal distribution function approaches a uniform distribution for/ 2 ½Àp; þp. As a result, the expected value of/ is zero, and thus its bias is À /. This result agrees with what has been reported in Ref. [25] .
In the following section, experimental studies were performed to validate the above theoretical results regarding the biases of the multicontrast signal estimators.
EXPERIMENTAL VALIDATION STUDIES
Experimental studies were performed on a grating-based x-ray multicontrast benchtop imaging system. The imaging system uses a medical grade rotating-anode x-ray tube with 1.0 mm nominal focal spots (model G1582, Varian Medical Systems, Inc., Salt Lake City, UT) and a CdTe-based photon counting detector (model XC-XFLITE X1, XCounter AB, Sweden). The detector has a 1536 9 128 array of 100 lm pixels. The grating interferometer consists of a source grating G0, a phase grating G1, and an analyzer grating G2. Specifically, the source grating G0 has a pitch size of 20.7 lm and a duty cycle of 35%; the phase grating G1 has a pitch size of 4.3 lm and a duty cycle of 50%. The analyzer grating G2 has a pitch size of 2.4 lm and a duty cycle of 50%. The G1 grating is a p-phase grating designed for 28 keV x-rays. The distance between G0 and G1 was set to 150.8 cm, and the distance between G1 and G2 was 17.5 cm. During the data acquisition, the tube potential was fixed at 40 kVp (mean energy of 28 keV). The fringe visibility of the system is approximately 0.2 under the aforementioned data acquisition conditions. The tube current was set at 15 mA, and the exposure time per phase step ranged from 8.33 ms to 333 ms. With this acquisition setup, the value of N 0 ranged from 7 to 280. The total number of phase steps (M) ranged from 4 to 16.
For a given set of N 0 and M, the measurements were repeated 200 times. Figure 2 illustrates the data processing procedure. First, the 200 sets of phase stepping data were averaged to get N ðkÞ ðx; yÞ, which was used to extract N 0 ðx; yÞ, N 1 ðx; yÞ, and /ðx; yÞ. Next, the estimators corresponding to each individual set of phase stepping data were generated based on Eq. (3)-(5). Finally, ensemble averaging was performed for each estimator.
4.A. Preparation of experimental system
It is well-known that a baseline phase drift may occur in experimental Talbot-Lau data acquisition systems due to thermal expansions caused by the heat dissipation of the xray tube and the establishment of thermal equilibrium between the data acquisition system and the environment. To eliminate the confounding effect of the thermal phase drift to the measurements of the signal bias in this paper, the system was warmed up for more than an hour to ensure that the needed thermal equilibrium conditions were established and the potential phase drifts were effectively suppressed. To examine the thermal stability of the system during the approximately 20 min required to obtain 200 measurements ofN 1 and/ (16 phase steps 9 333 ms per phase step 9 200 measurements), a region of interest (ROI) was chosen and the mean of the ROI was plotted versus the temporal indices of the measurements. As shown in Fig. 3 , the potential phase drifts were effectively eliminated in our data acquisitions.
4.B. Validation of bðN 0 Þ
According to the data processing procedure shown in Fig. 2 and the signal extraction formula forN 0 shown in Eq. (3), N 0 and hN 0 i are given by
respectively. In the above two equations, N ðkÞ j denotes the j th repeated intensity measurement at the k th phase step position, and ðN 0 Þ j indicates the estimatedN 0 from the j th phase stepping measurement using Eq. (3). The bias ofN 0 is given by
Therefore,N 0 is an exact unbiased estimator. This result can be readily observed by comparing Eqs. (30) and (31). The result is also a direct consequence of the fact that the extraction of the absorption contrast signal described in Eq. (3) is a linear process. Fig. 4(c) . According to Section 3, the product of bðN 1 Þ and fringe visibility should be inversely proportional to the number of phase steps, namely,
In other words, the pixel-wise Hadamard product of the b m ðN 1 Þ and the ðx; yÞ images should yield an image with constant pixel value. The experimental image generated by this pixel-wise Hadamard product was shown in Fig. 4(e) , and the histogram of this product was shown in Fig. 4(f) . The mean AE standard deviation of this image was 0.28AE0.02. Compared with the theoretical value of 1/M = 0.25, the experimental result was in good agreement with the theoretical prediction.
The same data analysis method was applied to data acquired with other mAs and M values. For a given mAs, the experimental values of b m ðN 1 Þ were plotted against 1/M, and the results are presented in Fig. 5 . Based on the linear fit of the data, the measured bias of N 1 has a good agreement with the theoretical prediction. Since the slope of the linear regression in Fig. 5 varied slightly for different mAs, the experimental values of b m ðN 1 Þ were then plotted across different mAs levels for a given M value. As shown by Fig. 6 , the results were nearly independent of mAs except at extremely low exposure levels. Figure 7 shows images of , hi, and bðÞ for the case of 0.5 mAs per phase step and M = 4 phase steps. It demonstrates that there is a positive bias of. In Fig. 8 , the bias of is drawn as a function of the number of phase steps and the 4.E. Validation of bð/Þ Figure 9 shows the measured /, h/i, and bð/Þ at 2.5 mAs per phase step and M = 8. Images of / and h/i looked similar, and there was no obvious bias in/ except in the bright or dark region at the edge of the b m ð/Þ image, where / is close to AEp. These experimental observations are consistent with the theoretical prediction made in Eq. (26) .
4.D. Validation of bðÞ
To further validate Eq. (26), the experimentally measured bias of/ was plotted against the theoretically derived bð/Þ in Fig. 10(a) . A linear regression was performed and the coefficients are shown in the same figure. Bland-Altman plot [ Fig. 10(b) ] was also used to compare the experimental and theoretical results. Both figures demonstrated good agreement between the experimental and theoretical data. Figure 11 shows bð/Þ-mAs curves for different M and / values. The dashed lines in the plot represent the theoretically derived biases given in Eq. (26) . The measured data agree well with the theoretical predictions. Figure 11 also shows that the bias of/ becomes larger when the total exposure (i.e., mAs per phase step multiplied by the number of phase steps M) decreases. When / approaches AEp, bð/Þ becomes larger. These observations are further confirmed by the experimental results shown in Figs. 12 and 13.
DISCUSSION
This work investigated the potential biases of x-ray multicontrast image signals extracted using the well-known closed-form solution given in Eq. (3)- (5). Analytical results were derived and experimentally validated. For the absorption related signalN 0 , there is no bias.
For the dark-field related signalN 1 , the bias is inversely proportional to the product of the total number of phase steps and the average fringe visibility of the grating interferometer. To understand the practical implications of the bias bðN 1 Þ, it is beneficial to investigate the relative error introduced by the bias, that is,
If M ≥ 5, N 0 ! 200, and visibility ! 0:1, the above relative error is smaller than 0.1, which may not be significant. If the product of M N 0 2 is smaller than 10, the relative error can be more than 10%. In this case, the inaccuracy caused by the estimator bias may not be negligible. From Eq. (17), it could be misleading to conclude that more phase steps would reduce the bias. In fact, when M N 0 (proportional to total exposure level) is fixed, the relative error bðN 1 Þ= N 1 is solely determined by the fringe visibility . Therefore, an increase in M under the condition of fixed total exposure level does not influence the relative bias ofN 1 .
For the fringe visibility signal, the bias is inversely proportional to the product of the total number of phase steps M, the number of incident photons per phase step N 0 (viz., radiation exposure level M N 0 ) and the mean fringe visibility of the grating interferometer . Therefore, for a system with acquisition parameters of M ≥ 5, N 0 ! 200, and visibility ! 0:1, the bias of is smaller than 0.01 and thus can be considered as insignificant. However, if the exposure level satisfies the condition of M N 0 ( 100, then the bias can be much larger than 0.01 and thus it may not be negligible.
Since both the signal bias and signal standard deviation contribute to the final mean square error of the signal, that is, the overall signal variability, it would be interesting to compare the relative amplitude of the two contributions. Using the wellknown error propagation formula, one can approximate the standard deviation of the visibility signal as follows:
where r have been investigated in the previous studies. 15, 23 Using this result and Eq. (19) , the ratio between the bias and the standard deviation of the fringe visibility is proportional to the inverse of the mean fringe visibility as follows:
For a fixed fringe visibility, the above result dictates that the bias of (i.e., bðÞ) is proportional to r 2 . As a consequence, when the exposure level is lowered for the purpose of radiation dose reduction, both signal bias and signal standard deviation increase and thus both contribute to the increase of the mean square error.
For the estimator of the DPC signal,/, its bias depends on the phase-contrast signal amplitude, the radiation exposure level, and the fringe visibility of the grating interferometer. As shown in Eq. (26) and Fig. 1 , the amplitude of the bias, jbð/Þj, increases either when r increases or when j /j approaches p. Based upon this property, one can deduce the following important implications for the practical use of DPC imaging:
First of all, this property indicates that if one hopes to keep the bias of DPC signal negligible, then a minimal amount of exposure is required. In fact, Eq. (26) can be used as a guideline to set such a minimal exposure level. For example, if jbð/Þj is required to be smaller than 0.1 for the range of / 2 ½Àp=2; p=2, then r ≤ 0.6 is required, as shown in Fig. 1 
where is assumed to be around 0.2 for a typical x-ray interferometer system. Similarly, if the unbiased range of / is expanded, r needs to be smaller, and a larger number of detected photons is required.
Second, in DPC imaging, it is the difference of the estimated signals between a scan with the image object present and a background scan without the object that generates the final DPC image. As a result, the signal bias in the background scan will introduce additional bias for the final DPC signals of the target of interest. Using the result derived and validated in this paper, to reduce the additional bias caused by the background scan, one can adjust the starting position of the phase stepping procedure, so that j /j can be close to zero for most of the image pixels.
Last but not least, both the signal magnitude and signalto-noise ratio (SNR) of DPC imaging are related to the sensitivity of the grating interferometer, with higher sensitivity corresponding to higher signal magnitude and SNR. 26 However, this work shows that higher signal level may also generate higher bias in the estimated DPC signal. Under a given radiation dose constraint, the sensitivity of the grating interferometer can be optimized to achieve the needed balance between SNR and signal accuracy for a specific imaging task.
As a final remark, it is important to emphasize that the theoretical analysis of the signal bias in this work is based upon point statistics and thus its applicability is limited to the local signal estimation method. It is not clear yet whether the same conclusion regarding signal bias holds true for other nonlocal phase retrieval acquisition methods such as the single-shot acquisition method proposed by the authors' group, 27, 28 or the conjugate ray method by others. 29 It would also be interesting to investigate the potential signal bias in these nonlocal signal retrieval methods, but these investigations are clearly beyond the scope of the present paper.
CONCLUSIONS
In conclusion, the potential biases for all three contrast mechanisms in grating-based x-ray multicontrast imaging have been studied. Analytical results have been derived to characterize the level of biases and the dependence of biases on imaging parameters. The theoretical results were validated by extensive experimental studies. The results demonstrated that the estimated absorption contrast signal is unbiased while the estimated dark-field contrast signal is biased, but this bias decreases with improved visibility of the grating interferometer. In contrast, whether the estimated DPC signal is biased or not depends on the mean signal level, the radiation exposure level, and the average fringe visibility of the grating interferometer.
