We provide a framework for hierarchical specification called Hierarchical Decision Process Petri Nets (HDPPNs). It is an extension of Decision Process Petri Nets (DPPNs) including a hierarchical decomposition process that generates less complex nets with equivalent behavior. As a result, the complexity of the analysis for a sophisticated system is drastically reduced. In the HDPPN, we represent the mark-dynamic and trajectory-dynamic properties of a DPPN. Within the framework of the mark-dynamic properties, we show that the HDPPN theoretic notions of (local and global) equilibrium and stability are those of the DPPN. As a result in the trajectory-dynamic properties framework, we obtain equivalent characterizations of that of the DPPN for final decision points and stability. We show that the HDPPN mark-dynamic and trajectory-dynamic properties of equilibrium, stability and final decision points coincide under some restrictions. We propose an algorithm for optimum hierarchical trajectory planning. The hierarchical decomposition process is presented under a formal treatment and is illustrated with application examples.
Introduction
The most critical point in the development of complex systems depends largely on the ability to choose a conceptual model to represent the problem domain in a coherent and natural fashion. Formal models that capture and organize knowledge hierarchically can facilitate solutions to this problem.
Decision Process Petri Nets (DPPNs) are used for complex systems representations, taking advantage of the well-known properties of Petri nets, namely, formal semantic, graphical display and decision process (Clempner 2005b; 2005c) . However, DPPNs lack, as any other Petri nets, at least two important characteristics, on the one hand a way of adding a structure and, on the other, a way of decomposing larger nets into smaller ones. One of the basic approaches to accomplishing this task is the hierarchical decompositions.
In order to provide hierarchical features to the DPPN, in this work we introduced Hierarchical Decision Process Petri Nets (HDPPNs). The idea has been advocated and tested for the modeling of complex processes by a number of researchers in Petri nets (Bellman, 2008; Buchholz, 1994; Dai et al., 2009; Gomes and Barros, 2005; Huber et al., 1990; Jensen, 1992) . The proposed hierarchical decomposition forms allow the replacement of transitions by more complex nets which describe a refinement of the view.
From a practical point of view, to model a complex system it is convenient to concentrate on some activities which are regarded as being essential for system functionality, and to abstract the activity behavior in the early design stages. When the design evolves, every single transition in a net may be refined by a new net in order to specify the respective activity in greater detail.
Under this method a complex system could be divided into various levels of detail in a top-down approach. The hierarchical decomposition can be used as a structuring mechanism to organize the development of a system in an efficient and coherent manner. It allows the decomposition of the system into different levels of detail giving increased modeling adaptability. The intention of this approach is to define an equivalence relation able to construct a hierarchical partition. At the top level it provides a higher level of abstraction and a complete view of the sys-tem without a great specification, and at the lowest level it provides a high degree of design detail.
However, the hierarchy in HDPPN formalism is used not only for net efficiency or model specification. One of the most important problems that DPPN theory confronts is the analysis and utility function calculation of sophisticated systems, which is usually huge for real applications. The complexity of the analysis of the DPPN can be reduced significantly if it is hierarchically decomposed. The hierarchical decomposition process generates simple nets with equivalent behavior. As a result, the net is divided into small sets and the complexity of the analysis of the DPPN is reduced considerably.
The main point of the HDPPN is its ability to represent the mark-dynamic and the trajectory-dynamic properties of a hierarchical decision process application. We will identify the mark-dynamic properties of the HDPPN as related to only place-transitions Petri nets, and we will relate the trajectory-dynamic properties of the HDPPN as related with the utility function at each place that depends on a probabilistic routing policy of the DPPN. Within the mark-dynamic properties framework, we show that the HDPPN theoretic notions of local and global stability are those of the DPPN. In the trajectory-dynamic properties framework, we define the utility function as a Lyapunovlike function that is able to track hierarchically the net and to converge to an equilibrium point (Clempner et al., 2005a) . By selection of appropriate Lyapunov-like functions under certain desired criteria, it is possible to optimize the utility. In addition, we used the notions of local and global stability in the sense of Lyapunov to characterize the stability properties of the HDPPN. The HDPPN uses a non-negative utility function (as the DPPN does) that converges in decreasing form to a (set of) final decision states. We show that if the HDPPN is finite and non-blocking, then we have that a final decision state is an equilibrium point iff it is an optimum point. We present an algorithm for optimum hierarchical trajectory planning used to find the optimum point. The algorithm consists in finding a firing transition sequence such that an optimum decision state is hierarchically reached in the HDPPN. For this propose the algorithm uses the graphical representation provided by the place-transitions Petri net and the utility function.
The paper is structured in the following manner. The next section presents the necessary mathematical background and terminology needed to understand the rest of the work. Section 3 discusses the main results of this paper, providing a definition of the HDPPN and giving a detailed analysis of the equilibrium, stability and optimum point conditions for the mark-dynamic and the trajectorydynamic parts of the HDPPN. An algorithm for calculating the optimum trajectory used to find the optimum point is proposed. For illustration purposes, we show how the standard notions defined in HDPPN theory are applied to a practical example. Finally, some concluding remarks and future work are provided in Section 4. For completeness, appendices related to the mark-dynamic, trajectory-dynamic and the convergence of the HDPPN mark-dynamic and trajectory-dynamic properties are included.
Preliminaries
In this section, we present some well-established definitions and properties (Lakshmikantham et al., 1990; 1991) which will be used later.
, we usually denote the relation "≤" to mean componentwise inequalities with the same relation, i.e., x ≤ y is equivalent to
Consider systems of first-order difference equations given by
where
Definition 1. The n-vector valued function Φ(n, n 0 , x 0 ) is said to be a solution of (1) if Φ(n 0 , n 0 , x 0 ) = x 0 and Φ(n + 1, n 0 , x 0 ) = f (n, Φ(n, n 0 , x 0 )) for all n ∈ N n0+ . Definition 2. The system (1) is said to be (i) practically stable if, given (λ, A) with 0 < λ < A, we have
(ii) uniformly practically stable if it is practically stable for every n 0 ≥ 0.
The following class of function is defined.
is said to belong to class K if α(0) = 0 and it is strictly increasing.
2.1. Methods for practical stability. Consider (cf. Lakshmikantham et al. 1990; 1991) 
and define the variation of v relative to (1) by
Then, the following result concerns the practical stability of (1).
Theorem 1. Let
is a continuous function in the second argument.
Assume that g(n, e) e + w(n, e) is nondecreasing in e, 0 < λ < J are given and, finally, that a(λ) < b(A) is satisfied. Then, the practical stability properties of
imply the corresponding practical stability properties of the system (1).
Corollary 1.
In Theorem 1
1. If w(n, e) ≡ 0 , we obtain uniform practical stability of (1) which implies structural stability (Murata, 1989) .
If w(n, e) = −c(e)
, for c ∈ K, we obtain uniform practical asymptotic stability of (1).
Petri nets.
Petri nets are a tool for systems analysis. Petri net theory allows a system to be modeled by a Petri net, a mathematical representation of the system. The analysis of the Petri net can then, hopefully, reveal important information about the structure and dynamic behavior of the modeled system. This information can then be used to evaluate the modeled system and suggest improvements or changes. A Petri net is a quintuple,
A Petri net structure without any specific initial marking is denoted by N . A Petri net with the given initial marking is denoted by (N, M 0 ). Notice that if W (p, q) = α (or W (q, p) = β), this is often represented graphically by α, (β) arcs from p to q (q to p), each with no numeric label.
Let M k (p i ) denote the marking (i.e., the number of tokens) at place p i ∈ P at time k, and let
T denote the marking (state) of P N at time k. A transition q j ∈ Q is said to be enabled
It is assumed that at each time k there exists at least one transition to fire, i.e., it is not possible to block the net. If a transition is enabled, then it can fire. If an enabled transition q j ∈ Q fires at time k, then the next marking for p i ∈ P is given by
Let A = [a ij ] denote an n × m matrix of integers (the incidence matrix), where a ij = a
n denote a firing vector, where if q j ∈ Q is fired, then its corresponding firing vector is u k = [0, . . . , 0, 1, 0, . . . , 0] T with a "1" in the j-th position in the vector and zeros everywhere else. The matrix equation (nonlinear difference equation) describing the dynamical behavior represented by a Petri net is
where if at step k, a 
Definition 4. The set of all the markings (states) reachable from some starting marking M is called the reachability set and is denoted by R(M ).
and consider the matrix difference equation which describes the dynamical behavior of the discrete event system modeled by the Petri net (5). Then the following proposition holds (Passino et al., 1994 
Moreover, a P N exhibits uniform practical asymptotic stability if the following equation holds:
Decision processes Petri nets.
We introduce the concept of Decision Process Petri Nets (DPPNs) (Clempner, 2005b) by locally randomizing the possible choices, for each individual place of the Petri net.
Definition 5. A decision process Petri net is a septuple DPPN = {P, Q, F, W, M 0 , π, U}, where
. . , p m } is a finite set of places,
• Q = {q 1 , q 2 , . . . , q n } is a finite set of transitions,
• π : I → R + is a routing policy representing the probability of choosing a particular transition (routing arc), such that for each p ∈ P ,
• U : P → R + is a utility function. U k (.) denotes the utility at place p i ∈ P at time k, and let
T denote the utility state of the DPPN at time k. F N : F → R + is the number of arcs from place p to transition q (the number of arcs from transition q to place p). The rest of DPPN functionality is as described in the P N preliminaries.
Consider an arbitrary p i ∈ P , and for each fixed transition q j ∈ Q that forms an output arc (q j , p i ) ∈ O, we look at all the previous places p h of the place p i denoted by the list (set)
and the index sequence j is the set {j :
Proceeding with all the q j s, we form the vector indexed by the sequence j identified by (j 0 , j 1 , . . . , j f ) as follows:
Intuitively, the vector (8) represents all the possible trajectories through the transitions q j s, where
The aim of this example is to present a business process application as a motivation example represented by the DPPN showing the optimum strategy and the stability properties of the net. Example 1. Let us consider an insurance agency. The agency sells policies for different companies. The main products are life and automobile policies. Let us consider the process for a car accident. The insurance company depends on the adjustor appraisal to evaluate the damages. To maintain company profitability, the adjustor must evaluate the case so that only the minimal necessary repairs are considered. In this sense, the adjustor evaluation is expected to be in favor of the insurance company because of his/her dependence on the latter. However, the adjustor must be careful, because the insurance company wants to offer good service in order to keep the client. As a result, the automobile owner depends on the appraisal of the adjustor for an appropriate accident evaluation. The automobile owner can also be assisted by an authorized garage to obtain a fair evaluation of the car's damage. Notice that the garage must satisfy both the client and the insurance company, given that the garage income depends on the car owner and on the insurance company. If the accident includes physical damage, the client and passengers must be directed to an accredited hospital for medical treatment.
Three different strategies can be presented to manage a car accident in order to optimize the company's profitability (Hammer and Champy , 1993) . To improve the operation cost, small accidents can be directly evaluated by the adjustor or the authorized garage, and reported to the insurance company. Accidents of considerable size must be managed centrally by the insurance company. The partially ordered DPPN ( Fig. 1) 
(I) The optimum strategy σ for accidents of considerable size that must be manages centrally by the assurance company is represented by
where the firing transition vector is u.
For this case, the adjustor or the garage must abort the process because the accident is out of their range obtaining that 
(II) The optimum strategy σ for small accidents that must be managed ideally by the company centrally is represented by
the firing transition vector being u .
Intuitively, the result is correct, because the best option for the insurance company after a car accident happens is to send an adjustor before the customer takes the car to the garage.
(III) The strategy σ for small accidents that must be managed by the adjustor is represented by 
Hierarchical decision process Petri net
Let DPPN = {P, Q, F, W, M 0 , π, U} be a decision process Petri net and let f : P ∪ Q → 2 P ∪Q be a refinement function such that for each s ∈ P ∪ Q the symbol f (s) defines the immediate descendant element of s.
Let ≡ f be the equivalence relation on P ∪ Q induced by f such that
Then the collection of equivalence classes (P ∪ Q/ ≡ f ) = {C(s)|s ∈ P ∪ Q}, where C denotes class, is a poset. Thus, (P ∪ Q/ ≡ f ) is linearly ordered and, consequently, it is a lattice. The structure (P ∪ Q/ ≡ f ) is indeed trivial: all elements in P ∪ Q belonging to the same net under f are identified in this quotient set.
On the other hand, let us consider the relation ≤ f as follows:
This relation is reflexive and transitive, but it is not antisymmetric in most cases 1 . Thus, ≤ f is not an ordering in P ∪ Q.
At this point let us recall some basic notions on orderings. A binary relation ≤ over a set X is a partial order if it satisfies the following three properties: reflexivity, antisymmetry and transitivity. A total order is a partial order that satisfies a fourth property known as comparability, where every element is related to every element in one way or another. A set and a partial order on that set define a partially ordered set, or poset for short. A quasi-order is a relation ≤ that satisfies reflexivity and transitivity. Formally, let (X, ≤) be a poset and let S ⊆ X. Then an element b ∈ S is a minimal element of S if there is no element a ∈ S that satisfies a ≤ b. Similarly, an element b ∈ S is a maximal element of S if there is no element a ∈ S that satisfies b ≤ a. It is important to mention maximal elements that are in general not the greatest elements of a subset S. Formally, we have that an element b ∈ S is the greatest element of S if, for every element a ∈ S, a ≤ b. Dually, an element b ∈ S is the least element of S if for every element a ∈ S, b ≤ a. Note that the least element of a poset is unique if one exists because of the antisymmetry of ≤. A strict partial order is a binary relation which is irreflexive, asymmetric and transitive. Strict partial orders correspond to Directed Acyclic Graphs (DAGs), such that every strict partial order is a DAG, and the transitive closure of a DAG is both a strict partial order and also a DAG itself. For any s ∈ P ∪ Q, define the successors of s:
For any s ∈ P ∪ Q, define the predecessors of s:
Therefore, let P ∪ Q be ordered by the following relationship:
Thus, f is inducing a hierarchical structure on the DPPN. Therefore, we can introduce the hierarchical partition {DPPN ξ } ξ∈Ξ (where Ξ is a finite set) of the DPPN induced by f , such that each pair (s, t) ∈ P ξ ∪ Q ξ : (s, t) is an edge iff t ∈ suc(s) in the DPPN ξ (or, equivalently, s ∈ pre(t)). We say that f is consistent if the hierarchical structure has no cycles. From now on, we will consider only consistent functions.
Definition 6. A hierarchical decision process Petri net
HDPPN is the graph whose set of nodes are the partition {DPPN ξ } ξ∈Ξ induced by a refinement function f .
The minimal elements are those with no predecessors, i.e., nodes with a null inner degree in the HDPPN. The maximal elements are those with no successors, i.e., node with a null outer degree in the HDPPN.
Let us define the upper distance d + as follows: Let M ξk (p ξi ) denote the marking (i.e., the number of tokens) at place p ξi ∈ P ξ at time k, and let
It is assumed that at each time k there exists at least one transition to fire, i.e., it is not possible to block the net. If a transition is enabled, then it can fire. If an enabled transition q ξj ∈ Q ξ fires at time k, then the next marking for p ξi ∈ P ξ is given by
Let A ξ = [a ij ] denote an n × m matrix of integers (the incidence matrix), where a ij = a
n denote a firing vector where, if q ξj ∈ Q ξ is fired, then its corresponding firing vector is u k = [0, . . . , 0, 1, 0, . . . , 0]
T with the "1" in the j-th position in the vector and zeros everywhere else. The matrix equation (nonlinear difference equation) describing the dynamical behavior represented by a Petri net is
where, if at step k, a − ij < M ξk (p ιj ) for all p ξj ∈ P ξ , then q ξi ∈ Q ξ is enabled and, if this q ξi ∈ Q ξ fires, then its corresponding firing vector u k is utilized in the difference equation (4) 
In Fig. 2 we have partial routing policies π that generate a transition from state p 1 to state p 2 , where p 1 , p 2 ∈ P :
• Case 1. The probability that q 1 generates a transition from state p 1 to p 2 is 1/3. But, because q 1 transition to state p 2 has two arcs, the probability to generate a transition from state p 1 to p 2 is increased to 2/3.
• Case 2. We set by convention the probability that q 1 generates a transition from state p 1 to p 2 to 1/3 (1/6 plus 1/6). However, because the transition q 1 to state p 2 has only one arc, the probability to generate a transition from state p 1 to p 2 is decreased to 1/6.
• Case 3. Finally, we have the trivial case when there exists only one arc from p 1 to q 1 and from q 1 to p 2 .
Remark 1.
In the previous definition we were considering nets with a single initially marked place.
Remark 2. The previous definition in no way changes the behavior of the place-transitions Petri net; the routing policy is used to calculate the utility value at each place of the net.
Remark 3. It is important to note that the utility value can be re-normalized after each transition or time k of the net. U k (·) denotes the utility at place p ξi ∈ P ξ at time k and let
T denote the utility state of the HDPPN at time k. F N ξ : F ξ → R + is the number of arcs from place p to transition q at level ξ (the number of arcs from transition q to place p). The rest of HDPPN functionality is as described above.
Consider an arbitrary p ξi ∈ P ξ . For each fixed transition q ξj ∈ Q ξ that forms an output arc (q ξj , p ξi ) ∈ O ξ , we look at all the previous places p ξh of the place p ξi denoted by the list (set) p ξηij = {p ξh : h ∈ η ij }, where η ij = {h : (p ξh , q ξj ) ∈ I & (q ξj , p ξi ) ∈ O}, that materialize all the input arcs (p ξh , q ξj ) ∈ I ξ and form the sum
and the index sequence j is the set {j : 
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Proceeding with all the q ξj s we form the vector indexed by the sequence j identified by (j 0 , j 1 , . . . , j f ) as follows:
Intuitively, the vector (17) represents all the possible trajectories to a place p ξi for a fixed i and ξ through the transitions q ξj s where (j 1 , j 2 , . . . , j f ).
Continuing the construction of the definition of the utility function U , let us introduce the following definition.
Definition 7. Let L : R n → R + be a continuous map. Then, L is a Lyapunov-like function (see (Kalman and Bertram, 1960) ) iff it satisfies the following properties:
Then, we formally define the utility function U as follows.
Definition 8. Let HDPPN be a hierarchical decision process Petri net. The utility function U is represented by the equation
where 
η ij is the index sequence of the list of previous places to p ξi through transition q ξj , p ξh (h ∈ η ij ) is a specific previous place of p ξi through transition q ξj .
Remark 4.
• Note that the Lyapunov-like function L guarantees that an optimal course of action is followed (taking into account all the the possible paths defined). In addition, the function L establishes a preference relation because by definition L is asymptotic. This condition gives the decision maker the opportunity to select a path that optimizes the utility.
• The iteration over k for U is as follows:
1. For i = 0 and k = 0 the utility is U 0 (p 0 ) at place p 0 and for the rest of the places p i the utility is zero.
For i ≥ 0 and k > 0 the utility is U q ξj
k (p ξi ) at each place p ξi , and it is computed by taking into account the utility value of the previous places p ξh for k and k − 1 (when needed).
Property 1. The continuous function U (·) satisfies the following properties:
1. There is a p ∈ P such that (a) if there exists an infinite sequence
Remark 5. In Property 1, Point 3, we state that ΔU = U (p i )−U (p i−1 ) < 0 for determining the asymptotic condition of the Lyapunov-like function. However, it is easy to show that such a property is convenient for deterministic systems. In Markov decision process systems it is necessary to include probabilistic decreasing asymptotic conditions to guarantee the asymptotic condition of the Lyapunov-like function.
Property 2. The utility function U : P → R + is a Lyapunov-like function.
Remark 6. From Properties 1 and 2, we have the following:
• U (p ) = 0 or U (p ) = C means that a final state is reached. Without lost generality we can say that U (p ) = 0 by means of a translation to the origin.
• In Property 1 we determine that the Lyapunov-like function U (p) approaches to a infimum/minimum when p is large thanks to Property 4 of Definition 7.
• Property 1, Point 3, is equivalent to the following statement:
Property 3. The marking and the enabling conditions as well as and utility function calculation of the DPPN and the HDPPN are equivalent.
The previous formalisms of the HDPPN are described as follows. The DPPN is refined in a subset of local DPPN ξ determined by a partition and hierarchically structure through a refinement function f . Each local decision process Petri net DPPN ξ describes more detailed local behavior of a given transition of its immediately high level DPPN ξ . The function f defines the immediate descendant element of the net, and therefore the hierarchy can be considered as a continuous net. The inverse function f −1 defines the parent of a given node of the net. The utility is calculated recursively by the hierarchical tracking of the HDPPN. It is important to note that the HDPPN can be transformed into a flat DPPN simply by replacing each DPPN ξ in its immediate parent.
For optimization reasons, we want to contemplate asynchronous behavior of each DPPN ξ in the hierarchical structure realized by tokens moving at the different levels of the HDPPN. We can conceptualize a DPPN ξ as embedded by a set of input and output ports that determine it scope. The input or output ports are places. Port places can be only connected with transitions. The input place port accepts tokens fired by its immediate high level DPPN ξ . When a token reaches a place, it is reserved for the firing of a given transition according to the routing policy determined by U . A transition q must fire as soon as all the places p i ∈ P contain enough tokens reserved for the transition q. Once the transition fires, it consumes the corresponding tokens and immediately produces an amount of tokens in each subsequent places p j ∈ P . When π(ι) = 0 for ι ∈ I, this means that there are no arcs in the place-transitions Petri net.
Definition 9.
A local equilibrium point with respect to local decision process Petri net DPPN ξ ∈ HDPPN is a place p ξi ∈ P ξ such that M ξl (p ξi ) = S < ∞, ∀l ≥ k and p ξi is the last place of the net.
Definition 10.
A global equilibrium point with respect to a hierarchical decision process Petri net HDPPN is a place p
is the last place of the net.
Definition 11. A local final decision point p ξf ∈ P ξ with respect a DPPN ξ ∈ HDPPN is a place p ∈ P ξ where the infimum or a minimum is attained, i.e., U (p) = 0 or U (p) = C.
Definition 12.
A global final decision point p f ∈ P with respect to a hierarchical decision process Petri net HDPPN is a place p ∈ P where the infimum or the minimum is attained, i.e., U (p) = 0 or U (p) = C.
Remark 7.
A local final decision point p ξf is a global final decision point if the utility function attains the infimum or the minimum.
Definition 13.
A local optimum point p ξ ∈ P ξ with respect to a DPPN ξ ∈ HDPPN is a local final decision point p ξf ∈ P ξ where the best choice is selected 'according to some local criteria'.
Definition 14.
A global optimum point p ∈ P with respect to a hierarchical decision process Petri net HDPPN is a global final decision point p f ∈ P where the best choice is selected 'according to some global criteria'.
Property 4. Every hierarchical decision process Petri net HDPPN has a final decision point.
Remark 8.
If there are p 1 , . . . , p n ∈ P , such that
Definition 15. A global strategy with respect to a hierarchical decision process Petri net HDP P N is identified by σ and consists of the routing policy transition sequence represented in the HDPPN graph model such that some point p ∈ P is reached.
Definition 16.
A local strategy with respect to a hierarchical decision process Petri net HDPPN is identified by σ ξ and consists of the routing policy transition sequence represented in the DP P N ξ ∈ HDP P N graph model such that some point p ∈ P ξ is reached.
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Definition 17. An optimum global strategy with respect to a hierarchical decision process Petri net HDPPN is identified by σ and consists of the routing policy transition sequence represented in the HDPPN graph model such that an optimum point p ∈ P is reached.
Definition 18. An optimum local strategy with respect to a hierarchical decision process Petri net HDPPN is identified by σ ξ and consists of the routing policy transition sequence represented in the DPPN ξ ∈ HDP P N graph model such that a local optimum point p ξ ∈ P ξ is reached.
Equivalently, we can represent (18, 19) as follows:
where σ ξhj (p ξi ) = Ψ(p ξh , q ξj , p ξi ). The rest is as previously defined.
For notational simplicity, we will represent the utility function U as follows:
1. for any transition and any strategy:
2. for an optimum transition and optimum strategy:
The reader will easily identify which notation is used depending on the context. Definition 19. Let HDPPN be a hierarchical decision process Petri net. A trajectory ω is an (finite or infinite) ordered subsequence of places
such that a given strategy σ holds.
Definition 20. Let HDPPN be a hierarchical decision process Petri net. An optimum trajectory ω is an (finite or infinite) ordered subsequence of places
such that the optimum strategy σ holds.
Theorem 2. Let HDPPN be a non-blocking hierarchical decision process Petri net (unless p ∈ P is a global equilibrium point). Then we have
Proof. We have that
Then, starting from p 0 and proceeding with the iteration, eventually the trajectory ω given by
. . which converges to p , i.e., the optimum trajectory, is obtained. Since at the optimum trajectory the optimum strategy σ holds, we have that
Remark 9. The inequality U k (p ) ≤ U k (p) means that the utility is optimum when the optimum strategy is applied.
Theorem 3. The behavior of the HDPPN is equivalent to the behavior of the DPPN.
Proof. This follows from Definition 6, Definition 8 and is ensured by Theorem 2.
3.1. Optimum trajectory planning. Given a nonblocking (unless p ∈ P is an equilibrium point) hierarchical decision process Petri net HDPPN, the optimum trajectory planning consists in finding a firing transition sequence u such that the optimum target state M t with the optimum point is achieved. The target state M t belongs to the reachability set R(M 0 ) and satisfies the assumption that it is the last and final task processed by the HDPPN with some fixed starting state M 0 with utility U 0 .
Theorem 4.
Let DPPN ξ ∈ HDPPN be a decision process Petri net. The optimum local trajectory planning problem is solvable.
Proof. From what is shown in Theorem 2, for each step we find U k (p ξς (1) 
with one in position j and zero everywhere else, and set
, where the index r runs over all the transitions associated with the subsequence ς(i) such that p ξς(i) converge to p ξ . Then, by construction, a local optimum point is attained.
Remark 10. The order in which the transitions are fired is given by the order of the transitions inherited from the order of the subsequence p ξς(i) .
Theorem 5. Let HDPPN be a hierarchical decision process Petri net. The optimum global trajectory planning problem is solvable.
Proof. Let us consider u ξ as in the previous theorem for each DP P N ξ and set u = ξ∈Ξ u ξ . Then, by construction, the optimum point is attained.
Example 2. Let us extend Example 1 using a hierarchical structure.
The partially ordered HDPPN (Fig. 3) has the following specifications: Places P 0 : claim settled P 1 : handled accident info centrally P 2 : handled accident info by authorized garage P 3 : handled accident info by adjustor P 4 : adjusted policy and made covering offer centrally P 5 : made covering offer by authorized garage P 6 : made covering offer by adjustor.
Transitions
q 1 : handle accident info centrally q 2 : handle accident info by authorized garage q 3 : handle accident info by adjustor q 4 : adjust policy and make covering offer centrally q 5 : make covering offer by authorized garage q 6 : make covering offer by adjustor.
The partially ordered HDPPN (Fig. 4) has the following specifications: Places P 7 : handled accident info centrally P 8 : verified policy covering centrally P 9 : corroborated accident details P 10 : evaluated damage centrally (ii) Optimum strategy Define the Lyapunov like function L in terms of the entropy H(
(I) The optimum strategy σ for accidents of considerable size that must be managed centrally by the assurance company is represented by The firing transition vector is u = 1 1 1 1 1 1 1 q 8 q 9 q 10 q 11 q 12 q 13 q 14 .
For this case the adjustor or the garage must abort the process because the accident is out of their range obtaining 
Conclusions and future work
A formal framework for hierarchical decision process Petri nets was presented for modular modeling of complex systems. The hierarchical refinement process generates simple nets with equivalent behavior. Consequently, the complexity of the analysis of the DPPN is considerably reduced. The analysis of the HDPPN is supported by the hierarchical structure. In this sense, several steps can be performed locally, thereby drastically reducing the size of its upper levels. An algorithm for optimum hierarchical trajectory planning used to identify the optimum point was described. The traditional notions of local and global stability in the sense of Lyapunov used to characterize the stability properties of the HDPPN were explored. Illustrative examples where the properties of the HDPPN were shown to hold were addressed.
