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ONE MORE REMARK ON THE ADJOINT POLYNOMIAL
FERENC BENCS
Abstract. The adjoint polynomial of G is
h(G, x) =
n∑
k=1
(−1)n−kak(G)x
k,
where ak(G) denotes the number of ways one can cover all vertices of
the graph G by exactly k disjoint cliques of G. In this paper we show
the the adjoint polynomial of a graph G is a simple transformation of
the independence polynomial of another graph Ĝ. This enables us to
use the rich theory of independence polynomials to study the adjoint
polynomials. In particular we a give new proofs of several theorems of R.
Liu and P. Csikvári.
1. Introduction
Let ak(G) denote the number of ways one can cover all vertices of the
graph G by exactly k disjoint cliques of G. From the definition it is clear
that an(G) = 1 and an−1(G) = e(G), the number of edges, where the number
of vertices of G is n. Then the adjoint polynomial of G is
h(G, x) =
n∑
k=1
(−1)n−kak(G)x
k.
The adjoint polynomial was introduced by R. Liu [8] and it is studied in
a series of papers ([1, 2, 11, 10, 12]). Let us remark that we are using
the definition for the adjoint polynomial from [4], but usually it is defined
without alternating signs.
The adjoint polynomial shows a strong connection with the chromatic
polynomial [9]. More precisely the chromatic polynomial of the complement
graph G¯ of G is
ch(G¯, x) =
n∑
k=1
ak(G)x(x− 1) . . . (x− k + 1).
The adjoint polynomial shows certain nice analytic properties. For in-
stance it has a real zero whose modulus is the largest among all zeros. H.
Zhao showed ([10]) that the adjoint polynomial always has a real zero, fur-
thermore P. Csikvári proved ([4]) that the largest real zero has the largest
modulus among all zeros. He also showed that the absolute value of the
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largest real zero is at most 4(∆ − 1), where ∆ is the largest degree of the
graph G.
Similar results hold for the independence polynomial. Recall that the
independence polynomial of a graph H is
I(H, x) =
∑
k≥0
(−1)kik(H)x
k,
where ik(H) denotes the number of independent sets of size k in H (note
that i0(H) = 1). It suggests that there might be a connection between the
independence polynomials and the adjoint polynomials.
In this paper we will show that there is indeed such a connection between
the two graph polynomials. We will prove the following theorem:
Theorem 1.1. For any graph G there exists a graph Ĝ, such that
h(G, x) = xnI(Ĝ, 1/x).
This correspondence will enable us to use the rich theory of independence
polynomials to study the adjoint polynomials. In particular, we give new
proofs of the aforementioned results R. Liu and P. Csikvári. For details see
Section 3.
In Section 2 we will give the construction of Ĝ and prove Theorem 1.1,
moreover, we will show that Ĝ can be taken as a spanning subgraph of the
line graph of G. Recall that the line graph L(G) for a graph G is a graph on
the edge set of G, and there is an edge between two vertices of the line graph
if they share a common vertex. This enables us to establish a connection
with the matching polynomial of the graph G. For definition of the matching
polynomial and applications of this connection see Section 3.
1.1. Notation. Denote the vertex set and edge set of a graph G by V (G)
and E(G), respectively. Let NG(u) denote the set of neighbors of the vertex
u and d(u) the degree of the vertex u. Let NG[u] = NG(u) ∪ {u} denote the
closed neighborhood of the vertex u. If it is clear from the context, then we
will write N(u) and N [u] instead of NG(u) and NG[u]. Let G− v denote the
graph obtained from G by deleting the vertex v. If S ⊆ V (G), then G[S]
denotes the induced subgraph of G on the vertex set S, and G− S denotes
G[V (G)− S].
2. The construction
In this section we will construct Ĝ and prove Theorem 1.1.
Let K(G) denote the set of clique covers of G, that is
{{S1, . . . , Sk} ⊆ P(V (G)) | ∪
k
i=1 Si = V (G), if 1 ≤ i 6= j ≤ n, then
Si ∩ Sj = ∅, G[Si] is a complete graph},
then one can write the adjoint polynomial of G in the following way:
h(G, x) =
∑
Q∈K(G)
(−1)n−|Q|x|Q|.
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(b) The graph Ĝ
Figure 1. An example for the construction
We will also use the notation
h∗(G, x) = xnh (G, 1/x) =
n−1∑
k=0
(−1)kan−k(G)x
k.
Let us choose an arbitrary ordering on the vertices of G, that is V (G) =
{u1, . . . , un}. Then we construct a Ĝ graph as follows. Let V (Ĝ) = {(ui, uj) ∈
E(G) | 1 ≤ i < j ≤ n}, and let (ui, uj) 6= (uk, ul) ∈ V (Ĝ) be two vertices.
We may assume that j ≤ l, then the two vertices are connected, if and only
if (i = k) or (j = k) or (j = l and (ui, uk) /∈ E(G)). Clearly Ĝ is a subgraph
of the line graph of G. In the next theorem we show that the independence
polynomial of Ĝ actually equals to h∗(G, x). For example see Figure 1.
Proposition 2.1. Let G be a graph and let us choose an ordering of the
vertices. Then the constructed Ĝ graph satisfies that
h∗(G, x) = I(Ĝ, x).
Moreover if e = (un−1, un) ∈ E(G), then Ĝ− e ⊆ Ĝ.
Proof. The second statement is clear from the construction above. In order
to prove the first statement we will show that there is a bijection between
independent sets of Ĝ and K = K(G). More precisely, if we let I = I(Ĝ)
denote the set of independent sets of Ĝ, then there exists a bijection φ : K →
I such that for any Q ∈ K we have |φ(Q)| = n− |Q|.
Let Q = {S1, . . . , Sk} ∈ K. For 1 ≤ i ≤ k let f(i) denote the maximal
index in Si, that is f(i) = max{1 ≤ j ≤ n | uj ∈ Si}. Then φ(Q) will be the
union of clique edges having one endpoint as a maximally indexed vertex,
that is
φ(Q) =
⋃
1≤i≤k
{(uj, uf(i)) | uj ∈ Si, j 6= f(i)} ⊆ V (Ĝ).
First we show that φ(Q) is an independent set in Ĝ. Let us define the sets
Fi = {(uj, uf(i)) | uj ∈ Si, j 6= f(i)} for 1 ≤ i ≤ k. If 1 ≤ i < i
′ ≤ k, then
there is no edge between Fi and Fi′ in Ĝ, since Q is a partition of V (G).
Also the set Fi is independent for 1 ≤ i ≤ k, since if (uj, uf(i)) 6= (uj′, uf(i)) ∈
Fi ⊆ E(G[Si]), then (uj, uj′) ∈ E(G[Si]), because Si is a clique.
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Furthermore we see that |Fi| = |Si| − 1, so
|φ(Q)| =
∑
1≤i≤k
|Fi| =
∑
1≤i≤k
(|Si| − 1) = n− |Q|
For the surjectivity of φ let I ∈ I be fixed, and let Ki = {(uj, ui) ∈ I | j <
i} for 1 ≤ i ≤ n. Then
Q′ = {{ui} ∪ {uj | (uj, ui) ∈ Ki} | Ki 6= ∅}
is a set of pairwise disjoint subsets of V (G), where each subset induces a
clique in G. Therefore
Q = Q′ ∪ {{ui} | ui /∈ ∪Q
′}
is a partition of V (G) where each part induces a clique in G. Moreover we
have that
φ(Q) =
⋃
Ki 6=∅
{(uj, ui) ∈ I | j < i} = I.
So φ is a bijection.
Now the statement follows as:
h∗(G, x) =
∑
Q∈K
(−x)n−|Q| =
∑
Q∈K
(−x)|φ(Q)| =
∑
I∈I
(−x)|I| = I(Ĝ, x).

3. About “the largest” root of the adjoint polynomial
In this section we will give a various applications of Theorem 1.1 and the
construction. First we collect some results on independence polynomials of
graphs.
Theorem 3.1. [5, 6] Let G be a connected graph. Then I(G, x) has a zero in
the interval (0, 1], and let β(G) be the smallest among them. Then β(G) is a
simple zero of I(G, x), and if ξ 6= β(G) is a zero of I(G, x), then β(G) < |ξ|.
Theorem 3.2. [3] Let G be a connected graph and H be a proper subgraph
of G. Then β(H) > β(G).
Theorem 3.3. [3] Let G be a connected graph and H be an induced subgraph,
then in the following series
I(H, x)
I(G, x)
=
∑
k≥0
rk(G,H)x
k,
for each k ≥ 0 the coefficients rk(G,H) are positive integers.
We will also need some results on a modified version of the matching
polynomial. Let
M(G, x) =
∑
k≥0
(−1)kmk(G)x
n−k,
where mk(G) denotes the number of matchings with k edges in G. Note that
M(G, x) = xnI(L(G), 1/x).
The following theorem is due to O. Heilmann and E. Lieb.
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Theorem 3.4. [7] All zeros of M(G, x) are real, and the largest zero t(G)
is at most 4(∆− 1), where ∆ is the largest real root.
Now we will present our new proofs for various results of R. Liu and P.
Csikvári.
Corollary 3.5. [10, 4] Let G be a connected graph. Then h(G, x) has a real
zero, and let γ(G) be the largest among them. Then γ(G) is a simple zero of
h(G, x), and if ξ 6= γ(G) is a zero of h(G, x), then γ(G) > |ξ|.
Proof. Choose an ordering of the vertices of G, and construct Ĝ. From the
construction of Ĝ it is clear that Ĝ is a connected graph, so β(Ĝ) > 0 is a
simple simple of I(Ĝ, x) = h∗(G, x), thus, β(Ĝ) = γ(G)−1. The rest is the
consequence of Theorem 3.1. 
Corollary 3.6. [4] Let G be a connected graph. Then γ(G) ≤ t(G). In
particular γ(G) ≤ 4(∆− 1).
Proof. The first inequality follows from the fact that Ĝ ⊆ L(G). Indeed this
implies that
γ(G)−1 = β(Ĝ) ≥ β(L(G)) = t(G)−1,
where the inequality follows from Theorem 3.2, and the equalities follow from
the identities h∗(G, x) = xnI(Ĝ, 1/x) and M(G, x) = xnI(L(G), 1/x). The
second inequality follows from the first inequality and Theorem 3.4. 
Corollary 3.7. [4] Let H be a proper subgraph of G. Then γ(H) < γ(G).
Proof. Suppose thatH can be obtained fromG by deleting the edges {e1, . . . , ek}
and then deleting the isolated vertices {v1, . . . , vl}. Let Gi = G−{e1, . . . , ei}
for 1 ≤ i ≤ k, and G0 = G. Since Gi and Gi+1 differ only in one edge, then
we can choose an ordering of the vertices of Gi, such that that ei is the
edge between the last two vertices. Then Ĝi+1 = Ĝi − e. This implies that
γ(Gi+1) < γ(Gi) and so γ(Gk) < γ(Gk−1) < . . . γ(G0) = γ(G).
Since h(H∪K1, x) = (−x)h(H, x) and γ(H) > 0, we have that γ(H∪K1) =
γ(H). So γ(Gk) = γ(Gk − v1) = · · · = γ(Gk − {v1, . . . , vl}) = γ(H). 
Corollary 3.8. [4] Let G be a connected graph and H be a subgraph, then
in the following series
h∗(H, x)
h∗(G, x)
=
∑
k≥0
sk(G,H)x
k
for each k ≥ 0 the coefficients sk(G,H) are positive integers.
Proof. Direct consequence of Theorem 3.3. 
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