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Abstract
Convolutional neural networks have recently been suc-
cessfully applied to the problems of restoring clean images
from their degraded versions. Most studies have designed
and trained a dedicated network for each of many image
restoration tasks, such as motion blur removal, rain-streak
removal, haze removal, etc. In this paper, we show that a
single network having a single input and multiple output
branches can solve multiple image restoration tasks. This
is made possible by improving the attention mechanism and
an internal structure of the basic blocks used in the dual
residual networks, which was recently proposed and shown
to work well for a number of image restoration tasks by
Liu et al. Experimental results show that the proposed ap-
proach achieves a new state-of-the-art performance on haze
removal (both in PSNR/SSIM) and JPEG artifact removal
(in SSIM). To the authors’ knowledge, this is the first report
of successful multi-task learning on diverse image restora-
tion tasks.
1. Introduction
The problem of image restoration, i.e., restoring an origi-
nal, clean image from its degraded version, has been studied
for a long time in computer vision and image processing. As
with other problems of computer vision, deep learning has
been applied to this problem, which has led to significant
improvement of performance. There are many factors caus-
ing image degradation/distortion, for each of which there
are a (large) number of studies in the past, such as mo-
tion/defocus blur [56, 50, 72, 71, 12], several types of noises
(e.g., Gaussian, real-world noise, etc.) [13, 9, 70, 69], JPEG
compression noise [76, 8, 5, 24], rain streak [41, 30, 11],
raindrop [35, 78, 31], haze [23, 46, 3] etc.
Previous studies have treated each of these degrada-
tion types individually and developed “dedicated” methods
for each factor. This is also the case with recent stud-
ies [34, 51, 59, 40, 77, 80] utilizing deep learning; there
are different networks for different degradation types. It
should be noted that a few recent studies attempt to deal
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Figure 1. Left: Approach employed in recent studies, i.e., design-
ing/training a different network for each image restoration task
dealing with a single degradation factor. Right: Our approach; a
single network having a single input and multiple output branches
is trained on multiple image restoration tasks.
with combined degradation [58, 79], having proposed sin-
gle networks that can deal with images having mixed degra-
dation types with unknown mixing ratio. However, their
restoration accuracy (for images with a single degradation
type) tends to be much lower than the dedicated methods;
moreover, they can only deal with small image patches (i.e.,
64 × 64 pixels) for now. Thus, it is fair to say that they are
still in an experimental stage.
In this paper, we consider another approach and choose
to use a single network to deal with multiple degradation
factors. Figure 1 shows the standard approach and our ap-
proach; we use a network having a single input and multiple
output branches, each of which is dedicated to a different
image restoration task. Although this is also a standard for-
mulation of multi-task learning (MTL), it remains unclear
so far if MTL works for image restoration tasks. Moreover,
our motivation is not merely to improve the current state-
of-the-art by employing MTL. This study is motivated more
by a desire to know what is (and should be) learned by the
CNNs on image restoration tasks and what is their optimal
design for the tasks.
In earlier studies of image restoration, it was of a pri-
mary interest to model and represent the statistics or prior
of natural images, which is then utilized to restore the orig-
inal image from an input by, for instance, using it in the
framework of the Bayesian inference [15, 47, 54]. On the
other hand, in the recent approaches that use CNNs in an
end-to-end fashion, there is no explicit modeling of image
prior. We conjecture that in order to restore original im-
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ages accurately, a network must learn natural image prior in
some form for any degradation factors. If this is true, opti-
mal networks for individual degradation factors may share
representation of natural image prior. Our method is built
upon this conjecture.
To enable to deal with multiple degradation factors with
a single network, we propose a new design of networks
build upon the dual residual networks, which was recently
proposed by Liu et al. [44]. Although the authors have
shown that the base network architecture is effective for var-
ious degradation factors, the internal components of their
networks need to be changed for different degradation fac-
tors.
Our improvements to the method of Liu et al. [44] are
two folds. One is an improved attention mechanism. They
employed the squeeze-and-excitation (SE) mechanism in
some of their proposed component blocks, named DuRB-
S and DuRB-US. Since it was originally proposed for ob-
ject classification task, the SE mechanism has been success-
fully applied to various tasks such as super-resolution (SR)
[85], single-view depth estimation [26], etc. Its concept is
to use global average pooling of activations in each indi-
vidual channel of a layer to generate channel-wise attention
weights on its layer activations. We extend it to additionally
use amplitude of spatial derivatives of activation (i.e., |I(c)x |
and |I(c)y |) to compute attention weights. The other exten-
sion is a new design of basic block, in which the two op-
erations employed in DuRB-U and -US [44] are fused; we
will refer to it as DuRB-M. We show through experiments
that these two extensions make it possible for a single net-
work to learn multiple image restoration tasks, updating the
current state-of-the-art for some of them.
2. Related Work
Image Restoration Image restoration has been studied
for a long time. Most of the early studies incorporate mod-
els of degraded images along with priors of clean natural
images, based on which they formulate and solve an op-
timization problem. Examples are the studies on motion
blur removal [15, 72, 71, 2] and those on haze removal
[23, 4, 46]. Recently, CNN-based methods have achieved
good performance for all sorts of image restoration tasks
[60, 19, 48, 34, 66, 80, 75, 52, 81, 40, 38, 86, 65, 14]. For
motion blur removal, Nah et al. [48] proposed a network
architecture having modified residual blocks and trained it
on a large scale dataset (GoPro Data). Kupyn et al. [34]
proposed a GAN [21] -based method, updating the for-
mer state-of-the-art. For haze removal, Zhang et al. [80]
proposed a GAN-based CNN that jointly estimates multi-
ple unknowns comprising a haze model. Ren et al. [53]
proposed a method of weighting several enhanced versions
of an input image with the weights predicted by a CNN.
For rain-streak removal, Li et al. proposed a RNN-based
method [40] and Li et al. proposed non-locally enhanced
dense block (NEDB) [38]. For JPEG-compression noise re-
moval, Galteri et al. [17] proposed a GAN-based method
and Zhang et al. [86] proposed a non-local attention mech-
anism. Finally, Liu et al. recently proposed a network ar-
chitecture having dual residual connections, updating state-
of-the-art performance on most of the above tasks.
Single Net for Multiple Degradation Factors A more
challenging formulation is to restore a clean image from
a degraded input that undergoes an unknown combination
of multiple degradation factors [79, 58]. However, existing
methods for this formulation seem premature; there is cur-
rently a large gap with the state-of-the-art methods designed
for a single degradation factor in performance of restora-
tion from images with that single factor. Other studies con-
sider two degradation factors that are similar (e.g., deblur-
ring and super-resolution) or closely related with each other
(e.g., denoising vs. deblur/decompression) [73, 84, 20, 48]
to improve performance of the tasks. Our study differs from
these studies in motivation as described in Sec. 1, result-
ing in differences in the number (up to four) and diversity
of degradation factors that are simultaneously considered.
There are also studies that train and use different networks
with an identical architectural design on different restora-
tion tasks, e.g., noise removal, rain-streak removal, and
super-resolution [33]; or noise, mosaic, JPEG-compression
noise removal, and super-resolution [86]. Our study differs
from them in that we train the same network on multiple dif-
ferent restoration tasks in a multi-task learning framework.
Multi-task Learning It is well known that multi-task
learning [7] of deep networks is effective for many com-
puter vision tasks; [7, 45, 32, 74, 22, 42] to name a few.
To enable MTL to work, there should arguably be some
relation among the tasks jointly learned; in other words,
there should be overlaps among the representations to be
learned for those tasks. Combinations of tasks in the suc-
cessful MTL examples include scene recognition and ob-
ject recognition [22]; depth estimation and scene parsing
[68]; facial expression recognition and landmark detection
[25]; vision and language [49] etc. However, it remains un-
known if the same holds true for image restoration tasks.
Although there should be some similarity among them, dif-
ferent types of degradations seem to be somewhat orthog-
onal with each other. In fact, the aforementioned studies
on restoration from combined degradations attempt to deal
with different degradation factors by adaptively selecting
different networks [79] or different operations [58] depend-
ing on the degradation factors in input images.
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Figure 2. Fa, Fb and Fc denotes a CNN trained for motion blur
removal, haze removal and rain-streak removal. The images in the
second column are normalized for better visibility.
Squeeze-and-Excitation Mechanism for Attention At-
tention mechanisms have been developed and employed to
solve various computer vision problems [64, 39, 1, 28, 58]
. Hu et al. proposed a squeeze-and-excitation (SE) block,
which produces and applies channel-wise weights on an in-
put tensor [28]. This block has been successfully applied
to various tasks such as classification [28], super resolution
[85] and single-view depth estimation [26]. A number of
later studies [43, 29, 67, 27, 18] aim at improving the SE-
block. Woo et al. propose to use channel-wise and spatial
attention weights [67]. Hu et al. study how to efficiently
combine a SE-block and a ResNet module [29]. Gao et
al. propose to use correlation of activations of each pair of
channels to generate attention [18]. Hu et al. improve SE-
block by replacing global average pooling with a pooling
operation with trainable parameters [27].
3. Problem Formulation
Traditionally, the problem of image restoration is formu-
lated as an inverse problem, where the forward process of
image formation is modeled and utilized. For example, an
image suffering from non-uniform motion blur is modeled
[34] as
B = K(M)⊗ I + n, (1)
where B is the blurred image; I is the sharp image; K(M)
is the blur kernel determined by motion field M ; and n is
noise. The image of a scene with haze degradation is mod-
eled [80] as
H = It+A(1− t), (2)
where H is the hazy image of a scene; I is its clean image;
t is a transmission map; and A is global atmospheric light.
An image having rain-streak degradation is modeled [40] as
O = I +
N∑
i=1
Si, (3)
where O, I and Si’s denotes an image with rain-streak, the
clean image, and different rain-streak effects. The case of
N > 1 can consider an accumulation of multiple effects.
Using the models, the problem is formulated as mini-
mization of an objective function measuring the difference
between the input degraded image and its model given as
above. It is minimized with respect to the unknown clean
image along with some other unknowns (e.g., blur kernels
etc.). It is also a common practice to incorporate natural
image prior as a regularizer in the the minimization. Such
image prior is shared among image restoration for different
types of degradations.
On the other hand, the recent trend is to use CNNs to
directly predict the clean image from its degraded version.
This approach does not use any image prior explicitly. A
successful method of applying a CNN to the tasks [34, 16,
44] is to make it predict a compensating image such that
adding it to the input image will yield a clean image, i.e.,
the difference from the input image to the true clean image.
This method can be applied to any image degradation type.
Figure 2 illustrates a few examples. This is formally written
by
I = Fρ(xρ) + xρ, (4)
where I is the clean image we want to predict; Fρ is a CNN
designed and trained for degradation type ρ; and xρ is an
input image having degradation type ρ.
Our goal is to develop a universal network that can deal
with various degradation types. Although the ultimate goal
will be a monolithic CNN that has a single input and out-
put, it is very hard to design and train such a CNN that can
achieve high performance. Taking the above formulation
of predicting the compensating component into account,
we instead consider networks having multi-heads g1, . . . for
different degradation types, as shown in Fig. 1:
I = gρ ◦ f(xρ) + xρ, (5)
where gρ is a head, which we call a decoder, for degradation
type ρ and f is an encoder shared by all the degradation
types.
4. Universal Networks for Image Restoration
In this section, we describe the design of networks that
are applicable to different types of degradation. We make
two improvements to the dual residual networks proposed
by Liu et al. [44], intending to enhance its representation
capacity. One is an improvement of the attention mecha-
nism and the other is a new design of the structure of base
blocks. We explain these two improvements in turn, fol-
lowed by description of the overall network architecture.
For decoder gρ, we use a stack of PixelShuffle [57] mod-
ules with convolutional operations.
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Figure 3. Absolute spatial derivatives of images in (a) vertical and
(b) horizontal directions. (The values in the three color channels
are summed together.) The values in the bottom are computed with
the application of (6) on all the three color channels.
4.1. Improved Attention Mechanism
An attention mechanism is employed in the dual resid-
ual networks. It is the channel-wise attention that was
originally developed for object recognition in the study of
squeeze-and-excitation (SE) networks [28], and has been
widely used for many other tasks. A SE-block computes
and applies attention weights on the channels of the input
feature map. To determine the weight on each channel,
it computes the averages of activation values of channels;
then, they are converted by two fully-connected layers with
ReLU and sigmoid activaton functions to generate channel-
wise weights. The aggregation of activation values is equiv-
alent to global average pooling.
We enhance this attention mechanism by incorporating
a different aggregation method of channel activation. Our
idea is to use different statistics of channel activation val-
ues in addition to their averages. For this, we choose to use
(absolute) spatial derivatives of channel activation values.
More specifically, denoting an activation value at spatial po-
sition (i, j) of channel c by yc,i,j , we calculate
vc =
1
N
∑
i,j
|yc,i+1,j −yc,i,j |β+ 1
M
∑
i,j
|yc,i,j+1−yc,i,j |β ,
(6)
where N and M denote the number of values in the corre-
sponding spatial derivative maps, β(=3 for our experiments)
is a scalar to enhance derivative values. This is also known
as a version of the total variation [55], which has been used
as a regularization term for various image processing tasks;
a notable example is the classical image denoising, where
the total variation helps to obtain a smoother solution while
preserving edges.
Figure 3 shows how the absolute spatial derivatives be-
haves for different inputs using input images (instead of
intermediate layer features) as examples. It is observed
that they provide different responses between clean and de-
graded images of the same scenes.
Figure 4 illustrates the proposed attention mechanism.
We compute the global average and the total variation of
input tensor
GAP
TV 𝒲" 𝒲#
⨂
output tensor
Figure 4. The proposed attention mechanism improving the SE
block. It generates channel-wise attention weights by global aver-
age pooling (the same as the standard SE block) and total variation
(TV) of each channel activation values.
ResNet Module
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Figure 5. The improved SE-ResNet Module, which incorporates
the improved attention mechanism into a ResNet module.
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Figure 6. The proposed basic block (DuRB-M) used for building
our network.
activation values of each channel and input it to the same
pipeline as the SE-block to generate attention weights over
the channels. This mechanism is built into a ResNet mod-
ule, as shown in Fig. 5. We will show the effectiveness of
this design though experiments including ablation tests.
4.2. Improved Design of a Dual Residual Block
The design of the dual residual networks [44] aims at
making maximum use of paired operations that are believed
to fit for image restoration tasks. The choice of the paired
operations is arbitrary and four choices are suggested de-
pending on the type of degradations. We pay attention on
the two of them, in both of which the first operation is up-
convolution. Specifically, one is the pair of up-convolution
(i.e., up-sampling followed by convolution) and simple con-
volution. The block employing the pair is named DuRB-U
and applied to motion blur removal. (See the upper panel
of Fig. 6.) The other is the pair of up-sampling followed by
convolution and a SE-block. The block is named DuRB-US
and applied to haze removal.
In this paper, we aim at development of universal net-
works that can deal with motion blur, haze, and even more.
Toward this end, we propose a new design of the block
structure, which we call DuRB-M. The idea is to integrate
𝑐+𝑟𝑐+𝑟 𝑐+𝑟 DuRB-M ×5𝑓
⨁𝑐+𝑟𝑢𝑝 𝑐+𝑟𝑢𝑝 𝑐 𝑡𝑎𝑛ℎ𝑔.
Figure 7. Architecture of the encoder f and the task-specific de-
coder gρ for the task ρ; c, r and tanh denotes a convolutional
layer, a ReLU layer and a hyperbolic tangent function, respec-
tively; up means conv. + PixelShuffle [57]. The encoder f has
68 weight layers (each DuRB-M has 13 weight layers) and a de-
coder gρ has 5 weight layers.
the above two designs (i.e., DuRB-U and -US). To be spe-
cific, while keeping the same up-convolution for the first
operation, we employ parallel computation of the second
operations of DuRB-U and -US, i.e., convolution and a SE-
block, for the second operation of the new block design;
see the lower panel of Fig. 6. The output maps of the two
operations are merged by concatenation in the channel di-
mension, followed by 3× 3 convolution to adjust the num-
ber of channels. We also replace the ResNet module in the
original DuRB structure with the aforementioned improved
SE-ResNet module with the enhanced attention mechanism,
as shown in Fig. 5.
4.3. Overall Design of the Universal Network
As mentioned earlier, our network consists of a shared
encoder and multiple decoders. Figure 7 shows the over-
all design. To train it on T tasks, we use T decorders
g1, . . . , gT . Each decoder gρ (ρ = 1, . . . , T ) starts with
two sets of up-sampling plus convolution (implemented by
PixelShuffle [57]) and ReLU in this order, followed by con-
volution with a hyperbolic tangent activation function. All
the convolution layers of the decoder employ 3× 3 kernels.
The number of their channels are 96 for the first two conv.
layers and 48 for the last one. We use the same design for
all the decoders for different tasks. As they have learnable
weights in the convolution layers, they work differently af-
ter training. The encoder f starts with three convolution
layers with ReLU activation, followed by a stack of the pro-
posed DuRB-M’s. The 2nd and 3rd convolution layers use
stride = 2, and thus the input image is down-scaled to 1/4 of
the original size when inputted to the first DuRB-M. Note
that there is a skip connection from the output from the sec-
ond ReLU to the first DuRB-M. Other details of the encoder
are given in the supplementary material.
5. Experimental Results
We conduct experiments to evaluate the proposed
method. We choose three tasks, i.e., motion blur removal,
haze removal, and rain-streak removal, for the main exper-
iments (i.e., detailed architectural design search, ablation
study, etc.); we additionally use JPEG compression noise
removal for performance evaluation.
5.1. Experimental Configuration
5.1.1 Datasets
In our experiments, we choose the dataset(s) for each task
that is the most widely used in recent studies. We use the
GoPro dataset [48] for motion blur removal. It consists of
2,013 and 1,111 non-overlapped training (GoPro-train) and
test (GoPro-test) pairs of blurred and sharp images, respec-
tively. We use the RESIDE dataset [37] for haze removal,
which consists of 13,990 samples of indoor scenes and a
few test subsets. Following [44] and [53], we use a subset
SOTS (Synthetic Objective Testing Set) that contains 500
indoor scene samples for evaluation. For both training and
test subsets of RESIDE, synthetic hazy effects are made us-
ing (2). We use the DID-MDN dataset [81] for rain-streak
removal. It consists of 12,000 training pairs and 1,200 test
pairs of clear image and synthetic rainy image. Rain-streak
effects for an image in this dataset are made using Photo-
shop. As for JPEG compression noise removal, we use the
training subset (800 images) of the DIV2K dataset [62] and
LIVE1 dataset (29 images) for training and testing our net-
works, following the study of the state-of-the-art method
[86]. An additional setting we made for our experiment
is that we re-sized the original DIV2K images (larger than
2000× 1000 for most of them) to their half for training out
network for computational efficiency.
5.1.2 Training on Multiple Tasks
We jointly train our network on multiple tasks in the fol-
lowing way. We split the training into a series of cycles, in
each of which the network is trained on a combination of all
the tasks. To be specific, each cycle contains one or more
randomly chosen minibatches per a single task. Consider-
ing that the loss decreases at a different speed for different
tasks, we choose the number of minibatches in one cycle,
specifically, one for haze removal, one for rain-streak re-
moval, and three for motion blur removal. The minibatches
are randomly chosen from the training split of each dataset
and packed in a random order in a row for the cycle. We
then iterate this cycle until convergence. Each input im-
age in a batch is obtained by randomly cropping a 256×256
region from an original training image or its re-sized ver-
sion (for GoPro dataset and DIV2K). Details of training are
given in the supplementary material.
5.2. Extended Design of the Entire Network
We have found in our preliminary experiments that while
the architecture of a shared encoder followed by multi-
ple task-specific decorders (illustrated in Fig. 8 (a)) shows
Table 1. Comparison of state-of-the-art methods in terms of accuracy (PSNR/SSIM) for four different tasks. Ours(3) and Ours(4) are the
proposed network trained on the three and four tasks, respectively. The best one is in bold and the second is with underline. The value with
the superscript ∗ is considered to be an error.
motion blur removal haze removal rain-streak removal JPEG artifacts removal (q=10)
Zhang et al. [82] 29.19 / 0.93 Li et al. [36] 19.06 / 0.85 Fu et al. [16] 30.92 / 0.89 Dong et al. [14] 28.98 / 0.82
Nah et al. [48] 29.23 / 0.92 Cai et al. [6] 21.14 / 0.85 Li et al. [40] 32.48 / 0.91 Chen et al. [10] 29.15 / 0.81
Liu et al. [44] 29.90 / 0.91 Ren et al. [53] 22.30 / 0.88 Li et al. [38] 33.16 / 0.92 Zhang et al. [83] 29.19 / 0.81
Tao et al. [61] 30.26 / 0.93 Liu et al. [44] 32.12 / 0.98 Liu et al. [44] 33.21 / 0.93 Zhang et al. [86] 29.63 / 0.82
Ours(3) 30.18 / 0.92 33.90 / 0.98 32.76 / 0.92 -/-
Ours(4) 30.17 / 0.92 34.16 / 0.98 32.87 / 0.92 28.20 / 0.83
𝑓 𝑔#𝑔$
𝑔%
𝑓 𝑔# 𝑔$𝑔%ℎ# 𝑓 𝑔%ℎ#𝑔#
𝑔$
𝑓 𝑔# 𝑔%𝑔$ℎ# ℎ$
(a) (b) (c) (d)
Figure 8. Experimental designs of an overall network consisting of the encoder f and task-specific decorders g1, g2, and g3; h is a DuRB-M
block.
Table 2. Comparison of performance of thirteen different designs
of the network for three tasks (B: motion-blur removal, H: haze
removal, and R: rain-streak removal). The values (PSRN/SSIM
are averaged accuracy over the three tasks.
Alignment PSNR / SSIM
B→H→R 30.61 / 0.9244
B→R→H 30.42 / 0.9227
H→B→R 30.57 / 0.9244
H→R→B 30.34 / 0.9219
R→B→H 30.79 / 0.9246
R→H→B 30.29 / 0.9201
Alignment PSNR / SSIM
BH→R 30.24 / 0.9217
B→HR 30.36 / 0.9216
HR→B 30.02 / 0.9189
H→RB 30.41 / 0.9236
RB→H 30.47 / 0.9219
R→BH 30.38 / 0.9228
RBH 30.32 / 0.9206
strong performance, more general architectures achieves
even better performance. By general architectures, we mean
those having extended DuRB-M blocks on top of the shared
encoder, to which some of the task-specific decorders are
connected, as shown in Fig. 8 (b)-(d). To explore what
structure shows good performance, we consider the four ar-
chitectural designs shown in Fig. 8.
When we have three target tasks, there are thirteen de-
signs of assigning them to the four architectures, which are
listed in Table 2. In the table, we use B, H and R to de-
note motion blur removal, haze removal, and rain-streak re-
moval, respectively, and use “→” to denote one DuRB-M
block. In the table we report the performance of each of
the thirteen designs in terms of accuracy (PSNR/SSIM) av-
eraged over the three tasks. In this experiment, we trained
each of our thirteen networks for 1 × 105 iterations under
the same experimental setting. It is seen that R→B→H per-
forms the best. This indicates differences among the three
tasks cannot be fully absorbed by the single encoder, and
implies that there is a hierarchy that is probably associated
with their difference in difficulty in this order.
5.3. Comparison with the State-of-the-art
We compare the proposed method with the state-of-the-
art methods for different tasks. Table 1 shows the results.
We choose the best four published methods (ranked by
PSNR) for each task. “Ours(3)” indicate our method trained
on the three tasks. We report here the accuracy values ob-
tained for the best architecture found in the experiment ex-
plained above. It is observed that the proposed method out-
performs others for haze removal and achieves comparable
performance to the previous methods for other tasks.
Table 1 also shows the results (“Ours(4)”) obtained by
simultaneously training our network on four tasks, i.e., the
three tasks plus JPEG compression noise removal. It is seen
that the addition of this task contributes to further improve-
ments on haze removal and rain-streak removal. In the ex-
periment, we search for a good design for the four tasks;
to do this with a modest computational cost, we considered
only combinations of inserting either a new decorder or a
new decoder with a DuRB-M to the above three-task net-
work. The best performer is the one with additional DuRB-
M inserted in between B and H, i.e., R→B→J→H, where
J is the JPEG compression noise removal. The results with
“Ours(4)” in Table .1 is obtained by this design. A few ex-
amples of the output images for the four tasks are shown in
Fig. 10.
5.4. Ablation Study
The proposed method consists of several components.
To evaluate the contribution of each component, we con-
ducted two ablation tests. It is noteworthy that we use small
batch size(=3) to meet GPU memory limitation to attain
computational efficiency for ablation tests, whereas we use
large batch size(=32) for Table 1 to maximize performance.
(a) (b) (c) (d) (e)
Figure 9. Visualization of activations of selected intermediate layers of our network trained on the three tasks. Each feature space is mapped
to two-dimensional space by t-SNE [63]. The results of lower to higher layers are shown from left to right. (a) Output of the first ReLU
layer. (b) The second ReLU layer. (c)-(e) Output of the first, third, and fifth DuRB-M blocks.
Table 3. Results of an ablation test with different components and employment of multi-task learning.
TV GAP Fusion motion blur removal haze removal rain-streak removal
7 7 7 28.25 / 0.8724 26.58 / 0.9646 31.32 / 0.8976
3 7 7 28.49 / 0.8809 29.15 / 0.9699 31.99 / 0.9003
7 3 7 28.11 / 0.8703 29.66 / 0.9721 32.01 / 0.9015
3 3 7 28.51 / 0.8811 29.06 / 0.9719 32.03 / 0.9014
Ours 3 3 3 28.91 / 0.8911 31.32 / 0.9778 32.15 / 0.9048
Single task
(same net)
motion blur 27.87 / 0.8653 -/- -/-
haze -/- 28.58 / 0.9685 -/-
rain-streak -/- -/- 32.60 / 0.9139
5.4.1 Improved Attention Mechanism and Dual Redis-
ual Block
In the first test, we evaluate the contributions of the three
components, i) the channel-wise total variation and ii) the
channel-wise average pooling, both of which are used for
attention computation, and iii) the improved design of dual
residual block that employ fused operations. Table 3 shows
the results on three different tasks when performing multi-
task learning on the same three tasks. It is first seen that the
use of all the three components yields the maximum accu-
racy for each task. It is also observed that each component
has a certain amount of positive impact on the resulting ac-
curacy, although it differs for different degradation types.
5.4.2 Impact of Multi-Task Learning
To evaluate the effectiveness of multi-task learning, we train
the proposed network (the best design for the three tasks ex-
plained in Sec. 5.2) on each of the three tasks separately. In
this experiment, we simply neglect other g’s than the one
for the target task. The results are shown in the bottom of
Table 3. It is seen that multi-task learning improves perfor-
mance on motion blur removal and haze removal by a good
margin, while it decreases the performance on rain-streak
removal.
5.5. Visualization of Internal Features
To explore how different types of degradation are learned
and represented inside our network, we visualize the inter-
nal activations of the best three-task model (i.e., R→B→H
of Table 2). We input each sample of the test splits from
the datasets of these tasks to the trained network. We then
apply t-SNE [63] to the set of activations of selected inter-
mediate layers to map them to two-dimensional space. Fig-
ure 9 shows the results. It is observed that the images hav-
ing different degradation factors are quickly disentangled
as they propagate through the layers and are clearly sepa-
rated at the final output of the encoder. This demonstrates
that the proposed network is able to learn different image
restoration tasks with a single network. It also implies that
the proposed network clearly distinguishes different types
of degradations and represents them differently inside its
layers. A further analysis is left for future studies.
6. Summary and Conclusion
We have considered the design of a single network that is
applicable to multiple image restoration tasks. Our experi-
ments demonstrate that using the proposed network design,
multi-task learning of diverse restoration tasks (motion-
blur, haze, rain-streak and JPEG compression) is feasible
and also effective in the sense that it brings about synergetic
performance improvement. This will be the first counterex-
ample to the current research trend, in which networks are
differently designed for individual degradation factors. We
hope that our results will ignite further study of better de-
signs of neural networks for image restoration tasks.
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