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DUAL IMMACULATE QUASISYMMETRIC FUNCTIONS
EXPAND POSITIVELY INTO YOUNG QUASISYMMETRIC
SCHUR FUNCTIONS
EDWARD E. ALLEN, JOSHUA HALLAM, AND SARAH K. MASON
Abstract. We describe a combinatorial formula for the coefficients when the dual
immaculate quasisymmetric functions are decomposed into Young quasisymmetric
Schur functions. We prove this using an analogue of Schensted insertion. Using
this result, we give necessary and sufficient conditions for a dual immaculate qua-
sisymmetric function to be symmetric. Moreover, we show that the product of a
Schur function and a dual immaculate quasisymmetric function expands positively
in the Young quasisymmetric Schur basis. We also discuss the decomposition of the
Young noncommutative Schur functions into the immaculate functions. Finally, we
provide a Remmel-Whitney-style rule to generate the coefficients of the decomposi-
tion of the dual immaculates into the Young quasisymmetric Schurs algorithmically
and an analogous rule for the decomposition of the dual bases.
1. Introduction
The Schur functions are a fundamental object of study in the areas of alge-
braic combinatorics, representation theory, and geometry. They were introduced
by Cauchy in 1815 [Cau15] and appeared in Schur’s seminal dissertation [Sch73]
as the characters of the irreducible representations of the general linear group
GL(n,C). Schur functions can be generated by means of divided difference op-
erators, raising operators, matrix determinants, and monomial weights. (See texts
such as [Ful97, Mac15, Sag01, Sta99] for details.) The multiplication of Schur
functions is equivalent to the Schubert calculus on intersections of subspaces of
a vector space [Sta77]. The Schur functions form an orthonormal basis for the
graded Hopf algebra Sym of symmetric functions [Gei77]. Symmetric functions
appear in classical invariant theory results such as the Chevalley-Shephard-Todd
Theorem [Che55, ST54] as well as more recent developments such as the theory of
Macdonald polynomials [Mac88], nonsymmetric Macdonald polynomials [Mar99],
and their related combinatorics [GR05, Hag04, Hag06]. The algebra Sym of sym-
metric functions generalizes to both a nonsymmetric analogue QSym and a non-
commutative analogue NSym.
Stanley laid the foundation for the algebra QSym of quasisymmetric functions
through his work on P -partitions [Sta72]. Gessel [Ges84] formalized the defini-
tion of quasisymmetric functions and introduced the fundamental basis. Ehren-
borg [Ehr96] further developed the Hopf algebra structure of QSym, which is the
Hopf algebra dual to the noncommutative symmetric functions NSym. QSym
Key words and phrases. quasisymmetric functions, dual immaculate functions, Schensted in-
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also plays an important role in permutation enumeration [GR93] and reduced de-
compositions for finite Coxeter groups [Sta84]. Quasisymmetric functions appear
in probability theory through the study of random walks [HH09] and riffle shuf-
fles [Sta01]. They also arise in representation theory as representations of Lie alge-
bras [GR93] and general linear Lie superalgebras [Kwo09] and in the study of Hecke
algebras [Hiv00]. Discrete geometers use quasisymmetric functions in the study of
the cd-index [BHvW03] and as flags in graded posets [Ehr96]. Quasisymmetric
functions are ubiquitous in combinatorics in part because QSym is the terminal
object in the category of combinatorial Hopf algebras [ABS06].
In [HLMvW11a], Haglund et al. introduced a new basis for quasisymmetric func-
tions called the quasisymmetric Schur functions {Sˇγ}γ . The quasisymmetric Schur
functions are specializations of nonsymmetric Macdonald polynomials obtained by
setting q = t = 0 in the combinatorial formula described in [HHL08] and summing
the resulting Demazure atoms over all weak compositions which collapse to the
same strong composition. This new basis satisfies many properties similar to those
enjoyed by the Schur functions including a Robinson-Schensted-Knuth style bi-
jection with matrices [HLMvW11b], a Pieri-style multiplication rule [HLMvW11a],
and an omega operation [MR14]. Haglund et al. [HLMvW11b] provide a refinement
of the Littlewood-Richardson rule which gives a formula for the coefficients appear-
ing in the product of a quasisymmetric Schur function and a Schur function when
expanded in terms of the quasisymmetric Schur function basis. The quasisymmet-
ric Schur functions are generated by fillings of composition diagrams analogously
to how Schur functions are generated by semistandard Young tableaux. In rep-
resentation theory, quasisymmetric Schur functions are dual to noncommutative
irreducible characters of the symmetric group [vW13]. The Young quasisymmetric
Schur functions [LMvW13] are variants of quasisymmetric Schur functions obtained
by reversing the entries in composition diagrams. In this paper, we work with the
Young quasisymmetric Schur functions.
The algebra NSym of noncommutative symmetric functions plays an important
role in representation theory due to its relationship to quantum linear groups, Hecke
algebras at q = 0 [KT97], and the universal enveloping algebra of glN [KT99]. In
addition, NSym is isomorphic to the Solomon descent algebra [GKL+95, MR95].
The immaculate basis for NSym, introduced in [BBS+14], is constructed using
non-commutative Bernstein operators. The immaculate basis appears in representa-
tion theory in relation to indecomposable modules of the 0-Hecke algebra [BBS+15].
The forgetful map projects the immaculate basis onto the Schur basis and there ex-
ists a Jacobi-Trudi-style formula for constructing the immaculate basis [BBS+14].
The dual immaculate quasisymmetric functions form the dual to the immaculate
basis. Like the quasisymmetric Schur functions, they are generated using fillings of
composition diagrams and form another quasisymmetric analogue to Schur func-
tions. This basis has a positive expansion in terms of the monomial and fundamental
bases of QSym [BBS+14] as well as a Pieri rule [BSOZ16, BZ13].
In this paper, we investigate the connection between these two quasisymmetric
analogues of Schur functions. In particular, we show that the dual immaculate
basis, {S∗α}α, decomposes as a nonnegative sum of Young quasisymmetric Schur
functions {Sˆγ}γ .
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Theorem 1.1. The dual immaculate quasisymmetric functions decompose into
Young quasisymmetric Schur functions in the following way:
S
∗
α =
∑
β
cα,βSˆβ
where cα,β is the number of DIRTs (Definition 3.9) of shape β with row strip shape
αrev (Definition 3.4).
This result and its dual version, Theorem 4.9, describe the relationship between
two very different quasisymmetric analogues of Schur functions as well as their
dual bases in NSym whose connection is not apparent from their definitions. Dual
immaculate quasisymmetric functions decompose positively into Young quasisym-
metric Schurs, which then further decompose positively into Gessel’s fundamental
quasisymmetric functions, creating a tower of Schur-like objects. The proof of The-
orem 1.1 involves a Schensted-like insertion algorithm. The coefficients appearing in
this decomposition can be obtained through a combinatorial algorithm similar to
the Remmel-Whitney approach to computing Littlewood-Richardson coefficients.
We use this Theorem to obtain new proofs of several results about dual immacu-
late quasisymmetric functions. In particular, since any symmetric function which
is quasisymmetric Schur positive must be Schur positive, dual immaculate positiv-
ity of a symmetric function implies Schur positivity. We also prove that a dual
immaculate quasisymmetric function is symmetric if and only if it is indexed by a
certain type of hook shape. Finally, we show that the product of a Schur function
and a dual immaculate quasisymmetric function expands positively into the Young
quasisymmetric Schur basis.
The remainder of the paper is organized as follows. In Section 2, we review
the background material on compositions and their diagrams. We then define
the Young quasisymmetric Schur functions as well as the dual immaculate qua-
sisymmetric functions and explain their decompositions in the fundamental basis.
Section 3 describes the insertion algorithm that is used to prove our main result.
We then discuss the proof of our main theorem in Section 4. This section also
includes some results about the properties of dual immaculate recording tableaux,
the connections with Sym, and the decomposition of the dual bases in NSym. In
Section 5, we provide Remmel-Whitney-style algorithms that compute the coeffi-
cients of the decomposition in QSym and NSym. We conclude with a section on
future directions.
2. Background
A composition α of n, written α  n, is a finite sequence of positive integers
that sum to n. If α = (α1, α2, . . . , αℓ), then αi is the i
th part of α and ℓ(α) = ℓ
is the length of α. If α = (α1, α2, . . . , αℓ) then we define the reverse of α to
be αrev = (αℓ, αℓ−1, . . . , α1). A composition β is said to be a refinement of a
composition α if α can be obtained from β by summing collections of consecutive
parts of β. We say that a composition β is a rearrangement of a composition α if the
parts of β can be reordered to form α. For example, (3, 4, 1, 3) is a rearrangement
of (1, 4, 3, 3). Given two compositions α = (α1, α2, . . . , aℓ) and β = (β1, β2, . . . , βk)
we say α  β in dominance order if α1 + α2 + · · ·αi ≥ β1 + β2 + · · · + βi for all
i ≥ 1. Here we make the assumption that if i > ℓ then αi = 0 and if i > k then
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βi = 0. A composition is a partition if αi ≥ αi+1 for all 1 ≤ i ≤ ℓ− 1. Finally, if α
is a composition then we define set(α) = {α1, α1 + α2, . . . , α1 + α2 + · · ·+ αℓ−1}.
Given a composition α = (α1, α2, . . . , αℓ), the diagram Dα is constructed by
placing boxes (or cells) into left-justified rows so that the ith row from the bottom
contains αi cells. The shape of Dα is denoted by α. This is analogous to the French
notation for the Young diagram of a partition. Position (i, j) in Dα refers to the
cell in the ith column (reading from left to right) and the jth row (reading from
bottom to top). For example, the diagram Dα pictured below corresponds to a
diagram of shape α = (2, 4, 3) with an X in position (3, 2).
X
A quasisymmetric function is a bounded degree formal power series f(x) ∈
Q[[x1, x2, . . .]] such that for all compositions α = (α1, α2, . . . , αℓ), the coefficient
of
∏
xαii is equal to the coefficient of
∏
xαiij for all i1 < i2 < · · · < iℓ. Let QSym
denote the algebra of quasisymmetric functions and QSymn denote the space of
homogeneous quasisymmetric functions of degree n, so that
QSym =
⊕
n≥0
QSymn.
A natural basis for QSymn is the monomial quasisymmetric basis, given by the
collection {Mα}αn where
Mα =
∑
i1<i2<···<iℓ
xα1i1 x
α2
i2
· · ·xαℓiℓ .
Gessel’s fundamental basis for quasisymmetric functions [Ges84] can be expressed
by
Fα =
∑
β
Mβ ,
where the sum is over all β which are refinements of α.
Given a diagram Dα, a filling of Dα is a function G : Dα → Z+. Here G(i, j)
denotes the image of the cell (i, j) and is called the entry of cell (i, j).
Definition 2.1. [LMvW13] The filling T : Dα → Z+ is a semistandard Young
composition tableau (SSYCT) of shape α if it satisfies the following conditions:
(1) Row entries are weakly increasing from left to right (i.e., T (i, j) ≤ T (i+1, j)
for all (i, j), (i+ 1, j) ∈ Dα).
(2) The entries in the leftmost column are strictly increasing from bottom to
top (i.e., T (1, j) < T (1, j + 1) for all (1, j), (1, j + 1) ∈ Dα).
(3) (Young composition triple rule) For all {i, j, k} such that 1 ≤ j < k ≤ ℓ(α)
and 1 ≤ i < max{αj , αk}, if T (i, k) ≤ T (i + 1, j), then T (i + 1, k) <
T (i+1, j) under the assumption that the entry in any cell not contained in
Dα is ∞.
Less formally, the Young composition triple rule states that for any subarray in T
(shown in Figure 2.1), if b ≤ a, then c < a. Here we assume that if the position
immediately right of b is empty, then c =∞. Additionally, we set the augmentation
of T , denoted by T¯ , to be the filling of Dα¯, where α¯ = (α1+1, α2+1, . . . , αℓ+1), in
which the right-most entry in each row is ∞ and the remaining cells have the same
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b c
a
Figure 2.1. Young composition triple rule: b ≤ a⇒ c < a
T =
4 6
2 3 5
1
, T¯ =
4 6 ∞
2 3 5 ∞
1 ∞
,
rw
Sˆ
(T¯ ) =∞∞ 5 6 3∞ 4 2 1,
rwS∗(T ) = 4 6 2 3 5 1.
Figure 2.2. As an augmentation of a Young composition tableau
T , the Young reading word of T¯ is ∞ ∞ 5 6 3 ∞ 4 2 1. As an
immaculate tableau, the immaculate reading word of T is
4 6 2 3 5 1.
filling as T . (Here we abuse notation by allowing infinities in our augmentation,
while technically infinities are not allowed to be entries in a filling.) We consider T¯
to be a SSYCT if T is a SSYCT. See Figure 2.2 for an example.
The following definition will be useful in Section 3.
Definition 2.2. Read the entries in the columns of a Young composition tableau T
(or its augmentation T¯ ) from top to bottom, beginning with the rightmost column of
T and working right to left. This ordering of the cells is called the Young reading
order. When the entries of the cells are read in Young reading order, the resulting
word is called the Young reading word of T , denoted rw
Sˆ
(T ). See Figure 2.2 for
an example.
Note that we will also define an immaculate reading word in Definition 2.7.
The weight of a SSYCT T of shape α is the monomial xT =
∏
i
xvii where vi is the
number of times the entry i appears in T as seen in Figure 2.3. A standard Young
composition tableau (SYCT) of shape α  n is a semistandard Young composition
tableau in which each of the numbers {1, . . . , n} appears exactly once.
Definition 2.3. [LMvW13] Let α be a composition. Then the Young quasisym-
metric Schur function Sˆα is given by
Sˆα =
∑
T
xT ,
summed over all semistandard Young composition tableaux T of shape α. See Fig-
ure 2.3 for an example.
We now describe the method given in Proposition 5.2.2 of [LMvW13] for writing
a Young quasisymmetric Schur function as a positive sum of Gessel’s fundamental
quasisymmetric functions.
Definition 2.4. The Young descent set, Des
Sˆ
(T ), of a standard Young composi-
tion tableau T is the subset of {1, . . . , n − 1} consisting of all entries i of T such
that i+ 1 appears weakly to the left of i in T .
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3
2 2
1
4
2 2
1
4
2 3
1
4
3 3
1
4
3 3
2
Sˆ121(x1, x2, x3, x4) = x1x
2
2x3 + x1x
2
2x4 + x1x2x3x4 + x1x
2
3x4 + x2x
2
3x4
Figure 2.3. The SSYCT that generate Sˆ(1,2,1)(x1, x2, x3, x4).
We use a subscript to denote the Young descent set Des
Sˆ
(T ), which is not
usually done. We do this because we will use another type of descent set, the
immaculate descent set, later in this development; see Definition 2.9.
Proposition 2.5. [LMvW13] Let α, β be compositions. Then
Sˆα =
∑
β
dα,βFβ ,
where dα,β is equal to the number of standard Young composition tableaux T of
shape α such that Des
Sˆ
(T ) = set(β).
The example in Figure 2.3 shows that there is only one SYCT of shape (1, 2, 1).
It has Young descent set {1, 3} and therefore Sˆ(1,2,1) = F(1,2,1).
In [BBS+14], the authors introduce a new basis of NSym called the immaculate
basis. Since QSym and NSym are dual, this gives rise to a dual basis of QSym called
the dual immaculate basis. One can define the dual immaculate quasisymmetric
functions using immaculate tableaux.
Definition 2.6. [BBS+14] A filling U : Dα → Z+ is an immaculate tableau of
shape α if it satisfies the following conditions:
(1) Row entries are weakly increasing from left to right (i.e., U(i, j) ≤ U(i+1, j)
for all (i, j), (i+ 1, j) ∈ Dα).
(2) The entries in the leftmost column are strictly increasing from bottom to
top (i.e., U(1, j) < U(1, j + 1) for all (1, j), (1, j + 1) ∈ Dα).
Note that the dual immaculate basis was originally introduced using English
notation. In the above definition we use the French notation for our tableaux;
this is why in condition (2) above, the entries in the leftmost column increase from
bottom to top rather than top to bottom. Our definition of immaculate descent also
reflects this modification. We use French notation rather than English simply to
preserve compatibility with the Young composition tableaux; none of the underlying
mathematics is impacted in any way by this cosmetic convention.
Observe that every SSYCT is also an immaculate tableau since the definition is
the same except that immaculate tableaux are not required to satisfy the Young
composition triple rule. We will now define the immaculate reading word rwS∗(U)
for an immaculate tableau U . Note that it is not the same as the Young reading
word rw
Sˆ
(U) for the Young composition tableau U .
Definition 2.7. Read the entries in the rows of an immaculate tableau U , from
left to right, beginning with the highest row of U and working top to bottom. The
resulting word is called the immaculate reading word of U , denoted rwS∗(U). See
Figure 2.2 for an example.
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3
2 2
1
4
2 2
1
4
2 3
1
4
3 3
1
4
3 3
2
3
2 3
1
3
2 4
1
4
2 4
1
4
3 4
2
4
3 4
1
S
∗
121(x1, x2, x3, x4) = x1x
2
2x3 + x1x
2
2x4 + 2x1x2x3x4 + x1x
2
3x4 + x2x
2
3x4 + x1x2x
2
3
+ x1x2x
2
4 + x2x3x
2
4 + x1x3x
2
4
Figure 2.4. The immaculate tableaux that generate S∗(1,2,1)(x1, x2, x3, x4).
We say that an immaculate tableau is a standard immaculate tableau if the
numbers {1, . . . , n} each appear exactly once. Just as with a Young composition
tableau, the weight of an immaculate tableau U of shape α is the monomial xU =∏
i x
vi
i , where vi is the number of times the entry i appears in U as seen in Figure 2.4.
Definition 2.8. Let α be a composition. The dual immaculate quasisymmetric
function S∗α is given by
S
∗
α =
∑
U
xU ,
where the sum is over all immaculate tableaux of shape α. See Figure 2.4 for an
example.
Just as Young quasisymmetric Schur functions decompose into positive sums of
fundamental quasisymmetric functions, the dual immaculate quasisymmetric func-
tions decompose into the fundamental basis using descent sets. Now we define the
immaculate descent set of a standard immaculate tableau.
Definition 2.9. The immaculate descent set, DesS∗(U), of a standard immaculate
tableau U is the subset of {1, . . . , n − 1} consisting of all entries i of U such that
i+ 1 appears strictly above i in U .
As an example, consider the filling
G =
2 3
1 4
.
We see that DesS∗(G) = {1}. Note that the immaculate descent set of a standard
immaculate tableau is not the same as the Young descent set of a standard Young
composition tableau. In fact, the tableau G is both a standard immaculate tableau
and a standard Young composition tableau. However, Des
Sˆ
(G) = {1, 3} and so
the two descents sets for the same filling need not be the same.
We now explain how the dual immaculate quasisymmetric functions decompose
into the fundamental basis.
Proposition 2.10. [BBS+14] Let α, β be compositions. Then
S
∗
α =
∑
β
eα,βFβ ,
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5 →
6 8
3 4 7
2
=
6 7
3 4 5
2 8
Figure 3.1. The insertion of 5 into a Young composition tableau
of shape (1, 3, 2).
where eα,β equals the number of standard immaculate tableaux U of shape α with
DesS∗(U) = set(β).
As an example, consider the decomposition of S∗(1,2,1) into the fundamental
basis. Figure 2.4 shows that there are two standard immaculate tableaux of shape
(1, 2, 1). Their immaculate descent sets are {1, 3} and {1, 2}. Thus, S∗(1,2,1) =
F(1,2,1) + F(1,1,2).
3. An Insertion and Recording Algorithm
The insertion procedure k → C given in [HLMvW11a] maps a positive integer k
into a composition tableau C. We describe an analogous procedure (Procedure 3.1)
that maps a positive integer k into a Young composition tableau T to produce a
Young composition tableau k → T . Our procedure is equivalent to the procedure for
composition tableaux in the sense that applying insertion to a composition tableau
and then mapping to a Young composition tableau produces the same result as first
mapping to a Young composition tableau and then applying insertion. Therefore
the fact that the procedure k → C produces a composition tableau immediately
implies that our procedure produces a Young composition tableau.
Procedure 3.1. Let (c1, d1), (c2, d2), . . . be the cells of the augmented diagram T¯
listed in Young reading order. Set k0 := k and let i be the smallest positive integer
such that T¯ (ci − 1, di) ≤ k0 < T¯ (ci, di). If such an i exists, there are two cases.
Case 1. If T¯ (ci, di) =∞, then place k0 in cell (ci, di) and terminate the proce-
dure.
Case 2. If T¯ (ci, di) 6=∞, then set k := T¯ (ci, di), place k0 in cell (ci, di), and re-
peat the procedure by inserting k into the sequence of cells (ci+1, di+1), (ci+2, di+2), . . ..
In such a situation, we say that T¯ (ci, di) is bumped.
If no such i exists, begin a new row (containing only k0) in the highest position
in the leftmost column such that all entries below k0 in the leftmost column are
smaller than k0 and terminate the procedure. If the new row is not the top row of
the diagram, shift all higher rows up by one.
The sequence of cells that contain elements which are bumped in the insertion
k → T plus the final cell which is added when the procedure is terminated is called
the bumping path of the insertion.
Example 3.2. Let us consider the insertion of 5 into a Young composition tableau
of shape (1, 3, 2) which is shown in Figure 3.1. The first element bumped is the
7 in column 3. This 7 is replaced by 5 and 7 is then inserted into the remaining
sequence of cells. The 7 then bumps the 8 in column 2 and 8 is inserted into the
remaining cells. The 8 is placed to the right of the 2 and the procedure terminates.
The bumping path is therefore the sequence of cells {(3, 2), (2, 3), (2, 1)}. Notice that
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2 →
4 5
1 3
=
4 5
3
1 2
Figure 3.2. The insertion of 2 into a Young composition tableau
of shape (2, 2) in which a new row is created.
the entries of T¯ in the bumping path must strictly increase as we proceed in Young
reading order.
Example 3.3. In the insertion of 2 into a Young composition tableau of shape
(2, 2), shown in Figure 3.2, the first element bumped is the 3 in column 2. Since
1 < 3 < 4, a new row is created and the second row is moved up.
Let U be a standard immaculate tableau and let rwS∗ (U) be the immaculate
reading word of U . We define a procedure that maps rwS∗ (U) to a pair (P,Q)
consisting of a standard Young composition tableau P and a recording filling Q.
Begin with (P,Q) = (∅, ∅), where ∅ is the empty filling. Let k1 be the first letter
in the word rwS∗(U) = k1k2 . . . kg. Insert k1 into P using the insertion procedure
described in Procedure 3.1 and let P1 be the resulting Young composition tableau.
Record the location in P where the new cell was created by placing a “1” in Q in
the corresponding location and let Q1 be the resulting filling. Next assume the first
j − 1 letters of rwS∗(U) have been inserted. Let kj be the jth letter in rwS∗ (U).
Insert kj into Pj−1 and let Pj be the resulting diagram. Place the letter j in the
cell of Qj−1 corresponding to the new cell in Pj created from this insertion and let
Qj be the resulting filling.
Notice that P is a standard Young composition tableau since the insertion pro-
cedure produces a Young composition tableau. The recording filling Q has the
same shape as P by construction, but is not a Young composition tableau. We now
describe the properties of Q. We begin with a definition.
Definition 3.4. Let Q be a filling of a diagram for β  n with the integers
{1, . . . , n}, each appearing exactly once. A row strip of Q is a maximal sequence
of consecutive integers, none of which are in the same column of Q. The row strip
shape of Q is the composition (α1, α2, . . . , αℓ) where αi is the length of the row strip
sequence which starts with the number α1 + α2 + · · ·+ αi−1 + 1.
For an example, consider the filling
Q =
1 6
2 3 4 7
5
.
The first row strip is 1, the next row strip is 2, 3, 4, and finally we have 5, 6, 7.
It follows that the row strip shape of Q is (1, 3, 3).
Lemma 3.5. Assume c ≤ d are inserted into a Young composition tableau P to
form (d → (c → P )). The new cell created by the insertion of d is strictly to the
right of the new cell created by the insertion of c. In particular, if a sequence c1 ≤
c2 ≤ · · · ≤ cm is inserted into a Young composition tableau in order from smallest
to largest, then the column indices of the resulting new cells strictly increase.
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Proof. We proceed by proving that the bumping path for d terminates in a cell no
farther in Young reading order than the cell to the right of the termination point
for the insertion of c. In particular, this implies that the insertion procedure for d
terminates in a column further to the right than the insertion procedure for c.
Let (i1, j1), (i2, j2), . . . , (ig, jg) be the bumping path for the insertion P
′ = (c→
P ). We assume for now that the insertion of c does not terminate in the leftmost
column. Set b0 := c and bh := P (ih, jh), for 1 ≤ h ≤ g − 1. In P , the cell (ig, jg)
is empty but the cell immediately to its left is not. Note that bh−1 = P
′(ih, jh) for
1 ≤ h ≤ g− 1. Since the entries in the rows of P increase from left to right and the
reading order goes by columns from right to left, the insertion algorithm can bump
at most one entry in each row.
Suppose that d → P ′ does not terminate before reaching cell (i1 + 1, j1). Let
d′0 ≥ d be the insertion entry as d → P
′ passes through (i1 + 1, j1). Since (i1, j1)
was bumped in c → P and at most one entry in each row can be bumped, P (i1 +
1, j1) = P
′(i1 + 1, j1). If P
′(i1 + 1, j1) is bumped by d
′
0, then since P
′(i1 + 1, j1)
was immediately to the right of b1 = P (i1, j1), we have
P ′(i1 + 1, j1) = P (i1 + 1, j1) ≥ P (i1, j1) = b1.
If P ′(i1 + 1, j1) is not bumped, then either P
′(i1, j1) > d
′
0 (which can’t happen
since P ′(i1, j1) = c ≤ d ≤ d′0) or d
′
0 ≥ P
′(i1 + 1, j1). If d
′
0 ≥ P
′(i1 + 1, j1), we have
d′0 ≥ P
′(i1 + 1, j1) = P (i1 + 1, j1) ≥ P (i1, j1) = b1.
So, in either case, both d′0 and the entry d1 that continues past (i1+1, j1) in d→ P
′
must be greater than or equal to b1 = P (i1, j1).
Recall that
b1 = P
′(i2, j2) < b2 = P (i2, j2) ≤ P (i2 + 1, j2).
If the cell (i2 + 1, j2) in d → P ′ is reached, the current insertion entry d′1 ≥ d1
must either bump P ′(i2+1, j2) (which is greater than or equal to P (i2, j2) = b2) or
pass through (i2 + 1, j2) without bumping. Since d
′
1 ≥ d1 ≥ b1, if d
′
1 doesn’t bump
P ′(i2 + 1, j2), we must have
d′1 ≥ P
′(i2 + 1, j2) = P (i2 + 1, j2) ≥ P (i2, j2) = b2.
In either case, both d′1 and the entry d2 that continues past (i2 + 1, j2) must be
greater than or equal to b2. Continuing this reasoning implies that if the entry
d′g−1 reaches the cell (ig + 1, jg) then d
′
g−1 ≥ bg−1 = P
′(ig, jg). Since the insertion
c → P terminated, bg−1 was inserted at the end of a row of P in location (ig, jg).
Thus, d′g−1 will be inserted (and the insertion algorithm will terminate) at or before
(ig+1, jg). Note throughout all of this that if the procedure terminates earlier, the
conclusion of the lemma is satisfied since that termination will be to the right of
the new cell in P ′.
If the insertion of c terminates in the leftmost column, some of the indices in the
bumping path may change but the same argument still applies.
Therefore if c ≤ d, the new cell created during the insertion of d appears strictly
to the right of the new cell created during the insertion of c. Repeated application
of this argument shows that if a sequence c1 ≤ c2 ≤ · · · ≤ cm is inserted into
a Young composition tableau in order from smallest to largest, then the column
indices of the resulting new cells strictly increase. 
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It follows that as we insert a row of a standard immaculate tableau, the column
indices of the corresponding elements of the recording filling strictly increase. In
addition, when we start inserting a new row of the standard immaculate tableau,
the element we are inserting is the smallest element that has been inserted so far and
thus it must placed in a new row at the bottom of the leftmost column. Therefore
the leftmost column of the recording filling must be strictly increasing from top to
bottom. Also, the insertion of a row from a standard immaculate tableau produces
a row strip in the recording filling. The row strip shape obtained from the insertion
of a standard immaculate tableau U of shape α = (α1, α2, . . . , αℓ) is α
rev rather
than α since insertion of the immaculate reading word rwS∗(U) begins at the top
and hence we insert a row of length αℓ, then αℓ−1 and so on. Therefore, we have
the following.
Proposition 3.6. Let Q be any recording filling obtained from inserting the im-
maculate reading word rwS∗(U) of a standard immaculate tableau U of shape α.
Then the row strips start in the first (leftmost) column, the first (leftmost) column
entries strictly increase from top to bottom, and the row strip shape is αrev.
The recording filling we obtain from insertion of a standard immaculate tableau
also satisfies a triple rule. We describe it next.
Definition 3.7. Let Q be a filling of a diagram Dα for α  n with the integers
{1, . . . , n}. We say that Q satisfies the recording triple rule if whenever Q(i, j) >
Q(i, g) where j > g then Q(i, j) > Q(i+1, g). (If cell (i+1, g) is empty, we consider
it to contain the entry infinity.) This is equivalent to the statement that if a > b
then a > c in the subarray pictured below. (Here we assume that if the position
immediately to the right of b is empty, then c =∞.)
a
b c
Note that the recording filling Q failing the recording triple rule is equivalent to
the situation during the insertion and recording process in which we have the cell
(i, g) in Q already filled and we place an entry in position (i, j), where j > g, before
we place an entry in (i + 1, g). If (i, j) is filled in recording filling Q before we fill
(i+ 1, g), then Q(i, g) < Q(i, j) < Q(i+ 1, g).
Proposition 3.8. Let Q be a recording filling obtained by inserting the reading
word from a standard immaculate tableau. Then Q satisfies the recording triple
rule.
Proof. The only way Q can fail to satisfy the triple rule is if b < a < c in the
triple of cells {a, b, c}. To do this, entry a must be placed into the diagram after b
but before c. This can only happen if a higher row (the row ultimately containing
a) has length one less than the lower row containing b just before a is added. We
assume that such an a and b do exist, and argue by contradiction. Since the leftmost
column increases top to bottom, a and b cannot be in the leftmost column in the
following.
Consider the partial filling P in Figure 3.3. This figure shows part of a Young
composition tableau obtained by inserting part of a reading word of a standard
immaculate tableau. In the figure, suppose that d = P (i − 1, j) and e = P (i, h)
where h < j. The cells in locations (i, j) and (i + 1, h) (immediately to the right
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of the cells containing d and e, respectively) are empty; hence, we suppose that
P (i, j) = P (i + 1, h) =∞. Note that e < d; otherwise tableau P would not satisfy
the Young composition triple rule since we would have P (i − 1, j) < P (i, h) which
implies that P (i, j) < P (i, h) but P (i, j) = ∞. We will show that if we insert
another element it cannot be placed in position (i, j).
Suppose that it is possible to place an element in cell (i, j). Let g be the insertion
element which passes through the position (i+1, h). (Such a g exists since otherwise
the insertion would end before reaching cell (i, j).) Since g passes by (i+ 1, h), we
have g < e. Now either g is placed next to d or it bumps something before. If it
is placed next to d, then g > d. However, this implies that e > g > d which is a
contradiction. Thus, g must bump some element after passing by e. We break into
two cases depending on which column the element which is placed in position (i, j)
originates from.
Case 1. Suppose that the element which is placed in position (i, j) originates
in column i + 1. Then this element must be in a row below the row containing e
since g starts to bump in a row below the one containing e. Call this element f . As
one can see in Figure 3.3, we must have that f < e since otherwise the triple rule
for P is not satisfied. Since f is placed right of d, f > d. However, that implies
e > f > d which is a contradiction.
Case 2. Suppose that the element which is placed in position (i, j) originates in
column i. This element must have been bumped. Let f1, f2, . . . , fk be the elements
bumped in column i with fk being the element which is placed in position (i, j).
Moreover, let bi be the element immediately to the left of fi for 1 ≤ i ≤ k. Suppose
that f0 was the element which bumps f1. Then either f0 = g or f0 was in column
i + 1 in a row lower than the one containing e. In either case f0 must be smaller
than e. Since f0 is placed next to b1, b1 < f0 < e. Thus, the triple rule for P
implies that e > f1 since e > b1. Next, f1 bumps f2. Thus e > f1 > b2. Again, the
triple rule for P implies that e > f2. Continuing this reasoning implies that e > fk.
However, this implies that e > fk > d which is a contradiction.
It follows that when we create the recording filling it is not possible to place an
element in a column such that there is already an element in that column below it
with nothing immediately to its right. Therefore the recording filling must satisfy
the recording tableau triple rule. 
Definition 3.9. Let β be a composition of n. A filling of a diagram of shape β
with exactly {1, . . . , n} is a dual immaculate recording tableau (DIRT) if it has the
following properties:
(1) The rows increase from left to right.
(2) The row strips start in the first (leftmost) column.
(3) The first (leftmost) column increases from top to bottom.
(4) The recording triple rule is satisfied.
Combining Propositions 3.6 and 3.8, we get the following corollary.
Corollary 3.10. If U is a standard immaculate tableau and Q is the recording
filling obtained by insertion of the immaculate reading word rwS∗ (U), then Q is a
DIRT.
Let U be a standard immaculate tableau and let P be the standard Young com-
position tableau obtained from insertion of the immaculate reading word rwS∗ (U).
DUAL IMMACULATES AS YOUNG QUASISYMMETRIC SCHURS 13
b1 f1
...
b2 f2
...
bk fk
...
d
...
e
...
f
Figure 3.3. Figure from the proof of Proposition 3.8
Recall that the immaculate descent set, DesS∗(U), of a standard immaculate
tableau U is the subset of {1, . . . , n − 1} consisting of all entries i of U such that
i+1 appears strictly above i in U ; the Young descent set, Des
Sˆ
(P ), of a standard
Young composition tableau P is the subset of {1, . . . , n−1} consisting of all entries
i of P such that i+ 1 appears weakly to the left of i in P . We will now show that
insertion preserves the descent set. We begin with two lemmas.
Lemma 3.11. Let U be a standard immaculate tableau and let P be the tableau
obtained by insertion from the immaculate reading word rwS∗(U). Suppose that
i ∈ DesS∗(U). Then we have the following.
(a) When i is initially inserted, it is weakly to the right of i+ 1.
(b) If i is inserted into the same column as i + 1 and is below i+ 1, then it is
in the first (leftmost) column.
(c) If i is bumped during the insertion process, then it is still weakly right of
i+ 1.
(d) We have i ∈ Des
Sˆ
(P ).
Proof. (a) Since i ∈ DesS∗(U), we know that i+ 1 appears in a row above i in U .
It follows that i + 1 is inserted before i. If the insertion of i terminates before it
reaches the cell containing i + 1, then i must be weakly right of i + 1. If i bumps
i + 1, then i is still weakly right of i + 1 as bumping moves elements weakly left.
Finally, if i reaches i+1 and cannot bump i+1 then either the element to the left
of i+ 1 is larger than i or i+ 1 is in a row by itself. Since rows increase, it cannot
be that the element to left of i+1 is larger than i since then it would also be larger
than i + 1. Thus, i + 1 must be in a row by itself. It follows that i must be put
into the first (leftmost) column and so is weakly right of i+ 1.
(b) From the proof of (a), the only way for this to happen is if i does not bump
i+ 1. However, in that case both i and i+ 1 are in the first column as desired.
(c) First, note that if i+ 1 is ever bumped then it moves weakly left. Therefore
by (a) and (b) before i is ever bumped it must either precede i+1 in reading order
or it is in the first (leftmost) column with i+1. Since elements in the first (leftmost)
column cannot be bumped, if i is ever bumped it must precede i + 1 in reading
order. Applying the same reasoning as in (a) shows i is weakly right of i+ 1.
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(d) Note that if i+1 is ever bumped and is weakly left of i, then it remains weakly
left since bumping always moves weakly left. From (c), we know that bumping i
always keeps i weakly right of i+1. Combining this with (a), we see that i is always
weakly right of i + 1 and so i ∈ Des
Sˆ
(P ). 
Lemma 3.12. Let U be an immaculate tableau and let P be the tableau obtained by
insertion from the immaculate reading word rwS∗(U). Suppose that i 6∈ DesS∗(U).
Then we have the following.
(a) When i+ 1 is inserted it is strictly to the right of i.
(b) If i+ 1 is bumped, it is still strictly to the right of i.
(c) We have i 6∈ Des
Sˆ
(P ).
Proof. (a) Since i is not in the descent set of U , i+ 1 is inserted after i. Note that
there must be something to the right of i which is larger than i+ 1; recall that we
consider empty spaces next to filled cells as containing ∞. If i + 1 passes through
the cell to the right of i, it will bump its entry or the insertion will terminate with
the placement of i+1 in this position. If i+1 is inserted before the process reaches
this cell, then i+ 1 is still strictly to the right of i.
(b) First note that if i is immediately to the left of i + 1, then i + 1 cannot be
bumped. This is because if a bumps i + 1, then a < i + 1. Since i and i + 1 are
adjacent it must be that i < a. It follows that i < a < i+ 1, which is impossible.
Moreover, note that if i+ 1 is in the column directly to the right of the column
containing i in P , then i+1 must appear in a row weakly above the row containing
i. This is because if it did not, the tableau would not satisfy the triple rule as
i+ 1 > i and whatever is immediately to the right of i is larger than i+ 1.
If i+1 is bumped, then it will be inserted into the tableau obtained by removing
everything above and to the right. Since i is strictly to the left of i+ 1 and is not
immediately to the left, it must be that we are now inserting i + 1 into a tableau
whose Young reading word contains the entry in the position immediately to the
right of i. Moreover, this position contains an element larger than i and so also
larger than i+ 1. Thus we may apply the same reasoning as in the proof of (a).
(c) When the i + 1 is inserted it is strictly to the right of i by part (a). If
i+ 1 gets bumped, it will still be strictly to the right of i by (b). Finally, if i gets
bumped, it can only move weakly left and so will still be strictly left of i+1. Thus,
i 6∈ Des
Sˆ
(P ). 
Combining Lemma 3.11 and Lemma 3.12 we get the following.
Proposition 3.13. Let U be a standard immaculate tableau and let P be the Young
composition tableau obtained from insertion of the reading word rwS∗ (U). Then
DesS∗(U) = DesSˆ (P ).
Proposition 3.13 will be critical in the proof of Theorem 1.1 because it implies
that the fundamental quasisymmetric functions associated to the standard immac-
ulate tableaux and the fundamental quasisymmetric functions associated to the
standard Young composition tableaux obtained from insertion are the same.
We now define an algorithm which we call rapture to remove an entry from
the end of a row of a Young composition tableau T . We will use terminology
such as “rapture, virtuous, eviction, escape route, and DIRT” in a tongue-in-cheek
manner as a play on the terminology and origins of the “immaculate quasisymmetric
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8 ←
6 7 ∞
3 4 5 ∞
2 8 ∞
=
(
6 8 ∞
3 4 7 ∞
2 ∞
, 5
)
Figure 3.4. Rapture of 8 from an augmented Young composition
tableau on the left produces the augmented tableau on the right.
The elements which are evicted are in bold.
functions” and the quasisymmetric Schur functions (which were originally generated
by “skyline fillings” with “basements”). We begin with a definition.
Definition 3.14. An entry T (i, j) in a Young composition tableau T is said to be
virtuous if the following hold.
(1) The entry T (i, j) is greater than all entries below it in its column.
(2) The entry T (i, j) is at the end of its row.
(3) Any other element which is at the end of its row in column i is in a row
above j.
The output (T ′,m) of the following procedure k ← T is a Young composition
tableau T ′ together with either a positive integer m such that T = m → T ′ or
m = ∞. If m = ∞, then there is no way to insert a positive integer into T ′ to
produce T .
Procedure 3.15. Let T be a Young composition tableau and let (c1, d1), (c2, d2),
. . . , (cg, dg) be the corresponding cells of the augmented tableau T¯ listed in the Young
reading order and let k = T¯ (cj , dj) where k is a virtuous entry of some row of T .
If cj 6= 1, let T¯ (cj , dj) = ∞, delete the ∞ immediately to the right of (cj , dj), and
set k0 := k. If cj = 1 then k is in a row by itself. In that situation, shift all the
rows above row dj down by one to remove the gap created by the removal of k. In
either case, this removes k from the diagram and initiates the procedure. Let i be
the largest integer less than j such that T¯ (ci − 1, di) ≤ k0 ≤ T¯ (ci + 1, di), where if
(ci + 1, di) is not in the augmented diagram we set T¯ (ci + 1, di) :=∞.
Case 1. If T¯ (ci, di) = ∞, then place k0 in cell (ci, di), set m = ∞ and T ′ = T ,
and terminate the procedure.
Case 2. If T¯ (ci, di) 6=∞ and T¯ (ci, di) ≥ k0, then continue the procedure with k as
is, moving on to the next smaller i such that T¯ (ci − 1, di) ≤ k0 ≤ T¯ (ci + 1, di).
Case 3. If T¯ (ci, di) 6=∞ and T¯ (ci, di) < k0, then set k = T¯ (ci, di), replace T¯ (ci, di)
by k0, and repeat the procedure with this new k and T¯ . In such a situation, we say
that T¯ (ci, di) is evicted.
If no such i exists, or all such i fall under Case 2, set m = k0, T
′ = T \ (cj , dj),
and terminate the procedure.
The initial cell containing k together with the sequence of cells that contain
elements which are evicted during the rapture k ← T are called the escape route for
the rapture procedure. Note that the procedure could be applied to an unvirtuous
entry. However, such a procedure would produce a filling that is not a Young
composition tableau.
Example 3.16. As an example of rapture, consider the leftmost tableau in Fig-
ure 3.4. In the rapture of the 8, the first element which is evicted is the 7. The 8
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3 ←
4 5 ∞
3 ∞
1 2 ∞
=
(
4 5 ∞
1 3 ∞ ,
2
)
Figure 3.5. Rapture of 3 from an augmented Young composition
tableau on the left produces the augmented tableau on the right.
The elements which are evicted are in bold.
replaces the 7 and the rapture continues with the 7. Then the 7 evicts the 5. Finally,
5 cannot evict any other elements so 5 is the output. The reader may have noticed
that this example of rapture is the inverse of Example 3.2. Moreover, the escape
route in this example is the reverse of the bumping path in that example. It is not a
coincidence that rapture is the inverse of insertion as we will see in Theorem 3.19.
Before we consider this theorem, let us consider one more example of rapture,
where the rapture starts in the leftmost column.
Example 3.17. Consider the leftmost tableau in Figure 3.5. When 3 is raptured,
the top and bottom rows come together (i.e., we remove the empty row). Then the
3 evicts the 2. The rapture then continues with the 2. Since 2 cannot evict any
elements, the output is 2. Note that once again rapture is the inverse of insertion.
However, continuing this rapture procedure would produce a word which could not
have come from a standard immaculate tableau. This is because rapturing another
element from the augmented tableau on the right of Figure 3.5 would have to output a
number larger than 2. But then this word cannot be a reading word of an immaculate
tableau since the leftmost column of the corresponding immaculate tableau would not
be decreasing.
Lemma 3.18. Let k be a virtuous element of the Young composition tableau T . If
k ← T = (T ′,m) then T ′ is a Young composition tableau.
Proof. Suppose on the contrary that T ′ is not a Young composition tableau. It is
clear that rapturing any element at the end of a row does not change that the rows
increase and that the leftmost column is decreasing from top to bottom. Thus, it
must be the case that T ′ is not a Young composition tableau because it does not
satisfy the Young composition triple rule. Since T is a Young composition tableau
in every subarray as below with a ≥ b we have a > c.
b c
a
Since T ′ does not satisfy the Young composition triple rule one of the previous
subarrays must have changed so that in T ′, a ≥ b and a ≤ c. There are two possible
ways for this to happen. One possibility is that in T , a < b, but in T ′, a is evicted
by some element, say d, and d ≥ b, but d ≤ c. We note that in this case only a
can be evicted. This is because if b is also evicted the triple rule would trivially be
satisfied, since b precedes a in reverse reading order and the elements in the escape
route strictly decrease. The same reasoning implies that c cannot be evicted either.
The other possibility is that in T , a ≥ b and a > c, but c is evicted by an element
say d and a < d (note c cannot start the rapture as c is not virtuous in T ). Again,
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in this situation a cannot be evicted as then the triple rule would be satisfied in
T ′ and b cannot be evicted because only one entry from each row can be evicted
during a given rapture. Note that these are the only two possibilities; if b is evicted
b is replaced by something larger, say d. Therefore if the triple rule was satisfied in
T , and b is evicted, a′, d, and c′ still satisfy the triple rule, where a′ and c′ are the
entries in the cells formerly occupied by a and c respectively. We now consider the
two cases.
Case 1. Suppose that the element a is evicted by d and b and c are not evicted.
Moreover, suppose d ≥ b, but d ≤ c. Since d evicts a, we have d > a ≥ b. Thus
d > b and so if d passed by the cell containing b it would evict it. Since b is never
evicted, it must be that d is either in the column containing b and above b or in
the column containing a and below a. First, note that it cannot be in the column
containing a as d > b, but d < c which would violate the triple rule. Thus, it must
be in the column containing b and above b. We now have to break into two cases
depending on if c =∞ or if c <∞.
Case 1a. Suppose that c = ∞. If d is at the end of the row it is in, then d is
not virtuous and so the rapture cannot start with the d. In fact, nothing in this
column above b is virtuous. It follows that something must evict d. Any element
which evicts d would also evict b which is impossible. This implies that the rapture
must have started between b and d. However, no element above b is virtuous and
so the rapture cannot start there.
Case 1b. Suppose that c <∞. In this case, d is not at the end of its row since
if it was the triple rule would be violated with the c and d. It follows that d is
not virtious and so d must be evicted. Let e be the element immediately to the
right of d. Then c ≥ d and c > e. Suppose f is the element which evicts d. Then
d < f ≤ e. It follows that b < f < c. Thus, f cannot pass by b as it would evict it.
Therefore f is between b and d in reverse reading order. Since c > f , it cannot be
that f is the last element in its row as the triple rule would be violated by c and f .
Thus, f is not virtuous and must be evicted. Apply the same reasoning to see that
the rapture must start between b and d and reading order. However, this cannot
happen as the element which starts the rapture would need to be smaller than c
and so could not be at the end of its row.
We conclude that Case 1 cannot occur. We now consider Case 2.
Case 2. Suppose that c is evicted by d and a and b are not evicted. Moreover,
suppose that a ≥ b, but that a ≤ d. We break into two cases depending on if d = a
or if d > a.
Case 2a. Suppose that d = a and this a is in the jth column and kth row of T .
We now break into subcases depending on if there is an element in the kth row of
T which is strictly less than a or if no such element exists.
Subcase 2a(I). Suppose that there is an element in the kth row of T which
is strictly less than a. Let (i, k) have the property that i is the smallest number
such that T (i, k) = a and T (i − 1, k) = a0 < a. In a Young composition tableau,
the triple rule forces all the elements in a column to be distinct. Moreover, if an
element appears multiple times in a row, then only the rightmost instance of this
element can be evicted. Thus, if d = a is to evict c, it must be the case that d is
in a column to the left of the ith column. Since d = a > a0, if d passed by the cell
(i− 1, k) it would evict a0. As this does not happen, d must be in a position above
a0 in column i−1. Thus, we have a situation depicted in the subarray that follows.
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d
a0 a a a ·· a
Since a ≥ d, the triple rule forces the cell immediately right of d to be nonempty.
Let this entry to the right of d be d′. The triple rule implies that a > d′. However,
d ≤ d′ since rows increase and so a = d ≤ d′ < a which is impossible.
Subcase 2a(II). Suppose that every element in the kth row of T is greater than
or equal to a. Since elements in the columns of a Young composition tableau are
distinct, this means that one of the a’s in this row must be evicted. However, as
mentioned earlier this would have to be the rightmost such a. This would force the
a in the column with c to be evicted, but this cannot happen.
Case 2b. Now suppose that d > a. We break into two subcases depending on
if a is at the end its row or not.
Subcase 2b(I). Suppose that a is at the end of its row in T . Then since d > a,
if d scanned a then d would evict a. Thus, d must appear between a and c in reverse
reading order. Since a is at the end of its row, d is not virtuous and so must be
evicted. Any element which evicts d would be larger than a and so must be between
a and c in reverse reading order for otherwise this element would evict a. Continue
this reasoning to see that the rapture must start between a and d. However, this
is impossible since no element above a in this column is virtuous.
Subcase 2b(II). Suppose that a is not at the end of its row. Let x be the
element immediately right of a in T . Then since x ≥ a > c, the triple rule implies
that c cannot be at the end of its row. Let y be the element which is immediately
right of c in T . By the triple rule, x > y. Now d is to evict c and so a < d ≤ y < x.
It follows that a < d < x and so if d passed by a it would evict a. Since this
does not happen, d must appear between a and c in reverse reading order. The
fact that x > d implies that d is not at the end of its row as this would force a
triple rule violation. Let e be the element immediately right of d. Note that by
the triple rule, x > e. Since d is not virtuous, it must be evicted. If f evicts d,
then a < d < f ≤ e < x. Thus, f would evict a if it passed by it. Therefore f is
between a and c in reverse reading order. Apply the same reasoning as before to
see that f must be evicted. Keep applying this reasoning to see that the rapture
must start between a and d, but that this element which would start the rapture
is not virtuous, a contradiction. 
Theorem 3.19. When the rapture of k from a Young composition tableau T pro-
duces the output (T ′,m), where m is an integer m < ∞, the insertion of m into
T ′ produces the Young composition tableau T . Similarly, if an integer r is inserted
into a Young composition tableau S to produce a Young composition tableau S′,
then rapturing the entry in the new cell in S′ produces the pair (S, r). That is,
rapture is the inverse of insertion.
Proof. We must prove that rapture reverses insertion, and that insertion reverses
rapture. That is, we first show that if an integer m inserted into a Young composi-
tion tableau T ′ produces a Young composition tableau T , then rapturing the entry
in the newly created cell in T results in the output (T ′,m). Then we show that
if (T ′,m) is the output when an entry k is raptured from T , then T is the Young
composition tableau obtained by inserting m into T ′.
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First consider the insertion m→ T ′ with bumping path (c1, d1), . . . , (cg, dg). We
show the entry k = T (cg, dg) is virtuous and the rapture k ← T produces (T ′,m)
with escape route (cg, dg), . . . , (c1, d1). Suppose k fails to satisfy the first virtuous
condition. Then k cannot be in the leftmost column since the leftmost column
increases bottom to top. If there exists an entry i = T (cg, h) with h < dg such that
i > k, then i was not impacted by the insertion m → T ′ since the location of i is
after (cg, dg) in reading order. Now, T
′(cg − 1, dg) ≤ T (cg, dg) = k < i = T ′(cg, h)
and T¯ ′(cg, dg) = ∞. But then the entries in cells (cg − 1, dg), (cg, h), and (cg, dg)
force T ′ to violate the triple rule. Therefore k satisfies the first virtuous condition.
The entry k at which insertion terminates must be at the end of its row, so
the second virtuous condition is satisfied by construction. To see that the third
virtuous condition is satisfied, we must check that there are no rows below the row
containing k of the same length as the row containing k. If there were such a row,
say row h, then the rightmost entry e = T ′(cg, h) in this row must be less than k
by the first virtuous condition (which is satisfied by the above argument). Since
the insertion did not terminate at the cell (cg + 1, h), the entry which scanned cell
(cg, h) during the insertion of m must have been strictly less than e, and hence
strictly less than k. Therefore k must have been bumped from a position after
(cg + 1, h) in reading order. But if k were bumped from a lower row, say row i, of
column cg + 1, then T
′(cg + 1, h) = k, T
′(cg, h) = e, and T¯
′(cg + 1, h) = ∞ would
violate the triple condition in T ′ since e < k and k < ∞. Therefore k must have
been bumped from column cg but a higher row, row r, than dg of T
′. Since the
entry a = T ′(cg − 1, r) immediately to the left of k in T ′, together with k and
T ′(cg, h) satisfy the triple rule in T
′, we have a ≥ e and by the above argument the
entry bumping k must have been bumped from column cg. (Note that entries in the
leftmost column cannot be bumped or evicted and therefore the entry T ′(cg − 1, r)
does in fact exist.) Repeating this argument shows that each entry bumped from
column cg must have been larger than e, but we also saw that the entry scanning
T ′(cg + 1, h) was less than e, and every entry bumped from a lower row of column
cg + 1 must be less than e. These three statements together are not possible since
this implies that the entry which moves from column cg + 1 to column cg must be
both less than e and greater than e at the same time, a contradiction. Therefore k
must be virtuous.
Let (c′1, d
′
1), (c
′
2, d
′
2), . . . , (c
′
h, d
′
h) be the escape route for the rapture of k. If
this escape route is identical to the bumping path for the insertion of m (that is,
(c′1, d
′
1) = (cg, dg), (c
′
2, d
′
2) = (cg−1, dg−1), . . . , (c
′
h, d
′
h) = (c1, d1)) then the result of
the rapture of k is the pair (T ′,m), as desired. Therefore we may assume that
escape route and the bumping path differ at some cell. Consider the first cell in
reverse reading order (starting from (cg, dg)) at which the escape route and the
bumping path differ. Either this cell is in the escape route and not the bumping
path or this cell is in the bumping path and not the escape route.
Assume first that (c′i, d
′
i) is the first cell in reverse reading order in the escape
route but not the bumping path. This means that during the insertion ofm into T ′,
the entry scanning this cell did not bump it, but went on to bump the next entry on
the escape route. We know that the entry e contained in T (c′i−1, d
′
i−1) after insertion
is the entry scanning T (c′i, d
′
i) during the rapture of k, since the escape route agrees
with the bumping path up to this point (in reverse reading order). Furthermore,
the bumping path does not include any cells between (c′i, d
′
i) and (c
′
i−1, d
′
i−1) so in
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fact e is the entry which scanned the cell (c′i, d
′
i) during insertion. Since e evicts
T (c′i, d
′
i) during rapture, we have T (c
′
i−1, d
′
i) ≤ e and e > T (c
′
i, d
′
i). Since the entry
in T (c′i − 1, d
′
i) after eviction is the same as the entry in T
′(c′i − 1, d
′
i) (by equality
of bumping path and escape route up to (c′i, d
′
i)), we have e ≥ T
′(c′i − 1, d
′
i). Since
e does not bump T ′(c′i, d
′
i), we must have e ≥ T
′(c′i, d
′
i), a contradiction. Therefore
if the escape route and the bumping path differ, their first difference (in reverse
reading order) involves a cell which is in the bumping path but not the escape
route.
Assume next that (ci, di) is the first cell in reverse reading order in the bumping
path but not in the escape route. Then e = T ′(ci, di) is the entry bumped from
this cell and hence T ′(ci − 1, di) ≤ e ≤ T ′(ci + 1, di) and the entry in (ci, di)
during rapture is smaller than e. Since the bumping path and escape route agree
after that point, e is the entry scanning cell (ci, di) during rapture. But then
T ′(ci−1, di) ≤ e ≤ T ′(ci+1, di) and e is larger than the entry in cell (ci, di) during
rapture. So e should evict this entry and we have a contradiction.
We have shown that there cannot be a first position at which the bumping path
for m → T ′ differs from the escape route for k ← T , and hence the bumping path
and escape route must be identical. Therefore rapturing k from T produces the
pair (T ′,m) as desired.
To go the other way, assume that k is raptured from a Young composition tableau
T to produce (T ′,m), and then m is inserted back into T ′. We will prove that the
result is T by showing the escape route for the rapture of k is identical to the
bumping path for the insertion of m. This proof is similar to the above argument
so we use broader strokes here to provide intuition supplementing the precision in
the argument above.
If the escape route and bumping path are identical then the proof is complete.
Therefore we may assume that they differ at some cell. Either this cell is in the
escape route and not the bumping path or this cell is in the bumping path and not
the escape route.
Assume first that (c′i, d
′
i) is the first cell in reading order that is in the escape
route but not the bumping path. The next entry it evicts is in the bumping path, as
are all the remaining entries evicted as the rapture comes to a conclusion. Therefore
the entry e to scan (c′i, d
′
i) of T
′ during insertion is the entry that was evicted from
(c′i, d
′
i) of T during rapture. This entry e scanning cell (c
′
i, d
′
i) during insertion
must be smaller than T ′(c′i, d
′
i) and was situated in this cell before rapture; hence
it satisfies all conditions necessary to bump this entry, a contradiction.
Assume next that (ci, di) is the first cell in reading order in the bumping path
but not the escape route. Since the bumping path and escape route agree up to
this point, this means that we are bumping an entry which was not evicted, hence
the entry e doing this bumping passed by this cell without evicting T (ci, di) during
rapture. But since e bumps the entry in T ′(ci, di), we must have e greater than or
equal to T (ci − 1, di). But then e would have evicted the entry in cell (ci, di) of T
since e is greater than this entry, a contradiction.
We have shown that there cannot be a first position at which the bumping path
for m → T ′ differs from the escape route for k ← T , and hence the bumping path
and escape route must be identical. Therefore inserting m into T ′ produces T , as
desired.
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We have shown that when we insert and then rapture we get the same bumping
and escape route sequence. We have also shown that if we rapture and then insert
we get the same bumping path and escape route. It follows that insertion and
rapture are inverses of each other. 
We now define a procedure that uses rapture to determine the immaculate
tableau associated with a pair (T,Q) where T is a Young composition tableau
and Q is a DIRT of the same shape.
Procedure 3.20. Given a pair (T,Q) with T a Young composition tableau and Q
a DIRT both of shape β. Set w := ∅, the empty word.
(1) Suppose that the largest entry in Q occurs at position (i, j). Set z = T (i, j),
erase the entry in (i, j) from Q to obtain the DIRT Q′, and rapture z from
T to obtain the pair (T ′,m).
(2) Prepend m to w, replace T by T ′, replace Q by Q′, and repeat step 1.
(3) Once all entries have been removed from Q (and thus from T ), the procedure
is complete and the output is the word w.
In the following lemma, we will prove that if Q is a DIRT, then rapture will
always produce a word. We must therefore prove that is a well-defined procedure;
i.e., that all entries in T identified as candidates for rapture are in fact virtuous. We
also prove that the word contains no infinite letters. Moreover, the resulting word
has several additional important properties. In particular, we have the following.
Lemma 3.21. Suppose T is a Young composition tableau and Q is a DIRT of the
same shape as T with row strip shape α. If we apply Procedure 3.20 to (T,Q) we
get the reading word of an immaculate tableau of shape αrev.
Proof. We first prove that Procedure 3.20 is well-defined. To see that the first
entry z = T (i, j) identified for rapture from T is virtuous, we must first prove
that z is greater than all entries T (i, k) such that k < j. Since Q(i, j) is the
largest entry in Q, we have Q(i, k) < Q(i, j) for all k < j such that Q(i, k) is
non-empty. For every such non-empty Q(i, k), the recording triple rule implies
that since Q(i, j) > Q(i, k), we must have Q(i, j) > Q(i + 1, k). In particular,
Q(i+1, k) is non-empty since empty cells are considered to contain the value infinity.
This means that T (i+ 1, k) is also non-empty. The Young composition triple rule
implies that T (i + 1, k) < T (i, j), since T (i + 1, j) = ∞ as this cell is empty. But
T (i, k) < T (i + 1, k), so T (i, k) < T (i, j). Note also that T (i, j) is the last entry
in its row and it is the lowest such element since otherwise the the recording triple
rule of Q would not be satisfied. Therefore T (i, j) is virtuous.
Next we show that removing the largest entry from a DIRT still produces a
DIRT. It is clear that the rows still increase, the row strips still start in the leftmost
column, and the leftmost column is increasing top to bottom. We must check that
the recording triple rule is still satisfied. When the largest entry is removed from
Q, that cell is now considered an infinity. The triples not involving this cell remain
the same, so it is enough to check only triples involving the removed cell. Such
triples are situated as below, with either a =∞ or c =∞.
a
b c
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If a =∞, then a > b and a > c, so the triple rule is satisfied. If c =∞, then we
must show that a < b. But if a > b, then a would have been greater than the entry
removed from the cell containing c in Q. So c would not have been removed from
Q since it was not the largest entry in Q. Therefore a < b.
Removing the largest entry from a DIRT produces a DIRT and rapturing a
virtuous entry from T produces a Young composition tableau. Therefore each
candidate for rapture during Procedure 3.20 is virtuous by the argument in the
first paragraph of this proof.
Next, we prove that each rapture produces an integer less than infinity. Assume
not. Then at some point during the rapturing (Procedure 3.15) of the entry z =
T (i, j) from the YCT, we reach the situation described in Case 1 of Procedure 3.15;
that is, T¯ (ci − 1, di) < k0 and T¯ (ci, di) =∞. Note that this means k0 is the entry
that evicts ∞.
If the rapture procedure began somewhere before the cell (c1 − 1, di) in reverse
reading order (meaning the rapturing procedure scanned the entry in cell (ci −
1, di)), then it would evict T¯ (ci − 1, di) as it must be greater than or equal to
k0 since the escape route forms a decreasing sequence. But T (ci − 1, di) < k0,
so the entry in cell (ci − 1, di) was not impacted by this rapture. Therefore the
rapture began in some cell after the cell (ci− 1, di). If the rapture began in column
ci − 1 in a row r above row di, then the element which starts the rapture is not
virtuous. This means that the rapture must have started in column ci in a row
s lower than row di. However, in that case the entries T (ci − 1, di), T (ci, s), and
the infinity immediately to the right of (ci − 1, di) violate the Young composition
tableau triple rule. Therefore this cannot happen and thus Procedure 3.20 always
outputs a number less than infinity.
Finally, suppose that a1 and a2 are consecutive elements (a2 = a1 + 1) of some
row strip in Q. Specifically, let a2 = Q(j, g) and a1 = Q(h, k) where h < j.
Moreover, suppose that when we rapture f2 = T (j, g) and f1 = T (h, k) (the
entries in T corresponding to a2 and a1, respectively), then the outputs are e2 and
e1, respectively. We will show that e1 < e2.
Suppose that the escape route for f2 is (c1, d1), (c2, d2), . . . , (cg, dg), and set uk =
T (ck, dk) for 1 ≤ k ≤ g. Let pk = T (ck − 1, dk) be the element to the left of uk
just before uk was evicted while rapturing f2. When we rapture f1, the recording
triple rule implies that we pass by the positions containing the pk’s. Let vk be the
element which passes by pk when rapturing f1.
We break into two cases depending on how many elements are evicted when
rapturing f1.
Case 1. There are no evictions.
In this situation, e1 = f1. During the rapture process, f1 moved past pg without
evicting it; so e1 = f1 < pg < e2.
Case 2. There is at least one eviction.
We prove by induction that for k = 1, . . . , g − 1, we have vk+1 < uk. Consider
what happens when v1 passes by p1. If v1 evicts p1, then v2 ≤ p1 < u1. Since
the position to the right of p1 is empty after the rapture of f2, if v1 does not evict
p1 then it must be that v1 < p1 < u1. Since evicting decreases the elements,
v2 ≤ v1 < p1 < u1. In either case, v2 < v1.
Now suppose that vk < uk−1. Consider what happens as vk passes by pk which is
immediately left of uk−1 after the rapture of f2. If vk evicts pk, then vk+1 ≤ pk < uk.
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Standard Immaculate Tableau SYCT DIRT Fundamental
3 4
1 2
3 4
1 2
1 2
3 4
F(2,2)
2 4
1 3
2 3
1 4
1 2
3 4
F(1,2,1)
2 3
1 4
2 3 4
1
1 2 4
3
F(1,3)
Figure 4.1. The three standard immaculate tableau of shape
(2, 2) with the standard Young composition tableaux, and dual
immaculate recording tableaux obtained from insertion and the
fundamental quasisymmetric function associated with both the
standard immaculate tableau and standard Young composition
tableau.
If vk does not evict pk, then it must be the case that vk < pk < uk. This is because
pk is immediately to the left of uk−1 and vk < uk−1. In either case, vk+1 < uk as
claimed.
One of two things happened when we passed by pg while rapturing f1: either
pg was evicted or it was not. If pg was evicted, then pg appears in the sequence of
evictions for the rapture of f1. Since pg < ug and the entries involved in eviction
decrease, this implies that e1 < ug = e2. If pg was not evicted, it must have been
the case that vg < pg which again implies that vg < ug and so e1 < e2.
It is not hard to see that when we removed elements from the leftmost column of
T which are in the last row, these elements just come out (i.e., there is no eviction).
This is because they are the smallest elements of T . Combining this with the fact
that removing elements in a row strip creates a decreasing sequence of elements
implies the word we get out of rapture is indeed an immaculate word of shape
αrev. 
4. Proof of Main Theorem and Related Results
Before we prove Theorem 1.1, we compute a small example that shows how the
insertion algorithm gives the corresponding decomposition. We decompose S∗(2,2).
Figure 4.1 contains the three standard immaculate tableaux of shape (2, 2), the
three standard Young composition tableaux obtained from insertion, their respec-
tive dual immaculate recording tableaux, and the associated fundamental quasisym-
metric functions.
The figure shows that S∗(2,2) = F(2,2)+F(1,2,1)+F(1,3). Moreover, every standard
Young composition tableau of shape (2, 2) and (1, 3) appears exactly once. Since
the the insertion map preserves the descent sets, this implies that Sˆ(2,2)+ Sˆ(1,3) =
F(2,2) + F(1,2,1) + F(1,3). Therefore, S
∗
(2,2) = Sˆ(2,2) + Sˆ(1,3). Note also that each
recording tableau we obtain is a DIRT with row strip shape (2, 2)rev. Moreover,
each DIRT of shape β with row strip shape (2, 2)rev appears with each standard
Young composition tableau of shape β exactly once. Thus we just need to count
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the number of DIRTs of shape β to get the coefficient of Sˆβ in S
∗
(2,2). There is one
DIRT of shape (2, 2) and one of shape (1, 3), both with row strip shape (2, 2)rev.
Therefore, we see again that S∗(2,2) = Sˆ(2,2) + Sˆ(1,3).
4.1. Proof of the main theorem and results about DIRTs. Recall that The-
orem 1.1 states that
S
∗
α =
∑
β
cα,βSˆβ ,(4.1)
where cα,β is the number of DIRTs of shape β with row strip shape α
rev.
Proof of Theorem 1.1. For α  n, let I(α) be the set of standard immaculate
tableaux of shape α. Additionally, let Y (α) be the set of pairs (P,Q) such that P
is a SYCT, Q is a DIRT with row strip shape αrev, and P and Q have the same
shape.
We claim that there is a bijection, ϕ, from I(α) to Y (α) such that if ϕ(U) =
(P,Q) then DesS∗(U) = DesSˆ (P ). Assume for now that such a bijection ϕ exists.
It follows that
(4.2)
∑
U∈I(α)
FDesS∗ (U) =
∑
(P,Q)∈Y (α)
FDes
Sˆ
(P ).
By Proposition 2.5, we know that the right hand side of equation (4.2) is the right
hand side of equation (4.1). Moreover, by Proposition 2.10, the left hand side of
equation (4.2) is the left hand side of equation (4.1). It follows that if such a
bijection exists, equation (4.1) holds.
To see that our desired bijection ϕ exists, begin with an arbitrary composition
α and let U be a standard immaculate tableau of shape α. Recall the reading word
of U is given by reading the rows of U from left to right, beginning at the top
row and working from top to bottom. See Figure 4.2 for an example. Note that
the rows of U appear as the longest consecutive increasing subsequences in this
reading word rwS∗ (U), since the leftmost column entries are strictly decreasing
from top to bottom. Let ϕ be the map that sends this reading word to a pair
(P,Q) consisting of a standard Young composition tableau P and a dual immaculate
recording tableau Q using the insertion algorithm described in Procedure 3.1. We
know P is a standard Young composition tableau because P was obtained using
the insertion procedure, and Corollary 3.10 implies that Q is a dual immaculate
recording tableau.
To see that ϕ is a bijection, note that its inverse is given by Procedure 3.20.
Here, we record the resulting output from the rapture procedure to form a word.
Theorem 3.19 and Lemma 3.21 imply that the resulting word is in fact the reading
word of the unique standard immaculate tableau of shape α which mapped to (P,Q)
under insertion. Therefore the map is a bijection, as desired. 
Let us now consider some consequences of Theorem 1.1. For a composition
α = (α1, α2, . . . , αℓ) define jm to be
∑m−1
i=1 αℓ−i−1. Now let λ be a partition. Let
Q be the filling of a diagram with shape λ obtained from filling the (ℓ −m+ 1)th
row from left to right with integers in [jm + 1, jm+1]. It is not hard to see that Q
is the unique DIRT of shape λ and row strip shape λrev. We call such a tableau
superstandard.
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4 6 9
2 8
1 3 5 7
−→ 4 6 9 2 8 1 3 5 7 −→
(
4 6 8
2 3 5 7
1 9
,
1 2 3
4 5 8 9
6 7
)
Figure 4.2. The map from a standard immaculate tableau to a
SYCT and the corresponding DIRT.
As an example if λ = (3, 2, 1), then
1
2 3
4 5 6
is the superstandard DIRT of shape λ and row strip shape λrev.
We will use the superstandard DIRTs to prove the following proposition.
Proposition 4.1. Let λ be a partition. If α is a composition such that α rearranges
to λ, then there exists a DIRT of shape α and row strip shape λrev.
Proof. We first describe an action of a transposition of the form (i, i+1) on a filling
of a composition diagram F . Let F have shape (α1, α2, . . . , αℓ). If αi < αi+1, then
when (i, i+1) acts on F we append the suffix of the (i+1)th row of F which starts
with the element in position (αi + 1, i+ 1) to the end of row i of F . If αi > αi+1,
then we append the suffix of the ith row of F which starts with the element in
position (αi+1 + 1, i) to the end of row i + 1 of F . If αi = αi+1 we do nothing.
Notice that the resulting filling has shape (α1, α2, . . . , αi−1, αi+1, αi, αi+2, . . . , αℓ).
Moreover, it is easy to see that the elements in the columns of F never change. In
fact, the order in which the elements appear in the column never changes. We can
extend this action to the full symmetric group Sℓ by first writing a reduced word
for the permutation and then acting one transposition at a time.
Now suppose that Q is the superstandard DIRT of shape λ and π ∈ Sℓ where
ℓ is the number of rows in Q. Let Q′ be the filling we obtain by applying π to Q.
We claim that Q′ is still a DIRT with row strip shape λrev. First note that since
we are only moving elements within their column, the row strips of Q and Q′ are
the same. This implies that the row strip shape of Q′ is λrev and condition (2)
of Definition 3.9 is satisfied for Q′. Since all the columns of Q increase from top
to bottom and the columns never change order when we apply π, all the columns
of Q′ are still increasing from top to bottom. This implies both that the leftmost
column is increasing from top to bottom and that the recording triple rule is trivially
satisfied for Q′. This shows that conditions (3) and (4) of Definition 3.9 are satisfied
for Q′.
We must now verify condition (1) of Definition 3.9. That is, we must show that
the rows of Q′ are increasing. Suppose that x was in row k in Q and is in row m in
Q′. We claim that k ≤ m. Suppose this was not the case. Since the shape of Q is
a partition, there are k− 1 elements below x in Q. Since the order of the elements
in the columns of Q′ are the same, there are still k − 1 elements below x in Q′.
It follows that k ≤ m. In Q every element weakly above and left of x is less than
x. This fact combined with the fact that k ≤ m implies the element in Q′ directly
to the left of x is smaller than x. Thus the rows increase from left to right. We
conclude that Q′ is a DIRT of row strip shape λrev.
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...
 
   
...
Figure 4.3. The empty rows in the diagram represent rows 1
through i. There are also empty boxes above row i. These boxes
must be filled to finish constructing the DIRT.
To finish the proof just note that if α is a rearrangement of λ = (λ1, λ2, . . . , λℓ),
then there is some permutation π such that α = (λπ(1), λπ(2), . . . , λπ(ℓ)). Let Q be
the superstandard tableau of shape λ. Apply π to Q to obtain a DIRT of shape α
and row strip shape λrev. 
Note that the definition of DIRT forces certain conditions on the shape and row
strip shape of a DIRT. In particular we have the following lemma.
Lemma 4.2. Let Q be a DIRT of shape α and row strip shape βrev. Then β  α
in dominance order.
Proof. Consider a diagram of shape α that will be filled in to create a DIRT Q
with row strip shape βrev where β = (β1, β2, . . . , βℓ). Fill in the rows of α with
the row strips corresponding to βrev starting from the top so that the first row
strip contains the entries 1, 2, . . . , βℓ, the second row strip contains the entries
βℓ + 1, βℓ + 2, . . . , βℓ + βℓ−1, etc. Consider the step when there are i more rows
to be filled. (See Figure 4.3 for an example, where the black boxes represent cells
which have already been filled.) Then there are α1+α2+ · · ·+αi positions still left
to be filled which are in or below the (ℓ − i + 1)th row of α. Since these positions
must be filled and there might also be positions above row i left to be filled, it must
be the case that α1 + α2 + · · ·+ αi ≤ β1 + β2 + · · ·+ βi. As this must hold for all
i, we have β  α. 
Proposition 4.3. Let λ be a partition and let α be a composition. There is a DIRT
of shape λ and row strip shape αrev if and only if α = λ.
Proof. (⇒) This follows from Lemma 4.2, the fact that the shape and row strip
shape of a DIRT must have the same length, and the fact that among all composi-
tions of n with the same length, partitions are largest in dominance order.
(⇐) If λ = α, then Proposition 4.1 implies there is a DIRT of shape λ and row
strip shape λrev. 
Corollary 4.4. Let α be a composition and let λ be a partition. Then Sˆβ appears
with positive coefficient for each rearrangement β of α in the decomposition of S∗α
into the Young quasisymmetric Schur functions if and only if α = λ.
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Proof. (⇒) In this case, the coefficient of Sˆλ is positive in the decomposition of
S
∗
α. This together with Theorem 1.1 imply that there is a DIRT of shape α and
row strip shape λrev. Thus by Proposition 4.3, α = λ.
(⇐) Suppose that α = λ. Then Proposition 4.1 implies that there is a DIRT of
each shape which is a rearrangement of λ whose row strip shape λrev. The result
then follows from Theorem 1.1. 
4.2. Connections to Sym. The next theorem will be useful in what follows.
Theorem 4.5 ([LMvW13]). Let λ be a partition. Then
sλ =
∑
α
Sˆα
where the sum is over all compositions which rearrange to λ.
We note that Corollary 4.4, Theorem 4.5, and the fact that there is only one
DIRT of shape λ and row strip shape λrev imply that S∗λ = sλ +
∑
α cαSˆα where
α ≻ λ and cα ≥ 0, if and only if λ is a partition.
Using the decomposition given in Theorem 1.1, we can discuss Schur positivity
for the dual immaculate quasisymmetric functions. We note that this proposition
appeared as a consequence of the work in [BBS+14, Corollary 3.40], but is proved
differently.
Proposition 4.6. If f =
∑
α cαS
∗
α is symmetric and cα ≥ 0 for all α, then f is
Schur positive.
Proof. If f is symmetric, but not Schur positive, then by Theorem 4.5 f would
not be Young quasisymmetric Schur positive. However, if cα ≥ 0 for all α, then
Theorem 1.1 implies that f is Young quasisymmetric Schur positive, a contradiction.

We can characterize when a single dual immaculate quasisymmetric function is
symmetric. In particular, we show it must be indexed by a certain hook shape.
Proposition 4.7. Let α be a composition of n of length k + 1. Then S∗α is sym-
metric if and only if α = (n− k, 1k).
Proof. (⇒) Suppose S∗α is symmetric. For any composition α of n with length k+1,
there is exactly one DIRT of shape (1k, n−k) and row strip shape αrev. Thus, The-
orem 1.1 implies that Sˆ(1k,n−k) appears in the decomposition of S
∗
α with coefficient
1. Since S∗α is symmetric it can be written in the Schur basis. Therefore Theo-
rem 4.5 implies that all the Young quasisymmetric Schur functions whose indices
rearrange (n− k, 1k) appear in the decomposition of S∗α with coefficient at least 1.
In particular, Theorem 4.5 implies that Sˆ(n−k,1k) appears in the decomposition of
S
∗
α with nonzero coefficient. Therefore, there must be a DIRT of shape (n− k, 1
k)
and row strip shape αrev. Since (n − k, 1k) is the largest in dominance order for
compositions of n of length k+1, Lemma 4.2 implies that α = (n−k, 1k) as claimed.
(⇐) Suppose that α = (n − k, 1k). It is not hard to check that the only DIRTs
with row strip shape (n − k, 1k)rev must have shape which is a rearrangement of
28 EDWARD E. ALLEN, JOSHUA HALLAM, AND SARAH K. MASON
(n − k, 1k). Moreover, there is exactly one such DIRT for each rearrangement of
(n− k, 1k). Thus,
S
∗
(n−k,1k) =
∑
Sˆβ
where the sum is over all rearrangements of (n−k, 1k). Hence, Theorem 4.5 implies
S
∗
(n−k,1k) = s(n−k,1k)
and so S∗(n−k,1k) is symmetric. 
Although we defined the Young quasisymmetric Schur functions as sums over fill-
ings of semistandard Young composition tableaux, the original definition in [LMvW13]
is
(4.3) Sˆα = ρ(Sˇαrev ),
where Sˇα is the quasisymmetric Schur function indexed by α and ρ : QSym →
QSym is the algebra automorphism defined on the fundamental basis by
ρ(Fβ) = Fβrev .
The map ρ is refered to as the star involution. A useful fact about ρ is that it is
the identity on Sym.
In [HLMvW11b], it was shown that if sλ is a Schur function, then the prod-
uct sλSˇα expands positively in the quasisymmetric Schur basis. We now show
an analogous result involving both the dual immaculate basis and the Young qua-
sisymmetric Schur basis.
Proposition 4.8. Let sλ be any Schur function and S
∗
α be any dual immaculate
quasisymmetric function. Then the product sλS
∗
α expands positively in the Young
quasisymmetric Schur basis.
Proof. First we show that if sλ is any Schur function and Sˆα is any Young quasisym-
metric Schur function, then sλSˆα expands positively in the Young quasisymmetric
Schur basis. The result will then follow by Theorem 1.1.
Let ρ be the star involution. Since ρ is the identity on Sym, ρ(sλ) = sλ. More-
over, by Equation (4.3) we have that Sˆα = ρ(Sˇαrev ). Thus,
sλSˆα = ρ(sλ)ρ(Sˇαrev )
= ρ(sλSˇαrev )
= ρ
(∑
cβSˇβ
)
=
∑
cβρ(Sˇβ)
=
∑
cβSˆβrev .
By [HLMvW11b], we have that cβ ≥ 0 for all β. It follows that sλSˆα expands
positively in the Young quasisymmetric Schur basis. 
We note that the product sλS
∗
α does not, in general, expand positively in the
dual immaculate basis. For example, s(2,1)S
∗
(1) has negative terms in its expansion
in the dual immaculate basis. Having a positive expansion in the dual immaculate
basis is not to be expected since a symmetric function which is Schur positive does
not in general expand positively in the dual immaculate basis. In fact, the reader
may have noticed thatS∗(1) = s(1) and so s(2,1)S
∗
(1) is symmetric and Schur positive.
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4.3. Decompositions in NSym. Recall that QSym and NSym are dual spaces.
The basis dual to the dual immaculate quasisymmetric functions is called the im-
maculate basis and was introduced in [BBS+14]. Just like the elements of QSym,
the elements of NSym are indexed by compositions and we denote the immacu-
late function indexed by α as Sα. The basis dual to the Young quasisymmetric
Schur functions is called the Young noncommutative Schur basis and was intro-
duced in [LMvW13]. The Young noncommutative Schur function indexed by α is
denoted by sˆα.
The decomposition of the dual immaculate functions into the Young quasisym-
metric Schur functions also provides the decomposition between the duals of these
bases in NSym. If V and W are finite dimensional vector spaces with bases B and
C respectively and A is the change of basis matrix from B to C, then AT is the
change of basis matrix from the dual basis C∗ of W ∗ to the dual basis B∗ of V ∗.
Thus, we obtain the dual version of Theorem 1.1.
Theorem 4.9. The Young noncommutative Schur functions decompose into the
immaculate functions in the following way:
sˆα =
∑
β
cβ,αSβ
where cβ , α is the number of DIRTs of shape α and row strip shape β
rev.
For some choices of α the value of cβ,α is easy to determine as we see in the
following corollary.
Corollary 4.10. We have the following.
(1) Let α be a composition. Then sˆα = Sα if and only if α is a partition.
(2) For the hook shape (1k, n− k), we have
sˆ(1k,n−k) =
∑
βn
ℓ(β)=k+1
Sβ .
Proof. (1) (⇒) We prove the contrapositive. Let α be a composition which is not
a partition. Let λ be the partition such that α rearranges to λ. By Proposition 4.1
we have cλ,α ≥ 1. Moreover, it is not hard to see that for any shape α there is a
DIRT of shape αrev. Thus, cα,α ≥ 1 and so Theorem 4.9 implies sˆα 6= Sα.
(⇐) From Lemma 4.2, we know that if cβ,λ 6= 0, then β  λ. Since β and λ
are both compositions of n and have the same length, the fact that λ is a partition
forces β = λ.
(2) It is not hard to see that for any composition β of length k + 1, there is
exactly one DIRT of shape (1k, n− k) with row strip shape βrev. The result then
follows from Theorem 4.9. 
5. Remmel-Whitney-Style Algorithms
Since the coefficient of Sˆβ is the number of DIRTs of shape β with row strip shape
αrev, we can decompose S∗α without actually implementing the insertion algorithm.
Instead, we only need to find the the number of DIRTs of the correct shape and
row strip shape. We now explain how to find the DIRTs using an algorithm similar
to the Remmel-Whitney method [RW84] used to multiply Schur functions. The
algorithm is recursive and produces a rooted tree where each node is a DIRT.
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1 2
1 2
3 4
1 2 4
3
1 2
3 4
5 6
1 2
3 4 6
5
1 2 6
3 4
5
1 2 4
3
5 6
1 2 4
3 6
5
1 2 4 6
3
5
Figure 5.1. The dual immaculate recording tableaux for the de-
composition of S∗(2,2,2).
Suppose that we want to decompose S∗α with α = (α1, α2, . . . , αℓ) into Young
quasisymmetric Schur functions. First, we set the root node to be the dual immac-
ulate recording tableau:
1 2 3 ·· αℓ .
Now we describe how to create the children of a node. Recall that given the
composition α we defined jm =
∑m−1
i=1 αℓ−i−1. Given a DIRT Q with k < ℓ rows,
we create a child of Q by placing the integers in [jk + 1, jk+1] one at a time into Q
using the following rules:
(1) The element jk + 1 is placed in the leftmost column of the DIRT Q below
its last row.
(2) Each subsequent element is placed at the end of a row strictly to the right
of the last element placed.
(3) No element can be placed at the end of a row of length m if there exists a
row of length m+ 1 below this row.
This algorithm continues until all the terminal nodes are dual immaculate recording
tableaux with ℓ rows.
It is clear that this algorithm forces the rows to increase. Moreover, (1) and (2)
force the row strip condition and (3) forces the recording triple rule. It is also clear
that the leftmost column must increase from top to bottom. Thus, the nodes are
DIRTs with row strip shape αrev. An inductive argument shows that every DIRT
with row strip shape αrev appears as a node in the diagram.
As an example of this algorithm, suppose that we want to decompose S∗(2,2,2).
The rooted tree in Figure 5.1 shows the output of the algorithm. It follows that
S
∗
(2,2,2) = Sˆ(2,2,2) + Sˆ(2,1,3) + Sˆ(1,3,2) + 2Sˆ(1,2,3) + Sˆ(1,1,4).
From this example, one can see that this algorithm is advantageous in that it does
not require knowing what the standard immaculate or standard Young composition
tableaux are. However, it is disadvantageous in that it is recursive and so one must
find all the smaller DIRTs in order to complete the algorithm.
We now provide a similar algorithm to find the coefficients of the decomposition
of the Young noncommutative Schur functions into the immaculate functions. We
will produce a rooted tree from which we can read off the coefficients. If we are
trying to find the coefficients of sˆα, we will have a rooted tree such that each node
is a partially filled diagram with shape α. The root node is the empty filling.
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1 1 1 11 1
1 2
2
1 2 2
2
1
2 2
1
2
1 1
2
1 1
2 2
1 1 2
2
1 1 2
2 2
1 1 1
2
1 1 1
2 2
1 2 3
2 3
3
1 2 2
2 3
3
1 1 3
2 3
3
1 1 3
2 2
3
1 1 2
2 3
3
1 1 2
2 2
3
1 1 1
2 3
3
1 1 1
2 2
3
Figure 5.2. The fillings for the decomposition of sˆ(1,2,3).
Now we describe how to construct the children of a node. This construction is a
consequence of the definition of a DIRT. Suppose we are at level i of the rooted tree
where we count the empty filling as the zeroth level. We place an i in the empty
cell in the leftmost column of the ith row counting from top to bottom. Then we
place i’s into empty cells so that the following hold.
(1) An i can only be placed in an empty cell provided the cell immediately to
its left is nonempty.
(2) An i cannot be placed in a column such that there is a nonempty cell below
which is the rightmost nonempty cell in its row.
(3) At most one i can appear in each column.
We note that the fillings we obtain in the algorithm are not necessarily DIRTs
since there can be repeated entries. However, the diagrams give the row strips from
which one can easily construct the corresponding DIRTs. Given the rooted tree,
the coefficient of S(β1,β2,...,βℓ) in the decomposition of sˆα is the number of fillings
such that the number of i’s is βℓ−i+1. We also note that some nodes do not have
children as can be seen in the two leftmost fillings on the 2nd row of the rooted
tree in Figure 5.2. It is not hard to check that this algorithm always produces all
fillings which correspond to the DIRTs for the decomposition and that every filling
it produces corresponds to some DIRT.
The rooted tree for sˆ(1,2,3) is displayed in Figure 5.2. From it we see that
sˆ(1,2,3) = S(3,2,1) +S(2,3,1) +S(3,1,2) + 2S(2,2,2) +S(1,3,2) +S(2,1,3) +S(1,2,3).
6. Future Directions
A natural next step is to investigate the coefficients when the Young quasisym-
metric Schur functions are expanded into dual immaculate quasisymmetric func-
tions. If Sˆβ appears in the decomposition of S
∗
α, then Theorem 1.1 implies there
is a DIRT of shape β and row strip shape αrev. Lemma 4.2 implies that α  β in
dominance order. Moreover, there is exactly one DIRT of shape α and row strip
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shape αrev. Theorem 1.1 therefore implies that
(6.1) Sˆα = S
∗
α −
∑
β
cα,βSˆβ,
where is the sum is now over β which are strictly smaller than α in dominance
order. Since S∗(1k,n−k) = Sˆ(1k,n−k), equation (6.1) along with induction implies
that the Young quasisymmetric Schur functions can be decomposed into the dual
immaculate quasisymmetric functions with integer coefficients. Based on some
calculations in Sage, we have the following conjectures.
Conjecture 6.1. Let α, β  n. If
Sˆα =
∑
bα,βS
∗
β
then bα,β ∈ {−1, 0, 1}. Moreover, for a fixed α,∑
bα,β =
{
1 if α = (1k, n− k),
0 otherwise
for some k.
Conjecture 6.2. If λ = (λ1, λ2, . . . , λk) is a partition with all k parts distinct,
then
Sˆλ =
∑
σ∈Sk
(−1)ℓ(σ)S∗σ(λ)
where σ(λ) = (λσ(1), λσ(2), . . . , λσ(k)) and ℓ(σ) is the length of σ (i.e. the minimum
number of transpositions of the form (i, i+1) needed to generate σ).
In [BBS+14], the authors give a formula for the number of standard immaculate
tableaux for a fixed shape. Using this formula and our bijection we hope to find
a formula for the number of standard Young composition tableaux in terms of the
number of standard immaculate tableaux. It would also be interesting to investigate
the relationship between these functions and other new bases for quasisymmetric
functions. For example the shin basis [CFL+14] is a new basis for NSym whose
dual is also in QSym.
7. Acknowledgements
The authors would like to thank Luis Serrano for helpful conversations and data.
We used the open-source software Sage and its combinatorial features Sage-Combinat
for computer explorations.
References
[ABS06] Marcelo Aguiar, Nantel Bergeron, and Frank Sottile. Combinatorial Hopf algebras
and generalized Dehn-Sommerville relations. Compos. Math., 142(1):1–30, 2006.
[BBS+14] Chris Berg, Nantel Bergeron, Franco Saliola, Luis Serrano, and Mike Zabrocki. A
lift of the Schur and Hall-Littlewood bases to non-commutative symmetric func-
tions. Canad. J. Math., 66(3):525–565, 2014.
[BBS+15] Chris Berg, Nantel Bergeron, Franco Saliola, Luis Serrano, and Mike Zabrocki. In-
decomposable modules for the dual immaculate basis of quasi-symmetric functions.
Proc. Amer. Math. Soc., 143(3):991–1000, 2015.
[BHvW03] Louis J. Billera, Samuel K. Hsiao, and Stephanie van Willigenburg. Peak quasisym-
metric functions and Eulerian enumeration. Adv. Math., 176(2):248–276, 2003.
[BSOZ16] Nantel Bergeron, Juana Sa´nchez-Ortega, and Mike Zabrocki. The Pieri Rule for
Dual Immaculate Quasi-Symmetric Functions. Ann. Comb., 20(2):283–300, 2016.
DUAL IMMACULATES AS YOUNG QUASISYMMETRIC SCHURS 33
[BZ13] Bergeron N. Saliola F. Serrano L. Berg, C. and M. Zabrocki. Multiplicative
structures of the immaculate basis of non-commutative symmetric functions.
arXiv:1305.4700, 2013.
[Cau15] A. L. Cauchy. Me´moire sur les fonctions qui ne peuvent obtenir que deux valeurs
e´gales et de signes contraires par suite des transpositions ope´re´s entre les variables
qu’elles renferment. J. E´cole Polyt., 10:29–112, 1815.
[CFL+14] John Campbell, Karen Feldman, Jennifer Light, Pavel Shuldiner, and Yan Xu. A
Schur-like basis of NSym defined by a Pieri rule. Electron. J. Combin., 21(3):Paper
3.41, 19, 2014.
[Che55] Claude Chevalley. Invariants of finite groups generated by reflections. Amer. J.
Math., 77:778–782, 1955.
[Ehr96] R. Ehrenborg. On posets and Hopf algebras. Advances in mathematics, 119(1):1–
25, 1996.
[Ful97] William Fulton. Young tableaux, volume 35 of London Mathematical Society Stu-
dent Texts. Cambridge University Press, Cambridge, 1997. With applications to
representation theory and geometry.
[Gei77] Ladnor Geissinger. Hopf algebras of symmetric functions and class functions.
In Combinatoire et repre´sentation du groupe syme´trique (Actes Table Ronde
C.N.R.S., Univ. Louis-Pasteur Strasbourg, Strasbourg, 1976), pages 168–181. Lec-
ture Notes in Math., Vol. 579. Springer, Berlin, 1977.
[Ges84] I.M. Gessel. Multipartite p-partitions and inner products of skew Schur functions.
Contemp. Math, 34:289–301, 1984.
[GKL+95] Israel M. Gelfand, Daniel Krob, Alain Lascoux, Bernard Leclerc, Vladimir S. Re-
takh, and Jean-Yves Thibon. Noncommutative symmetric functions. Adv. Math.,
112(2):218–348, 1995.
[GR93] Ira M. Gessel and Christophe Reutenauer. Counting permutations with given cycle
structure and descent set. J. Combin. Theory Ser. A, 64(2):189–215, 1993.
[GR05] A. Garsia and Jeffrey B. Remmel. Breakthroughs in the theory of Macdonald poly-
nomials. Proc. Natl. Acad. Sci. USA, 102(11):3891–3894 (electronic), 2005.
[Hag04] J. Haglund. A combinatorial model for the Macdonald polynomials. Proceedings of
the National Academy of Sciences of the United States of America, 101(46):16127,
2004.
[Hag06] J. Haglund. The genesis of the macdonald polynomial statistics. Se´minaire
Lotharingien de Combinatoire, 54:B54Ao, 2006.
[HH09] Patricia Hersh and Samuel K. Hsiao. Random walks on quasisymmetric functions.
Adv. Math., 222(3):782–808, 2009.
[HHL08] J. Haglund, M. Haiman, and N. Loehr. A combinatorial formula for nonsymmetric
Macdonald polynomials. Amer. J. Math., 130(2):359–383, 2008.
[Hiv00] Florent Hivert. Hecke algebras, difference operators, and quasi-symmetric func-
tions. Adv. Math., 155(2):181–238, 2000.
[HLMvW11a] J. Haglund, K. Luoto, S. Mason, and S. van Willigenburg. Quasisymmetric Schur
functions. J. Combin. Theory Ser. A, 118(2):463–490, 2011.
[HLMvW11b] J. Haglund, K. Luoto, S. Mason, and S. van Willigenburg. Refinements of the
Littlewood-Richardson rule. Trans. Amer. Math. Soc., 363(3):1665–1686, 2011.
[KT97] Daniel Krob and Jean-Yves Thibon. Noncommutative symmetric functions. IV.
Quantum linear groups and Hecke algebras at q = 0. J. Algebraic Combin.,
6(4):339–376, 1997.
[KT99] Daniel Krob and Jean-Yves Thibon. Noncommutative symmetric functions. V. A
degenerate version of Uq(glN ). Internat. J. Algebra Comput., 9(3-4):405–430, 1999.
Dedicated to the memory of Marcel-Paul Schu¨tzenberger.
[Kwo09] Jae-Hoon Kwon. Crystal graphs for general linear Lie superalgebras and quasi-
symmetric functions. J. Combin. Theory Ser. A, 116(7):1199–1218, 2009.
[LMvW13] Kurt Luoto, Stefan Mykytiuk, and Stephanie van Willigenburg. An introduction to
quasisymmetric Schur functions. Springer Briefs in Mathematics. Springer, New
York, 2013. Hopf algebras, quasisymmetric functions, and Young composition
tableaux.
[Mac88] I.G. Macdonald. A new class of symmetric functions. Se´m. Lothar. Combin, 20,
1988.
34 EDWARD E. ALLEN, JOSHUA HALLAM, AND SARAH K. MASON
[Mac15] I. G. Macdonald. Symmetric functions and Hall polynomials. Oxford Classic Texts
in the Physical Sciences. The Clarendon Press, Oxford University Press, New York,
second edition, 2015. With contribution by A. V. Zelevinsky and a foreword by
Richard Stanley, Reprint of the 2008 paperback edition.
[Mar99] D. Marshall. Symmetric and nonsymmetric Macdonald polynomials. Annals of
Combinatorics, 3(2):385–415, 1999.
[MR95] C. Malvenuto and C. Reutenauer. Duality between quasi-symmetric functions and
the Solomon descent algebra. J. Algebra, 177(3):967–982, 1995.
[MR14] S. Mason and J. Remmel. Row-strict quasisymmetric Schur functions. Annals of
Combinatorics, 18(1):127–148, 2014.
[RW84] JB Remmel and R. Whitney. Multiplying Schur functions. Journal of Algorithms,
5(4):471–487, 1984.
[Sag01] Bruce E. Sagan. The symmetric group, volume 203 of Graduate Texts in Mathe-
matics. Springer-Verlag, New York, second edition, 2001. Representations, combi-
natorial algorithms, and symmetric functions.
[Sch73] I. Schur. U¨ber eine Klasse von Matrizen, die sich einer gegeben Matrix zuorden
lassen. PhD thesis, 1973.
[ST54] G. C. Shephard and J. A. Todd. Finite unitary reflection groups. Canadian J.
Math., 6:274–304, 1954.
[Sta72] Richard P. Stanley. Ordered structures and partitions. pages iii+104, 1972. Memoirs
of the American Mathematical Society, No. 119.
[Sta77] Richard P. Stanley. Some combinatorial aspects of the Schubert calculus. In Combi-
natoire et repre´sentation du groupe syme´trique (Actes Table Ronde CNRS, Univ.
Louis-Pasteur Strasbourg, Strasbourg, 1976), pages 217–251. Lecture Notes in
Math., Vol. 579. Springer, Berlin, 1977.
[Sta84] Richard P. Stanley. On the number of reduced decompositions of elements of Cox-
eter groups. European J. Combin., 5(4):359–372, 1984.
[Sta99] Richard P. Stanley. Enumerative combinatorics. Vol. 2, volume 62 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1999.
With a foreword by Gian-Carlo Rota and appendix 1 by Sergey Fomin.
[Sta01] Richard P. Stanley. Generalized riffle shuffles and quasisymmetric functions. Ann.
Comb., 5(3-4):479–491, 2001. Dedicated to the memory of Gian-Carlo Rota (Tian-
jin, 1999).
[vW13] Stephanie van Willigenburg. Noncommutative irreducible characters of the sym-
metric group and noncommutative Schur functions. J. Comb., 4(4):403–418, 2013.
Department of Mathematics, Wake Forest University
