Abstract. We study canonical bases for spaces of weakly holomorphic modular forms of level 4 and weights in Z + 1 2 and show that almost all modular forms in these bases have the property that many of their zeros in a fundamental domain for Γ 0 (4) lie on a lower boundary arc of the fundamental domain. Additionally, we show that at many places on this arc, the generating function for Hurwitz class numbers is equal to a particular mock modular Poincaré series, and show that for positive weights, a particular set of Fourier coefficients of cusp forms in this canonical basis cannot simultaneously vanish.
Introduction
In studying functions of a complex variable, a natural problem is to determine the locations of the zeros of the functions. There are a number of recent interesting results on the zeros of modular forms. For instance, the zeros of Hecke eigenforms of integer weight k become equidistributed in the fundamental domain as k → ∞ (see [10] and [17] ), yet such forms still have many zeros on the boundary and center line of the fundamental domain [7, 13] .
Duke and the second author [5] studied zero locations for a canonical basis {f k,m (τ )} for spaces of integer weight weakly holomorphic modular forms for SL 2 (Z). If the weight k ∈ 2Z is written as 12 +k with k ∈ {0, 4, 6, 8, 10, 14}, then the basis elements have Fourier expansions of the form f k,m (τ ) = q −m + O(q +1 ), where q = e 2πiτ as usual. If m ≥ | | − , then all of the zeros of f k,m (τ ) in the standard fundamental domain for SL 2 (Z) lie on the unit circle. These results were extended [6, 9] to similar canonical bases {f satisfying Kohnen's plus space condition, and analogous bases were shown in [4] to exist in level 4 for all weights k ∈ Z + 1 2 . In this paper, we address the natural question of whether the zeros of the modular forms in such a basis lie on an arc.
Let ϑ(τ ) be the theta function ϑ(τ ) = n∈Z q n 2 . For k = s + We show in section 2 that each of these basis elements f k,m (τ ) has exactly 5a + − C − zeros in a fundamental domain for Γ 0 (4), where C ∈ { 3 4 , 1, 3 2 , 7 4 } depends only on b and the parity of m, and where the nonnegative integer , defined precisely in section 2, counts the number of initial zeros in a certain sequence of Fourier coefficients of f k,m .
Let A be the arc in the upper half plane given by A = − 1 4 + 1 4 e iθ 0 < θ < π .
In this paper, we will prove the following theorem about the zeros of the basis elements f k,m (τ ). The proof of the theorem uses contour integration on a generating function for the canonical basis elements f k,m to approximate f k,m by a real-valued trigonometric function on A. We note that for specific values of k, the bounds on A and B and the quantity 2a + m 2 can often be improved; for instance, if a ≥ 0 we may take A = 0.
In the case of weight k = 3 2 , Theorem 1.1 yields an interesting corollary pertaining to weak Maass forms and mock modular forms. Loosely speaking, a weak Maass form is a smooth complex function defined on the upper half of the complex plane which transforms like a modular form, but is not necessarily holomorphic. Such a function must also be annihilated by a Laplacian operator, and satisfy suitable growth conditions in the cusps. From the definition, it follows that a weak Maass form naturally decomposes into two parts, a "holomorphic part," and a "non-holomorphic" part; the holomorphic parts are commonly referred to as mock modular forms. (See [1] or [14] , for example.) A first example of a half-integral weight weak Maass form arises from the function ϑ(τ ) 3 = 1 + 6τ + 12q 2 + 8q 3 + 6q 4 + 24q 5 + 24q 6 + 12q 8 + · · · .
If we define its Fourier coefficients by ϑ(τ ) 3 =: n≥0 h(n)q n , then it was proved by Gauss that + n≥0 H(n)q n be the generating function for the Hurwitz class numbers. Zagier [19] beautifully showed that G is in fact the holomorphic part of a weak Maass form. More precisely, Zagier showed that the function
is a weight 3 2 weak Maass form of moderate growth on Γ 0 (4). Here, Γ(·, ·) denotes the incomplete gamma function.
By work of Bruinier, the second author, and Ono [2] , it turns out that Zagier's weak Maass form G is naturally related to the basis functions f 3 2 ,m studied here, for any positive integer m ≡ 0, 1 (mod 4) which is a square. Precisely, for such m, the authors show that
, where the functions
)| k pr are the weight k and index m Poincaré series defined in [2, (3.13) ], which are weight k weak Maass forms of level 4. Denote the holomorphic part of F + −m, 3 2 by F + −m, 3 2 . Because f 3 2 ,m is weakly holomorphic, we must have that
That is, the basis elements f 3 2 ,m may be expressed as the sum of two mock modular forms, one of which is the generating function 24G for Hurwitz class numbers, and the other of which is the holomorphic part of the Poincaré series F + −m, 3 2 . By Theorem 1.1, the basis functions f 3
2
,m have many zeros on A; thus, it must be the case that the mock modular forms given by 24G and F + −m, 3 2 take on equal and opposite values at many points on A. Precisely, we have the following theorem. 
take on equal values. That is, for such points τ
We note that a direct application of Theorem 1.1 gives , with b = 13, there is at least one extra zero.
Our results also lead to an interesting corollary in the case of weight 3 2 for any positive integer m ≡ 0, 1 (mod 4) which is not a square. In this case, it turns out that Theorem 1.1 provides information about the zeros of the Poincaré series F + −m, 3 2 themselves. Previously, Rankin [16] addressed the problem of understanding the number of zeros of general Poincaré series of level 1 and even integer weight at least 4, and gave an explicit bound on the number of zeros lying on the intersection of the standard fundamental domain with the boundary of the unit disk. Our work leads to results analogous to those of Rankin in the case of weight 3 2 , by virtue of the fact that for positive integers m ≡ 0, 1 (mod 4) such that m is not a square, we have from [2] that f3 3 2 . Thus, we have the following Corollary to Theorem 1.1, giving locations for the zeros of certain weight 3 2 Poincaré series. The number C m is equal to 3 2 or 3 4 , depending on whether m is even or odd. in a fundamental domain for Γ 0 (4) lie on the arc A. Additionally, A ≤ 111.
We note again that the bounds appearing here, for k = 3 2 , are better than appear in the general statement of Theorem 1.1. Details supporting this computation appear in section 6.
As an additional application, for any weight k ∈ Z + If 2 − k is positive and large enough, many of the basis elements in Theorem 1.4 are actually cusp forms. An analogous result in integer weights would resemble a weaker form of Lehmer's conjecture on the nonvanishing of the coefficients of the cusp form ∆(τ ), since ∆ is the first canonical basis element f 12,−1 of weight 12. See also [3] for additional results on the nonvanishing of coefficients of cusp forms of half integral weight.
In section 2 of this paper, we give definitions, notation, and the proof of Theorem 1.4. The main argument in the proof of Theorem 1.1 appears in section 3, with associated computations appearing in sections 4, 5, and 6.
Definitions
As before, let k = s + 
Here N is equal to 2 if is even and 2 −(−1) s if is odd, and m ≥ −N satisfies (−1) s−1 m ≡ 0, 1 (mod 4). All of the coefficients a k (m, n) are integers.
Any fundamental domain for Γ 0 (4) has three cusps, which we take to be at ∞, 0, and
and which have widths 1, 4, 1 respectively. We use a fundamental domain F bordered by the vertical lines with real part ± e iθ for θ ∈ [0, π]. The valence formula for Γ 0 (4) (see, for instance, [15] ) tells us that for a modular form f of half integral weight k for Γ 0 (4), we have
Here, for points τ in the upper half plane, Ord Γ 0 (4) (f, τ ) = ord Γ 0 (4) (f, τ ), the usual order of f as an analytic function at τ . For the cusps ζ ∈ {∞, 0, }, the quantity Ord Γ 0 (4) (f, ζ) is determined by the q-expansion at each cusp. Specifically, Ord Γ 0 (4) (f, ∞) is the smallest exponent in the q-expansion of f at ∞, while for the cusp at 0 we multiply the smallest power of q in the Fourier expansion of f at 0 by the cusp width 4 to get Ord Γ 0 (4) (f, 0). For the cusp at 1 2 the cusp width is 1, and we find that Ord Γ 0 (4) (f, 1 2 ) is again the smallest exponent in the q-expansion at the cusp, but we note that since 1 2 is an irregular cusp for Γ 0 (4) for weights in Z + 1 2 , this exponent will be in Z + 1 4 if s is odd and in Z + 3 4 if s is even. , we have
We next want to understand the behavior of the basis element f k,m (τ ) at the cusps at 0 and . To do so, we use the N = 4 case of a theorem appearing in [8] for levels 12, 20, 28, 52. Performing explicit computations with the projection operator similar to those in [12] , we find that if g(τ ) ∈ M ! k (4), then the expansions of g at the cusps at 0 and are given by
where C 1 and C 2 are constants. Thus, if the Fourier expansion of g(τ ) is given by g(τ ) = a(n)q n , we have differ by exactly 1 2 , then the two terms cancel when n is odd. Since n ≡ 0, (−1) s (mod 4), this gives
) .
Similarly, we get cancellation for even exponents n in the expansion of g ) (τ ), resulting in the expansion g ) (τ ) = 2C 2
Examining this Fourier expansion, we see that the orders of vanishing of a modular form of half integral weight in the Kohnen plus space at the cusps 0, 1 2 of Γ 0 (4) are related to the Fourier expansion of the form at the cusp at ∞. Specifically, if
with a(n 0 ), a(n 1 ) = 0, then we have
) and has exponents congruent to 0 or 1 (mod 4), and we note that f k,m (τ ) vanishes to order −m at the cusp at ∞. Thus, if m is even, it follows that
) is at least
, with equality if the coefficient of q 4+4a+1 is nonzero. If this coefficient is zero, then the first odd exponent in the Fourier expansion is 4 + 4a + 1 + 4 for some positive ∈ Z, which means that Ord Γ 0 (4) (f, 1 2 ) is equal to
, and Ord Γ 0 (4) (f, 0) is equal to 1 + a + for some nonnegative integer , with = 0 only if the coefficient of q 4+4a is nonzero. Applying the valence formula, we find that there must be 5a + 
Because (−1)
s−1 m ≡ 0, 1 (mod 4), it can be checked that the number of zeros in F is always an integer, as expected.
Examining the Fourier expansion
we see that the quantity counts the number of initial consecutive coefficients which are equal to zero in (depending on the parity of m) either the sequence {a
Since Theorem 1.1 gives lower bounds on the number of zeros in the upper half plane, we can find upper bounds for . Specifically, we find that
so if m is large enough compared to |a| it is impossible to have more than this many consecutive coefficients of even or odd powers of q (starting from q N ) vanishing in the Fourier expansion of f k,m (τ ). Because the Fourier coefficients a k (m, n) of the basis elements f k,m (τ ) satisfy the Zagier duality relation
as proved in [4] , we may apply this duality to give Theorem 1.4.
3. Proof of Theorem 1.1
In this section, we prove Theorem 1.1, relying upon Theorem 4.1 and Theorem 5.1, which will be established in sections 4 and 5. We begin with the generating function for the basis elements f k,m , which is given by
where q = e 2πiτ . The weakly holomorphic modular forms f k and f * k , defined in [4] , are the first two elements of the canonical basis for M ! k . We fix z to be on the lower left arc A of the fundamental domain F, and write z = − for some 0 < θ < π. By Cauchy's theorem, we have that
where C is a circular contour traversed counterclockwise about the origin, with radius e −2π
for some sufficiently large real number > + iv. We have by the residue theorem and (1) that
where the sum above runs through the poles w of the function B k (z; τ )e(−mτ ), when viewed as a function of τ , in the region W ,v . We explicitly determine these residue sums in Theorem 4.1 for all z with θ ∈ [
]. Using that result, we conclude that for z along this arc, the (normalized) basis functions f k,m satisfy
Here the function E m,k is equal to either 0, C m,k or D m,k , depending on the value of θ; the functions C m,k and D m,k are defined in (4) and (5), respectively. A short calculation, using the addition formula for cosine, reveals that
where The function sin(h k,m (θ)) oscillates between ±1 when h k,m (θ) = π 2 (2n+1) and n runs through Z. Similarly, cos(h k,m (θ)) oscillates between ±1 when h k,m (θ) = πn and n runs through Z. Looking at the endpoints of the interval containing θ, we have that
Counting odd integers in the interval
and integers in the interval
we conclude that in all three cases of (3) + c points on the arc where the function is ±2, where c depends on b and the parity of m and is given in Table 1 .
By an argument similar to that in section 4 of [9] , we find that for any modular form f ∈ M ! k , the quantity e ikθ 2 f (z) is real-valued for any z ∈ A. We note that the function 2 cos( πm 2 + h k,m (θ)) is real-valued as well, and prove in Lemma 6.1 and section 6 that the quantity
is bounded in absolute value by 2. Since the real-valued normalized modular form must be alternately positive and negative at 2a + m 2 + 1 points along A, we apply the Intermediate Value Theorem to see that it must be zero at 2a + m 2 distinct points on A, and Theorem 1.1 follows.
Residue sums
Essential to our proof of Theorem 1.1 in the previous section is an explicit determination of the residue sums in (2) for many different values of z = − on the arc A. We do so in Theorem 4.1 below. To describe this result, we define the functions
where the constants c m,k and d m,k are defined by
Additionally, we define four smaller arcs
In what follows, we choose v = .2125
, and we choose v = .1375 when z ∈ R 3 ∪ R 4 . sin(θ)
Our proof of Theorem 4.1, which begins with equation (2), first requires that for a fixed value of z, we determine the location of the poles of the function B k (z; τ ) lying in the region W ,v . Since the denominator of B k (z; τ ) is j(4τ ) − j(4z), its poles may occur only at points where this denominator is zero. Thus, for each value of z we examine the set
Fixing z ∈ R d and choosing the values of v noted above, we compute that the function B k (z; τ ) has either eight or twelve poles in this region. They occur at points of the form
, as usual, and the sets M d are defined by In the proof, we will need to compute specific values of the function
when τ is equal to one of these poles w M (z) of B k (z; τ ). These values are given in Proposition 5.1 in section 5, in terms of the constants κ r,k :=
(1 + i r ), r ≡ 0 (mod 2),
(1 + i r (−1)
We devote the remainder of this section to the proof of Theorem 4.1.
Proof of Theorem 4.1. We divide the proof into five cases, depending on the value of z. We begin by rewriting B k (z; τ ) as
and seek to determine
for each d ∈ {1, 2, 3, 4}. The reason for rewriting B k (z; τ ) in this way is that j(τ ) := j(4τ ) − j(4z) has a simple zero at any of the poles τ = w M (z) described above, which implies that its logarithmic derivative has simple poles at these points with residue equal to 1. Combining this with Proposition 5.1 allows us to then calculate (8) , is not of this nature, and must be treated slightly differently. We address this in Case 5 below.
Case 1: z ∈ R 1 . For z ∈ R 1 , the function B k (z; τ ) has eight poles in W ,v as described above. From (8) and the discussion following, as well as Proposition 5.1, we find that
= −2πi(e(−mz) + e(−mu)(4z
Consider the set of ordered pairs
From the definition of f k,m , we know that the pair (m, k) must be in the set T . Using this fact, a short calculation using the definition of κ r,k reveals that for (m, k) ∈ T , we have
Next we simplify, using that z = −
, to obtain e(−mz) + e(−mu)(4z + 1)
Combining the above, we find that (10) 
.
Case 2: z ∈ R 2 . We proceed as in Case 1, and begin with (8) . Here, when z ∈ R 2 , the function B k (z; τ ) has eight poles in W ,v as described above. Note that the sets M 1 and M 2 which determine these poles in Case 1 and Case 2 (respectively) are identical, save for the matrix ( , and that κ −1,k = κ 3,k , which reveals that the residue contributions arising from ( Case 3: z ∈ R 3 . With z ∈ R 3 , the function B k (z; τ ) has twelve poles in W ,v as described above. Note that M 1 ⊂ M 3 , thus, for those matrices in M 3 ∩ M 1 = M 1 , we may use the calculation above in Case 1. The remaining matrices in M 3 \ M 1 give the following contribution to the total residue (8):
where the constant c m,k is defined in (6) .
Using the fact that z = − 
We already showed that (10) reduces to (11) . Adding (13) and (11) and then multiplying their sum by e .
Case 4: z ∈ R 4 . With z ∈ R 4 , the function B k (z; τ ) has twelve poles in W ,v . Note that M 2 ⊂ M 4 , so for those matrices in M 4 ∩ M 2 = M 2 , we may use the calculation above in Case 2, which we showed was identical to Case 1. After some short calculations, proceeding as above, we find that the remaining matrices in M 4 \ M 2 give the following contribution to the total residue (8):
where the constant d m,k is defined in (7). We rewrite z = − e iθ so that (14) becomes
Adding (15) and (11) and multiplying their sum by e ). We define for integers n ≥ 4
Then each z + n ∈ R 2 and z − n ∈ R 1 . From Case 1 and Case 2 of Theorem 4.1 established above, we have that
where the interval I is equal to [− 1 2 + iv, 1 2 + iv] and the functions h ± n (τ ) and F k are defined by
We have that lim n→∞ h ± n (τ ) = h(τ ) on I, where
; τ )e(−mτ ) j(4τ ) − 1728 .
By construction, h ± n (τ ) and h(τ ) are integrable on I, one boundary of our rectangular region
Consider the function H(θ, t) defined on the domain J := 
; t + i e(−m(t + i ))
Note that for integers n ≥ 4, we have that θ
, and that H(θ ± n , t) = h ± n (τ ) when τ = t + iv is on the path of integration I (i.e. t ∈ [− ]). By construction, the function H(θ, t) has no poles on J and is continuous, so is bounded by some constant K on this region. Therefore, as a function of t, for fixed θ ± n , the function H(θ ± n , t) is bounded by K for t ∈ [− 
, the contour can be moved downward from A > 1 to pick up residues at τ = z and τ = − 1 z ; these residues can be computed using the fact that
Multiplying by e ikθ 2 e −2πm sin(θ) , we find that e , when the denominator of the integrand has only one zero on the unit circle, at i, instead of the two zeros at e iθ , e i(π−θ) from before. Ideally, the function approximating f k,m should be continuous, so the cosine term should become
In this integral weight case, continuity can be proved without invoking the Bounded Convergence Theorem. In the k ≡ 2 (mod 4) case, E k (z) has a zero at z = e iπ 2 = i, and fixing z = i means that the entire integrand is equal to zero; therefore, the residue is zero. For the k ≡ 0 (mod 4) cases, we note that at the point τ = i, the function
has a simple zero, implying that j(τ ) − j(i) has a double zero. Thus, the logarithmic derivative
contributes a factor of 2 to the residue due to the double zero, implying that we get a residue of either −2e
at this point. These expressions are equal if k ≡ 0 (mod 4), and after multiplying by e . In the integral weight case, fixing a value of z results in a quotient of modular forms in the variable τ inside the integral, with a form of weight 2 in the numerator and a form of weight 0 in the denominator, and this ratio can be written as a logarithmic derivative, allowing the computation of residues. For half integral weight, the ratio of modular forms in τ is of weight 2 − k in the numerator and weight 0 in the denominator, and does not simplify to a logarithmic derivative in the same way. At the poles of B k (z; τ ) in the region W ,v , though, the ratio A k (z; τ ) of the numerator to the derivative of j(4τ ) is constant, and we can compute its values and use the logarithmic derivative to compute residues as before. However, when θ = π 2 , the derivative of j(4τ ) is 0, and the argument breaks down.
Evaluating the function
As we have seen in the previous section, our proof of Theorem 4.1 requires specific values of the function
j(4τ ) when τ is specialized to be among these poles w M (z) of B k (z; τ ). We state these required results in Proposition 5.1 below, in terms of the constants κ r,k :=
In section 5.1, we first establish the Proposition in the case τ = w M
(1) r (z). We then use that result to establish the Proposition in the remaining cases in section 5.2. The 24 forms f b+
(z) for b ∈ S are given in the Appendix of [4] , as explicit polynomials in the weight 2 Eisenstein series F on Γ 0 (4), and the weight in this way, a short calculation reveals that we may write the function F k from (17) as
where
, and find from (18) , and the fact that ∆(z) = ∆(z + 1), that
where for b ∈ S and r ∈ Z we define g b,r (z) := g b z; z + . To study the functions g b,r (z) for any r ∈ Z, and hence the functions F k (z; z + r 4 ) by (19) , we claim that it suffices to assume r ∈ {0, 1, 2, 3}. Indeed, each f k (z) has a Fourier expansion of the form
Each f * k (z) also has an expansion of the same form. If r and r are integers satisfying r ≡ r (mod 4), then for any n ∈ Z, we have that e n z + In what follows, we consider the cases r ∈ {0, 1, 2, 3} separately. We elaborate on the cases r = 0 and r = 2; the cases r = 1 and r = 3 follow similarly. Recall that elements in M Case r = 2. Each f k (z) has a Fourier expansion as in (20); thus, we have that
and χ 2 (n) := 1 2
, it is a result from the classical theory of modular forms [11] 
The above argument also applies to the functions f * k (z), so we have that f * k z + Case r = 1. As above, we may re-write
The truth of Proposition 5.1 in this case follows as in the previous case. We point out that the term (−1)
appearing in the definition of κ r,k for odd r depends only on b. That is, (−1)
b+1 , so in this case (and in the case r = 3 below), the 12 possible functions g b,1 yield two different constants κ 1,k , depending on whether b is even or odd.
Case r = 3. As above, we may re-write
The truth of Proposition 5.1 in this case follows as in the previous two cases.
Proof of Proposition
Our proof of the Proposition in this case makes uses of the Proposition in the case d = 1, which we established in the previous section. We divide our proof into three cases corresponding to whether d is equal to 2, 3 or 4.
r . It is not difficult to see that we may rewrite
, r = 0,
, r = −1,
where here and throughout this section,
Using the fact that the functions f k and f * k are in the space M k (Γ 0 (4), ψ k ), we find after a short calculation (using also that z = (
For ease of notation, we let y = y r (z) := z, r ∈ {−1, 1}, u, r ∈ {0, −2}.
Using the modular properties of the function j(τ ), and making a change of variable (dτ = dw = (4y) −2 dy), we see that
where the sign above is taken to be + if r = −1, −2, and − if r = 0, 1. Combining (21) and (22), we find that
, r = −2.
By Proposition 5.1 in the case τ = z + r 4
, r ∈ Z, proved in the previous section, we have that
is constant. In particular, we conclude in this case that
r . Proceeding as in the previous case, we rewrite
Again, using modular properties of F k (z; τ ), we find that
We also compute in these cases that
Combining (24) and (25), we have that
Once again we combine Proposition 5.1 in the case τ = z + r 4
, r ∈ Z, established in the previous section with the above, and see that in all cases A k (z; τ ) is explicitly a constant multiple of a rational function in z. Precisely, we have that
r . Proceeding as above, we rewrite
, r = 1,
Using modular properties of F k (z; τ ), we find that
, r = 0.
We also compute that
Combining (27) and (28) we find that
, r = 2.
Once again using Proposition 5.1 in the case τ = z + r 4
, r ∈ Z, we see that in all cases A k (z; τ ) is explicitly a constant multiple of a rational function in z, namely
6. Bounds
In this section, we prove that the quantity
sin(θ)
is bounded in absolute value by 2, which we use in the proof of Theorem 1.
, is equal to
, and is equal to zero otherwise, and that the functions
were defined in equations (4) and (5). We begin with the following lemma.
as above. If m ≥ 4.8|a|, then the following are true.
Proof. We first observe by definition that |c m,k e , are bounded between 0 and 1 when θ 1 and θ 2 are restricted to the domains given above. Thus, since |a| > 0, using this with (30), (31), and (32), Lemma 6.1 is also proved in the second case, a < 0.
We next bound the integral
where τ = u + iv and v is fixed. We rewrite the integrand as
To bound this, we replace the integral with the absolute value of the integrand, since the contour has length 1. Since a can be either positive or negative, we need upper and lower bounds on ∆ for the appropriate values of τ and z. Additionally, we need a lower bound on the absolute value of the denominator j(4τ ) − j(4z). Finally, we need upper bounds on the basis elements f b and f * b , which can be obtained (in the absence of explicit bounds on their coefficients) by writing them in terms of the Eisenstein series F (τ ) and the theta function ϑ(τ ), as detailed in the appendix of [4] . If e iθ and let v 2 = 0.1375. We have computed the following bounds using MAPLE for these values of τ and z. Generally, this requires explicitly bounding the tail of the Fourier expansion using crude bounds on the Fourier coefficients, and then computing bounds on the initial terms on the appropriate interval. In some cases, these bounds on the initial terms require bounding the derivative and checking values on a grid of points, similar to the computations in [6] .
For the theta function ϑ(τ ) = 1 + 2q + 2q 4 + . . ., we have if a < 0. Using the bounds on C m,k (θ 2 ) and D m,k (θ 2 ) from Lemma 6.1 above, we find that the difference between the weighted modular form and the cosine function is bounded above by √ 2 + e Table 2 . Thus, in all cases the quantity E m,k (θ) + e 
