I. Introduction
Since the publication of the study by Jorion (1990) , who failed to find strong evidence of foreign exchange exposure for US multinational firms, numerous investigations have been undertaken in an attempt to investigate the relationship between stock returns and fluctuations in the exchange rate. For example, Loudon (1993) who investigates a sample 1. Prior research has also investigated the relation of the second moments, for example, Bartov, Bodnar and Kaul (1996) . More recently, Baum et al. (2000) develop an analytical framework to examine the volatility of exchange rates with respect to volatility of the firms profitability. In so doing, Baum et al. (2000) investigate the effects of permanent and transitory components of the exchange rate on firms' profitability. Although this proves an interesting area of research, it remains outside the scope of the current study.
of Australian companies, reports only six percent of the sample with statistically significant coefficients. These weak results are consistent with those found by other studies, for example, Khoo (1994) ; Amihud (1994) ; and Bartov and Bodnar (1994) who all report a low incidence of statistically significant coefficients.
The inability to satisfactorily measure the relationship between foreign exchange exposure and stock returns has encouraged researchers to explore a number of research design issues.
1 These issues include lagged exposures [see, for example, Bartov and Bodnar (1994) ; Shin and Soenen (1999) ; Di Iorio and Faff (2000) ]; data frequency [see, for example, Chamberlain et al. (1997) ; Di Iorio and Faff (2000)]; and industry-level versus firm-specific analysis [see, for example, Bodnar and Gentry (1993) ; Prasad and Rajan (1995); and Di Iorio and Faff (2000) ]. A further issue that offers great promise is lengthening the return measurement interval. On this score, Chow et al. (1997a, b) argue short-horizon returns contain errors made by investors in forecasting the long-term effects of current exchange rate changes and find evidence that the foreign exchange exposure of individual firms increases with lengthening return horizons. Chow and Chen (1998) also employ different time horizons to investigate foreign exchange exposure. In keeping with Chow et al. (1997 a,b) and Chow and Chen (1998) , the current study examines the impact of intervaling on the foreign exchange exposure of Australian stock returns by implementing long-term horizons.
First, using a time-series framework this paper analyzes the twentyfour industries of the Australian Stock Exchange and investigates how an appreciation of the Australian dollar against i) the US dollar; and ii) the Japanese yen, impacts on shareholder wealth. This analysis is undertaken by implementing the AUDUSD and AUDJPY bilateral exchange rate returns in separate augmented market models. Second, in keeping with Bodnar and Gentry (1993) , a cross-sectional analysis is 2. Bodnar and Gentry (1993) also investigate foreign investors. However due to lack of data, this study does not examine their exchange rate exposure.
used to investigate the impact of exchange rate changes on importers, exporters, users of internationally-priced inputs and non-traded industries. 2 The current study extends the analysis of the exchange rate exposure of the Australian equities market undertaken by Di Iorio and Faff (2000) . Notably, while both investigations employ (i) industry portfolios; and (ii) the AUDUSD and AUDJPY exchange rate factor returns, the two studies are distinguished by their focus. Specifically, Di Iorio and Faff (2000) use a dummy variable specification to analyze the potential asymmetric effect induced by non-linear hedging strategies, such as currency options, for the period 1988 to 1996. The current study, however, investigates the nature of exchange rate exposure across increasing time horizons for the period 1988 to 1998. This enables the analysis of the short-term and the long-term effects of this type of (symmetric) exposure on stock returns.
Since this study employs Australian data, another important contribution is the investigation of foreign exchange exposure using alternative data compared to the majority of the literature which is US based. The current study follows the general argument of Leamer (1983) and of Lo and MacKinlay (1990) regarding the concern of data snooping in finance research. Similar justification has been used elsewhere -see for example, Jagannathan et al. (1998) who use Japanese data to test a labor-income based CAPM [of Jagannathan and Wang (1996) ] and Clare et al. (1997 Clare et al. ( ,1998 who use UK data to test the CAPM using a one-step procedure.
The remainder of this paper is structured as follows: the empirical framework is outlined in Section 2, the data and the results of the analysis are reported and discussed in Section 3, while a summary is provided in Section 4.
II. Empirical Framework

A. Time Series Analysis
Consistent with the approach described by Adler and Dumas (1984) and the empirical methodology employed in previous studies [see, for example, Jorion (1990) ; Loudon (1993) ; Chamberlain et al (1997) ; Shin and Soenen (1999); Di Iorio and Faff (2000) ], the exchange rate exposure of individual industries is measured as the slope coefficient using the following augmented market model (expressed in Australian dollar terms):
,
where R it,t+T is the return on the ith asset or portfolio on horizon/interval from t to t+T, R mt,t+T is the return on the market index on horizon/interval from t to t+T, and XR t,t+T is the return on the exchange rate factor on horizon/interval from t to t+T. An appreciation (depreciation) of the Australian dollar will produce a positive (negative) value for XR t,t+T , where T equals 1, 2, 5, 20 and 50 days when using daily 'base' data and 1, 3, 6, 12, 24, 36 and 48 months when employing monthly 'base' data. By the very nature of this analysis, in order to achieve adequate sample sizes, overlapping observations result for return horizons greater than one day and one month, respectively. Furthermore, in an attempt to resolve the problem of autocorrelated error terms arising from the overlapping horizons, Hansen's (1982) generalized method of moments (GMM) technique is implemented. This method adjusts the variancecovariance matrix of the estimated coefficients for both heteroskedasticity and autocorrelation in the error terms. This investigation involves two variants of the exchange rate factor, namely, (1) against the US dollar (AUDUSD); and (2) against the Japanese yen (AUDJPY). The choice of the AUDUSD and the AUDJPY exchange rates is supported by the fact that Japan and the US are Australia's two most important trading partners. Over the period 1988 to 1998, Japan has been Australia's most important trade partner, averaging almost 21 percent of total trade over this period.
3 This is closely followed by the US, which has averaged 15.5 percent. It should also be noted that an independent survey of Australian businesses indicates that 55% of all export contracts are written against the US dollar, including the majority of commodity contracts.
Australian Financial Review newspaper.
5. Booth (1996) analyzes the economic determinants of foreign exchange exposure within the boundaries of a theoretical model. The author shows that exposure depends on the segmentation of markets, the size of transaction costs, the behavior or real exchange rates, the firm's production flexibility and the price elasticity of demand.
6. It should be noted that the Australian Stock Exchange (ASX) partitions the stock
B. Cross-Sectional Analysis
Prior research has examined a number of firm and industry characteristics in an attempt to establish the determinants of exchange rate exposure [see, for example, Jorion (1990) , Booth and Rotenburg (1990) ; Bodnar and Gentry (1993) ; Amihud (1994) ; Prasad and Rajan (1995) ; He and Ng (1998); Chow and Chen (1998); and Shin and Soenen (1999) ]. 5 In their cross-sectional analysis, Bodnar and Gentry (1993) investigate industry-level exchange rate exposure for Canada, Japan and the US. Using economic theory, they attempt to predict the effect of changes in the exchange rate based on industry characteristics. They find that an appreciation of the home currency has a positive effect on importers, non-traded good producers, and users of internationally-priced inputs and a negative effect on import competitors, exporters and foreign investors. They argue that an appreciation reduces cash flows (in terms of the home currency) of exporters because it causes a combination of decreased foreign demand and a lower pricecost margin. Conversely, an appreciation increases cash flows of importers through increased demand and a higher price cost margins. At the same time the increased price competitiveness of foreign imports results in lower demand and smaller margins for import-competing firms. However, those firms that use internationally-priced inputs, (whether they are imported or priced on world markets), experience increased profitability with an appreciation of the home-currency. The homecurrency price of these inputs would decrease which translates into lower production costs and ultimately higher cash flows for the firm.
Following Bodnar and Gentry (1993) , the current study investigates the determinants of foreign exchange exposure using the industry characteristics: import and export activity, internationally-priced inputs and non-traded goods. Data derived from the Australian Bureau of Statistics (ABS) Input-Output tables for 1993-1994 is used to capture these characteristics in the twenty-four industry portfolios as classified by the Australian Stock Exchange. 6 Specifically, in order to obtain a market into twenty-four industry categories of which five (ASX Industries 1-5) are in the mining and resources sector and nineteen (ASX Industries 6-24) are in the industrial sector. The Australian Bureau of Statistics, on the other hand, broadly classifies Australian industries into thirty-five different sectors. Consequently, the ASX industry classifications and the ABS industry classifications are not completely compatible.
7. The relative Input-Output measure was calculated as the ratio of a particular industry's coefficient to the average Input-Output coefficient across all industries. measure for exports, an export (input-output) coefficient was calculated by dividing Total Exports for each industry by the Final Demand for that industry. Similarly, the import (input-output) coefficient was calculated by dividing Total Imports for each industry by the total Australian Production for that industry. However, rather than considering imports in general, two categories of imports are identified, namely competing imports (that have domestically produced substitutes) and complementary imports (that do not have domestically produced substitutes). Although both types of imports will benefit from appreciations of the home currency, the extent to which industries will benefit may differ between the two. Specifically, given a depreciation of the Australian dollar, one may expect to observe a stronger impact on competing imports than on complementary imports since competing imports have domestic substitutes. Next, relative Input-Output coefficients were estimated.
7 Economic theory suggests that industries with a high relative (input-output) export measure, other things equal, would experience negative exchange rate exposure relative to an appreciation of the exchange rate factor, while industries with a high relative (input-output) import measure would experience positive exchange rate exposure.
Again following Bodnar and Gentry (1993) , this investigation differentiates between traded and non-traded goods by creating a dummy variable for non-traded goods. Using the matching process between ABS classifications and ASX industry categories, the nontraded industries of the Australian equities market are taken to be: ASX 9. NONTRAD and i are omitted from our analysis since these variables are highly correlated to the remaining four. A regression analysis of this form is undertaken, as well as regression analysis that simply captures the import/export characteristics. Specifically, by eliminating the variable for internationally-priced inputs and consolidating the complementary and competing import variables, the analysis is reduced to a basic form and only the cross-sectional analysis in relation to imports and exports is undertaken. international market.
The regression model that establishes the statistical significance of the determinants discussed above is: (1) is controlled for by its inclusion in equation (2). The expected sign for each potential determinant is stated below the respective coefficient.
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III. Data and Results
A. Data
The data employed are continuously compounded daily returns and monthly returns on the twenty-four Australian industry indices as classified by the ASX, obtained from Datastream. The analysis covers the period from 1 January 1988 to 30 September 1998 and involves (a) 2723 daily observations and (b) 128 monthly observations. It should be noted that for nineteen industries complete data over this sample period 10. To conserve space, the intercept terms and the beta coefficients (all statistically significant), are not reported here.
are employed. Data for the remaining five industries are as follows: (i) Solid Fuels (ASX3); Oil and Gas (ASX4); and Entrepreneurial Investors (ASX18) extends from 1 January 1988 to 29 October 1996; (ii) Miscellaneous Industrials (ASX22) extends from 3 January 1991 to 30 September 1998; and (iii) Tourism and Leisure (ASX24) extends from 8 August 1994 to 30 September 1998. The proxy for the market portfolio used is the All Ordinaries Accumulation Index supplied by Datastream, while the exchange rate factor return is based on both the AUDUSD and the AUDJPY, also obtained from Datastream.
The exchange rates are graphed for the sample period in figure 1 and the summary statistics are presented in table 1. It is observed that for the sample period analyzed, the AUDUSD exchange rate reached a maximum of US$ 0.895 per Australian dollar and fell to a minimum of US$0.5563. In the same period, the AUDJPY exchange rate ranged from a maximum of Y122.64 to a minimum of Y59.47 per Australian dollar. Further, it is noted that there is greater (relative) volatility attached to the AUDJPY exchange rate. Specifically, the standard deviation of the AUDUSD exchange rate (relative to its mean value) is 7.1% (.0533/.7463), compared to the counterpart value of 16.3% (14.83/91.09) for the AUDJPY exchange rate.
B. Foreign Exchange Exposure -Overlapping Analysis Employing Daily Base Data
The exchange rate exposure coefficients from estimating equation (1) for 1 day, 2 day, 5 day, 20 day and 50 day measurement intervals are reported in tables 2 and 3. 10 Specifically, the results of the analysis using 11. A reversal of sign of the gamma coefficient in ASX 1 Gold and ASX 13 Retail as the return measurement intervals lengthen is noted. This is consistent with Chow et al. (1997) who find a reversal of sign in the majority of firms analyzed in their study. Similar findings are also reported by Jorion (1990 12. We would like to thank an anonymous referee for suggesting this interpretation.
reason for the higher incidence of "long-run" exposure is the volatility in the foreign exchange market, as it is likely to take several days for random fluctuations to net out 12 . Specifically, when considering the results in table 2, ten (fourteen) industries have statistically significant coefficients at the five (ten) percent level when implementing 50 day horizon returns, while six (seven) industries are significant at the five (ten) percent level when employing 20 day horizon returns. Considerably fewer industries are statistically significant when using shorter horizons. Clearly exchange rate exposure becomes more evident as the horizon lengthens.
Industries ASX 2 Other Metals; ASX 3 Solid Fuels; ASX 11 Engineering; ASX 19 Investment and Financial Services; ASX 20 13. Given the choice of horizon lengths, (i) "short-term" is defined as 1 day, 2 day and 5 day, and (ii) "long-term" is defined as 20 day and 50 day. Property Trusts; ASX 21 Miscellaneous Services; ASX 22 Miscellaneous Industrials; are all significantly sensitive to the exchange rate factor across both the 20 day and the 50 day horizon. Further, ASX 20 Property Trusts also records a significant coefficient for the 5 day horizon return, while exchange rate exposure is evident for every return horizon for ASX 2 Other Metals. Moreover, the gamma coefficients in all cases except ASX 3 Solid Fuels, increase with an increase in the length of the return horizon. "Short-term" exposure is evident in only four industries, namely ASX 1 Gold; ASX 2 Other Metals; ASX 6 Developers and Contractors; and ASX 13 Retail.
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In table 3, which reports the findings of the AUDUSD exchange rate analysis for 1 day, 2 day, 5 day, 20 day and 50 day measurement intervals, similar results to those in table 2 are observed.
More specifically, it is observed that exchange rate exposure is generally most significant for long time horizons. Indeed, twelve of the twenty-four industries record a statistically significant exchange rate coefficient when the 50 day horizon return is employed, eleven of which are significant at the five percent level and one being significant at ten percent. Further, of these, six (eight) are also statistically significant at the five (ten) percent level for the 20 day horizon, and, as observed in the AUDJPY analysis, the gamma coefficients generally increase with a lengthening horizon.
As observed in the AUDJPY analysis, there is also some evidence of "short term" exposure in the Australian equities market with respect to the AUSUSD. Consistent with the results reported in table 1, ASX 1 Gold; ASX 2 Other Metals; and ASX 13 Retail are all observed to have one or more statistically significant exchange rate coefficients for the 1 day to 5 day return horizons. However, in this analysis "shortterm" exposure is also observed in ASX 5 Diversified Resources; ASX 8 Alcohol and Tobacco; ASX 12 Paper and Packaging; and ASX 21 Miscellaneous Services.
When comparing table 2 and table 3 , it is noted that the industries which exhibit "long-term" exchange rate exposure (50 day horizon) to both the AUDUSD and the AUDJPY exchange rates are ASX 1 Gold; ASX 2 Other Metals; ASX 7 Building Materials; ASX 10 Chemicals; ASX 11 Engineering; ASX 17 Insurance; ASX 19 Investment and In a bid to test the robustness of the results, some analysis using non- 15. Specifically, for the AUDJPY (AUDUSD) analysis, four (six) statistically significant coefficients for the non-overlapping time periods and thirteen (twelve) statistically significant coefficients for the overlapping time periods are observed.
16. For example, in the AUDJPY analysis-ASX 2: .3012 (overlapping) and .3491 (non-overlapping); ASX 11: .2454 (overlapping) and .2123 (non-overlapping); ASX 21: -.2673 (overlapping) and -.2673 (non-overlapping). Similarly, when employing the AUDUSD exchange rate factor-ASX 2: .7228 (overlapping) and .8754 (non-overlapping); ASX 11: .5415 (overlapping) and .5408 (non-overlapping) and ASX 21: -.1599 (overlapping) and -.1994 (non-overlapping).
overlapping observations was undertaken.
14 Specifically, the overlapping results for the 50-day interval case were compared to the nonoverlapping results for the same interval case. The findings are as follows:
(i) the number of statistically significant coefficients resulting from the overlapping analysis was considerably higher than those observed in the non-overlapping investigation;
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(ii) when comparing the sign of the exposure across the two analyzes, it is found that the non-overlapping subset of statistically significant coefficients are of the same sign as those observed in the overlapping investigation, that is the same directional exposure is observed; (iii) the magnitude and sign of the estimated gamma coefficients is consistent across the two analyzes 16 and (iv) in comparing the sign of the exposure across the two exchange rate factors, the same directional exposure is observed. These consistencies support the analysis and implementation of an overlapping return interval approach. Table 4 reports the results for the investigation of 1 month, 3 month, 6 month, 12 month, 24 month, 36 month and 48 month measurement intervals using the AUDJPY. Of the seven return horizons analyzed, the highest incidence of significant exchange rate coefficients is reported for the thirty-six month horizon in which twenty-one (twenty-two) industries are statistically significant at the five (ten) percent level. In addition, 17. It should be noted that due to the lack of sufficient data for ASX 24 Tourism and Leisure, an analysis of this industry using a 36 and a 48 month return horizon was not possible.
C. Foreign Exchange Exposure -Overlapping Analysis Employing Monthly Base Data
18. A reversal of sign of the gamma coefficient in ASX 2 Other Metals and ASX 24 twenty (twenty-one) and eighteen (twenty) industries are observed to be statistically significant at the five (ten) percent level for the twentyfour and forty-eight month measurement intervals respectively. 17 Further, sixteen (eighteen) of the twenty-four industries are statistically sensitive at the five (ten) percent level across the three "long-term" return horizons. The only industries that do not exhibit statistically significant "long-term" exposure over the twenty-four, thirty-six, and forty-eight month measurement intervals are ASX 2 Other Metals; ASX 3 Solid Fuels; ASX 9 Food and Household Goods; ASX 11 Engineering; ASX 18 Entrepreneurial Investors; ASX 24 Tourism and Leisure. In addition, thirteen industries record significant exchange rate exposure for the twelve-month measurement interval, eleven for the six-month horizon, eight for the three-month horizon and five for the one-month horizon. Of the large number of statistically significant coefficients across these four return horizons, all but five are significant at the five percent level.
Based on these results, the findings of the earlier analysis that most industries experience "long-term" exchange rate exposure, are generally confirmed. Of note are several industries that exhibit statistically significant exposure for measurement intervals less than, as well as greater than, twelve months. Specifically, statistically significant exposure is observed at the ten percent level from the three month to the forty-eight month measurement interval for ASX 19 Investment and Financial Services; ASX 20 Property Trusts; ASX 21 Miscellaneous Services; ASX 22 Miscellaneous Industrials; and ASX 23 Diversified Industrials. Indeed, ASX 22 Miscellaneous Industrials, exhibits statistically significant exposure at the 10 percent level for each of the seven measurement intervals. Further, it is observed that there is a general increase (in magnitude) in the exchange rate coefficient in many cases, for example, ASX 1 Gold; ASX 6 Developers and Contractors; ASX 8 Alcohol and Tobacco; ASX 12 Paper and Packaging; ASX 14 Transport; ASX 16 Banks; ASX 21 Miscellaneous Services; and ASX 22 Miscellaneous Industrials.
Tourism and Leisure as the return measurement intervals lengthen is noted. Again, (see Footnote 11), this is consistent with Chow et al. (1997) who find a reversal of sign in the majority of firms analyzed in their study. Table 5 reports the counterpart analysis employing the AUDUSD exchange rate. These results are similar to those observed in table 4 for the one, three, six and twelve month return horizons with a similar number of significant coefficients reported for each horizon. Further, for these return horizons several industries appear to experience significant exchange rate exposure relative to both exchange rates, for example, ASX 2 Other Metals; ASX 11 Engineering; ASX 15 Media; ASX 19 Investment and Financial Services; ASX 20 Property Trusts; ASX 21 Miscellaneous Services; and ASX 22 Diversified Industrials. For horizons longer than twelve months, exchange rate exposure to the AUDUSD appears significantly weaker than that experienced by Australian industries to the AUDJPY. This is evidenced by a notable decrease in the number of significant coefficients for the twenty-four, thirty-six and forty-eight month horizons in the AUDUSD analysis. Specifically, there are nine (eleven) coefficients significant at the five (ten) percent level for the twenty-four month horizon, nine (eleven) are significant at the five (ten) percent level for the thirty-six month horizon and seven (eight) coefficients are significant at the five (ten) percent level for the forty-eight month horizon. Thus, when employing the AUDUSD the highest incidence of significant coefficients occurs in the twelve-month return horizon.
Industries that appear to be exposed to both exchange rates for longterm horizons are ASX 4 Oil and Gas; ASX 7 Building Materials; ASX 15 Media; ASX 20 Property Trusts; ASX 21 Miscellaneous Services; and ASX 24 Tourism and Leisure. Generally, however, it would appear that although the results of the analysis suggest that the Australian equities market experiences "long-term" exchange rate exposure, it is considerably less exposed to the AUDUSD exchange rate than to the AUDJPY exchange rate.
D. Discussion and Correlation Analysis
In summary, the results of this analysis appear to suggest that generally the Australian equities market is exposed to "long-term", or economic, exchange rate exposure. Where "short-term" exposure seems to be 19. Possible future research in this area is an investigation of the firms in those industries observed to be exposed to movements in the AUDUSD. This is beyond the scope of the current study.
relatively well hedged by most Australian industries, significant "longterm" exposure is observed across the Australian equities market. These findings support those of Chow et al. (1997 a, b) , who suggest that ignorance of this intervaling effect may indeed explain the lack of empirical evidence in this area of research. Further, the findings of the current study suggest that Australian shareholder returns are more exposed in the longer term to fluctuations in the Australian dollar/Japanese yen exchange rate than they are to the Australian dollar/US dollar exchange rate. This is particularly evident in the monthly 'base' data analysis. Although Japan is Australia's largest trading partner, since a major proportion of Australian foreign trade contracts are written against the US dollar, Australian companies are most likely to hedge against possible movements in the AUDUSD.
19 As such, this is consistent with Australian companies successfully managing their transaction exposure.
Further, the results highlight the importance of movements in the AUDJPY to the Australian shareholder. It would seem that although many firms trade with Japan and would therefore to some extent hedge their exchange rate risk, Australian firms in general are exposed to fluctuations in the AUDJPY. This should not be surprising given the strength of the Japanese economy in the Asian region. However, it appears from these results that either Australian financial managers ignore this exposure in their risk management decision-making process or that it represents an economic exposure that is unrelated to known transactions, and hence is very difficult to manage. The latter explanation is more likely to be true. Table 6 reports the correlation coefficients between the exchange rate exposure gammas of different return horizons using daily data. The results indicate a strong positive correlation between the estimated exchange exposures across horizons for the daily data analysis. However, the correlation is stronger between any two horizons for the AUDJPY exchange rate (Panel A) than for the AUDUSD exchange rate (Panel B). For the AUDJPY exchange rate, the correlation between the one-day exchange rate exposure and other horizons declines as the horizon length increases. Such is also the case for the two-day horizon. The highest correlation coefficient (.9067 ) is recorded between the 1 and 2 day horizon for the AUDJPY exchange rate. A similar pattern emerges for the analysis of the correlation of the exposure for the AUDUSD exchange rate.
The counterpart correlation coefficients between different horizon gammas for the monthly based data are reported in table 7. Again a strong positive correlation between the exposure recorded for the various horizons for both exchange rates is noted. However, as discussed above, there is a declining correlation between exposures the more disparate is the horizon. For the AUDJPY exchange rate (Panel A), the highest correlation (.9669) occurs between the thirty-six and forty-eight month horizons. The lowest correlation (.4277 ) is between the exposure of the one-month horizon and the thirty-six month horizon. When considering the AUDUSD exchange rate in Panel B, similar results are evident. The highest correlation (.9249) is noted between the thirty-six and forty-eight month horizons, while the lowest correlation coefficient (.2066 ) is recorded between one month and forty-eight months. These results are consistent with those of Chow et al (1997 a, b) who also find a strong, positive correlation between the estimated exchange exposures across horizons and that correlation diminishes as the difference between any two horizons increases. 
E. Cross-Sectional Analysis
As discussed in Section 2.2, the current study investigates whether the analysis of a number of industry characteristics sheds some light on the determinants of foreign exchange exposure. Although dummy variables are implemented to identify non-traded goods and producers of complementary imports, continuous data for competing imports, exports and internationally-priced inputs is used. Table 8 reports a summary of the relative Competing Import Input-Output coefficient, the relative Export Input-Output coefficient and the relative Petroleum and Coal Products coefficient (as a proxy for internationally-priced inputs) for the twenty-four industry portfolios of the Australian Stock Exchange. Based on simple economic theory, a positive sign would be predicted for complementary imports, competing imports and non-traded goods and users of internationally priced inputs, while a negative sign would be expected for exports. Table 9 reports the results of estimating the cross-sectional equation given by (2') in which the variables of imports, exports and the industry The results of the cross-sectional equation given by (2) are unreported due to the lack of significant findings. They are available from the authors upon request. beta are examined. 20 Specifically, in this case the exchange rate exposures generated from overlapping daily 'base' data for both the AUDJPY exchange rate (Panel A) and the AUDUSD exchange rate (Panel B) are used as the dependent variable. The results indicate that for the former, exports are statistically significant in the "short term" (1 to 5 days), while imports become significant when the 20-day horizon return is employed. However, it is observed that exports alone are significant for the AUDUSD exchange rate analysis. This is evident for all horizons except the 1-day case. However, the results are difficult to interpret given that they are generally contrary to the predicted impact of an appreciation in the Australian dollar. Specifically, although the statistically significant import coefficient in Panel A is positive as expected, not one export coefficient in the analysis is negative. Table 10 , which contains the counterpart cross-sectional analysis using exchange rate exposures generated from longer horizons of monthly overlapped data, reports similarly discouraging results. Using monthly 'base' data appears to result in very little evidence of a relationship between exchange rate exposure and industry characteristics, regardless of the exchange rate employed. This study investigates the impact of foreign exchange exposure on the Australian equities market. Specifically, using the twenty-four industry portfolios as classified by the Australian Stock Exchange, an analysis of the impact of movements in the Australian Dollar to the Japanese Yen (AUDJPY) and the Australian Dollar to the US Dollar (AUDUSD) exchange rates on shareholder returns over increasing return measurement intervals is undertaken. Specifically, both daily 'base' data and monthly 'base' data are employed to generate sets of overlapping observations of longer horizon data.
IV. Summary
The results indicate that the exchange rate exposure of the Australian equities market is essentially "long-term". These findings are consistent with the suggestion that although Australian firms manage their short-term exposure, they do not successfully hedge long term, or economic exposure, supporting Chow, Lee and Solt's (1997 a, b) findings. Further, it appears that the Australian market as a whole is significantly exposed to fluctuations in the AUDJPY, while only some industries are exposed to movements in the AUDUSD. Thus, it would seem that although the majority of financial managers address their shareholders' exposure to the most dominant currency in the world in their risk management decision-making process, they ignore or are unable to manage the exposure to movements of the Australian dollar to the most dominant currency in the Asia region. Finally, the implementation of cross-sectional analysis does not support the prediction that an appreciation of the Australian dollar will have a positive effect on imports and a negative impact on exporters.
