We investigate the behavior of the trinity of classical tests (F, LR and LM) in a linear regression model when the number of regressors is large, and propose modifications of these tests that take into account the numerosity of regressors. 
Introduction
Often applied researchers run regressions where a number of regressors is large and even comparable with a number of observations. An example is cross-sectional growth regressions (see Durlauf, Johnson, and Temple, 2005) . In such situations a researcher may be willing to test, for instance, that a particular coefficient is zero, or to test for joint significance of a big or small subset of regression parameters. When the set of potential regressors is very wide, applied researchers may use dimension-reduction tools (e.g., Galbraith and Zinde-Walsh, 2006) or model selection tools adapted to possibly many regressors (e.g., Jensen and Würtz, 2006) . When the situation is not such extreme, an applied researcher is likely to apply the standard set of classical tools. However, the classical inference may be distorted by the presence of many regressors.
Even relatively old literature mentions problems with classical tests when there are many regressors and especially many restrictions in the null hypothesis. For example, Berndt and Savin (1977 , pp. 1273 -1275 document huge conflicts between the classical tests when a number of restrictions is comparable to a sample size. Evans and Savin (1982, pp. 741 and 744-745) conclude that the conflict has large probability when the ratio of a number of restrictions to a difference between a number of observations and a number of parameters is large.
1 Rothenberg (1984a, pp. 916-917 ) notices a big error in approximating the Wald statistic by a chi-squared distribution when a number of restrictions is not a tiny fraction of a sample size, even after adjusting critical values according to the higher-order Edgeworth expansion.
In this paper, we investigate the behavior of the trinity of classical tests (F, LR and LM) in a linear regression model in such situations, employing an alternative asymptotic framework where the number of regressors grows proportionately to the sample size.
While Koenker and Machado (1999) show that the classical inference is valid when the dimensionality of the problem grows no faster than the cubic root of the sample size, the classical inference may or may not be valid when there is proportionality between a number of regressors and sample size. When it is invalid, we propose modifications of the classical tests that take into account the numerosity of regressors and possibly restrictions. Our asymptotic framework is reminiscent of that for the classical many instruments asymptotics of Bekker (1994) , and similar to the asymptotics used in the theory of large random matrices (e.g., Bai, 1999; Ledoit and Wolf, 2004) . Most of the literature though sets the growth rate of a number of regressors or instruments much lower (e.g., Hong and White, 1995; Koenker and Machado, 1999; Newey and Windmeijer, 2007; Anatolyev, 2007) ; of course, the resulting quality of approximation may be poorer when these objects are really high-dimensional.
It turns out that there are two distinct types of asymptotic behavior of classical test statistics depending on whether few or many restrictions are assumed under the null hypothesis. If the restrictions are not numerous compared to the sample size (e.g., in testing for significance of one or few coefficients), the rescaled (with the scaling due to only degrees-of-freedom adjustment) classical test statistics are asymptotically chisquared irrespective of whether there are many or few regressors. If the restrictions are numerous compared to the sample size (e.g., in testing for joint significance of a big set of potential predictors), each of the classical test statistics when appropriately recentered and normalized is asymptotically standard normal, with the required recentering and normalization being different for the three statistics. Similar asymptotic approximations can be found in Hong and White (1995) in the context of regression specification testing, in Ledoit and Wolf (2002) in the context of large covariance matrix testing, and in Donald, Imbens and Newey (2003) in the context of EL-based conditional moment testing. But while Donald, Imbens and Newey (2003) note that they would favor the classical χ 2 approximation over the normal one, our results indicate that the normal approximation is much better than the classical one when the ratio of a number of regressors to a sample size is marked even when the sample size is not that big.
We also establish that in this alternative asymptotic framework the classical tests are asymptotically wrongly sized, either moderately (F) or severely (LR and LM), when there are many restrictions. The three alternative tests are correctly sized, although differ from each other in power properties: the alternative F test is most, the alternative LM test is least powerful, although the difference is not big. In addition, it is possible to correct the classical F test by adjusting the quantiles of the chi-squared distribution used as critical values, while similar correction of the conventional LR and LM tests does not work. The corrected F test, or CF, is asymptotically equivalent to the alternative F test in the many regressor framework. However, in contrast to the alternative F test, it is in addition robust to numerosity of regressors and restrictions and to the type of asymptotic framework, in this respect having an advantage over the other.
Along with the classical tests and our proposed alternatives, we also consider modifications of the classical trio of statistics encountered in the previous literature, in particular in Rothenberg (1977) and Evans and Savin (1982) . These modifications are motivated by Edgeworth correction of higher order. It turns out that the tests modified in this way, although are valid when there are many regressors but few restrictions, are asymptotically invalid in our asymptotic framework when restrictions are many.
Finally, we consider higher-order properties of asymptotically valid tests, i.e. of the three alternative tests and the CF test. We find out that among the four statistics the alternative LM statistic has a distribution closest to the standard normal in the sense that the higher order expansion for its CDF does not contain any terms (of order square root of number of restrictions), while the CDFs of the other three do contain such terms.
Moreover, such term in the alternative F statistic is twice that in the alternative LR statistic, while that in the CF test has a different structure. We apply standard size adjustments to these three tests so that the CDFs of the size adjusted statistics does not contain the higher order term. The power of size adjusted tests, of course, decreases, but only a little, except for the alternative F test. Unfortunately, the CF test loses its robustness property after size adjustment.
Monte-Carlo simulations are consistent with our analytical results. They indicate that in the case of few restrictions, the asymptotic chi-squared distribution of the rescaled LR test is most adequate to its finite sample distribution, this property being robust to numerosity of regressors. In the case of many restrictions, asymptotic normality is a good approximation for the three recentered and normalized statistics, especially for the alternative LM test whose actual rejection rates are very close to nominal sizes even when samples are small and restrictions are few. Even though it has worst power properties among the three statistics, the alternative LM test is recommended for use even with sample sizes as low as 20. The size adjusted corrected F and alternative LR tests seem to also be deserving choices, but the size adjusted alternative F test is worse in actual size and power properties. Conventional testing may indeed exhibit big distortions when the numerosity of regressors is ignored.
The paper is structured as follows. In section 2 the setup is described. In section 3
we present the asymptotic theory and implications for the case of few restrictions, and in Section 4 -for the case of many restrictions. Section 5 contains Monte-Carlo simulations.
We conclude in section 6. Appendices contain more technical material and proofs.
Model, tests and assumptions
We consider the standard linear regression model
where z i and γ are m×1. The regressors z i will be treated as fixed constants throughout.
2
For simplicity, we impose homoskedasticity:
is a random sample. In the matrix form, the model then can be written as
where
We are interested in testing a standard hypothesis containing r ≤ m linear restrictions
where the vector q is r × 1, and the matrix R has full row rank r.
Letγ be the OLS estimator of γ :
Let us introduce the (degree-of-freedom adjusted) residual variancê
as well as the restricted variance estimatẽ
whereẽ are restricted residuals:ẽ
These definitions are standard textbook ones; see, e.g., Greene (2000, sect. 6.3, 9.6 ).
2 The reason is lack of large sample theorems for some frequently arising partial sums and double sums.
We consider a standard trinity of tests: the F test, the Likelihood ratio (LR) test, and the Lagrange multiplier test (LM):
It is well known that under standard (conditionally homoskedastic) regression assumptions, rF, LR and LM are asymptotically equivalent and distributed as χ 2 (r). In the situation when the number of regressors m is comparable to the sample size n, it is clear that these statistics may no longer be asymptotically equivalent, because, for instance, the presence of the degrees of freedom adjustment inσ 2 and its absence inσ 2 lead to asymptotically non-negligible difference between rF and LM . Note also that we do not consider the Wald statistic
as it is a scalar multiple of F, so the results concerning it can be obtained easily by accordingly adjusting those for F.
It is helpful to recall the exact relationships between the three statistics
as well as the well-known inequality
shown in Berndt and Savin (1977) and Godfrey (1988) .
Apart from the classical tests and our proposed alternatives, we also consider modifications of the classical trio documented in the previous literature. Evans and Savin (1982, pp. 742 and 745-746) list several modifications of the classical three tests that are motivated in various ways. Consider the following LM M and LR E statistics:
As Evans and Savin (1982, p. 742) Evans and Savin, 1982, p. 746 )
where q χ 2 (r) α is the (1 − α)-quantile of the χ 2 (r) distribution. These corrected critical values are derived in Rothenberg (1977) . The Edgeworth modified tests seem to improve the chi-squared approximation even when r/n is not that small (Rothenberg, 1984a, p. 917), but Evans and Savin (1982, p. 746) still express dissatisfaction by the modified tests and complain on the conflict between them when the ratio of r to n − m is appreciable.
We adapt the following asymptotic framework.
Assumption 1 Asymptotically, as n → ∞, m/n = µ and r/n = ρ, where µ > 0 and ρ ≥ 0 are fixed.
We impose equalities for simplicity, although the results will be valid for more sophisticated sequences where m/n → µ and r/n → ρ sufficiently fast. For example, when r is small but of course non-zero, ρ is still set to 0. Assumption 1 is reminiscent of the classical many instruments asymptotic framework of Bekker (1994) , and of that used in the theory of large random matrices (e.g., Bai, 1999; Ledoit and Wolf, 2004) .
for a conformable matrix P of full row rank p ≤ m where p/n = π asymptotically. In particular, Ξ Im = (Z Z) −1 with p = m and π = µ, but we will also be intensively using Ξ R with p = r and π = ρ.
Assumption 2 E |e i | 4 is finite.
Assumption 3 Under the asymptotics of Assumption 1, max 1≤i≤n |z i Ξ Im z i − µ| → 0 and It turns out that qualitatively different asymptotics result from whether asymptotically the restrictions are few (r is fixed so that ρ = 0) or many (r grows linearly with n so that ρ > 0).
Asymptotic results: few restrictions
The first result is a direct extension of the classical textbook result on the trinity of tests.
The extension concerns the case when, for instance, one tests for exclusion restrictions regarding one or a small set of regressors in the face of many other regressors staying included.
If in addition r = 1, the conventional t-statistic is asymptotically standard normal.
The conventional case of few regressors (µ = 0) may be considered as a boundary point in the set of results of Theorem 1. In the case of many regressors (µ > 0), the additional factor 1 − µ appears in the asymptotic distribution of LR and LM statistics because of absence of degrees-of-freedom adjustments of restricted variance estimate in the case of LM and of the statistic itself in the case of LR. More importantly though, the asymptotic χ 2 distribution results irrespective of whether the number of regressors is small or large (i.e. whether µ = 0 or µ > 0). In the case of many regressors not involved in the statement of the null hypothesis (implying in practice that the number of non-zero columns of R is small), the noise caused by multiple nuisance parameter estimation does not affect the asymptotic distribution.
Regarding the modified tests (12) 
Asymptotic results: many restrictions
In this section all results are related to the case of many restrictions (ρ > 0). This case is in effect when, for instance, one tests for joint exclusion restrictions regarding a substantial set of regressors, with some (or none) other regressors staying included.
which is a number of restrictions per degrees of freedom (rather than per sample size).
Note that since r ≤ m, λ does not exceed µ/ (1 − µ) , but this value can be quite large (in particular, much bigger than unity) if a number of regressors is comparable to a sample size.
Alternative tests
When the restrictions are many, the classical statistics are asymptotically normal after normalization (if required) and recentering.
Theorem 2 Suppose assumptions 1-3 hold. If
Note an important thing: the three statistics are asymptotically pivotal, so that no additional estimation of unknown quantities is needed for inference. In particular, perhaps surprisingly, no fourth moments of regression errors are appearing in the asymptotic distribution, even though the formulas for the statistics themselves do contain second powers of regression errors.
The asymptotic normality result can be intuitively explained in the following way.
When r is fixed, the asymptotic distribution of, say, F is χ 2 (r)/r. This random variable equals in distribution to an average of r independent squared standard normals. When r is large, this average, when properly recentered and blown up by √ r, behaves as a normal random variable.
It is easy to standardize the recentered statistics so that the asymptotic distribution of alternative F, LR and LM statistics is standard normal.
Corollary 1 (alternative tests) Suppose assumptions 1-3 hold. If ρ > 0, then under
Because rejection should take place when a value of an F, LR or LM statistic is big and positive, the testing has to be one (right) sided. That is, the null is rejected when the test statistic on the left side is larger than the relevant right quantile of the standard normal. For example, the alternative F test rejects when
where q
Similar asymptotic approximations can be found in different contexts in, for example, Hong and White (1995) , Ledoit and Wolf (2002) , and Donald, Imbens and Newey (2003) . Donald, Imbens and Newey (2003) note that they would favor the classical χ 2 approximation over the normal approximation. This is reasonable to expect under the "moderately large dimensionality" assumption (implying in our notation µ = ρ = 0) maintained in Donald, Imbens and Newey (2003) and most other studies. Our results in the rest of the paper, however, indicate that the normal approximation is much better than the classical one when the ratio of a number of restrictions to degrees of freedom is marked (like
), even when the sample size is not that big (say n = 20).
Size of classical tests
It is interesting to know the behavior of the classical tests when one neglects the presence of many regressors, and carries out testing in the conventional way, i.e. rejects when 
Note that the size of the F-test does not grow with r, while those of the other two tests do. Several important observations follow immediately.
Corollary 2 (size of conventional F test)
(i) Under the many regressor and restriction asymptotics, the asymptotic size of the F test is a fixed constant larger than α. Consequently, the F test will moderately overreject in large samples.
(ii) The F test may be reliable to use when λ 1; this holds when the number of restrictions is tiny relative to the number of degrees of freedom.
Note that the condition λ 1 is equivalent to r + m n which is essentially the requirement of few regressors and few restrictions.
Corollary 3 (size of conventional LR and LM tests) (i) Under the many regressor and restriction asymptotics, the asymptotic sizes of the LR and LM tests have little relation to the target size.
(ii) The asymptotic size of the LR test converges to unity when ln (1 + λ) > ρ and to a larger value than α when ln (1 + λ) = ρ.
(iii) The asymptotic size of the LM test converges to unity when µ > ρ and to a smaller value than α when µ = ρ.
(iv) Consequently, the LR and LM tests will, barring the mentioned special cases, severely overreject in large samples.
The conclusions in the special cases mentioned in (ii) and (iii) follow from the limit
, respectively, and from inequalities λ −1 ln (1 + λ) √ 1 + λ < 1 and √ 1 + λ > 1, respectively. These special cases are hardly of vital interest though.
To summarize, in the environment characterized by many regressors and restrictions, the conventional tests have asymptotically incorrect size, and the conclusions may be (moderately at best) distorted. 
Corrected tests and robust test
. For example, the corrected F test (CF) rejects when
We have the following result on asymptotic validity or invalidity of corrected tests.
Several important observations follow immediately.
Corollary 4 (size of corrected F, LR and LM tests)
(i) Under the many regressor and restriction asymptotics, the corrected F test is asymptotically valid.
(ii) Under the many regressor and restriction asymptotics, the corrected LR and LM test are asymptotically invalid.
This means that the corrected F test may also be used for correct asymptotic inference, along with the three alternative tests. The asymptotic equivalence of the corrected and alternative F tests is of no surprise, as both tests reject for large values F, only using different critical values (16) and (17) 
Invalidity of modified tests
The modified tests (12)- (15) do good for test sizes for small values of λ, but do not completely solve the problem. We summarize the properties of the modified tests in a theorem and discussion that follows.
Theorem 5 Suppose assumptions 1-3 hold and ρ > 0. Then the modified tests W E , LR E , LM M and LR E are asymptotically invalid under the many regressor and restriction asymptotics. In particular, 4 This directly follows from q Peiser, 1943) .
(ii) The modified Likelihood ratio test LR E has asymptotic size
(iii) The modified Lagrange multiplier tests LM M and LM E have, respectively, asymptotic
Corollary 6 (distribution and actual size of alternative tests) When there are many regressors and restrictions, (i) The modified Wald test W E will underreject in finite samples, moderately for small λ or severely for large λ.
(ii) The modified Likelihood ratio test LR E will underreject in finite samples, moderately or severely, depending on the values of λ and r.
(iii) The modified Lagrange multiplier tests LM M and LM E will underreject and overreject, respectively, in finite samples, moderately for small λ or severely for large λ.
Thus, none of the modifications of the classical trio of statistics proposed in the literature is valid under the many regressor and restriction asymptotics and adequately accounts for numerosity of restrictions. This does not mean, however, that all the modifications will work badly in finite samples, and in fact they may be quite reliable when λ is small. The Edgeworth corrections used for the modifications rely on moderate number of regressors and restrictions, i.e. tiny λ, and as λ → 0, the sizes of all modified tests approach the nominal size. For small λ, the asymptotic sizes of the W E and LM E tests,
spectively, which are indeed close to α for small λ, closer than the asymptotic size of the LM M test, which is approximately Φ ((1 + λ/2) Φ −1 (α)). Even for big enough λ, the factors (1 + λ/2) / √ 1 + λ and √ 1 + λ (1 − λ/2) are quite close to unity, for example, for λ = 1 2 they are 1.021 and 0.919, respectively, making the actual sizes equal 4.66% and 6.54% for the nominal size of 5%. Furthermore, even though the formula for the actual size of the LR E test has √ r inside the normal CDF, the corresponding coefficient is of order λ 2 in λ. Even for big enough λ, the actual size may not be far from α, for example,
it equals Φ (0.980Φ −1 (α) + 0.00947 √ r), and is close to α even for very large r. Recall, however, that λ may take values much higher than 1 if there are very many regressors, in which case the distortions of the modified tests may be enormous.
To summarize, the Edgeworth correctionsof higher order derived under the standard asymptotics do not suffice to properly account for the numerosity of restrictions.
Size adjustment of asymptotically valid tests
While the three alternative tests and the corrected F test are asymptotically equivalent under many regressor and restriction asymptotics, their behaviour may be quite different in finite sample. Indeed, as follows from our simulation results reported later, the ALR test exhibits less size distortions than the AF test, and the ALM test -less than the ALM test. To answer why, we appeal to higher-order asymptotic properties of the test statistics. Our argumentation in this subsection will be less formal than elsewhere.
From the proof of Theorem 2 we see that
where the "signal" term A provides asymptotic normality N (0, 2 (1 + λ)) documented in Theorem 2, while the "noise" term B/ √ r is asymptotically negligible. This latter term is a source of finite-sample non-normality of the AF and the other statistics. The noise of the same order also comes from approximation of A by its asymptotic normal distribution.
Let us additionally assume that A can be expanded to order 1/ √ r as
where V has mean zero (recall that E [A] = 0 exactly).
The following theorem provides an expression for the CDF of the three alternative test statistics to order 1/ √ r. Denote
Theorem 6 Suppose assumptions 1-3 hold and ρ > 0. Then
As a consequence, the approximate sizes of the alternative tests to order 1/ √ r are
It is easy to compute the corresponding approximate densities by differentiation:
Theorem 6 together with these formulas lead to several interesting conclusions. (iii) In finite samples, the ALM test will perform approximately at the nominal size, while the AF and ALR tests will tend to overreject.
Interestingly, the distortions of the AF statistic arising from the "noise" term B are twice the distortions of the ALR statistic. In a way, this parallels the position of the LR test halfway between the F and LM tests found in the classical case of few regressors, although the behavior of the LR statistic, rather than that of the LM statistic, is "closer"
to an ideal one (see, e.g., Rothenberg, 1984b) .
We can use the result in Theorem 6 to adjust the size of the two alternative tests.
Corollary 8 (size adjusted alternative tests) The size adjusted to order 1/ √ r alternative F and LR test statistics are
Recall that CF, the corrected F test, is also asymptotically valid, and in addition has a pleasant property of robustness with respect to numerosity of regressors and restrictions.
The following theorem reveals its size properties to order 1/ √ r.
Theorem 7 Suppose assumptions 1-3 hold. If ρ > 0, then under H 0 the approximate size of the CF test to order 1/ √ r is
Whether the CF test will underrejeject or overreject in finite samples depends on parameters of the model and test.
Corollary 9 (actual size of corrected F test) When there are many regressors and restrictions, in finite samples, the CF will tend to underreject for λ < .
We can use the result in Theorem 7 to adjust the size of the corrected F test. The size adjusted to order 1/ √ r corrected F test CF * rejects when
The additional term in the critical value serves to compensate for incorrect rejection rate of order 1/ √ r. Unfortunately, after size adjustment the corrected CF test loses its robustness property unless (1 − 2λ) q
Power of asymptotically valid tests
Now a natural question arises: which of the asymptotically valid alternative tests is asymptotically most powerful under the many regressor asymptotics? Let us fix δ, a m × 1 constant vector not containing zeros, and denote
assuming that this quantity exists and is finite. One division by r is needed because of summation in Z Z, the other -due to expanding dimension of Z Z and Rδ. For instance,
Let us define a sequence of drifting DGPs
The rate of drifting is such that asymptotically the tests statistics converge to non-central normals. The local alternative corresponding to the drifting DGP (18) is
The following result describes the local power of the three alternative tests.
This theorem implies that under a sequence of local alternatives (19) the three alternative tests and their size adjusted variations have equal asymptotic power. Evidently, the power of the CF and CF * tests is also the same. To distinguish the power among the tests nevertheless, let us define another sequence of drifting DGPs which drifts more
The corresponding local alternative is
Theorem 9 Suppose assumptions 1-3 hold. If
This result together with Theorem 2 mean that when multiplied by √ r, the three left hand sides diverge to (plus) infinity. Hence, the power of all three alternative tests under the sequence of local alternatives of the type (20) converges to unity. Several important observations from Theorems 8 and 9 follow.
Corollary 10 (power of alternative tests) (i) In large samples and relatively small deviations from the null, the power of the alternative tests tends to be approximately equal.
(ii) In large samples and relatively large deviations from the null, the power of the AF test tends to be higher than that of the ALR test which in turn tends to be higher than that of the ALM test.
The conclusions in (ii) follow from inequalities ln 1 + 5 Simulation evidence
Simulation design
In this Section, we report simulation evidence on the quality of conventional and alternative approximations of distributions of test statistics, as well as on the size and power properties of tests. All results are based on 10,000 simulation repetitions. The DGP corresponds to the equation
where the regression error e i has mean 0 and variance 1 and is independent of z i . In the basic configuration the error e i is distributed normally, and the regressors z i are distributed as standard m-variate normal.
To verify the robustness to error distributional specification, in an additional configuration "chi-squared errors," e i instead is distributed as (χ 2 (1) − 1) / √ 2. To verify the robustness to distributional specification of regressors, dependence among them and the presence of deterministic ones, z i is formed in the following way in an additional con- Tables 1 and 2 give evidence on the case when there is only one restriction (r = 1), with R = (1, 0, ..., 0) and R = (1, 1, ..., 1), respectively, and q = 0. We compare the true distribution of corresponding t-statistics with asymptotic standard normal, using tstatistics because their distributions are more informative that those of squares; to get a t-statistic we take a square root and multiply by the sign of Rγ. The sample size is n = 100 throughout. Panel A of table 1 corresponding to m = 1 is an example of the classical "ideal" case of few regressors, where the asymptotic approximation is perfect. When there are many regressors, see panels B in both tables corresponding to m = 50 so that µ = : the distribution of F becomes highly leptokurtic with inflated variance (note that leptokurtosis is higher and additionally skeweness appears in Table 1 . Equality of m and r has no negative effect on any of the three statistics. Finally, Panels E and F show changes when regressors are dependent and heterogeneous or errors are skewed and thick-tailed. There is slightly negative effect on kurtosis of AF and ALR, more in the former case than in the latter, but again, the ALM statistic keeps its excellent characteristics, especially the quantiles. Throughout the experiments, most precise and robust is the alternative LM test.
Case of few restrictions

Case of many restrictions
Even more interesting and important evidence is presented in Table 4 showing actual rejection frequencies for a number of popular significance levels for conventional, corrected and alternative trinities of tests for the basic configuration and a variety of sample sizes keeping µ = are nearly equal to nominal sizes even when n = 20 and r = 5; of course, this is consistent with the evidence on approximation quality in Table 3 . The ALM test seems in fact more attractive than the CF test both for smaller and for larger samples, despite the robustness property of the corrected F test. 
Concluding remarks
We have developed the alternative asymptotic theory for testing in linear regression models when a number of regressors is big and comparable with a sample size. In the asymptotic framework where the number of regressors grows proportionately to a sample size the statistics from the classical trinity of tests either behave as chi-squared (after proper rescaling), or need additional recentering and normalization after which they behave as standard normal. Which of these cases takes place depends on whether there are few or many restrictions tested. Simulations support our analytical results showing good approximation for the alternative test statistics and their various refined variations. We find that conventional testing may exhibit big distortions when the numerosity of regressors is ignored.
Several extensions are possible. One may consider nonlinear models estimated by GMM where the number of parameters and number of moment restrictions grow propor-tionately with the sample size, not necessarily being equal as in the problem of focus in this paper. Another direction is developing model selection tools under the alternative asymptotics. Generalization of the theory to stationary time series data is also worthwhile.
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A Appendix: discussion of assumption 3
The simpler half of assumption 3 means that uniformly in i
and the other half means, analogously, that uniformly in i
Although we treat elements of Z as fixed constants, the justification for these statements comes from z i being independently drawn from some distribution. It is easy to see that z i Ξ Im z i and z i Ξ R z i are concentrated around µ and ρ: using symmetry in i and properties of a matrix trace,
In effect, we require that in addition the variance of z i Ξ P z i is zero, uniformly in i.
Let us first discuss (21). Intuitively,
where (Z Z/n) −1 = M n Λ n M n with Λ n diagonal containing eigenvalues of (Z Z/n) −1 on the main diagonal, and M n M n = I n . Hence,
where a n = Λ 1/2 n M n z i . By some law of large numbers, this scaled average has to converge almost surely to its expectation E z i (Z Z) −1 z i = µ.
Somewhat more formally, let us apply the theory of large dimensional covariance matrices (e.g., Silverstein, 1995; Ledoit and Wolf, 2004) . Suppose that z i has mean zero, variance I m (there is no loss of generality in standardization in view of the invariance with respect to the transformation z i → Cz i ), finite fourth moments, and in addition the elements of z i are IID. Then from Silverstein (1995) ,
where Z −i is Z with the i th row removed. Using the identity
we obtain
The requirement of IIDness of elements in z i can be somewhat relaxed (Ledoit and Wolf, 2004 ).
The condition (22) is analogous as
and correspondingly n × r matrix S = ZΞ Im R . For example, if R = (R 1 , 0) , where R 1 is r × r, then it is straightforward to see that for Z 2 containing only last m − r regressors,
To get a feel for the quality of approximation and how it changes with sample size, we carry out an experiment where we document average maximal discrepancy between . n 10 50 250
0.0403 0.0092 0.0019
One can see that the approximation error is tiny even for small sample sizes.
B Appendix: proofs
Lemma 1 Under assumptions 1-3, if p → ∞ and p/n = π > 0,
Moreover, e ZΞ P Z e pσ 2 − 1
Proof. The mean is
Next, when recentered,
say. By the IID and regression assumption, A 1 and A 2 are uncorrelated. The variances of A 1 and A 2 are
where Assumption 3 is used. So, the variance of A 1 +A 2 is of order O (1/p).
Q.E.D.
Lemma 2 Under assumptions 1-3,σ
Proof. The residual varianceσ 2 asymptoticallŷ
where Lemma 1 is used with P = I m . Next,
Q.E.D.
Proof of Theorem 1. Define H n = (Z Z) −1/2 such that H n H n = (Z Z) −1 , and
Because Υ R is idempotent of rank r, we have Υ R = G n G n , where G n is m × r matrix of rank r with the property G n G n = I r (Magnus and Neudecker, 1988, p.21) . Now,
Consider the triangular array Π n = ZH n G n . Note that
due to Assumption 3 and the fact that ρ = 0. Now by the central limit theorem for sums of independent heterogeneous sequences where coefficients are elements of triangular arrays (Pötscher and Prucha, 2001 , Theorem 30 and subsequent remark) we have
Using identities (9) and (10), one easily gets the two other conclusions.
Proof of Theorem 2. Using consistency ofσ 2 and Lemma 1 with P = R,
Using Lemma 2,σ 2 σ 2 − 1 = 1 1 − µ e e nσ 2 − 1 − µ e ZΞ Im Z e mσ 2 − 1 so after rescaling and normalization we have
where A is the "signal" term, and B is the "noise" term:
By Lemma 2 and consistency of F for 1, B/ √ r = o p (1). We will show that A is asymptotically normal. The term A equals
Consider the first term A 1 . Note that E [A 1 ] = 0 because of conditional homoskedasticity, and
Next, to derive the asymptotics for A 2 , we check the conditions for the central limit theorem by Kelejian and Prucha (2001, Theorem 1) for linear quadratic forms where
there is no linear part. Assumption 1 of this CLT is satisfied for ε i,n ≡ e i /σ.
We check Assumption 2 of this CLT for
First, a ij,n is clearly symmetric. Second,
and similarly one can handle the second term. Consequently, sup 1≤j≤n,n≥1 n i=1 |a ij,n | < ∞ in Assumption 2 of this CLT of Kelejian and Prucha (2001, Theorem 1) is satisfied.
Next, in their assumption 3(a) sup 1≤i≤n,n≥1 E |ε i,n | 2+η < ∞ holds by assumption 2.
The variance of A 2 is
By assumption 3,
so the variance is bounded from below for large enough n. In total, the variance of A 2 converges to
To summarize, the limit in distribution is
Because F → p 1, we have using (9)
Because F → p 1, we have using (10)
Proof of Theorem 3. The actual size of the F-test is From Peiser (1943) , we know that
so q
Then, using the first result of Theorem 2,
The actual size of the LR-test is
using the second result of Theorem 2. Using (23),
The actual size of the LM-test is
using the third result of Theorem 2. Using (23),
Proof of Theorem 4. The actual size of the corrected F test (17) is, using the expansion (23),
Suppose the statistic T is asymptotically distributed as
some positive constants c 1 and c 2 , which is satisfied by LR and LM (see Theorem 2).
Then the corrected T test has the form T > q
, where From Peiser (1943) it is easily seen that q
Then the actual size of the corrected T test is
Proof of Theorem 5. The actual size of the modified Wald test W E is
.
Using (23),
The actual size of the LR E test is, using the proof of Theorem 3,
The actual size of the LM M test is
The actual size of the LM E test is
Proof of Theorem 6. Recall from the proof of Theorem 2 that
We know that A is asymptotically normal. It can be similarly proved (see the proof of Theorem 2) that B/A is also asymptotically normal (jointly with A). Further, their covariance is
Therefore, recalling (see the proof of Theorem 2) that var(A) → 2 (1 + λ) and rescaling A accordingly, we can make the representation
where X ∼ N (0, 1), U is centered normal independent of X, and V is mean zero random variable. The first entry is the assumed expansion of A. The second entry is obtained by taking a linear projection of the limit of B/A on X.
Consider the AF test. We find
Now, using the techniques described in Rothenberg (1984a, pp. 899-900) Pr
Consider the ALR test. Again, following the proof of Theorem 2, we find using (9) that
So,
Now, similarly to AF,
Consider the ALM test. Again, following the proof of Theorem 2, we find using (10) that
The size of the ALR test (the ALM test is treated similarly), corresponding to nominal size α, is, using the first order Taylor expansion,
Proof of Theorem 7. The size of the CF test corresponding to nominal size α is, using the expansion of q
to order r 0 from Peiser (1943) , the result of Theorem 6, and the first order Taylor expansion,
Convergence of the first term to N (0, 2 (1 + λ)) is proved in Theorem 2. The second term, apart from the preceding factor, has expectation zero and variance
so it converges to zero.
Next, the third term
using the consistency ofσ 2 (Lemma 2) and the definition of ∆. In total,
We have using (9)
We have using (10)
It is easy to see that neither correction of the F test nor size adjustments do not affect the asymptotic distribution.
Convergence of the first term to 1 is proved in Theorem 2. The second term, apart from the preceding factor, has expectation zero and variance 1 r 3 E δ R R (Z Z)
hence the second term asymptotically vanishes in probability. Using the consistency of σ 2 (Lemma 2), we obtain:
We have using (9) Now, for the size adjusted tests,
,
Q.E.D. 
