Simulation systems are human artifacts to capture the abstraction and simplification of the real world. Study the output of simulation systems can help us understand the real world better. Deep learning system needs large volume and high quality data, therefore, a perfect match with simulation systems. We use the data from an agent based simulation system for disease transmission, to train the deep neural network to perform several prediction tasks. The model reaches 80 percent accuracy to predict the infectious level of virus, the prediction of the peak date is off by at most 8 days 90 percent of the time, and the prediction of the peak value is off at most 20 percent 90 percent of the time at the end of the 7 th week. We use some preprocessing tricks and relative error leveling to resolve the magnitude problem. Among all these encouraging results, we did encounter some difficulty when predicting the index date given information at the middle of an epidemic. We note that if some interesting concepts are difficult to predict in a simulated world, it sheds some lights on the difficulty for real world scenarios. To learn the effects of mitigation strategies is an interesting and sensible next step.
INTRODUCTION
The simulation systems can serve as an abstraction and simplification of real world systems. Many impossible to do or hard to do experiments can be carried out by simulation systems first, so that we can make more controlled observations cost effectively. The deep learning technique becomes omnipresent rapidly in many disciplines, and one of the characteristics is the monstrous appetite for data, high quality data especially. Therefore, it is natural to combine simulation systems with deep learning techniques, for example there are quite a few interesting results about applying deep reinforcement learning to gaming (Mnih et al., 2013) .
Agent-based stochastic simulations have been applied widely for the study of infectious diseases (Germann et al., 2006) . The advantage of the software simulation models is their flexibility to incorporate various important concepts in real life compared to the mathematical models. However, when the parameter space grows, it becomes more complicated to draw conclusions from a vast amount of simulated outcomes. Machine learning models can be seen as a compression of such vast data, that is, the model trained is a summary of the data from specific view point (Li and Vitnyi, 2008) .
In this paper, we feed deep learning algorithms with disease progression data generated by agentbased simulation systems to study the in silico epidemics. One essential question is that if important characteristics of an epidemic can be estimated or predicted. For example, the prevalence and the peak date are important characters of an epidemic (Anderson and May, 1992 ). If we can predict them at an early stage, a better mitigation plan as well as resource allocation can be developed in time. Above two characteristics are closely related to the infectiousness of the virus and the stochastic contact patterns of individuals. In simulation systems, the infectiousness of the virus is usually modelled by the transmission probability, denoted p trans . The expected behavior of an epidemic can be estimated by p trans and the contacting (mixing) structures. We study the p trans prediction problem, which is to predict p trans by given some information about the epidemic. We conduct a retrospective study to estimate p trans after the epidemic. The input data for the learning algorithm is the entire sequence of the number of daily newly infected cases from index date, which is the date first case appeared. The accuracy of testing is greater than 98%. The model would have higher utility if it can be applied during the developing phase of an epidemic.
We, therefore, move to the perspective study to predict the severity of the epidemic at the early stage, 2 to 8 weeks, of an epidemic. We feed first 2 weeks up to 8 weeks data to train the model, and the accuracy of the predictions range from around 60% at the end of 2 nd week to 78% at the end of 8 th week.
The next natural question is to estimate the impact of the endemic, two measurements are widely used in epidemiology, the peak date and the peak value. The peak date, the date having the largest number of new infections, gives a sense of urgency of the epidemic. The peak date problem is to predict the peak date given some information of the epidemic. The accuracy of testing is around 56% when predicting at the end of 7 th week. The predicted peak date is off by at most 8 days 90% of the time. The other very important piece of information for controlling the disease is peak value, the maximum number of daily newly infected cases in the entire epidemic. The peak value problem is to predict the peak value. We encounter two problems; the first is that the peak values range from a couple 100 up to 600,000 and the second is that relative error is more appropriate and informative than absolute error. We use variable length interval to define our levels. Roughly, the model can predict the peak value within 10% of error about 70% of times, and 95% of the time no worst than 20%.
Similar to the weather forecast, we also carry out the prediction of the number of newly infected cases for the next day, next day problem. We report the results to predict the next day when the epidemic still in early stage (7 to 8 weeks). The accuracy is above 60%, and mean relative error less than 15% and the prediction is off by less than 10% around 90% of the time. In real life, there is definitely uncertainty about the index date, we only can be sure that the index date is no later than the first observed case. To move one step closer to cope with the real world scenario, we study the index date prediction problem, that is given a sequence of newly infected cases predicting the index date. Unlike predicting the peak data, this is a much harder problem, the predicted date has about 40% chance to be in the same week of the true index date and the prediction is off by at most two weeks 90% of the time.
MATERIAL AND METHOD

Simulation System
We briefly describe how the agent-based simulation for this study works (Tsai et al., 2010) . The core of the system is a stochastic discrete time agent-based model. The set of agents, called mock population, are people in Taiwan. The mock population, 22.12 millions in size, is constructed according to the national demographics extracted from Taiwan Census 2000 data (http://eng.stat.gov.tw/). Among them, there are about 1.72 million preschool children (0-5 years old), 2.36 million elementary school children (6-12 years old), 0.99 million middle school children (13-15 years old), 0.97 million high school children (16-18 years old), 3.86 million young adults (19-29 years old), 10.28 million adults (30-64 years old) and 1.94 million elders (65+ years old).
Just like our daily life, two individuals might have contact because they are family members, coworkers, classmates, and so on. We use these scenarios to construct our infection mechanism. A probability is assigned to each pair according to their relationships, which is captured by contact groups. The detail of the contact groups will be explained later. The possibility, effective contact probability, represents the chance of daily and relatively close contact which could result in a successful transmission of the flu virus. An important virus-dependent parameter is the transmission probability, denoted by p trans . It is the probability that an effective contact results in an infection. The disease model adopted in the system is SEIR model. In the model, each individual can be in one of the following four states, susceptible(S), exposed(E), infectious(I), and recovered(R). When an effective contact occurs between an susceptible individual and an infectious individual, the susceptible individual will become exposed with probability of p trans . And according to the disease natural history, an exposed individual will later become infectious and then get recovered after antibodies are produced. So we set the same scenario in our system to make each individual transform between the four states. In the simulation system, the average incubation period is 1.9 days and the average infectious period is 4.1 days, the readers can find detailed information in (Germann et al., 2006) .
A contact group in the setting is a daily close association of individuals, where every member is assigned an effective contact probability with all other members in the same group. There are eleven such contact groups in the model: community, neighborhood, household cluster, household, workgroup, high school, middle school, elementary school, daycare center, kindergarten, and playgroup (Chang et al., 2015) . Each individual can belong to several contact groups simultaneously at any time. The duration of a simulation run is set as 365 days. Each day has two 12-hour periods, daytime and nighttime, respectively. During daytime, contact occurs in all contact group. School aged children go to schools. There are around 7.8% school aged children do not go to school in Taiwan. Preschool children go to a daycare center, kindergarten, or playgroup. Young adults and adults are gathered as work-groups. In the nighttime, just like our daily life that people usually go home after school or work, contact occurs only in communities, neighborhoods, household clusters, and households.
The model parameters are similar to ones in a study by (Germann et al., 2006) , with modifications according to the outcome of a contact diary study in Taiwan (Fu et al., 2012) .
Data
The epidemic progression data is generated by the simulation system using the following scenario: each simulation begins with only selecting 10 random persons from the entire mock population as initial infectious cases at the index date. The only adjustable parameter is p trans here. The range of the p trans value is from 0.075 to 0.105 for all experiments. We divide each level of value by 0.005 and got seven levels of p trans in total. Each level has about 7,000 records, roughly 50,000 records in total. The training set consists 80% of the records and testing set 20%.
We only use the number of new symptomatic cases each day for this preliminary exploration. We do several preprocessing works to tailor the input data for the experiments in this study. The target information depends on the questions we want to ask but all of the input data for experiments are the number of symptomatic cases recorded every day during the simulation period, except for index date and next day.
For the prediction experiments, we split the entire data into two groups, 80% for training and 20% for testing. According to the target information we want to predict, the answers are to be classified into different numbers of levels. For example, in the experiment of peak date prediction, there are roughly 360 levels of target answers because there are 365 days in a year. And to deal with the magnitude problem at the peak value problem, we conduct a new method to categorize the target information. The method is shown in section 2.4, called variable length interval. The further detail information about how we classified the target answers is discussed in section 3. In order to demonstrate the characteristics of our input data, we take the level information of p trans to make comparison as it is the most important parameter among the simulations as well as real world epidemics. In Figure  1 , We show the average curve of the newly infected symptomatic cases recorded every day for each level. As the graph shown, the higher the level, the higher as well as the earlier the peak is. In Table 1 , we show the statistical characteristics of the peak epidemics in each level. We can see that the standard deviation of the peak value for each level does not differ too much. However, the mean value of the peak value varies significantly. In this table, Pr 99 and Pr 1 represent the value of the 99-percentile and 1-percentile, respectively. The 1-percentile peak value of level 0 and level 1 is 10 and 13 respectively. We note that 10 index cases are created at the beginning of the simulation and the peak value close to 10 actually means virus dose not spread far and the epidemic stops early. Below we provide a detailed account of data preprocessing for each problem.
Data generation for predict p trans . The first experiment, we feed the symptomatic cases of the whole year to the neural network and let it predict the p trans level. In this task, the network got 98% accuracy on the testing data set. Then we moved forward to see if a good estimation can be achieved as early as possible. We, thus, only feed the training algorithm the first few weeks, say from 2 weeks to 8 weeks, of simulation runs, and measure the performance.
Data generation for predict index case. We randomly pick an interval of 49 days within the entire epidemic and set the number of weeks when the index case occurred before the interval of 49 days as the target answer. For example, if we choose the 49-day in-terval between the fourteenth day to the sixty-second day of the entire epidemic as the input, the target answer that we want to predict will be two, which means the index case occurred two weeks before the 49-day interval, that is, the first day of the entire epidemic. The end of interval is restricted before the peak date of each epidemic. If the peak date occurs at the first 49 days of the entire epidemic, we will simply pick the first 49 days and the target answer will be zero. All of the experiments of index date prediction use the fixed data set in order to compare different results.
Data generation for the next day problem. Instead of directly using the symptomatic cases recorded every day, we use the difference between two days as our input in this experiment, that is the increased or decreased value of each day. If we consider the unit of X-axis is day and Y-axis represents the original value of symptomatic cases, it is just like using the slope between two days as our input data to feed into the network. The target information we want to predict is also the increased or decreased value compare to the final day of the known information. In this task, we think the slope of two days may offer more information than the raw value of each day as the network can learn the increasing or decreasing slope and get the correct direction of the next one. It can also deal with the magnitude problem as the range of the difference value is not that large compare to the raw value of the symptomatic cases. So we can use fixed interval here, which is set as 10 people for each level. In the simulation world, we put the initial infectious cases in the first day of the entire epidemic. But in the real world, it is impossible to know the index date certainly. In this task, we first use the first 49-day interval as the input and predict the 50 th day of the epidemic. After getting an acceptable result, we randomly move forward the starting point of the 49-day interval forward from 0 to 7 days, that is we uniformly sample an integer from 0 to 7, and use the sampled number as the starting point of our sequence. The shifting of the starting point can be interpreted as a test of the model's tolerance level about the uncertainty of the index date. We call such data shifted data, and the outcome of learning with shifted data is called the shifted case.
Deep Learning Architecture and Experiment Setup
We use Stacked Long Short-Term Memory networks launched by Keras (Keras, 2015) to set up our prediction network, which is one of the most Recurrent Neural Networks. Unlike the traditional feed forward neural network, which can only deal with the current in-put and output the corresponding results without considering past information, the design of Long Short-Term Memory can help us record the previous information and use it for the next round. The modules of Long Short-Term Memory network have a loop to reuse the previous information and a forget gate to decide whether the information needs to be recorded or not. It can record the information of last step as well as the information far before it. Due to the ability of combining previous information with the current information, the network is suitable for dealing with the time series data, hence fits our purpose.
In Figure 2 , we show the general network structure of our experiments. The variable W depends on the different number of target levels we want to predict in each experiment. The dropout rate is set as 20%. We use Adam as optimizer and categorical cross entropy as loss function. The batch size is set as 32 and the number of epochs is set around 15. The numbers of parameters are about 362,000 in the first LSTM layer, 160,000 in second LSTM layer, and 2,000 in the dense layer respectively. The input and output in the figure mean the dimension of input and output data of each layer. All of the inputs fed into the model are the infected cases. In the study of epidemics, the severe and urgent ones need most of the attention. Therefore, in our study, we sometimes partition training data according to its severity, that is p trans , to build models for each severity level. We call this leveled training and denoted by Level x in the tables in section 3. On the other hand, when we use training data of all levels to build one model, the performance of this model facing different severity cases is also of interest. The testing data is thus partitioned according to severity and we get several testing results. We call this leveled testing and use Lv x to denote a row is the result of leveled testing with level x, this notation is only used at the next day prediction problem.
Variable Length Interval
As the range of the peak value is too large, from ten to about thirty thousand. If we directly transfer them into categories and apply one hot encoding on them. The target answer will be too sparse and the accuracy will be really low. We also tried to predict the peak value directly without any classification but it ended up with the result of very large mean squared error and the network learned nothing. For this task, if we use fixed interval to convert the value, one hundred by each level for example, it does not make sense as the error of one hundred is different for the basic number with two hundred and twenty thousand. So we conduct a method to convert the value of symptomatic cases into several levels. We separate each level according to the magnitude of the value. We want each level to have a fixed percentile of the median value in a level, not a fixed range of value for every levels. The following is the formula of the conversion. The range of the interval will become larger as the value raises. And the median of each level is a geometric series with the ratio of (1+α) / (1-α), the variable α is the percentage of error we can accept. We set a basic number β as the median of the first interval. And the value below the basic number will be viewed as the level 0. At this experiment, we set the basic number β as one hundred and acceptable percentage α as 5% and 10%.
Measurements
To evaluate the utility of trained models, we have to incorporate the requirements of real applications into the measurements. For example, to predict the peak date, it is acceptable to be off one or two days since the peak date might be for the logistic planning or speculating the potential impact on the healthcare delivery system. Therefore, a close enough prediction is acceptable. Let L = { 0 , . . . , k−1 } be the k set of possible predictions. Let U = L × L → [0, 1] be the utility function, and U( i , j ) = 0.8 means that the utility for the case that the model predicted i while the true case is j is 0.8. Given a case with true label i and the prediction is (p 0 , . . . , p k−1 ), the utility is ∑ k−1 j=0 L( j, i)p( j). And the utility of a dataset is the average utility of each case in that dataset. The utility of the model for a dataset is the expected utility, In this paper, we use numerical values as symbols for s, and take the advantage that we can treat them as numerical values so that arithmetic operations are possible. Usually, the utility depends on the distance between the predicted value and true value. For example, if the predicted peak day is off by one day the utility is very high or as good as the correct predictions. For those situations, we can simplify the utility function to an utility array U = (u −k+1 , . . . , u 0 , . . . , u k−1 ) where the subscript is the value of predicted index minus true index. Therefore, u 0 is always 1. We use Acc ± 1 (Acc ± 3) to denote the case that the immediate neighbors(two neighbors) are considered correct prediction respectively.
Given a value α, ∆ α is the minimum d such that the utility array with width 2d + 1 has utility no less than α and use ∆ α = ±d. In this paper, we use ∆0.9 and ∆0.95 to denote ∆ 0.9 and ∆ 0.95 when they appear in the head row of a table.
When fixed length intervals are used for categorizing numerical data and when the range of the values is large. The error in the absolute sense may not tell the whole story. For each testing case, we define the relative error as follows: re( ,tv) = |v( ) − tv|/v( ), where is the predicted level, tv is the true value and v() is a mapping from level to a numerical level, here we choose the middle point of the interval. We can then compute the mean relative error as the mean value of the relative errors of all cases.
RESULTS
For each experiment, we first use the training data of all levels to build the model for prediction. And the result is identified as over all in the table below. We then study the cases that given the fixed p trans level, how well the algorithms can learn. That is we train seven different models individually, one for each level. And we identify the results with the order of level , that is the row level i in the table contains the performance on each level. And all of the results reported below comes from testing data, which has not been seen by the model.
p trans
In the experiments of p trans prediction, the dataset contains fifty thousand records with p trans range from 0.075 to 0.105, divided into 7 levels.
The retrospective estimation of p trans performs well, the accuracy is higher than 98%, and the prediction is off by at most one level. For the perspective case, we carry out the experiment which uses first two weeks data, that is to predict p trans after 2 weeks of the epidemic, up to first eight weeks. As the results shown in Table 2 , two weeks data is enough to reach over 60% accuracy and almost 80% of the cases is off by one level and for the 8 week experiment, we have over 97% accuracy within an error of one level. It is worth noting that from 2 weeks to 8 weeks the growth of the accuracy is almost a line as shown in Figure 3 . 
Peak Date
The unit for peak date prediction is day, that is each level corresponds to one day. Although the overall accuracy is only 50%, and ∆0.9 = ±17 as shown in Table 3 . However, we note that the prediction is done at the end of the 7 th week, which is quite early. The results of level here is leveled learning as we mentioned above. And the following level results are the same as this experiment except for the next day prediction experiment. We separate the data of each level first then split the training and testing data to train a model for each level. When we train different models for different level of p trans , we note that in Table 3 for higher level (level 3 to level 6) the prediction is off by at most a week 95% of times. 
Peak Value
The peak value is defined as the largest number of people infected in one day for the entire epidemic period. As mentioned above that we use variable length interval to partition peak values. The benefit of it is that this formulation corresponding to the relative error which suits our purpose better. However, one of the drawback is the interpretation of the results need a little more works. We carry out two experiments with different variable length intervals, α = 0.1 (shown in Table 4 ) and α = 0.05 (shown in Table 5 ) respectively. It is expected that the accuracy for α = 0.05 case is lower than α = 0.1 case, because it has smaller relative error. To be correct for the 0.05 case, the prediction can not be off over 5%, while for 0.1 case it can be off by as large as 10%. Roughly, for the 0.05 case, Acc ± 1 = 0.96, means that 96% of predictions is off by at most 15%. We can see that setting α to 0.05 produce better results at higher level. 
Infected Cases of Next Day
We try to study the possibility to build an online system to predict the number of newly infected cases based on the current situation. We first study the simplest version of the problem, i.e., predict the outcome of the 50 th day given first 49 days. We call it fixed case, since the first data item corresponding to a fixed day, in this case first day, of the simulation. One way to interpret the fixed case is that we know the index date exactly. Next, we study the scenario that we are not sure about the index date, but we know that index date is in a time interval. In our experiment, for each simulation run, we generate 7 sequences of length 49, where the starting day ranged from the 1 st day to the 7 th day. This version is called shift window case. Training starts with a preprocessing process, we take the difference of the values of two consecutive days to form a new sequence as the input to the learning algorithm, and the label is the difference between next day and the last day in the input. The model learns together with a postprocessing, that is adding the value predicted with the value of last day in the input. As shown in Figure 4 , the accuracy and Acc ± 3 decrease as the testing level increase, the reason is that we categorized the value with fixed length intervals. When the level increases, a more infectious virus, the newly infected cases also increase, thus more difficult to predict the category correctly. Overall, the fixed model performs better, except slightly higher mean relative error as shown in Figure 4 . This confirms our intuition that the shift window version is harder than the fixed one. Overall, the mean relative error is less than 15% and almost 90% of the cases the prediction is at most 10 % off the mark. We note that for more severe epidemic, higher level ones, the mean relative error is less than 6% as shown in Table 6 and 7. 
Index Date
Last, we study the problem that given a segment of an epidemic, predicting how far is the first day in the sequence from the first date of the epidemic. And we set the unit of prediction to be week. As show in Table 8 , the over all accuracy is not impressive although we already set the predicting unit to week, instead of day in the case for predicting peak date. We do note a recurrent scenario also show in Table 8 , that the model trained with higher level of p trans performs better than lower level cases. Although, it is too early to claim that this is a difficult task to build a prediction model. We do want to mention that a negative result with simulated data, can be seen as a indication to the difficulty of the problem in real world. Because the real world data is much more chaotic with infinitely many sources of noises. 
CONCLUSION AND FUTURE WORKS
The preliminary results are promising. It is worth pointing out that when the infectiousness is low, i.e., the p trans at lower level, the disease control agency only has to monitor its progress, when the infectious is very high, there is not much the agency can do. Therefore, the interesting cases are those in the middle. We note that the prediction is more accurate with higher level infectiousness. Also our choice of the utility functions more or less reflect the real applications. For the prediction of peak value, we do not use fix length partition, which corresponding to the idea of absolute error. Instead, we use variable length interval, which is corresponding to relative error. We believe this trick can be applied elsewhere. When predicting next day, we feed the model with the sequence of the differences between two consecutive days, this corresponding to take the derivative of the epidemic curve at given day. This is also an interesting trick which might be useful in other situations. We note that the deep learning performed not so well for predicting the index date. One possible interpretation is that this is really a difficult problem even in the simplified simulated world. The hope to get a good estimation in the real world might even be more difficult. Therefore, a not so positive result can shed light on the limitation of what can be learnt in real world and we might want to frame the problem differently to hope for better results. We plan to try other machine learning approaches, especially regression based ones like SVR so that one might get better understanding about the capacity and limitation of deep learning methods on simulated epidemiology data. From disease control perspective, one obvious future direction is to include mitigation strategies, such as vaccination, and social distancing so that the outcome of various combination of mitigation can be learned. The parameter spaces will be much larger when mitigation strategies included, and the power of deep learning can be further explored. To use more detailed information of a simulated epidemic, such as geographic location is also an interesting and important next step. Furthermore, how to apply the trained model in the real situation, is also a very important yet challenging problem. We can start by introducing additive random noise to the output of simulation system to mimic the background or baseline disease states in real world and feed the perturbed data into the learning system. One exciting idea is to use the generative adversarial model (Goodfellow et al., ) to train a generative model to generate simulation results without running the simulation.
