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Abstract
We survey and prove properties a family of recurrences bears in re-
lation to integer representations, compositions, Pascal’s triangle, sums
of digits, Nim games and Beatty sequences.
1 Introduction
The Fibonacci sequence (Fk)k≥0 defined by F0 = 0, F1 = 1 and Fk+2 =
Fk+1 + Fk is well known for its various natural and man-made occurrences
and its many arithmetic properties. Perhaps the three most commonly visited
cubic generalizations of the Fibonacci sequence are – in this order – the
tribonacci, the Narayana and the Padovan sequences. They all have initial
values 0, 0 and 1 and their respective characteristic polynomials are x3−x2−
x − 1, x3 − x2 − 1 and x3 − x − 1. In fact, to each of these cubics we may
naturally associate an infinite family of polynomials and recurrences: With
each polynomial fq of degree q ≥ 1, we associate its fundamental recurrence,
which has q−1 zeros followed by a one as initial values and fq as characteristic
polynomial. Thus, we distinguish the three families
1. (the tribonacci family) with polynomials xq −∑q−1i=0 xi, (q ≥ 2).
2. (the Narayana family) with gq(x) := x
q − xq−1 − 1, (q ≥ 1).
3. (the Padovan family) with polynomials xq − x− 1, (q ≥ 2).
Besides this introduction, the paper contains two more sections. Section
2 presents six theorems that concern the Narayana family. Proofs are given
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for four theorems and references for the two remaining ones. There is little
claim of novelty in those theorems. The interest of the paper lies more in
the adopted perspective, in the combinatorial or counting nature of several
proofs, in the way these theorems are brought and linked together, and in
the further research questions this posture naturally raises. Bits of these
theorems are sometime variously scattered, and we quote references we are
aware of as we go along. However, Theorem 2 and Theorem 4, (3), can be
found respectively in [12, 6], two papers having to do with the same Narayana
family of recurrences.
Given q ≥ 1, we will designate by the letter G, or the symbol Gq, the
fundamental recurrence of gq(x). Thus, G has characteristic polynomial gq,
i.e., Gk+q = Gk+q−1 + Gk for all k ≥ 0. The first few G values G0, G1,
etc., are 0, . . . , 0, 1, 1, . . . , 1, 2, . . . , with q− 1 initial zeros followed by q ones.
Thus, Gq−1 = G2q−2 = 1. For q = 1, 2 and 3, we find respectively G
1
k = 2
k,
G2k = Fk and G
3
k = Nk, where Fk and Nk are the kth Fibonacci and Narayana
numbers. 1
The theorems we present are better known to hold for the binary and
Fibonacci cases.
The binary and the standard Fibonacci, or Zeckendorf [32], representa-
tions of integers extend to a unique representation into distinct G numbers,
for arbitrary q ≥ 1. We call here such a representation a q-representation.
This is shown in Theorem 1 using a counting argument. We present the so-
called far-difference representation which uses signed G numbers in Theorem
2. Theorem 3 shows how G numbers occur naturally in counting composi-
tions of integers into sets of parts related to q. Theorem 4 proves a choice
of three identities. One identity connects sums of binomial coefficients along
lines of Pascal’s triangle to G-numbers; another finds the total number of
G-summands over all q-representations of all integers up to Gk in terms of
a simple weighted sum of binomial coefficients. Theorem 5 proposes simple
variants of the game of Fibonacci Nim when 1 ≤ q ≤ 3 which bear a com-
mon proof and a similar winning strategy. Kimberling gave an expression
involving Fibonacci numbers for all functions composed of several of the two
Beatty sequences a(n) = ⌊nα⌋ and b(n) = ⌊nα2⌋, where α = (1 + √5)/2.
This theorem generalizes to all pairs a(n) = ⌊nα⌋ and b(n) = ⌊nαq⌋, where α
is the dominant zero of xq−xq−1−1. This is the object of the sixth theorem.
1Many facts about these three sequences may be found in the OEIS [28]; see also [1]
and our end-of-paper note for historical remarks
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Section 3 is an epilogue which contains precise open questions, general
research projects and a historical note. In particular, the question of the ex-
istence of analogous proofs and theorems for the tribonacci and the Padovan
families is raised. In fact, we also prove a few theorems in that direction to
better explain what we mean.
The paper is elementary. Concepts are defined along the way.
2 Six theorems concerning the Narayana fam-
ily
Definition. If U = (uk)k≥0 is an increasing sequence of integers with u0 = 1,
then the greedy algorithm produces a unique representation of every positive
integer n in the form
∑
i≥0 diui, where the digits di are nonnegative. If
ui ≤ n < ui+1, then the algorithm retains ui, that is, it takes the largest term
not exceeding n available and reiterates the process with the difference n−ui.
Thus, the next term selected is the unique uj such that uj ≤ n− ui < uj+1.
Say u1 = 3, u2 = 7 and u3 > 12. Then 12 = 1 · u2 + 1 · u1 + 2 · u0. We say ui
is a summand, or a U -summand, of n whenever di > 0.
Put ak := G2q−2+k, for all k ≥ 0, so A = (ak)k≥0 starts with the last 1
appearing in the G sequence. Thus, because of the q consecutive terms of G
equal to 1, we see that ak = 1 + k, for 0 ≤ k ≤ q.
Lemma 1. Let q ≥ 1 be an integer. Then the number of binary strings of
length k, where at least q − 1 zeros separate any two ones, is ak.
Proof. Put xk for the number of such strings of length k. If 1 ≤ k ≤ q,
then we have the string of k consecutive 0’s and k strings with exactly one
1. Thus, xk = 1+k = ak. If k > q, then there are xk−1 strings ending with a
0 and xk−q ending with a 1, because in the latter case the q − 1 penultimate
digits must be 0’s. Thus, xk = xk−1+xk−q. Hence, xk = ak for all k ≥ 0.
We are about to show that every positive integer is uniquely representable
as a sum of distinct A numbers, where two consecutive A numbers are at least
q indices apart from each other. For instance, if q = 3, 47 = 41 + 6 + 2 =
N13 + N8 + N5 and both differences 13 − 8 and 8 − 5 are at least 3. This
extends the classical binary and Zeckendorf representations of integers. We
make a definition which will be handy throughout this note.
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Definition and Remark 1. A q-representation on a0, . . . , ak of an integer n
is a sum
∑k
i=0 ǫiai equal to n where each ǫi is 0 or 1 and ǫi+ǫi+1+· · ·+ǫi+q−1 ≤
1, for all i ≥ 0. We do not require that ǫk be 1. Note that q-representations
on a0, . . . , ak−1 are in one-to-one correspondence with binary strings of length
k via
∑k−1
i=0 ǫiai 7→ (ǫ0, . . . , ǫk−1).
Theorem 1. Every integer n ≥ 1 has a unique representation, obtained by
the greedy algorithm, of the form∑
i≥0
ǫiai, ǫi ∈ {0, 1}; ǫi + ǫi+1 + · · ·+ ǫi+q−1 ≤ 1, (i ≥ 0),
where ai = G2q−2+i.
Proof. Let ak be the largest summand in the greedy algorithm representation
of n. Suppose n > ak. Then, aj being the next summand, we have aj ≤
n − ak < ak+1 − ak = ak+1−q. Hence, k − j ≥ k − (k − q) = q. So the
greedy algorithm produces a q-representation of n since indices of successive
summands are at least q places apart.
Our proof shows that all integers in [0, ak) admit at least one q-representation
on a0, . . . , ak−1. But there are ak integers in [0, ak) as many as the number
of q-representations on a0, . . . , ak−1 by Lemma 1. This proves the uniqueness
of the q-representation of all nonnegative integers.
Besides the famous Zeckendorf representation of which Theorem 1 is a
generalization, it was recently discovered [2] that if one uses summands that
are signed Fibonacci numbers then every positive integer is uniquely repre-
sentable into distinct summands where two summands of the same sign are
at least four indices apart and two of distinct signs at least three indices
apart. This was named the far-difference representation. Interestingly, this
theorem generalizes with signed G summands [12, Theorem 1.6].
Theorem 2. Let q ≥ 1. Every integer n ≥ 1 has a unique representation of
the form ∑
i≥0
ǫiai, ǫi ∈ {0,±1},
where ai = G2q−2+i and two summands of the same sign are at least 2q indices
apart and two summands of different sign at least q + 1 apart.
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A composition of an integer n ≥ 1 into parts from a set S of positive
integers is an ordered sum of parts from S that sum up to n. For instance,
if S is the set of odd integers, then 5 admits five compositions with parts in
S since
5 = 3 + 1 + 1 = 1 + 3 + 1 = 1 + 1 + 3 = 1 + 1 + 1 + 1 + 1.
Denoting the number of compositions of n with parts in S by cn(S), we have
by the previous example c5(1 mod 2) = 5. The next theorem is a general-
ization of three well-known and often quoted composition results concerning
Fibonacci numbers (see for instance [28], A000045, or [30, Example 4]).
Fn+1 = cn(1 or 2),
Fn = cn(odd parts),
Fn−1 = cn(≥ 2).
(1)
Theorem 3. 2 Let q ≥ 1. Compositions of n ≥ 1 into parts satisfy
cn(1 or q) = Gn+q−1,
cn
(
1 (mod q)
)
= Gn+q−2,
cn(≥ q) = Gn−1.
In particular, cn(1 or q) = cn
(
1 (mod q)
)
+ cn(≥ q).
It would be easy to verify the three identities of Theorem 3 using [30,
Theorem 2.1], which gives a simple characterization of the sets S for which
(cn(S))n≥1 is a linear recurrence and a simple mean of finding the associated
characteristic polynomial. But we proceed differently.
Proof. We recall the bijection between q-representations on a0, . . . , ak−1, i.e.,
sums
∑k−1
i=0 ǫiai, and binary strings (ǫ0, . . . , ǫk−1) seen in Remark 1. Strings
(ǫ0, . . . , ǫk−1) are themselves in bijection with the longer strings (ǫ0, . . . , ǫk−1, 0, . . . , 0),
where we added (q − 1) 0’s to the right of ǫk−1. But these latter strings are
in one-to-one correspondence with compositions of k + q − 1 into parts 1 or
q. Indeed, as we read a binary string ǫ0, . . . , ǫk−1, 0, . . . , 0, left-to-right, map
any 0 to a part 1 and any 1 followed by (q − 1) 0’s to a part q. We obtain a
2The second and third statements of the theorem have been observed when q = 3 [28,
A078012]; it also has been observed that cn(1 or q) = cn+1
(
1 (mod q)
)
[28, A000045]
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composition of k+q−1 into parts 1 or q. This latter map is clearly reversible.
As an illustration we show the correspondence when q = 3 and k = 4.
0 0 0 0 | 0 0
1 0 0 0 | 0 0
0 1 0 0 | 0 0
0 0 1 0 | 0 0
0 0 0 1 | 0 0
1 0 0 1 | 0 0
←→
1 + 1 + 1 + 1 + 1 + 1
3 + 1 + 1 + 1
1 + 3 + 1 + 1
1 + 1 + 3 + 1
1 + 1 + 1 + 3
3 + 3
By Lemma 1, the number of q-representations on a0, . . . , ak−1 is ak. Therefore
ck+q−1(1 or q) = ak. Putting n = k+q−1, we find that cn(1 or q) = an−q+1 =
Gn+q−1. If 1 ≤ n < q, then cn(1 or q) = cn(1) = 1 = Gn+q−1.
We now prove the second identity of Theorem 3. Splitting the cn := cn(1
(mod q)) compositions of n according to their first part, which may be 1, 1+
q, . . . , 1+λq, where λ = ⌊n−1
q
⌋, we see that cn = cn−1+cn−1−q+ · · ·+cn−1−λq.
Similarly we find that cn+q = cn+q−1 + cn−1 + · · ·+ cn−1−λq. Subtracting the
former identity from the latter yields cn+q = cn+q−1 + cn. Comparing initial
conditions leads to cn = Gn+q−2.
To obtain the number of compositions of n into parts ≥ q we establish a
bijection between compositions of n into parts 1 (mod q) and compositions
of n + q − 1 into parts ≥ q. This interesting bijective proof is an extension
of the one found by Sills [27] between compositions of n into odd parts and
compositions of n+ 1 into parts ≥ 2.
To a composition P = (p1, p2, . . . , ps) of n into s parts, Sills associates in a
one-to-one way the MacMahon binary sequence, M = M(P ), of length n−1,
where each pi is successively transformed into a string of pi−1 zeros followed
by a one, except for the last part ps transformed into ps − 1 zeros only, an
extra one being superfluous. For instance, for the composition P = (3, 1, 4)
of n = 8, M(P ) = 001 1 000. The conjugate P c of P is defined as the
composition of n whose MacMahon sequence is M ′, where M ′ is obtained
from M replacing ones by zeros and zeros by ones.
Suppose n = p1 + p2 + · · · + ps where pi ≡ 1 (mod q) for each i. Put
P = (p1, . . . , ps) and M = M(P ). Then all maximal strings of 0’s in M have
a length a multiple of q. Thus, M ′ has strings of 1’s of such lengths as well.
For instance, say q = 3 and n = 1+4+1+7+1, thenM = 1000110000001 and
M ′ = 0111 00111 111 0. This disposition inM ′ of 0’s and 1’s means that P c is
of the form (q1, 1, 1, q2, 1, 1, . . . , qr, 1, 1, qr+1) for some r ≥ 1. In general, P c is
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a succession for i = 1 to r of a part qi followed by q−1 parts equal to 1 ending
with an additional part qr+1. Thus, all parts of P
c of indices 2, 3, · · · , q−1, 0
(mod q) are equal to 1. In the above example, P c = (2, 1, 1, 3, 1, 1, 1, 1, 1, 2).
Finally, transform P c into P ′ = (q′1, q
′
2, . . . , q
′
r+1), where q
′
i = qi + q − 1 for
each i, including i = r + 1. We have reached a composition of n + q − 1 in
which all parts are ≥ q. The reverse map is well-defined. For an example
with q = 3, if P ′ is the composition (5, 3, 4) of twelve into parts all ≥ 3,
then P c = (3, 1, 1, 1, 1, 1, 2), M ′ = 001 11111 0, M = 1 1 0000001 and P =
(1, 1, 7, 1), a composition of 10 = 12−(q−1) into parts all 1 (mod 3). Hence,
for all n ≥ 1, cn+q−1(≥ q) = cn
(
1 (mod q)
)
= Gn+q−2. Thus, cn(≥ q) = Gn−1
since equality holds trivially for n = 1, . . . , q − 1.
Remark. Theorem 3 needs proper interpretation when q = 1. Both cn
(
1
(mod 1)
)
and cn(≥ 1) are simply the number of compositions of n into pos-
itive parts, which is well-known to be 2n−1. One of the fastest way to see
this, as noted by Sills [27], is that compositions of n are in one-to-one corre-
spondence with all binary sequences of length n − 1 via the MacMahon bit
sequence. But cn(1 or 1) means that we have two kinds of 1’s, say blue and
red. Thus, cn(1 or 1) = 2
n, each of the n ones having two possible colorings.
Let U = (uk)k≥0 be an increasing sequence of integers with u0 = 1. If∑
k≥0 dkuk is the representation of n obtained by the greedy algorithm, then
we define the sum-of-digit function, sU(n), as the finite sum
∑
k≥0 dk. The
cumulative sum-of-digit function, SU , is defined by SU(n) :=
∑n−1
j=0 sU(j).
Many authors have studied in detail the function SU(n) when U is a linear
recurrent sequence [24, 16, 14]. Typically, in those studies, U has a monic
characteristic polynomial, χU , whose integral coefficients are nonnegative and
satisfy various additional conditions. Most often hypotheses imply that χU
possesses a dominant real zero. Then we generally obtain that as n tends to
infinity
SU(n) = cUn log n+O(n), (2)
for some positive constant cU , where the O(n) term may often be described
with great precision. This is the case, in particular, of geometric sequences, or
of the sequence un = Fn+2, where Fn is the nth Fibonacci number [29, 11, 9].
Explicit expressions for cU have been given in terms of the coefficients and
the dominant real zero, α, of χU [16, 3]. In several papers [9, 25, 5, 3], the first
step in proving (2) begins by observing that vk := SU(uk) is itself a recurring
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sequence with characteristic polynomial χ2U . It follows that vk = bkuk+O(uk)
for some b > 0. Since k logα ∼ log uk, (2) holds for n = uk with cU = b/ logα.
In the third identity of the next theorem we will prove that bk := SA(ak) is
recurring with characteristic polynomial g2q for the sequence A of Lemma 1.
But we do so using composition results of Theorem 3. The first identity of
Theorem 4 generalizes the well-known facts that 2k+1 − 1 = 1 + 2 + · · ·+ 2k
or that Fk+2−1 = F1+F2+ · · ·+Fk. This identity and more of the kind can
be found in the paper [6]. That the Fibonacci numbers pop out of summing
diagonals in Pascal’s triangle is often perceived as a surprise3. On the other
hand, every mathematician knows that summing binomial coefficients along
the nth line produces 2n. Summing along lines of slope q − 1 produces G
numbers, a fact recorded for instance in [28], entry A003269.
Theorem 4. The identities listed below hold for all n ≥ 0
Gn+q − 1 =
n∑
k=0
Gk, (3)
Gn+q−1 =
⌊n/q⌋∑
k=0
(
n− k(q − 1)
k
)
, (4)
SA(Gn+q−1) =
⌊n/q⌋∑
k=0
k
(
n− k(q − 1)
k
)
, (5)
with A = (an)n≥0 = (Gn+2q−2)n≥0.
Proof. The first two identities are easily proved by induction (using the well-
known identity
(
n
k
)
=
(
n−1
k
)
+
(
n−1
k−1
)
for the second). However, we provide
a proof of (4) which connects it to Theorem 3. We saw that Gn+q−1 =
cn(1 or q), the number of compositions of n into parts 1 or q. We may count
such compositions by splitting them according to their number of q-parts. A
composition containing k parts equal to q contains k+(n−kq) = n−k(q−1)
parts. Since we may place those k q’s in n − k(q − 1) ‘positions’, there are(
n−k(q−1)
k
)
such compositions. Summing over all k’s yields the identity.
Finally we prove that both terms of identity (5) are annihilated by g2q .
Early in the proof of Theorem 3, we used a bijection – call it ϕ – between
integers ℓ in [0, an) and the set C(n+ q − 1) of all compositions of n+ q − 1
3This observation was made at least as early as 1877 [23, p. 13]
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into parts 1 or q to establish Gn+q−1 = cn(1 or q). The bijection ϕ was such
that if ϕ(ℓ) = c, then ♯q’s in c = s(ℓ). That is, the number of parts equal
to q in c is equal to the number of summands in the q-representation of ℓ on
a0, . . . , an−1. Therefore,
SA(an) =
∑
c∈C(n+q−1)
♯q′s in c. (6)
Put bn := SA(an). Now, compositions of n + q − 1 ending with a part 1
account for bn−1 of all q’s in the sum on the righthand side of (6), while
the an−q compositions ending with a q account for an−q + bn−q. Indeed,
compositions of n + q − 1 into parts 1 or q ending with a part q are in
one-to-one correspondence with compositions of n − 1 into parts 1 or q.
But, by Theorem 3, there are G(n−1)+q−1 = an−q such compositions. Thus,
bn = bn−1 + an−q + bn−q. That is gq(E) · bn−q = an−q, where E is the shift
operator E · yn = yn+1. As (an−q) is annihilated by gq, this means that g2q
annihilates (bn).
Now set fn(x) :=
∑
k≥0
(
n−k(q−1)
k
)
xk. Because
(
n−k(q−1)
k
)
=
(
n−k(q−1)−1
k
)
+(
n−k(q−1)−1
k−1
)
, we see that
fn(x) = fn−1(x) + x
∑
k≥1
(
n− k(q − 1)− 1
k − 1
)
xk−1
= fn−1(x) + x
∑
k≥0
(
n− q − k(q − 1)
k
)
xk = fn−1(x) + xfn−q(x).
Differentiating yields f ′n = f
′
n−1 + xf
′
n−q + fn−q. Defining xn as f
′
n(1), which
is
∑
k≥0 k
(
n−k(q−1)
k
)
, we obtain
(Eq − Eq−1 − I) · xn−q = fn−q(1) or g2q (E) · xn = 0,
since fn(1) = Gn+q−1 is annihilated by gq(E). Checking that the 2q initial
values of the two sequences in (5) coincide (they are zero for −q < n < q
and one for n = q) finishes the proof.
Remark. The constant cA of (2) has an unusually simple expression, namely,
cA = (αg
′
q(α) logα)
−1, α > 1 being the dominant zero of gq. Also, among
a whole class of recurrences of order q, cA is minimal for 1 ≤ q ≤ 3, and
conjecturally so for all q. Moreover, cA ∼ (log q)−1 as q tends to infinity [3].
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The game of Nim in which two players take turn in removing any number
of beans, or tokens, from one of several heaps was fully analyzed in 1902 [7]
and its beautiful analysis was restated in the famous book [19]. Usually it is
agreed that the winner is the one who removes the last bean (or beans). In
one of the variants, called Fibonacci Nim, there is a unique pile of beans. If a
player removes p beans then the next may remove p′ beans as long as p′ ≤ 2p.
On the very first move any number of beans may be removed, but not the
whole pile. The winning strategy, based on the Zeckendorf representation,
is reported in several books [21], [10, pp. 219–223] and [13, pp. 204–206].
Many variants of Nim, or Nim-related games, may be found in a small book
by Guy, where the winning strategy for Fibonacci Nim and higher Fibonacci
Nim is a project exercise [17, p. 22]. Here we observe that, at least for any
q, 1 ≤ q ≤ 3, and under the generalized rules (7) of Fibonacci Nim:
p′ ≤
{
qp, if p = 1, or, if q is 1 or 2;
qp− 1, if p ≥ 2 and q = 3, (7)
there is a common winning strategy which guarantees the first player, say A,
to win if and only if the initial number of beans is not a G number.
In the sequel we use the expression G-summand to mean an A-summand.
Lemma 2. Consider the Fibonacci Nim variant (7) above with 1 ≤ q ≤ 3.
Suppose some player, say X, leaves a number of beans with least G-summand,
Gℓ, and the other player, Y, removes p beans with p < Gℓ, then player X can
remove the least G-summand of Gℓ − p.
Proof. Let Gℓ − p and p have the q-representations
Gℓ − p = Gb1 + · · ·+Gbs ,
p = Gc1 + · · ·+Gct ,
where b1 > · · · > br ≥ 2q − 2 and c1 > · · · > ct ≥ 2q − 2. Then
Gℓ = Gb1 + · · ·+Gbs +Gc1 + · · ·+Gct.
But, as the RHS of the above identity is not the q-representation of Gℓ, we
must have bs ≤ c1 + q − 1. We need to verify that X is always in a position
to remove Gbs beans. Indeed,
qp ≥ qGc1 ≥ qGbs−q+1 ≥ Gbs,
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since when q = 2, qGbs−q+1 ≥ Gbs−1 + Gbs−2 = Gbs, and when q = 3,
3Gbs−2 ≥ 2Gbs−2 + Gbs−4 = Gbs−1 + Gbs−2 ≥ Gbs . The inequality 3Gbs−2 ≥
2Gbs−2+Gbs−4 is strict unless bs = 6. But the sixth Narayana number N6 = 3
and, when q = 3, removing three beans is always a legal move.
Theorem 5. Suppose 1 ≤ q ≤ 3. In the Fibonacci Nim variant (7) above,
the first player wins if and only if the initial number of beans is not a G
number and if, every time his turn to play comes, he removes a number of
beans equal to the least G-summand of the number of beans left.
Proof. Let n = Ga1+· · ·+Gar , a1 > · · · > ar ≥ 2q−2, be the q-representation
of the number of beans, n, in the heap. Assume first r ≥ 2. By hypothesis,
player A removes Gar beans. Then player B cannot remove Gar−1 , the next
least G-summand. Indeed, using (3) of Theorem 4, we see that Gar−1 ≥
Gar+q = 1+
∑ar
k=q−1Gk = q+1+
∑ar
k=2q−1Gk, which is q+1 in case ar = 2q−2
and Gar = 1. If Gar > 1, then
Gar+q = Gar+q−1 +Gar =


2Gar , if q = 1;
2Gar +Gar−1, if q = 2;
2Gar +Gar−1 +Gar−2, if q = 3,
where, for q = 3, we used Gar+2 = Gar+1 + Gar−1 = Gar + Gar−1 + Gar−2.
Hence,
Gar−1 ≥
{
qGar + 1, if q = 1 or 2;
3Gar , if q = 3,
where we used Gar−1 + Gar−2 ≥ Gar−1 +Gar−3 = Gar in the case q = 3.
Therefore B must remove p beans with p < Gar−1 . But, by Lemma 2, A
can now remove the least G-summand in Gar−1 − p.
Hence, with this strategy A is constantly in a position to play. As beans
are diminishing at every turn, B must eventually loose.
Suppose now r = 1, i.e., n = Gℓ with ℓ ≥ 2q − 1 so that n > 1. By the
rules of the game, A cannot remove all n beans. Moreover, by Lemma 2, B
will be in a position to play the winning strategy, i.e., to remove the least
G-summand left when his turn to play comes.
Remark. The proof of Theorem 5 shows the stability of the strategy under
a small variation of the rules in (7), namely
p′ ≤
{
qp− (q − 1), if p ≥ 2;
qp, if p = 1.
(8)
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The modified rule (8) has the formal advantage of being the same for the
three values of q ∈ {1, 2, 3}. However, as a game, the rules (7) are simpler.
The Wythoff game is a two-pile-of-tokens variant of the game of Nim,
where a player either removes as many tokens from one of the two heaps,
or removes the same number from both heaps. You win if you can leave
your opponent with a ‘position’
(
a(n), b(n)
)
, where a(n) = ⌊nα⌋, and b(n) =
⌊nα2⌋ with α the Golden ratio, i.e., the dominant zero of x2 − x − 1. The
two sequences a(n) and b(n) form a complementary pair of Beatty sequences:
their ranges partition the set of natural numbers. This property carries over
to all pairs
(
a(n) = ⌊nα⌋, b(n) = ⌊nαq⌋), if α is the dominant zero of xq−x−1,
(q ≥ 2).
If f is a function composed of x a-functions and y b-functions, then, when
q = 2, Kimberling [20] had proved that for all n ≥ 1
f(n) = Fx+2y−2 a(n) + Fx+2y−1 b(n)− ef ,
where ef is a nonnegative constant that depends on f .
This result has received a generalization to all q ≥ 2 [4, Theorem 27],
where coefficients of a(n) and b(n) are instead G numbers. Here, we only
state the theorem for the case q = 3, where Narayana numbers come up [4,
Theorem 12].
Theorem 6. Let f = ℓ1 ◦ ℓ2 ◦ · · · ◦ ℓs, (s ≥ 1), be a composite function of x
a’s and y b’s, x+ y = s. Then,
f(n) = Nx+3y−2 a(n) +Nx+3y b(n)−Nx+3y−3 n− ef (n),
where ef is a nonnegative bounded integral function of n that depends on f .
3 Epilogue: Questions, comments and a his-
toric note
Questions. We wrote on the spur a few questions of non-appraised difficulty
as food for further thought.
1. Is there a simple explicit map, or combinatorial argument, that proves
the identity cn(1 or q) = cn
(
1 (mod q)
)
+cn(≥ q)? (Note that a composition
of n may be made of parts that are all both ≥ q and 1 (mod q)).
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2. Is there a simple Nim game whose winning strategy corresponds to
removing the least G-summand when the initial number of beans is not a G
number for all q ≥ 1?
3. Note that 13 = F7 = N10 is both a Fibonacci and a Narayana number.
Is it the largest instance? Since 8 and 144 are the only nontrivial Fibonacci
powers [8], 8 is the largest instance of a power of two and a Fibonacci. Let
G′ represent the G-sequence corresponding to q′ = q+1. Then G3 = G
′
6 = 8,
if q = 1. If q = 2, then G7 = G
′
10 = 13. If q = 3, then G11 = G
′
14 = 19. Is
it generally true that G4q−1 = G
′
4q+2
4? If so, is it the largest instance of an
integer both a G and a G′ number?
4. Is it possible to produce analogs of our theorems and of their proofs
for other families of recurrences, and, in particular, for the tribonacci and
the Padovan families?
For instance, let (pn)n≥0 be the generalized Padovan sequence, i.e., the
fundamental recurrence associated with xq − x − 1, (q ≥ 2). There is a
generalization of (1) and an analog of Theorem 3, namely
Theorem 7. We have5
pn =


cn−q+1(q − 1 or q), (n ≥ q),
cn
(
q − 1 (mod q)),
cn+1
(
1 (mod q − 1) and 6= 1).
Proof. There are cn−q+1 and cn−q compositions of n ≥ q into parts q − 1 or
q that end, respectively, with a part q − 1 and with a part q. Hence, cn =
cn−q+1+ cn−q. Since ci = 0 = pq−1+i for i = 1, . . . , q− 2 and cq−1 = p2q−2 = 1
and cq = p2q−1 = 1, the first statement of the theorem holds. By similar
reasoning, if cn is the number of compositions of n into parts q−1 mod q, we
find that cn+q−cn = (cn+1+cn−q+1+cn−2q+1+ . . . )−(cn−q+1+cn−2q+1+ . . . ).
Thus, cn+q = cn+1+ cn. If the cn’s are compositions of n into parts q, 2q− 1,
3q − 2, . . . , then cn+q − cn+1 = (cn + cn−q+1 + cn−2q+2 + . . . ) − (cn−q+1 +
cn−2q+2 + . . . ), implying again that cn+q = cn+1 + cn. Checking that initial
conditions match completes the proof.
4This part is true as G3q−3+i = q + i(i + 1)/2 for all i, 1 ≤ i ≤ q + 1. So G4q−1 =
G4q−2 +G3q−1 = (q
2 + 7q + 8)/2, which is G′4q+2 = G
′
4q′−2 = q
′ + (q′ + 1)(q′ + 2)/2.
5At least the last two statements of Theorem 7 have been observed when q = 3 [28,
A000931]
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5. But can one find an explicit bijection between the set of compositions
of n into parts q− 1 (mod q) and compositions of n+ 1 into parts at least q
and 1 (mod q − 1), as Theorem 3 did between compositions of n into parts
1 mod q and compositions of n + q − 1 into parts ≥ q?
6. As pn+q−1 = pn + pn−1, we see from Theorem 7 that cn(q − 1 or q) =
cn(q− 1 (mod q)) + cn(1 (mod q− 1) and 6= 1) and raise, as in question 1.,
the question of the existence of a combinatorial explanation of this identity.
Comments and further results. We make some additional observations
and comments with regard to the fourth question aforementioned.
There is a theorem corresponding to Theorem 1 for the tribonacci family
[18, p. 112], [22]. The proof in [22] was also a counting proof, but it can be
replaced by a proof entirely similar to the one we gave for Theorem 1: Say q ≥
2 and (Tn) is the fundamental recurrence associated with x
q−xq−1−· · ·−x−1,
i.e., (Tn) is the generalized tribonacci sequence. Define ak = Tk+q for all
integers k. Thus, a0 = 1, a1 = 2 and (ak) is increasing for nonnegative
k. A lemma analogous to Lemma 1 says that the number, bk, of binary
strings of length k, with no q consecutive 1’s, is ak. Such strings with k ≥ q
have to end by exactly one of 0, 01, 011, . . . , 01 . . . 1 (q − 1 1’s) and thus
one sees that (bk) satisfies the same recursion as (ak). These strings are in
one-to-one correspondence with (tribonacci) q-representations
∑k−1
i=0 ǫiai on
a0, . . . , ak−1, where the ǫi’s are again 0 or 1. The greedy algorithm applied to
an integer n ∈ [0, ak) produces a tribonacci q-representation on a0, . . . , ak−1.
Indeed, if ai < n < ai+1, then the largest summand aj in n − ai satisfies
j < i, or else n ≥ 2ai = ai + (ai−1 + · · · + ai−q) = ai+1 + ai−q ≥ ai+1, as
ai−q ≥ 0, which would contradict n < ai+1. If the greedy algorithm produces
successively ai, ai−1, . . . , ai−(q−2), then the next summand cannot be ai−q+1,
because it would again mean that n ≥ ai + ai−1 + · · · + ai−q+1 = ai+1.
Therefore, we can deduce the uniqueness of the tribonacci q-representation
for all positive integers using the same reasoning as in Theorem 1. This
can be pursued into at least the first part of Theorem 3 and its proof: We
had proved using a bijective argument that cn(1 or q) = Gn+q−1. Here we
find that cn(≤ q) = Tn+q−1 by adding a 0 upfront each of the an binary
strings ǫ0, . . . , ǫn−1 with no q consecutive 1’s. Then we bijectively map those
augmented strings into the set of compositions of n + 1 reading a string
left-to-right and mapping 0 to a part 1, 01 to a part 2 and so on up to
strings 01 . . . 1 (q − 1 ones) which are mapped to a part q. We deduce that
cn+1(≤ q) = an = Tn+q yielding the result.
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In fact, there is, for the tribonacci family, a partial analog of Theorems 3
and 7, i.e.,
Theorem 8. We have
Tn = cn−q+1(1, 2, . . . , q), (n ≥ q),
Un = cn
(
1, 2, . . . , q − 1 (mod q)) (n ≥ 1),
where (Un) satisfies the generalized tribonacci recursion, i.e., Un+q = Un+q−1+
Un+q−2 + · · ·+ Un, U0 = 0 and Ui = 2i−1, i = 1, 2, . . . , q − 1.
Proof. To establish the second identity, one may proceed as in Theorem 7.
Let cn stands for cn
(
1, 2, . . . , q−1 (mod q)). Consider cn+q− cn = (cn+q−1+
cn+q−2+ · · ·+cn+1+cn−1+ · · ·+cn−q+1+cn−q−1+ . . . )−(cn−1+ · · ·+cn−q+1+
cn−q−1 + . . . ). Hence, cn+q = cn+q−1 + cn+q−2 + · · ·+ cn+1 + cn.
The second identity of Theorem 8 was proved for q = 3 and conjectured
to hold for all q ≥ 2 in [26]. Note that for q = 2, Un = Fn.
Also, Ducheˆne and Rigo [15] proposed a three-pile-of-tokens variant of
Wythoff’s game, where the tribonacci rather than the Fibonacci word arises
in the winning strategy.
Historic note. Beginning in 1844 the G-sequence for q = 2 was referred
to as the Lame´ series, because Lame´ had used these numbers to give an
upper bound on the number of steps the euclidean algorithm took to find
the greatest common divisor of two integers, until the French mathemati-
cian, E´douard Lucas, on a voyage to Italy, found them in a copy of the Liber
Abbaci of Leonardo de Pisa, alias Fibonacci, and referred to them, starting
in 1876 and henceforth, as the Fibonacci series. In the Liber Abbaci they
modelled the growth rate of a population of rabbits. Amusingly, it was re-
cently discovered [1] that the G-sequence for q = 3 modelled the growth of a
population of cows in some writings of Narayana, a 14th-century prominent
Indian mathematician, who wrote in Sanskrit. In Narayana’s model, it took
two years, i.e., two generations, for a newborn cow, say c0, to become a ma-
ture cow, C, which would then live and reproduce one veal every year forever
onwards. Starting with a newborn c0 we represent below and symbolically
the herd’s population for the first few years
c0, c1, C, Cc0, Cc0c1, Cc0c1C, Cc0c1CCc0, Cc0c1CCc0Cc0c1, · · ·
15
where c0, c1 and C from one year to the next become respectively c1, C and
Cc0. We see that the number of cows at one generation is equal to that
of the previous generation plus the number of newborns. But the number
of newborns is precisely the number of cows born at least three generations
before. Therefore, Nn+3 = Nn+2 +Nn.
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