This paper studies the classical polling model under the exhaustive-service assumption; such models continue to be very useful in performance studies of computer/communication systems. The analysis here extends earlier work of the authors to the general case of nonzero switchover times. It shows that, under the standard heavy-traffic scaling, the total unfinished work in the system tends to a Bessel-type diffusion in the heavy-traffic limit. It verifies in addition that, with this change in the limiting unfinished-work process, the averaging principle established earlier by the authors carries over to the general model.
queueing system supply bounds for the polling system which lead to the averaging principle, as shown in §4. Further preliminaries are taken up in §5, where the tightness of a number of basic processes is proved. The development of § §3-5 culminates in the proofs in §6 of our main results. A critical element in the proofs is a semimartingale representation of the unfinished work process which allows us to use general convergence results for semimartingales from Jacod and Shiryaev ( 1987 ) and Liptser and Shiryaev (1989) .
Briefly, the mathematical model is as follows. Customers arrive at the ith queue in a renewal process with rate l i and interarrival-time variance
The service rate parameter 2 s .
ai at the ith queue is m i and the service-time variance is Let d i be the mean switchover 2 s .
si time from queue i to queue i / 1. Define r Å r 1 / ··· / r M , where r i Å l i /m i is the traffic intensity at queue i.
We first review the case of M Å 2 queues and zero switchover times d i Å 0, 1°i°M , adapting the presentation of Coffman et al. (1995) , which was for queue lengths, to the context of unfinished work. Let U t , t ¢ 0, denote the total unfinished work (service time) in queues 1 and 2 at time t. Then since the process (U t , t ¢ 0) is the same as the unfinished work process in the corresponding SGI /G/1 system, we can extend the heavytraffic limit theorem of Iglehart and Whitt (1970) as follows (see also Reiman (1988) ). Consider a sequence of systems indexed by n, and let r n denote the traffic intensity of the nth system. The heavy-traffic limit stipulates that r n r 1 as n r ϱ with _ _ n n n (r 0 1) å c r c as n r ϱ, 0ϱ õ c õ ϱ.
(As in the standard set-up, we also assume that r l i ú 0, r as n r ϱ, i n n 2 2 l (s ) s i s i s i Å 1, 2. There is one more technical assumption that we defer until later; it implies that the Lindeberg condition holds.) For the scaled process Å n ¢ 1, 0°t°1, 
∑ i s i i a i iÅ1
The averaging principle proved in Coffman et al. (1995) deals with queue lengths; converted to unfinished work, the principle states that, for any continuous function f : R / r R and any T ú 0, we have We now return to nonzero switchover times with the expected values d i , 1°i°M. While a similar averaging principle can be expected, the unfinished-work process is no longer the same as in the SGI/ G/1 system, so the limit diffusion V may be different. To see what this limit process should be, we give the following heuristic argument. The / 3904 0014 Mp 259 Wednesday May 06 03:11 PM INF-MOR 0014 purpose of the remainder of the paper is to formulate the argument precisely and to prove rigorously that it is correct.
Consider the same sequence of systems as before, assuming in addition to the previous conditions that r d i , 0°d i õ ϱ . As before, Å The drift c(x ) of the n n01/2 n d V n U . i t n t limit process V at point x is the limit D r 0, n r ϱ of
Work enters the system at rate r n per unit time. We assume that D is small enough that does not reach zero during [t, t / D] . With nonzero switchover times, work leaves n V t the system at a rate less than 1, which we calculate as follows. Let r n (x) denote the fraction of time the server spends doing useful work (not switching) when A heuristic calculation along the above lines shows that the infinitesimal variance is unaffected by the addition of switchover times. We are thus led to expect that V n r V, where the limit process V is a one-dimensional diffusion with state dependent drift c(x ), and constant variance s 2 . This fact is proved rigorously for M Å 2. The limit process is a Bessel process with negative drift. When 2d/s 2 õ 1, the process can hit the origin, in which case it instantaneously reflects. When c õ 0, V is positive recurrent and has a stationary distribution with density where a Å 2ÉcÉ/s 2 , b Å 2d/s 2 . This is the gamma density of order b and scale a. We further verify that the averaging principles (1.1) and (1.2) hold for M Å 2, with V the above Bessel process. Extended to general M, we have 
Results.
We begin with notational matters. In the standard set-up for heavy traffic limits, we consider a sequence of two-queue polling systems. For the nth system, denote by Å / ··· / i ¢ 1, l Å 1, 2, the time of the ith arrival to the lth queue in We assume that
sequences, and that ú 0, i ¢ 1. As in the previous section, we introduce, for n Å 1,
Instead of dealing with the variances and it is more convenient here to 
Recall that is the total unfinished work in the nth system at time t, with independent
, and i ¢ 1}, l Å 1, 2, and that
where W Å (W t , t ¢ 0) is a standard Brownian motion, and X 0 and W are independent. Next, define V Å (V t , t ¢ 0) as the diffusion process on [0, ϱ ) with the generator
) being the space of twice continuously differentiable functions on [0, ϱ ) with
A proof of the following technical result is similar to the proof of the existence of the Bessel diffusion (Ikeda and Watanabe (1989) In the main result below, and throughout the remainder of the paper, all processes are assumed to have right-continuous with left-hand limits sample paths and considered as random elements of the Skorohod space D[0, ϱ ) (see, e.g., Jacod and Shiryaev (1987) , Liptser and Shiryaev (1989) ), and convergence in distribution for the processes is understood as weak convergence of the induced measures on D [0, ϱ 
To conclude this section, it is instructive to compare the result of Theorem 2.1 with a related Bessel process limit obtained by Yamada (1984, Theorem 1) . (An example of this type for point processes is considered by Yamada (1986) . Rosenkrantz (1984) considers an alternative approach to the problem studied in Yamada (1984) .) Note that the process of total unfinished work satisfies the equation
and is the indicator of the event that the server is not switching over (i.e., is serving) n a s at time s.
According to (2.10), if ú 0, then the instantaneous rate at which work leaves the n U s system is
The heuristic argument of §1 shows that it is reasonable to replace by n n a . a s s
i.e., consider the process Ȗ n Å t ¢ 0) defined as the solution to
as an approximation for U n . Equation (2.12) is of the type studied by Yamada. The conditions of our Theorem 2.1 allow us, with some reservations, to apply his Theorem 1; the limit process that this gives us turns out to be the same as the one in Theorem 2.1.
This comparison justifies our guess that can be substituted for in (2.10). 
Assume that, as n r ϱ , 0 rV n ) r c and conditions (2.1), (2.4) and (2.5) hold. If
The main improvements over Yamada's result are that we do not need the input processes to be Poisson (Yamada conjectured that this extension holds, but did not give a proof) and that we do not assume the condition r n°r V n . In addition, r n ( x) does not have to be nondecreasing, the initial condition does not need a second moment and the n U 0 increments of do not need fourth moments. n S t 3. A Threshold Queue. In this section we prove an averaging principle for a singleserver queue, called the threshold queue, which is central to our analysis. The threshold queue is basically the standard FIFO single-server queue described in Coffman et al. (1995) except that the threshold operates on the unfinished work, not the queue length. For a given parameter h ¢ 0, busy periods of the threshold queue begin only when the unfinished work first exceeds h; busy periods terminate in the normal way, when no unfinished work remains. We say that the server switches on when the busy periods begin and switches off when the busy periods end. Those periods during which the server is switched off are called accumulation periods; such a period includes the usual idle period plus a period during which arrivals are accumulating in the queue. An accumulation period and its following busy period make up a cycle.
Threshold queues correspond in the obvious way to the queues in our two-queue polling system; for example, the accumulation periods of the threshold queue representing queue 1 correspond to the busy periods of queue 2. In our general approach to the proof of the averaging principle (cf. Theorem 2.2), the time interval [0, T] is divided into subintervals sufficiently small that the total unfinished work in the system remains approximately constant during each. Then, during a subinterval, the behavior of the unfinished work at each queue is approximated by that of a threshold queue. The main result of this section (Theorem 3.1) shows that a threshold queue also obeys an averaging principle; the averaging principle for the polling system is derived as a consequence of the averaging principles for the threshold queues defined for the subintervals.
We use the notation of Coffman et al. (1995) . Consider a sequence of threshold queues indexed by n. The generic interarrival and service times are denoted by j n and h n respectively. The threshold for the unfinished work in the nth queue is h n Å where _ n na , a n is a given constant. We are assuming that 
As in Coffman et al. (1995) 
n and that the joint distribution of the normal interarrival times, and the service times
in the ith cycle does not depend on i. We allow for two interarrival times to be dependent if one is taken from a busy period of the ith cycle and the other is taken either from another cycle or from an accumulation period of the ith cycle. However, interarrival (except for the exceptional), as well as service, times within each accumulation or busy period are assumed to be mutually independent. We also assume that the time of the first arrival, which we denote by may have a distribution different from that of the generic
interarrival time, and that
is the unfinished work at t, and assume
The following result is well known and will be used several times in the remainder of the paper (see Iglehart and Whitt (1970) 
PROOF. We proceed as in the proof of Theorem 3.1 in Coffman et al. (1995) . Define the times
Note that the start and the terminate busy periods. We prove that n n b g 
drawn. Note that, by the conditions of the theorem, the distribution of
. . . In a sense, the i ¢ 2, also represent exceptional interarrival times. By Lemma 3.1
in Coffman et al. (1995) , we know that they satisfy conditions similar to those imposed on i.e., 
For homogeneity of notation, we further set Å As in Coffman et al. (1995) , by
3) and (3.8), it is enough to prove (3.6) and (3.7) on the events
Define the interval lengths
so that by (3.5) and (3.10) -(3.12)
In analogy with (3.10) and (3.11), define (since r is fixed, it is omitted in the new notation below)
and define as in (3.13) and (3.14)
Note that since and are defined in terms of the same process we actually
, we have by (3.10), (3.11) and
, and hence by (3.13), (3.16) and (3.18), for 1°i°_
, and then by (3.14) and (3.17), for 1°i°_
. Now we prove (3.6) for and this will imply (3.6) for on G n (r).
Consider only the upper bound process. The proof for is similar. 
n n and hence, by (3.3), (3.9), (3.12), and Lemma 2.1 in Coffman et al. (1995) ,
By Lemma 2.1 in Coffman et al. (1995) 
al. (1995), (3.16), and (3.22)
Then, by (3.17) and (3.23),
n and since 0 i ¢ 1, are identically distributed by construction, we would have,
in view of Lemma 2.4 in Coffman et al. (1995) ,
By (3.17), this would follow from 
By (3.12) we have, applying Chebyshev's inequality and (3.1) and (3.2), that, for any e ú 0,
By an analogue of (3.30) for interarrival times, and by (3.15), in analogy with the proof of (3.20) in Coffman et al. (1995) ,
Relations (3.29) -(3.31) prove the first convergence in (3.28).
For the second convergence, we first prove that
Note that is nonnegative. By the inequality
We have proved that lim krϱ ú k) Å 0; by (3.31), since l õ m, we have
and applying (3.1) and (3.2), we arrive at (3.32). Going back to the proof of the second inequality in (3.28), write, by (3.16) and (3.33), in analogy with (3.29),
Putting together (3.30), (3.31), (3.32) and the inequality l õ m yields the second convergence in (3.28). Thus, (3.26) has been proved. The proof of (3.6) is done. To prove (3.7) on G n (r), we apply Lemma 2.4 in Coffman et al. (1995) , i.e., we prove that
Note that (3.35) is easy. For, by the right inequality in (3.21) and the boundedness of f, we have, letting · denote the sup norm,
which tends to 0 as k r ϱ by (3.27) and by the fact that the
identically distributed. By (3.14), (3.34) would follow if 
These limits have similar proofs; we prove only (3.36), which is more difficult. First, by the second set of inequalities in (3.20) and the fact that i ¢ 1} and
where the last equality follows by (3.24) and its counterpart for Next,
Sum the second term on the right over i Å 1, . . . , and divide by By (3.37), _ _ _ t n n . the result tends to 0 in probability as n r ϱ, so the proof of (3.36) will be finished by proving / 3904 0014 Mp 272 Wednesday May 06 03:12 PM INF-MOR 0014
We prove first that, for h ú 0,
n where is defined in analogy with (3.33), so,
depend on i, we conclude from (3.32), (3.2) and (3.19) that the left-hand side of (3.39) is not greater than 
, and therefore, for
This implies by the continuity of f that, for all h small enough and for all i,
and so (3.38) follows from (3.39). Thus (3.36), (3.34) and (3.7) are proved. This completes the proof of the theorem. 4. An averaging principle for the unfinished work. In this section, having in view the averaging principle, we derive a limit theorem for the integral where 
The argument is given in the proof of Theorem 2.1 in Coffman et al. (1995) . So, we prove (4.1) assuming (4.2). The idea of the proof is the same as in Coffman et al. (1995) . Note that if considered in isolation an individual queue in our polling system passes through alternating periods of accumulating and serving requests, thus its behavior resembles the behavior of the threshold queue above, the distinction being that here the threshold is a random process: the queue starts being served when the unfinished work at this queue becomes equal to the total amount of the unfinished work in the system. According to the assumptions of the theorem, the (properly normalized and time-scaled) process of the total unfinished work is a continuous process in the limit. Therefore, we can divide the time axis into (random) intervals small enough for the total unfinished work during an interval to be close to a constant. Then during such an interval an individual-queue unfinished work is well approximated by the unfinished work in a threshold queue with the associated constant as a threshold. The proof of the theorem implements this program.
As in Coffman et al. (1995) , choose e √ (0, d/2) such that N Å (K 0 d )/e is an integer and, given r(e) õ e /2, let, for 0°i°N,
C (e, i) Å (0, a (e) 0 e / r(e)) ʜ (a (e) / e 0 r(e), ϱ), For the sequel, we note that, since Ṽ is continuous, the argument of the proof of Lemma 4.1 in Coffman et al. (1995) applies to V n and Ṽ to give that
and that r(e) can be chosen so that, as n r ϱ, 
where convergence in distribution is in Billingsley (1968) ). Let k), j ¢ 0, denote the successive times after i), when the unfinished
work at queue 1 becomes equal to 0. These are times when switchovers from queue 1 to queue 2 start. We also let denote the number of accumulation-service cycles for queue n,1
We now define two threshold queues approximating queue 1 on
whose unfinished work processes bound the unfinished work process of queue 1 from below and from above, respectively. We begin by introducing a threshold queue associated with queue 1 on
Fixing i and k, we denote Å k ) and let j ¢ 1, denote the successive service time sequence at queue 1. Given h ú 0, let ···}. The associated service times for arrivals 1 through are
those of corresponding arrivals to queue 1 and the subsequent service times are
Denoting the threshold queue normalized and time-scaled unfinished work at t by define 
The subsequent interarrival times are . . . , and the service times are the same 
and until where 
random variable from ···} that is realized as an interarrival time in
and the service times replicate those of queue 1 until the unfinished work hits 0 after which the cycle resumes. That this is indeed a threshold queue with generic interarrival and service times distributed as in the original queue follows by Lemma 4.2 in Coffman et al. (1995) . The exceptional arrivals, if any, are the ones occurring at / j ¢ 1. Note also that if
, then is used for constructing interarrival sequences in both accumulation
and busy periods so that these sequences, generally, are dependent. This explains why we emphasised this assumption in Theorem 3.1. We now check that V V n ,1 satisfies the conditions of Theorem 3.1. We need focus only on the part related to exceptional interarrival times and the time of the first arrival. Define
where indexes the first arrival in the original queue after Noting that k
and that°/ one can prove in analogy n n n n ,2ñ
with Lemma 3.1 in Coffman et al. (1995) We now define a process Ṽ n ,1 as the process V V n ,1 corresponding to the threshold h Å a i (e) 0 e and a process V n ,1 as the process V V n ,1 corresponding to the threshold h Å a i (e) / e, and check that they represent a lower and upper bound, respectively, for V n ,1 . Since on the interval i), i)), the process V n stays in the strip (a i (e) 0 e n n [t (e, z (e, k k / r( e), a i (e) / e 0 r(e)), the process V n ,1 up-crosses the level a i (e) 0 e in every interval belonging to i) Ú T, i) Ú T], so the construction above yields
where, in analogy with the proof of Theorem 3.1, denotes the jth time a busy period ñ nb j for Ṽ n ,1 starts and denotes the jth time when the queue empties. By the fact that f is n ng j nonnegative, we then get
where is defined as above corresponding to h Å a i (e) / e and is the jth time
when the queue empties. Again, since f is nonnegative,
Thus, recalling that f Å sup x f ( x), by (4.5) and (4.6) we have the bounds We next apply Theorem 3.1 to Ṽ n ,1 and V n ,1 to get the asymptotics of the bounds on the right and on the left. Define
Let i) and i) denote respectively the lower bound in (4.7) with
changed to Å and the upper bound in (4.7) with changed to n n n n n
We now show that, as n r ϱ,
In the course of proving Theorem 3.1 we established (3.6). Since Ṽ n ,1 and V n ,1 meet the conditions of Theorem 3.1 and the and are analogues of the from (3.5), we
can write for these processes, in analogy with (3.6), / 3904 0014 Mp 279 Wednesday May 06 03:12 PM INF-MOR 0014
By Lemma 2.1 in Coffman et al. (1995) and (4.14), (4.15), Coffman et al. (1995) then yields
By Theorem 3.1 applied to Ṽ n ,1 and V n ,1 and (4.19),
In view of (4.16), Lemma 2.2 in Coffman et al. (1995) shows that (4.4) and (4.20) imply
(4.12) is proved. Moreover, the same argument shows that
Next, defining
we need to prove that 
We prove the first convergence result in (4.23); the proof of the second uses the same reasoning. 
Analogously,
Next, by (4.21) and the continuous mapping theorem, we have
The convergence (V n , U n ( e)) (Ṽ , U(e)) then follows from (4.24) -(4.27) and Thed r orem 4.2 in (Billingsley (1968) ).
Now by the definition of (e, i) and ( e, i),
so by (4.11), we obtain from (4.22) 
then by applying Lemma 2.3 in Coffman et al. (1995) to (4.29) and taking into account (4.23), (4.2), we will then obtain (4.1). As before, we prove only the first of the results in (4.29); the proof to the second is similar. In fact, we prove convergence with probability 1. The argument is almost identical to that in Coffman et al. (1995) , but we give it here since it is used once again below. Since a i (e) ú d, we have from (4.13) and (4.24)
This tends to 0 as e r 0, so we prove that
We can write 
Since by (4.2) the right-hand side of this inequality tends to 0 as e r 0, we have proved (4.30). This completes the proof of the first assertion of Theorem 4.1 for bounded nonnegative f ( x ). The general case is handled via a localization argument as in the proof of Theorem 2.1 in Coffman et al. (1995) .
Tightness results.
The purpose of this section is to prove several results on the tightness of some processes closely related to the normalized and time-scaled unfinishedwork process V n defined in (2.8). We start, however, with a simple fact. Introduce
n n where and were defined in (2.11), and let
where W l , l Å 1, 2, and W Å (W t , t ¢ 0) are standard Brownian motions.
PROOF. We give proofs of the first and second convergence results in the first line. Since, for e ú 0, Var°ú / it follows by (2.2) and (2.6)
n and both convergences follow by (2.2). The third convergence follows from the convergence 1/n which is
proved similarly, and properties of the first-passage-time map (Whitt 1980 ; see also Coffman et al. 1995, Lemma 2.1). The claimed convergences in distribution hold by the Donsker-Prohorov invariance principle and (2.3).
ᮀ Let denote the indicator of the event that the server is switching over at nt, i.e.,
Then definitions (2.8), (2.11), (5.1) and Equation (2.10) imply that
We study properties of the processes on the right. For e ú 0, we define the processes K n ,e
Though the K n ,e have continuous paths, we still consider them as random elements of
Recall that a sequence of processes {X n , n ¢ 1} in D[0, ϱ) is called C-tight if it is tight and all weak limit points of the sequence of their laws are laws of continuous processes (Jacod and Shiryaev (1987) , VI.3.25) . Below, we repeatedly use the fact that {X n , n ¢ 1} is C-tight if and only if, for all T ú 0 and h ú 0,
(this follows, e.g., from Jacod and Shiryaev (1987) , VI.3.26). Another technical tool used below is the concept of strong majorization (Jacod and Shiryaev (1987) , VI.3.34): Say that a process
of processes is C-tight and each X n strongly majorizes a process Y n , where X n and Y n are both nondecreasing and start at 0, then the sequence {Y n , n ¢ 1} is C-tight (Jacod and Shiryaev (1987) PROOF. Denote by and i ¢ 1, the respective successive switch-
over periods (i.e., times during which the server is switching) from the first queue to the second and from the second queue back to the first. Let be the number of switchovers 
Note that since
Lemma 5.1 implies that
Recalling also that
we get by Lemma 3.1 and (2.6) that the right-hand side of (5.6) tends in probability to 0 as n r ϱ. Thus the C-tightness of {K n ,e , n ¢ 1} will follow from the C-tightness of {K n ,e , n ¢ 1}. Define
n Since cannot increase on we have from (5.5) that K n ,e is strongly majorized
to prove that {K n ,e,1 , n ¢ 1} and {K n ,e,2 , n ¢ 1} are each C-tight. By symmetry, we need only prove that {K n ,e,1 , n ¢ 1} is C-tight. Let
n By (5.9), K n ,e,1 is strongly majorized by K V n ,e,1 / K n ,e,1 , where K V n ,e,1 Å t ¢ 0) and
n ,e,1 Å t ¢ 0). We prove that {K V n ,e,1 , n ¢ 1} is C-tight and that tends in n,e,1 n,e,1 P P (K , K t t probability to 0 uniformly over finite intervals as n r ϱ. This will conclude the proof of the lemma.
We begin with the property of K n ,e,1 . Since there is no service on we have
by (5.11) and (2.11),
The first term on the right of (5.12) goes to 0 as n r ϱ by (5.7). The second term tends to 0 as n r ϱ by Lemma 3.1 and (2.6). Next,
n n e n,1 n,1 n
where g ú 0 is arbitrary and n is large enough. Since by Lemma 5.1, B n ,1 converges in distribution to and since the functional
is continuous almost everywhere with respect to the Wiener measure (Liptser and Shiryaev (1989) ), we conclude from (5.13) and (2.3) that
/ 3904 0014 Mp 286 Wednesday May 06 03:12 PM INF-MOR 0014 which goes to 0 as g r 0, if d õ e /4r 1 , by the continuity of Brownian motion. We have thus proved that the third term on the right of (5.12) tends to 0 as n r ϱ if d is small enough. A similar argument applies to the last term on the right-hand side of (5.12). Therefore, since K n ,e,1 is nondecreasing,
n,e,1
as required. We now prove that {K V n ,e,1 , n ¢ 1} is C-tight. Call a switchover from queue 1 to queue 2 sound if at the time when it starts, the total unfinished work (which at that moment is the unfinished work at queue 2) is greater than Let be the number of sound
q t switchovers started in [0, nt] . By (5.10),
n where is the duration of the ith sound switchover. Note that the soundness of a n,1 sV i switchover is determined at its beginning, so the i ¢ 1, are i.i.d. and distributed as n,1 sV ,
We have by (5.14), for 
q°t.
Taking in (5.15) L Å and g Å we get
n,e,1 n,1
n where the latter limit, by Lemma 5.1, is zero if (3d/e)d 1 õ h. Therefore, n,e,1 n,e,1
which, since Å 0, proves the C-tightness of n ¢ 1}. The lemma is n,e,1 n,e,1
proved.
ᮀ
We next prove that the two rightmost processes in (5.2) are asymptotically bounded in probability.
LEMMA 5.3. We have
By (5.3), (5.2) and the inequality 0°°1, we have for 0 õ s õ t, 
Under the hypotheses of Theorem 2.3, for t ú 0,
as n r ϱ .
PROOF. The first convergence follows by the expression for » M n … t in Lemma 5.4, Lemma 5.1, (2.1) and (2.7). For the second, note that since M n is a process of locally bounded variation by (5.19), it is a purely discontinuous local martingale (Jacod and Shiryaev (1987), I.4.14; Liptser and Shiryaev (1989) (Jacod and Shiryaev (1987), I.4.52; Liptser and Shiryaev (1989) , I.8). By n 2 (DM ) s Lemma 5.5.5 in Liptser and Shiryaev (1989) , (2.4), (2.5) and Lemma 5.1 imply that the convergences [M n , M n ] t s 2 t and » M n … t s 2 t are equivalent, so the second convergence P P r r of the lemma is a consequence of the first. The third convergence results from the inequalities
conditions (2.4) and (2.5) and Lemmas 3.1 and 5.1. 
Now squaring in (5.22), we have by Ito's formula (Theorem 2.3.1 in Liptser and Shiryaev (1989) ) that
where denotes the left-hand limit of V V n at s.
LEMMA 5.6. The sequences {V V n , n ¢ 1} and {V n , n ¢ 1} are C-tight.
PROOF. By (5.16), (5.17), the C-tightness of {B n , n ¢ 1}, and the convergence V 0 , the right-hand side of (5.2) is asymptotically bounded in probability, i.e., We now check that, for any T ú 0 and h ú 0, we have that
is the set of all ‫ކ‬ n -stopping times t not greater than T. Since the processes
are ‫ކ‬ n -local martingales (Liptser and Shiryaev (1989) , Ch. 1, §8, Ch. 2, §2), the LenglartRebolledo inequality (Liptser and Shiryaev (1989) 
By (5.25) and the assumed limit 0 1) r c, we have
By (5.21), we see that Å 0) Å Å0), so (5.16) and Lemma 5.5
Next, for e ú 0, 0 õ s õ t, we again use (5.21) and obtain
The first term on the right tends in probability to 0 as n r ϱ by Lemma 5.5 and (5.17).
The third term tends in probability to 0 as n r ϱ and then e r 0 by (5.17). Finally, by (5.3), Lemma 5.2 and (5.24), we have for g ú 0,
Thus, by (5.30), Liptser and Shiryaev (1989) , Theorem 6.3.1), (5.25) and (5.26) imply that the sequence {(V V n ) 2 , n ¢ 1} and hence {V V n , n ¢ 1} is tight for the Skorohod topology. By Proposition VI.3.26 in Jacod and Shiryaev (1987) , it remains to prove that
In view of (5.19),
nT nT n n which tends to 0 in probability as n r ϱ by Lemmas 3.1 and 5.1 and (2.3), (2.4) and (2.5). This proves that {V V n , n ¢ 1} is C-tight. The sequence {V n , n ¢ 1} is then C-tight by Lemma 5.5 and (5.21). 
Ṽ for a subsequence (n), we have, for e ú 0 and h ú 0,
and the second assertion of the lemma is a consequence of the first. To prove that, introduce the processes Z n Å t ¢ 0) by 
Since is nonnegative and 1 Å 0)ds increases only when equals 0, we
is Skorohod's reflection map. In the one-dimensional case it is well known to be equivalently defined by (for C[0, ϱ) , the result is in Ikeda and Watanabe (1989) , the result for D[0, ϱ ) is a special case of a more general result in Chen and Mandelbaum (1991) 
Hence, by (5.41) -(5.43), Lemma 5.1, the equality r 1 / r 2 Å 1 and again Lemma 2.2 in Coffman et al. (1995) ,
where
Note that the sums are P-a.s. finite (use (4.3) for the second line), so that the variables above are well defined. Jacod and Shiryaev (1987) , in order to prove that the X n converge in distribution to X, we may check the following conditions (note that since X has no jumps, in the notation of the theorem, B Å B and C Å C): (i) The local strong majorization hypothesis: for all a ¢ 0, there is an increasing continuous and deterministic function F( a) Å (F t ( a) , t ¢ 0) such that the stopped processes ((Var t ¢ 0), t ¢ 0) and É xÉ 2 n( ds, dx )(a ), This last condition is Equation (3.49) in Jacod and Shiryaev (1987) .
We now check these 9 conditions in order. We have, by (6.5) -(6.8), for s õ t, (Ikeda and Watanabe (1989) , Chapter IV, Theorems 1.1, 2.4, and 3.2, Example 8.2) for any x √ R, and since one can set, in the conditions of Theorem III.2.40 of Jacod and Shiryaev (1987) , p t B Å B, p t C Å C, p t n Å n Å 0. Condition (iv) follows from (6.5) -(6.7) by the argument of the proof of Theorem 6.2.2 in Liptser and Shiryaev (1989) since Skorohod convergence implies convergence at continuity points of the limit.
Condition (v) holds by the assumption V 0 , (5.21), Lemma 5.5 and (6.2). Since, by the definition of ‫ރ‬ 1 (R), for some e ú 0, g(x ) Å 0 if ÉxÉ õ e, and g(x ) is bounded, the latter integral converges in probability to zero as n r ϱ if n n ([0, t] , {ÉxÉ ú e}) 0. By Lemma 5.5.1 in Liptser and Shiryaev (1989) , this is implied by and the latter converges in probability to 0 as n r ϱ , since 0 1) r c , {V V n , n _ _ n n (r ¢ 1} is tight and 0 by (6.2). The last term converges in probability to 0 by (6.2). Since {(V V n ) 2 , n ¢ 1} is C-tight, we have, for h ú 0, / 3904 0014 Mp 300 Wednesday May 06 03:12 PM INF-MOR 0014
which, in view of the second assertion of Lemma 5.5, is seen to yield (the idea of the proof is as in (Billingsley (1968) , Problem 8, §2))
In view of (6. The first term on the right goes in probability to 0 as n r ϱ and A r ϱ by the tightness of V V n . 
