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ZERO MEAN CURVATURE ENTIRE GRAPHS OF MIXED TYPE
IN LORENTZ-MINKOWSKI 3-SPACE
S. FUJIMORI, Y. KAWAKAMI, M. KOKUBU, W. ROSSMAN, M. UMEHARA,
AND K. YAMADA
Dedicated to Professor Osamu Kobayashi for his sixtieth birthday.
Abstract. It is classically known that the only zero mean curvature entire
graphs in the Euclidean 3-space are planes, by Bernstein’s theorem. A surface
in Lorentz-Minkowski 3-space R3
1
is called of mixed type if it changes causal
type from space-like to time-like. In R3
1
, Osamu Kobayashi found two zero
mean curvature entire graphs of mixed type that are not planes. As far as the
authors know, these two examples were the only known examples of entire zero
mean curvature graphs of mixed type without singularities. In this paper, we
construct several families of real analytic zero mean curvature entire graphs of
mixed type in Lorentz-Minkowski 3-space. The entire graphs mentioned above
lie in one of these classes.
Introduction
The Jorge-Meeks n-noid (n ≥ 2) is a complete minimal surface of genus zero
with n catenoidal ends in the Euclidean 3-space R3, which has (2pi/n)-rotation
symmetry with respect to an axis. In the authors’ previous work [5], it was shown
that the corresponding space-like maximal surface Jn in Lorentz-Minkowski 3-space
(R31; t, x, y) has an analytic extension J˜n as a properly embedded zero mean cur-
vature surface which changes its causal type from space-like to time-like. Noting
that a smooth function λ : R2 → R can be realized as a subset{
(t, x, y) ∈ R31 ; t = λ(x, y), x, y ∈ R
}
,
which we call the graph of the function λ(x, y), it should be remarked that J˜n for
n ≥ 3 cannot be expressed as a graph, but J˜2 gives an entire zero mean curvature
graph (cf. [5, Section 1]) associated to
(0.1) λ(x, y) := x tanh 2y.
Remarkably, until now, only two entire graphs of mixed type with zero mean
curvature were known. One is (0.1) as above, and the other is the Scherk type
entire zero mean curvature graph associated to
(0.2) λ(x, y) := log(coshx/ cosh y).
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Both surfaces were found by Osamu Kobayashi [12]. Recently, Sergienko and
Tkachev [14] produced several interesting entire zero mean curvature graphs which
admit cone-like singularities (the surface given by (0.2) is contained amongst their
examples).
Here, the condition ‘mixed type’ for zero mean curvature entire graphs is impor-
tant. In fact, Calabi [2] proved that there are no space-like zero mean curvature
entire graphs except for planes. On the other hand, there are many time-like zero
mean curvature entire graphs. For example, the graph of t = y + µ(x) gives such
an example if µ′(x) > 0 for all x ∈ R. It should also be remarked that there are no
non-zero constant mean curvature surfaces of mixed type (see [10]).
The purpose of this paper is to construct further examples of entire zero mean
curvature graphs of mixed type. In fact, we give a real (4n − 7)-parameter (resp.
3-parameter) family Kn of space-like maximal surfaces of genus zero which admit
only fold-type singularities for each integer n ≥ 3 (resp. for n = 2), up to motions
and a homothetic transformations in R31. The Jorge-Meeks type maximal surface
Jn mentioned above belongs to Kn. Also, the previously known two entire graphs
of mixed type given in Kobayashi [12] are contained in K2, so we call the surfaces
in the class Kn the ‘Kobayashi surfaces’ of order n. Applying the technique used in
[5], we show that some (open) subset of Kn consists of space-like maximal surfaces
which have analytic extensions across their fold singularities, as proper immersions.
Moreover, in this subclass of Kn, we can find a (4n − 7)-parameter family of zero
mean curvature entire graphs of mixed type, up to congruence and homothety in
R
3
1. As a consequence, the maximal surfaces Sn (n ≥ 2) which correspond to
Scherk-type saddle towers in the Euclidean 3-space constructed by Karcher [11]
(see also [13]) can be analytically extended as entire graphs in R31. Kobayashi’s
entire graph (0.2) coincides with S2.
During the production of this paper, the authors received a preprint of Akamine
[1], where the entire graph as in Example 2.9 is obtained by using a different
approach. This surface belongs to K2, as well as the entire graphs (0.1) and (0.2).
As a consequence of Akamine’s construction, we can observe that the surface is
foliated by parabolas.
1. Preliminaries
We denote by R31 the Lorentz-Minkowski 3-space of signature (− + +). We
introduce the notion of maxface given in [15]:
Definition 1.1. Let M2 be a Riemann surface. A C∞-map f :M2 → R31 is called a
generalized maximal surface (cf. [3]) if there exists an open dense subset W of M2
such that the restriction f |W of f to W gives a conformal (space-like) immersion
of zero mean curvature. A singular point of f is a point (on M2) at which f is not
an immersion. A singular point p satisfying df(p) = 0 is called a branch point of f .
A generalized maximal surface f is called a maxface if f does not have any branch
points.
A maxface may have singular points in general. Generic singularities of maxface
are classified in [8]. As noted in [4, Remark 2.8], a maxface induces a holomorphic
immersion F = (F0, F1, F2) : M˜
2 → C3 satisfying the nullity condition, that is, it
satisfies
−(dF0)2 + (dF1)2 + (dF2)2 = 0,
2
where M˜2 is the universal covering of M2. This immersion F is called the holo-
morphic lift of f . We set
(1.1) g := − dF0
dF1 − idF2 , ω :=
1
2
(dF1 − idF2),
where i =
√−1. Then (g, ω) is a pair of a meromorphic function and a meromorphic
1-form on M2, and is called the Weierstrass data of f . The meromorphic function
g can be identified with the Gauss map of f . Using (g, ω), f has the following
expression (cf. [12] and [15])
f = Re
∫ z
z0
(−2g, 1 + g2, i(1 − g2))ω.
The first fundamental form of f is given by
(1.2) ds2 = (1− |g|2)2|ω|2.
In particular, the singular set of f consists of the points where |g| = 1. In this
situation, we set
fE := Re(F1, F2, iF0) = Re
∫ z
z0
(1 + g2, i(1− g2),−2ig)ω(1.3)
= Re
∫ z
z0
(1− (−ig)2, i(1 + (−ig)2), 2(−ig))ω.
This map fE gives a conformal minimal immersion called the companion of f (cf.
[15]). The Weierstrass data of fE is (−ig, ω). Even if f is single-valued on M2, its
companion fE is defined only on M˜
2 in general. The first fundamental form of fE
is given by
(1.4) ds2E := (1 + |g|2)2|ω|2.
A maxface f is called weakly complete if ds2E in (1.4) is a complete Riemannian
metric on M2 (cf. [15, Definition 4.4]). The definition of completeness of maxface
is also given in [15, Definition 4.4]. A complete maxface is weakly complete. (The
relationships between the two types of completeness are written in [16, Remark 6].)
For example, the maxface given by
(1.5) f(u, v) = (u, cos v sinhu, sin v sinhu) (u ∈ R, v ∈ [0, 2pi)),
is called the elliptic catenoid. The surface is rotationally symmetric with respect to
the time axis, and has a cone-like singularity at the origin. If we set z = reiv and
u := log r, then the map f is the real part of the holomorphic immersion
F (z) =
(
log z,
z − z−1
2
,−iz + z
−1
2
)
.
The companion of f is the helicoid in the Euclidean 3-space. The Weierstrass data
of f is given by (g, ω) = (−z, dz/(2z2)). Several maxfaces defined on non-zero genus
Riemann surfaces are known (cf. [6]). In this paper, we are interested in maximal
surfaces having only fold singularities defined as follows:
Definition 1.2. Let M2 be a Riemann surface, and (g, ω) the Weierstrass data of
a weakly complete maxface f : M2 → R31. A singular point p ∈ M2 is called
non-degenerate if dg(p) 6= 0 holds. By the implicit function theorem, there exists a
regular curve σ(t) (|t| < ε) onM2 for some ε > 0 parameterizing the singular set of
3
f such that σ(0) = p. A non-degenerate singular point p is called a fold singularity
if it satisfies
(1.6) Re
(
dg(σ(t))
g2(σ(t))ω(σ(t))
)
= 0 (|t| < ε).
The following fact follows from [4, Theorem 2.15 and Lemma 2.17]:
Fact 1.3. For each fold singular point p of a maxface f , there exists a local coor-
dinate system (U ;u, v) centered at p such that f(u, v) = f(u,−v) and the u-axis
consists of the fold singularities of f . Moreover, the image of f has an analytic
extension across the image of the singular curve u 7→ f(u, 0).
In this paper, we are interested in maxfaces having only fold singularities on the
Riemann surface whose compactification is bi-holomorphic to the Riemann sphere
S2 := C ∪ {∞}.
Definition 1.4. A pair (g, ω) consisting of a meromorphic function and a meromor-
phic 1-form defined on S2 is called a Weierstrass data on S2 if the metric
(1.7) ds2E := (1 + |g|2)2|ω|2
has no zeros on S2. Each point where ds2E diverges is called an end of (g, ω), that
is, at least one of the three 1-forms
(1.8) ω, gω, g2ω
have poles at the ends.
We fix a Weierstrass data (g, ω) on S2. Let {p1, ..., pN} be the set of ends of
(g, ω). Then the map
(1.9) f = Re(F ), F :=
∫ z
z0
(−2g, 1 + g2, i(1− g2))ω
is defined on the universal covering of S2 \ {p1, ..., pN}. We call f the maxface
associated to (g, ω). If f is single-valued on S2 \ {p1, ..., pN}, that is, the residues
of the three meromorphic 1-forms −2gω, (1 + g2)ω, i(1− g2)ω are all real numbers
at each pj (j = 1, ..., N), then we say that (g, ω) satisfies the period condition.
Proposition 1.5. Let (g, ω) be a Weierstrass data on S2, and p1, ..., pN its ends.
If the maxface f associated to (g, ω) is single-valued on S2 \ {p1, ..., pN}, then f :
S2 \ {p1, ..., pN} → R31 is a weakly complete maxface.
Proof. The map F given in (1.9) is an immersion if and only if the metric ds2E given
by (1.7) is positive definite. Thus f gives a maxface defined on S2 \ {p1, ..., pN}.
Since ds2E diverges at {p1, ..., pN}, at least one of the three 1-forms as in (1.8) has
a pole at z = pj (j = 1, ..., N). We let mj(≥ 1) be the maximum order of the poles
of the above three forms at pj . Using this, one can easily show that |z − pj |2mjds2E
is positive definite on a sufficiently small neighborhood of z = pj . This implies that
ds2E is a complete Riemannian metric on S
2 \ {p1, ..., pN}. 
For example, the ends of the Weierstrass data (g, ω) = (z, dz/(2z2)) of the elliptic
catenoid (cf. (1.5)) consist of {0,∞}. We are interested in a special class of weakly
complete maxface on (M2 =)S2 as follows:
Definition 1.6. The Weierstrass data (g, ω) on S2 is called of fold-type if
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(i) all of its ends p1, ..., pN lie in the unit circle S
1 := {z ∈ S2 ; |z| = 1},
(ii) |g(z)| = 1 holds if and only if z ∈ S1,
(iii) Re
[
dg/(g2ω)
]
vanishes identically on S1.
A C∞-map ϕ : M2 → R3 has a fold singularity at p if there exists a local
coordinate system (u, v) centered at p such that ϕ(u, v) = ϕ(u,−v). As shown in
[4, Lemma 2.17], the maxface induced by a Weierstrass data of fold-type actually
has fold singularities along S1.
Example 1.7 (Scherk-type entire graph). A typical example of Weierstrass data of
fold-type on S2 is
g = z, ω =
2dz
z4 − 1 .
The ends of the Weierstrass data of (g, ω) consist of the roots {±1,±i} of the
equation z4 = 1. One can easily check that (g, ω) is of fold-type, and induces a
maxface
f(z) =
(
log
∣∣∣∣1 + z21− z2
∣∣∣∣ , log
∣∣∣∣1− z1 + z
∣∣∣∣ , log
∣∣∣∣1− iz1 + iz
∣∣∣∣
)
.
By setting z = reiθ, f = (t, x, y) satisfies
coshx =
1 + r2
|1− z2| , cosh y =
1 + r2
|1 + z2| .
Thus we have
coshx
cosh y
=
∣∣∣∣1 + z21− z2
∣∣∣∣ = et,
that is, the image of f satisfies the relation (0.2) in the introduction. We remark
that the conjugate f∗ of f induces the triply periodic maximal surface given in [7,
Remark 2.4] with θ = 0, which is obtained as a limit of the family of Schwarz P-type
maximal surfaces. The fundamental piece of f∗ is bounded by four light-like line
segments.
We next give an example of Weierstrass data which is not of fold-type, but the
corresponding maximal surface admit only fold singularities:
Example 1.8 (A maximal helicoid). If we set g = z and ω = idz/z2, then (g, ω)
induces a maximal helicoid by setting z = reiθ (r > 0, θ ∈ R), and
f :=
(
2θ,− (r + r−1) sin θ, (r + r−1) cos θ)
is defined on the universal covering of C \ {0}, and admits only fold singularities at
the unit circle r = 1. However, (g, ω) is not of fold-type, since {0,∞} are ends of
the Weierstrass data (g, ω). It should be noted that if we set u = (r+ r−1)/2(> 1),
the surface f analytically extends even when |u| < 1. Moreover, the entire analytic
extension of a maximal helicoid coincides exactly with the helicoid as a minimal
surface in R3, and is embedded.
Proposition 1.9. Let (g, ω) be a Weierstrass data of fold-type defined on S2, then
the maxface f induced by (g, ω) satisfies the period condition in R31, and gives a
weakly complete maxface having fold singularities in S1.
Proof. Let p1, ..., pN ∈ S1 be the ends of (g, ω). It is sufficient to show that the
maxface f induced by (g, ω) is single-valued on a punctured disk at each pj (j =
1, ..., N). The Gauss map g does not have a branch point at pj. In fact, if dg(pj) = 0
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for some j = 1, ..., N , then the singular set |g| = 1 must bifurcate at pj, but this
contradicts that the singular set of ds2 (cf. (1.2)) is exactly equal to S1. Thus, we
can take a local complex coordinate (U, ξ) centered at pj such that g = e
iξ. In this
coordinate, the singular set of ds2 coincides with the real axis in the ξ-plane. We
set ω = ωˆ(ξ)dξ. Then the condition (3) in Definition 1.6 implies the function
−idg
g2ω
=
eiξ
e2iξωˆ
=
1
eiξωˆ
takes real values on the real axis in the ξ-plane. Thus, we can write ωˆ(ξ) = e−iξh(ξ),
where h(ξ) is a meromorphic function satisfying h(ξ¯) = h(ξ). Then
(−2g, 1 + g2, i(1 − g2))ω = 2(−1, cos ξ, sin ξ)h(ξ)dξ
has real residue, since cos ξ, sin ξ, and h(ξ) are real-valued functions on the real
axis. Thus, f is single-valued on a neighborhood of pj. Since pj is arbitrarily
chosen, f is single-valued on S2 \ {p1, ..., pN}, proving the assertion, since the weak
completeness of f follows from Proposition 1.5. 
The following assertion holds:
Corollary 1.10. Let p (resp. q) be a fold singular point (resp. an end) of the
weakly complete maxface f associated to a Weierstrass data (g, ω) of fold-type on
S2. Then the Hopf differential Q := ωdg does not vanish at p (resp. has a pole at
q). In particular, the umbilic points of f correspond to the zeros of Q.
Proof. Since f is weakly complete, ω(p) 6= 0 holds. On the other hand, since p is
a non-degenerate singular point, we have dg(p) 6= 0. Thus we get the assertion for
p. We next consider the case that q is an end of f . Then, we have |g(q)| = 1. If
dg(q) = 0 holds, then the set |g| = 1 bifurcates at the point q, which contradicts
the condition (2) in Definition 1.6. So we get dg(q) 6= 0. Since Q = ωdg, we have
ds2E = (1 + |g|2)2
|Q|2
|dg|2 .
Since ds2E is complete at z = q, the facts |g(q)| = 1 and dg(q) 6= 0 yield that Q
must have a pole at z = q. 
2. A characterization of Kobayashi surfaces
We shall prove the following assertion:
Theorem 2.1. Let f : S2 \ {p1, . . . , pN} → R31 be a weakly complete maxface
satisfying the following four conditions:
(1) The Gauss map g : S2 \ {p1, . . . , pN} → S2 of f has at most poles1 at
p1, . . . , pN .
(2) There exists an anti-holomorphic involution I : S2 → S2 such that f◦I = f .
(3) The ends p1, ..., pN of f lie on the fixed-point set of I.
(4) The fixed point set Σ1 of I coincides with the fold singularities of f . More-
over, f has no singularities on S2 \ Σ1.
1 This assumption is actually needed. If we set g = eiz and ω = −e−izdz, then z = ∞ is
an essential singularity of g, and the induced maxface satisfies (2)–(4) by setting I(z) = z¯. It is
congruent to the helicoid as in Example 1.8 by the coordinate change ζ = eiz.
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Then there exist an integer n(≥ 2) and 2n real numbers (called the angular data of
f)
(2.1) 0 = α0 ≤ α1 ≤ · · · ≤ α2n−1 < 2pi
and complex numbers b1, ..., bn−1 (not necessarily mutually distinct) satisfying
(2.2) |b1|, ..., |bn−1| < 1
such that f is homothetic to a maxface associated to the following Weierstrass data
of fold-type:
(2.3) g =
n−1∏
i=1
z − bi
1− biz
, ω =
i
∏n−1
i=1 (1− biz)2∏2n−1
j=0 (e
−iαj/2z − eiαj/2)dz.
The number of distinct values in {α0, α1, · · · , α2n−1} coincides with N . More pre-
cisely, the set {eiα0 , ..., eiα2n−1} coincides with the set {p1, ..., pN}. Conversely, for
each angular data satisfying (2.1), we get a maxface satisfying (1)− (4) by choosing
the Weierstrass data (2.3).
Proof. Without loss of generality, we may set I as the canonical inversion
I(z) = 1/z¯.
In this case the fixed point set Σ1 of I is the unit circle S1 := {z ∈ C ; |z| = 1}.
By (2), we have f(1/z¯) = f(z), and so
Re(F (1/z¯)) = Re(F (z))
holds, where F is the holomorphic lift of f . By the identity theorem, we can
conclude that
F (1/z¯) = F (z) + iC
holds for some constant vector C ∈ R3. In particular, d(F ◦ I) = dF holds. Let
(g, ω) be the Weierstrass data of f . By (1), g is a meromorphic function on S2. Since
f is weakly complete, the metric ds2E given in (1.7) is complete. The well-known
completeness lemma (see the introduction of [16]) yields that ω is a meromorphic
1-form on S2, and so (g, ω) is a Weierstrass data on S2. Since f admits only fold
singularities which lie in S1 by (4) and (3), (g, ω) satisfies (ii) and (iii) of Defini-
tion 1.6. On the other hand, the condition (3) corresponds to (i) of Definition 1.6.
Thus, we can conclude that (g, ω) is of fold-type. Using (1.1), we have
(2.4) g ◦ I = − d(F0 ◦ I)
d(F1 ◦ I) + id(F2 ◦ I)
= − dF0
dF1 + idF2
= −dF0(dF1 − idF2)
(dF0)2
=
1
g
,
where F = (F0, F1, F2). We let b1, ..., bl be all the zeros of g as a meromorphic
function on S2. We do not need to assume that these numbers are distinct. For
example if b1 = b2, then g has zeros of order more than one. By (2.4),
1/b1, . . . , 1/bl
must be the set of all poles of g, where 1/0 would be regarded as ∞. By the fact
g ◦ I = 1/g, we may set |b1| < 1, without loss of generality. So we may set
(2.5) g = c
l∏
i=1
z − bi
1− b¯iz
(|c| = 1).
On the other hand, since Q is the (2, 0)-component of the complexification of
the second fundamental form, Q has no poles at each regular point of f . By this
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together with Corollary 1.10, we can conclude that Q has a pole at z = q if and
only if q is an end of f . Let n˜ be the total sum of order of poles of Q := ωdg, and
m the total order of zeros of Q which are contained in the interior of the unit disk.
Since Q has no zeros on S1 by Corollary 1.10, the fact that Q ◦ I = Q yields that
the total sum of the orders of zeros of Q is equal to 2m. By the Riemann-Roch
relation for Q we have
(2.6) 2m− n˜ = −2χ(S2) = −4.
In particular, n˜ is an even number, and can be denoted by n˜ = 2n. Also, as
shown in the proof of Corollary 1.10, dg(q) 6= 0 holds at each end q. So the set
of poles of Q coincides with the set of poles of ω, and the total sum of orders of
poles of ω is equal to n˜(= 2n). Moreover, since all ends of f lie in S1, there exist
real numbers α1, ..., α2n−1 satisfying (2.1) such that e
iαj (j = 0, 1, ..., 2n − 1) are
poles of ω counted with multiplicity. In particular, {eiα0, ..., eiα2n−1} coincides with
{p1, ..., pN}. We now use the parameter change
(2.7) z 7→ e−iα0z.
to conclude that we may assume α0 = 0. We next consider the following change of
the Weierstrass data given by
(2.8) (g, ω) 7→ (ag, a¯ω) (a ∈ S1),
which preserves the first fundamental form ds2 as in (1.2) as well as the second
fundamental form Q+Q, where Q := ωdg, and gives the same maximal surface up
to a rigid motion of R31. So we may assume that c = 1 in the expression (2.5).
On the other hand, if ω has a zero at a regular point of f , it must be a pole of g.
Since 1/bi (i = 1, ..., l) are regular points of f , the regularity of ds
2 at 1/bi implies
that ω has the factor (z − 1/bi)2 for each i = 1, ..., l. Thus, we may set
ω =
B
∏l
i=1(1− biz)2∏2n−1
j=0
(
e−iαj/2z − eiαj/2)dz
= B
∏l
i=1(1− biz)2
zn
∏2n−1
j=0
(
e−iαj/2z1/2 − eiαj/2z−1/2)dz,
where B ∈ C \ {0}. For the sake of simplicity, we set
(2.9) cj := e
iαj/2 (j = 0, ..., 2n− 1).
Then
dg
g2ω
=
1
gω
dg
g
=
zn
B
∏l
i=1(1− b¯iz)∏l
i=1(z − bi)
∏2n−1
j=0 (c¯j
√
z − cj/
√
z)∏l
i=1(1− b¯iz)2
dg/dz
g
=
zn−l
B
1∏l
i=1(z − bi)
∏2n−1
j=0 (c¯j
√
z − cj/
√
z)∏l
i=1(z
−1 − b¯i)
dg/dz
g
.
If we set z = eiθ (θ ∈ R), then
l∏
i=1
(z − bi)(z−1 − b¯i),
2n−1∏
j=0
(c¯j
√
z − cj/
√
z)
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are real-valued. So there exists a function C1(z) satisfying C1(e
it) ∈ R for t ∈ R
such that
dg
g2ω
= C1
zn−l
B
dg/dz
g
.
Since
dg/dz
g
=
d(log g)
dz
=
l∑
i=1
1− |bi|2
(z − bi)(1− biz)
=
1
z
l∑
i=1
1− |bi|2
(z − bi)(z−1 − bi)
,
the function C2(z) := zgz/g has the property that C2(e
it) ∈ R for t ∈ R, where
gz = dg/dz. Hence, we can write
dg
g2ω
= C1C2
zn−l−1
B
.
On the other hand, dg/g2ω is iR-valued on S1 because of (iii) of Definition 1.6.
Thus, we can conclude that zn−l−1/B must also be iR-valued for all z ∈ S1. In
particular, we have n− l−1 = 0 and B ∈ iR. By a homothety of f , we may assume
that B = i. Since 0 is neither a pole nor a zero of ω, we have l = n− 1, and so we
get the expression (2.3). Suppose that b1, ..., bn−1 satisfies (2.2), then the fact∣∣∣∣ z − bi1− b¯iz
∣∣∣∣ < 1 (|z| < 1)
yields that |g(z)| < 1 whenever |z| < 1. By our definition, |b1| < 1 and g(z) = 0 if
z = b1. On the other hand, if one of bi (i = 2, ..., n− 1) satisfies |bi| > 1, then g has
a pole at z = 1/b¯i. In particular, |g(z)| > 1 if z is sufficiently close to 1/b¯i. Since b1
and 1/b¯i lie in the unit disk, by the intermediate value theorem, there exists a point
z0 (|z0| < 1) such that |g(z0)| = 1. Hence, all of b1, ..., bn−1 must lie in the unit disk.
Conversely, one can easily verify that the Weierstrass data (g, ω) given in (2.3) is
of fold-type, and induces a maxface satisfying (1)–(4) by Proposition 1.9. 
Definition 2.2. We call a maxface given in this theorem a Kobayashi surface of
order n. We denote by Kn the set of congruent classes of all Kobayashi surfaces of
order n.
Remark 2.3. As seen in the proof of Theorem 2.1 (cf. (2.7) and (2.8)), the circular
rotation of the angular data (α0, ...., α2n−1) 7→ (α1, ...., α2n−1, α0) and the transla-
tion (α0, ...., α2n−1) 7→ (α0 +β, ...., α2n−1 + β) (β ∈ R) do not change the resulting
Kobayashi surface whenever b1 = · · · = bn = 0.
Corollary 2.4. Let f be a Kobayashi surface as in Theorem 2.1. If f has at most
two umbilics, then there exist an integer n(≥ 2) and 2n real numbers (α0, . . . , α2n−1)
satisfying (2.1) such that f is homothetic to a maxface associated to the following
Weierstrass data of fold-type:
(2.10) g = zn−1, ω =
iΛdz∏2n−1
j=0 (z − eiαj )
,
where
(2.11) Λ := exp i
(
α0 + · · ·+ α2n−1
2
)
.
9
Proof. Let n be the order of the Kobayashi surface f . If n = 2, then f has no
umbilics (cf. Corollary 1.10) and the degree of Gauss map is equal to 1. In this
case, by a suitable Mo¨bius transformation in S2 preserving the unit circle S1, we
may assume that g = z. Namely, we may set b1 = 0, and get the assertion. So we
may assume that n ≥ 3, Since Q has no zeros on S1 (cf. Corollary 1.10), the fact
that f ◦ I = f implies there are at least two umbilics on f . So by our assumption,
the number of umbilics must be exactly two. By a suitable motion in R31, we may
assume that g(0) = 0, that is, b1 = 0. By a suitable Mo¨bius transformation in S
2
preserving the unit circle S1, we may also assume that z = 0 is an umbilic of f . In
this case, we may set
(2.12) b1 = · · · = bµ = 0, bµ+1, ..., bn−1 6= 0,
where 2 ≤ µ ≤ n − 1. If µ = n − 1, then bi = 0 (i = 1, ..., n − 1) and g = zn−1.
Suppose that µ < n− 1, by way of contradiction. Using (2.3) we write g = zµX/Y ,
where
X :=
n−1∏
i=µ+1
(z − bi), Y :=
n−1∏
i=µ+1
(1− biz).
Since
(2.13)
dg =
µzµ−1XY dz + zµ(dX)Y − zµX(dY )
Y 2
, ω =
iY 2dz∏2n−1
j=0 (e
−iαj/2z − eiαj/2) ,
we have
Q := ωdg = i
µzµ−1XY dz + zµ(dX)Y − zµX(dY )∏2n−1
j=0 (e
−iαj/2z − eiαj/2) dz.
Since the zeros of Y are not umbilics of f , the umbilics of f correspond to the zeros
of dg (cf. Corollary 1.10). Since f has exactly two umbilics, we can write
(2.14) dg =
C(z)zn−2
Y 2
dz (C(z) 6= 0).
Comparing (2.13) and (2.14), we have that
(2.15) C(z)zn−µ−1 = µXY + z(dX)Y − zX(dY ).
By (2.12), the right hand side does not vanish at z = 0, a contradiction. Hence, we
have µ = n− 1. In particular, (2.3) reduces to (2.10). 
A Kobayashi surface (cf. Definition 2.2) associated to the Weierstrass data
as in (2.10) is called a Kobayashi surface of principal type with angular data
(α0, ..., α2n−1). In other words, Kobayashi surfaces of principal type are obtained by
setting b1 = · · · = bn−1 = 0 in (2.3). We denote by K0n(⊂ Kn) the set of Kobayashi
surfaces of principal type (cf. Definition 2.2 for Kn). A Kobayashi surface which is
not of principal type is called of general type.
Proposition 2.5. The set K2 of Kobayashi surfaces of order 2 has 3 degrees of
freedom, and the set Kn Kobayashi surfaces of order n(≥ 3) has 4n− 7 degrees of
freedom, up to congruence and homothety. Moreover, there are 2n − 1 degrees of
freedom for K0n, up to congruence and homothety. Furthermore, Kobayashi surfaces
of order less than 4 are all of principal type.
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Proof. We suppose n ≥ 3. Then f has umbilics. Let z = b be such an umbilic of
f , then it is a zero of Q. We may assume that the maximum value of the orders of
zeros of Q is attained at z = b. By a suitable Mo¨bius transformation, we may set
b = 0. Then it holds that dg(0) = 0. Without loss of generality, we may also assume
g(0) = 0, and have the following expression like as in the proof of Corollary 2.4;
(2.16) g = zµ
n−µ−1∏
i=1
z − bi
1− biz
, ω =
i
∏n−µ−1
i=1 (1− biz)2∏2n−1
j=0 (e
−iαj/2z − eiαj/2)dz (2 ≤ µ ≤ n− 1).
We may fix µ equal to 2 in (2.16) by allowing some of the bi to be zero. Thus
(2.16) has n− 3 complex parameters b1, ..., bn−3 in the unit disk and 2n− 1 (real)
parameters α1, ...., α2n−1 on the interval [0, 2pi). Therefore, Kn (n ≥ 3) has 4n− 7
degrees of freedom, up to congruence and homothety. On the other hand, the
surfaces of principal type satisfy µ = n − 1, and they can be controlled by the
2n− 1 angular parameters α1, ..., α2n−1, since α0 = 0. If n = 3,
2 ≤ µ ≤ n− 1 = 2
holds, and so µ = n−1, in particular, K3 consists only of surfaces of principal type.
If n = 2, we can normalize b1 = 0 by a suitable Mo¨bius transformation fixing
the unit circle. Then, we may set
(2.17) g = z, ω =
iei(α1+α2+α3)/2
(z − 1)(z − eiα1)(z − eiα2)(z − eiα3)dz,
that is, K2 consists only of surfaces of principal type, and can be controlled by the
3 parameters α1, α2, α3. 
Example 2.6 (Scherk-type surfaces). We set
(2.18) αj :=
pij
n
(j = 0, ..., 2n− 1).
Regarding the fact that
∑2n−1
j=0 αj = (2n− 1)pi, (2.10) reduces to
(2.19) g = zn−1, ω =
dz
z2n − 1 (n = 2, 3, 4, ...).
Its companion (−ig, ω) is the Weierstrass data of the minimal surface called the
Scherk saddle tower given in [11]. The maximal surface Sn induced by (2.19) is the
most important example of a Kobayashi surface of principal type. (The fact that
S2 induces an entire graph was shown in Kobayashi [12], see also Example 1.7.) We
shall show later that Sn can be real analytically extended as an entire graph for
n ≥ 3.
Example 2.7 (Jorge-Meeks type maximal surfaces). We set
(2.20) α2j = α2j+1 :=
2pij
n
(j = 0, 1, ..., n− 1).
Then (2.10) reduces to
(2.21) g = zn−1, ω =
idz
(zn − 1)2 (n = 2, 3, 4, ...),
and its companion (−ig, ω) is the Weierstrass data of the minimal surface called
the Jorge-Meeks n-noid. So, the induced maxface is called the Jorge-Meeks type
maximal surface, and we denote it by Jn. As shown in the authors’ previous work
11
[5], the analytic extension of Jn is properly embedded for all n ≥ 2. Although Jn
(n ≥ 3) is not, the surface J2 is an entire graph of mixed type, given in (0.1).
We next consider the Kobayashi surface satisfying {α0, α1, α2, α3} ⊂ {0, pi}. The
surface of type (0, 0, pi, pi) is J2 as in Example 2.7. The most degenerate case is of
type (0, 0, 0, 0) as follows:
Example 2.8 (The ruled Enneper surface). In case of (α0, α1, α2, α3) = (0, 0, 0, 0),
we have
g = z, ω =
idz
(1 − z)4 ,
and it induces the following Kobayashi surface
f =
(
sin θ(−6u cos θ + cos(2θ) + 5)
12(cos θ − u)3 ,
sin θ
(−3u cos θ + cos(2θ) + 3u2 − 1)
6(cos θ − u)3 ,
− u cos θ − 1
2(u− cos θ)2
)
,
where z = reiθ and u := (r + r−1)/2. Then f can be extended to the region
{(u, θ) ; 1 > u > cos θ}, which is denoted by f˜ . The image of f˜ coincides with the
set satisfying (see Figure 2.1, left)
Φ = 0, Φ :=
4t3
3
+ 4t2x+ 4tx2 − 2ty + t+ 4x
3
3
− 2xy.
Since
Φy = −2(x+ t), Φt|(t,x,y)=(t,−t,y) = 1− 2y, Φx|(t,x,y)=(t,−t,y) = −2y,
the gradient vector (Φt,Φx,Φy) never vanishes on R
3. Hence the set Φ = 0 has
no self-intersections. Thus the analytic extension of the Kobayashi surface with
angular parameter (0, 0, 0, 0) is embedded, that is, the problem is affirmative even
for this case. The resulting surface is a ruled surface found in Kobayashi [12], and is
called the conjugate of Enneper’s surface of 2nd kind. In fact, Φ(t, x, y) = 0 implies
that
Φ
(
t− k, x+ k, y − k
2(t+ x)
)
= 0
for all k ∈ R. Space-like ruled maximal surfaces in R31 are classified in [12].
Figure 2.1. Example 2.8 (left) and Example 2.9 (right)
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Example 2.9. We set n = 2 and α0 = α1 = α2 = 0 and α3 = pi. Then (2.10) for
b1 = 0 reduces to
(2.22) g = z, ω =
−dz
(z − 1)3(z + 1) .
By setting z = reiθ, the induced maximal surface is given by
(2.23) f =
1
8
(
A+B,A−B,−8r sin θ
D−
)
,
where
A = −4
(
r3 + r
)
cos θ
D2−
+
8r2
D2−
, B = log
D+
D−
, D± = r
2 ± 2r cos θ + 1.
In particular, the image of f lies in the set (see Figure 2.1)
G = {(t, x, y) ∈ R31 ; Φ = 0} , Φ := 12(e4(t+x) − 1) + 2(t− x)− 4y2 = 0.
Since Φt = 2 + 2e
4(t+x) ≥ 2(> 0), [17, Corollary 1] yields that G can be realized
as the image of an entire graph of x, y. This implies that G can be considered
as the analytic extension of f . It should be remarked that Akamine [1] indepen-
dently found this surface. Moreover, he showed that the surface can be foliated by
parabolas.
3. Analytic extension of Kobayashi surfaces
A Kobayashi surface f of order n is invariant under the symmetry r 7→ 1/r,
where z = reiθ. The singular set S1 := {|z| = 1} of f coincides with the fixed point
set under the symmetry. So, like as the case of the Jorge-Meeks type maximal
surface (cf. (2.21)) discussed in the authors’ previous work [5], it is natural to
expect that we can introduce a new variable u by
(3.1) u :=
r + r−1
2
,
which is invariant under the symmetry r 7→ 1/r. We set
D¯∗1 := {z ∈ C ; 0 < |z| ≤ 1}.
To obtain the analytic extension of the image of f , we define an analytic map
ι : D¯∗1 ∋ z = reiθ 7→ (
r + r−1
2
, θ) ∈ R×R/2piZ.
The image of the map ι is given by
Ωˆn := {(u, θ) ∈ R×R/2piZ ; u ≥ 1}.
The map ι is bijective, whose inverse is given by
ι−1 : Ωˆn ∋ (u, θ) 7→ (u−
√
u2 − 1, θ) ∈ D¯∗1 .
If we regard f as a function of (u, θ), the origin z = 0 in the original source space
of f does not lie in the (u, θ)-plane. To indicate what the origin in the old complex
coordinate z becomes in the new real coordinates (u, θ), we attach a new point p∞
to Ωˆn as the ‘point at infinity’, and extend the map ι so that
ι(0) = p∞.
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Figure 3.1. The figure of Ω := Ωα0,...,α3 for n = 2 and N = 4
Hence we have a one-to-one correspondence between {|z| ≤ 1} and Ωˆn ∪ {p∞}. In
particular, Ωˆn ∪{p∞} can be considered as an analytic 2-manifold. The purpose of
this section is to prove the following:
Theorem 3.1. Let f be a Kobayashi surface associated to the Weierstrass data as
in (2.3). Then df(z) = Re(−2g, 1 + g2, i(1 − g2))ω can be parametrized using new
parameters u = (r + r−1)/2 and θ, where z = reiθ (r > 0, θ ∈ [0, 2pi)). Moreover,
df ◦ ι can be analytically extended on the set
(3.2) Ωα0,...,α2n−1 :=
{
(u, θ) ∈ R×R/2piZ ; u > max
j=1,...,N
[
cos
(
θ − αij
)]}∪{p∞},
where
(3.3) 0 = αi1 < · · · < αiN < 2pi (0 = i1 < i2 < · · · < iN ≤ 2n− 1)
are the distinct angular values in (2.1).
For the sake of simplicity, we set
(3.4) βj := αij+1 (j = 0, ..., N − 1), βN := 2pi
and (cf. Figure 3.1)
(3.5)
γj :=
βj + βj+1
2
, (j = 0, . . . , N − 1),
Ij :=
{[
γj−1, γj
]
(j = 1, . . . , N − 1),
[0, γ0] ∪ [γN−1, 2pi] (j = 0).
To prove the theorem, we prepare the following lemma:
Lemma 3.2. For each pair of numbers i, j ∈ {0, . . . , N − 1} (i 6= j), the following
inequality holds
(3.6) cos(θ − βi) ≥ cos(θ − βj) (θ ∈ Ii).
Moreover, equality holds if and only if (j, θ) = (i − 1, γi−1) or (j, θ) = (i+ 1, γi).
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Proof. Instead of R, we consider R/2piZ, and then the assertion is invariant under
the cyclic permutation of β0, ..., βN−1. So, it is sufficient to consider the case that
i ≥ 1 and j ≥ 2. It holds that
(3.7) cos(θ − βi)− cos(θ − βj) = 2 sin
(
βi − βj
2
)
sin
(
θ − βi + βj
2
)
.
Since θ ∈ Ii, we have
θ − βi + βj
2
∈
[
γi−1 − βi + βj
2
, γi − βi + βj
2
]
=
[
βi−1 − βj
2
,
βi+1 − βj
2
]
.
If j ≤ i− 1, then βj ≤ βi−1 < βi and βi+1 − βj < 2pi hold, and
θ − βi + βj
2
∈
[
βi−1 − βj
2
,
βi+1 − βj
2
)
⊂ [0, pi) , βi − βj
2
∈ (0, pi).
Hence, by (3.7) we have (3.6). Equality holds if and only if j = i− 1 and θ = γi−1.
On the other hand, if j ≥ i+ 1, then βj ≥ βi+1 > βi and βi−1 − βj > −2pi hold.
Thus we have
θ − βi + βj
2
∈
(
βi−1 − βj
2
,
βi+1 − βj
2
]
⊂ (−pi, 0] , βi − βj
2
∈ (−pi, 0).
So (3.7) implies (3.6) and the equality condition. 
As a consequence, the following two assertions hold:
Corollary 3.3. Suppose that θ ∈ Ij. Then (u, θ) ∈ Ωα0,...,α2n−1 if and only if
u > cos(θ − βj).
Corollary 3.4. If (u, θ) ∈ Ωα0,...,α2n−1 then
u > min
j=0,1,...,2n−1
{
cos
(
αj+1 − αj
2
)}
(α2n := 2pi).
Proof. Without loss of generality, we may assume that θ ∈ I1. Then cos(θ − β1)
takes a minimum at θ = γ0 or θ = γ1. So we have
u > min {cos(γ0 − β1), cos(γ1 − β1)}
= min
{
cos
(
β1 − β0
2
)
, cos
(
β2 − β1
2
)}
≥ min
j=0,1,...,2n−1
{
cos
(
αj+1 − αj
2
)}
.

Proof of Theorem 3.1. We set 2fzdz = (ϕ0, ϕ1, ϕ2). Then, it holds that
(3.8) ϕ0 := −2gω, ϕ1 := (1 + g2)ω, ϕ2 := i(1 − g2)ω.
Using (2.3), we have that
(3.9) ϕk(= ϕˆkdz) =
pk(z)
q(z)
dz (k = 0, 1, 2),
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where
q(z) :=
2n−1∏
j=0
(e−iαj/2z − eiαj/2),(3.10)
p0(z) := −2i
n−1∏
i=1
(
(z − bi)(1− b¯iz)
)
,(3.11)
pk(z) := i
k
(
n−1∏
i=1
(1− b¯iz)2 − (−1)k
n−1∏
i=1
(z − bi)2
)
(k = 1, 2).(3.12)
Moreover, it holds that
(3.13) |q(z)|2 = 4nr2n
2n−1∏
j=0
(
u− cos(θ − αj)
)2
(u =
r + r−1
2
),
where z = reiθ. We now fix an index k ∈ {0, 1, 2}, and set
p(z) := pk(z), ϕ(z) := ϕk(z).
It holds that
(3.14) p(1/z¯) = − p(z)
z¯2n−2
, q(1/z¯) =
q(z)
z¯2n
.
Since u = (r + r−1)/2, we have du = (r2 − 1)dr/(2r2) and
ϕ =
(
zp(z)
q(z)
2r
r2 − 1
)
du+
izp(z)
q(z)
dθ.
Thus, we can write
Re(ϕ) =
X(r, θ)du+ iY (r, θ)dθ
2|q(z)|2 ,
where
X(r, θ) :=
zp(z)q(z) + z¯q(z)p(z)
(r − r−1)/2 , Y (r, θ) := zp(z)q(z)− z¯q(z)p(z).
Using (3.14), one can easily verify that
X(1/r, θ) =
X(r, θ)
r4n
, Y (1/r, θ) =
Y (r, θ)
r4n
.
By Proposition A.3, there exist two polynomials x(u, θ) and y(u, θ) in u with pa-
rameter θ such that
X(r, θ) = r2nx(u, θ), Y (r, θ) = r2ny(u, θ).
Hence we have the expression
Re(ϕ) =
x(u, θ)du + y(u, θ)dθ
2× 4n∏2n−1j=0
(
u− cos(θ − αj)
)2 .
By Lemma 3.2, the denominator of Re(ϕ) does not vanish on Ωα0,....,α2n−1, which
proves the assertion. 
Thus, the three closed forms Re(ϕk) (k = 0, 1, 2) are well-defined on a simply
connected 2-manifold Ωα0,....,α2n−1, and the following assertion immediately follows:
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Corollary 3.5. Let f be a Kobayashi surface associated to the Weierstrass data
as in (2.3). Then f˜ := f ◦ ι : Ωˆn ∪ {p∞} → R31 can be analytically extended to the
domain Ωα0,....,α2n−1.
From now on, we consider f˜ as a map defined on Ωα0,....,α2n−1.
Proposition 3.6. Let f be a Kobayashi surface of principal type associated to the
Weierstrass data as in (2.10). Suppose that α0, ..., α2n−1 are all distinct. Then
f˜ = (x˜0, x˜1, x˜2) has the following expressions:
(3.15)
x˜0 = −
2n−1∑
j=0
Aj log
(
u− cos(θ − αj)
)
,
x1 =
2n−1∑
j=0
Aj
(
cos(n− 1)αj
)
log
(
u− cos(θ − αj)
)
,
x2 =
2n−1∑
j=0
Aj
(
sin(n− 1)αj
)
log
(
u− cos(θ − αj)
)
,
where
(3.16)
Aj :=
(−1)n+1
22n−1

 ∏
i∈{0,...,2n−1}\{j}
sin
αj − αi
2


−1
∈ R\{0}, (j = 0, . . . , 2n−1).
Proof. We use the expression (3.8). Since α0, ..., α2n−1 are all distinct, we have the
following partial fractional decomposition:
(3.17) ϕk =
2n−1∑
j=0
Bk,j
z − eiαj dz (k = 0, 1, 2),
where Bk,j ∈ R (j = 0, ..., 2n− 1) is the residue of the meromorphic 1-form ϕk on
S2 at z = eiαj . By a straightforward calculation, we have
B0,j = −2Aj, B1,j = 2Aj cos(n− 1)αj, B2,j = 2Aj sin(n− 1)αj .
The residue formula yields that
(3.18)
2n−1∑
j=0
Aj =
2n−1∑
j=0
Aj cos(n− 1)αj =
2n−1∑
j=0
Aj sin(n− 1)αj = 0.
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By integrating (3.17), we get
x0 = Re
∫
ϕ0 = −2Re
2n−1∑
j=0
Aj log(z − eiαj ) = −
2n−1∑
j=0
Aj log |z − eiαj |2
= −
2n−1∑
j=0
Aj log
[
2r
(
1
2
(
r +
1
r
)
− cos(θ − αj)
)]
= −
2n−1∑
j=0
Aj log
(
1
2
(
r +
1
r
)
− cos(θ − αj)
)
− log(2r)
2n−1∑
j=0
Aj
= −
2n−1∑
j=0
Aj log
(
1
2
(
r +
1
r
)
− cos(θ − αj)
)
.
Similarly, we have
x1 = 2Re
2n−1∑
j=0
Aj
(
cos(n− 1)αj
)
log(z − eiαj )
=
2n−1∑
j=0
Aj
(
cos(n− 1)αj
)
log
(
1
2
(
r +
1
r
)
− cos(θ − αj)
)
,
x2 =
2n−1∑
j=0
Aj
(
sin(n− 1)αj
)
log
(
1
2
(
r +
1
r
)
− cos(θ − αj)
)
.
Since u = (r + r−1)/2, we get the assertion. 
4. Entire graphs induced by Kobayashi surface
Let f be a Kobayashi surface associated to the Weierstrass data as in (2.3). We
denote by
f˜ = (x˜0, x˜1, x˜2) : Ωα0,....,α2n−1 → R31
its analytic extension. We firstly consider the principal case:
Lemma 4.1. Let f˜ = (x˜1, x˜2, x˜3) be the analytic extension of the Kobayashi surface
f of principal type associated to the Weierstrass data as in (2.10). Then the map
(x˜1, x˜2) : Ωα0,....,α2n−1 → R2 is an immersion if and only if
(4.1) |αj − αj+1| ≤ pi
n− 1 (j = 0, ..., 2n− 1),
where α2n := 2pi and α0, ..., α2n−1 are not necessarily distinct.
Proof. We can use the technique given in [5], that is, we use the identity
(4.2)
∂(x˜i, x˜j)
∂(u, θ)
=
−ir3
r2 − 1
∣∣∣∣ϕˆi ϕˆiϕˆj ϕˆj
∣∣∣∣ ,
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where ϕk = ϕˆk dz (k = 0, 1, 2) On the z-plane, it holds that
∂(x˜1, x˜2)
∂(u, θ)
=
−ir3
r2 − 1 ·
∣∣∣∣ϕˆ1 ϕˆ1ϕˆ2 ϕˆ2
∣∣∣∣ = −ir3r2 − 1 ·
∣∣∣∣ iΛ(1 + z2n−2) −iΛ¯(1 + z¯2n−2)−Λ(1− z2n−2) −Λ¯(1− z¯2n−2)
∣∣∣∣∣∣∣∣∣∣
2n−1∏
j=0
(z − eiαj )2
∣∣∣∣∣∣
=
−r3
r2 − 1 ·
2− 2|z|4n−4
22nr2n
2n−1∏
j=0
(
u− cos(θ − αj)
)2 = U2n−3(u)
22n−1
2n−1∏
j=0
(
u− cos(θ − αj)
)2 ,
where u := (r+r−1)/2, Λ is as in (2.11), and U2n−3(u) is the Chebyshev polynomial
of the second kind of degree 2n− 3, and we have used the second identity of (A.2).
By the real analyticity of x˜1, x˜2, the above identity holds on Ωα0,....,α2n−1. By (4.1)
and Corollary 3.4, we have
u > min
j=0,...,2n−1
cos
αj+1 − αj
2
≥ cos pi
2(n− 1) > cos
pi
2n− 3 .
By [5, Proposition A.3], U2n−3(u) is monotone increasing on [cos
pi
2n−3 ,∞) and
U2n−3(u) > U2n−3
(
cos
pi
2(n− 1)
)
= 0,
which implies that ∂(x˜1, x˜2)/∂(u, θ) 6= 0 on Ωα0,....,α2n−1, and we can conclude that
(u, θ) 7→ (x˜1, x˜2) is an immersion.
On the other hand, if (α0, ..., α2n−1) does not satisfy the condition (4.1), then
we may set α0 = 0 (cf. Remark 2.3) and α1 > pi/(n− 1). We set
u0 := cos
pi
2(n− 1) , θ0 :=
α1
2
.
By Corollary 3.3, we have (u0, θ0) ∈ Ωα0,...,α2n−1. Since U2n−3(u0) = 0, we have
∂(x˜1, x˜2)
∂(u, θ)
∣∣∣∣
(u,θ)=(u0,θ0)
= 0.
In particular, the induced map (x˜1, x˜2) of the Kobayashi surface f is not an im-
mersion at (u0, θ0). So the condition (4.1) is sharp. 
Corollary 4.2. Let f be a Kobayashi surface of general type associated to the
Weierstrass data as in (2.3). Suppose that the inequality (4.1) holds. If b1, ..., bn−1
are sufficiently close to 0, then the map (x˜1, x˜2) : Ωα0,....,α2n−1 → R2 is an immer-
sion.
Proof. Applying the same technique as in the proof of Lemma 4.1, we have that
∂(x˜1, x˜2)
∂(u, θ)
= −4−nX(r, θ)/r
2n−2
(r − r−1)/2
2n−1∏
j=0
(u− cos(θ − αj))−2,
where we used the equations (4.2), (3.9), (3.12) and (3.13), and
X(r, θ) =
n−1∏
i=1
|b¯iz − 1|4 −
n−1∏
i=1
|z − bi|4
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can be considered as a polynomial in r with parameter θ of degree 4(n− 1), since
b1, ..., bn−1 lie in the unit disk. Moreover, it holds that
X(1/r, θ) = − 1
r4n−4
X(r, θ).
Hence, X is an anti-self-reciprocal polynomial in r of degree 4n−4. By Proposition
A.3 in the appendix, there exists a polynomial Y (u, θ) in u of degree 2n− 3 such
that
X(r, θ) = r2n−2
(
r − r−1
2
)
Y (u, θ).
Thus, we get the identity
∂(x˜1, x˜2)
∂(u, θ)
= 4−nY (u, θ)
2n−1∏
j=0
(u− cos(θ − αj))−2 .
Since the degree of Y (u, θ) is the same as that of U2n−3(u). By the continuity of
the roots of the equation Y (u, θ) = 0 with respect to the parameters b1, ..., bn−1,
we can conclude that (x˜1, x˜2) is an immersion on Ωα0,....,α2n−1. 
We next discuss the properness of the map (x˜1, x˜2):
Proposition 4.3. Let f be a Kobayashi surface of principal type associated to the
Weierstrass data as in (2.10). Suppose that the inequality (4.1) holds and also that
α0, ..., α2n−1 are distinct. Then (x˜1, x˜2) : Ωα0,...,α2n−1 → R2 is a proper immersion.
Proof. Let {(um, θm)}m=1,2,3,... be a sequence on Ωα0,...,α2n−1 converging to a point
(u∞, θ∞) on the boundary of Ωα0,...,α2n−1 in the (u, θ)-plane. Then it is sufficient
to show that (x˜1(um, θm), x˜2(um, θm)) diverges. We first consider the case θ∞ 6= γj
(j = 0, 1, . . . , 2n − 1), where γj is defined in (3.5). Without loss of generality, we
may assume that θ∞ ∈ I1 \ {γ0, γ1}, where I1 is the closed interval as in (3.5). By
Lemma 3.2, we have
u∞ − cos(θ∞ − α1) = 0, u∞ − cos(θ∞ − αj) > 0 (j 6= 1).
By (3.15), we have(
x˜1
x˜2
)
= A1
(
cos(n− 1)α1
sin(n− 1)α1
)
X1 + (a bounded term),
where
(4.3) Xj = log
(
u− cos(θ − αj)
)
(j = 0, ..., 2n− 1).
Thus, (x˜1(um, θm), x˜2(um, θm)) is unbounded when m → ∞, since A1 6= 0. We
next consider the case that θ∞ = γj for some j. Without loss of generality, we may
assume that j = 1 and θ∞ = γ1. In this case X1 and X2 both tend to −∞. We
now assume that
α2 − α1 < pi
n− 1 .
Then we have(
x˜1
x˜2
)
=
(
A1 cos(n− 1)α1 A2 cos(n− 1)α2
A1 sin(n− 1)α1 A2 sin(n− 1)α2
)(
X1
X2
)
+ (a bounded term),
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which implies that (x˜1(um, θm), x˜2(um, θm)) is unbounded when m→∞. Here, we
used the fact that
(4.4)
∣∣∣∣A1 cos(n− 1)α1 A2 cos(n− 1)α2A1 sin(n− 1)α1 A2 sin(n− 1)α2
∣∣∣∣ = A1A2 sin
(
(n− 1)(α2 − α1)
)
6= 0.
Finally, we consider the case α2 − α1 = pi/(n− 1). In this case, we have
cos(n− 1)α2 = − cos(n− 1)α1,
and
x˜1 = A1X1 cos(n− 1)α1 +A2X2 cos(n− 1)α2 + (a bounded term)
= (A1X1 −A2X2) cos(n− 1)α1 + (a bounded term).
Similarly, it holds that
x˜2 = (A1X1 −A2X2) sin(n− 1)α1 + (a bounded term).
Regarding the fact that the sign of∏
j∈{0,...,2n−1}\{i}
sin
αj − αi
2
is equal to (−1)i+1, we can conclude that A1A2 < 0. Hence
lim
m→∞
|A1X1 −A2X2| =∞.
Since cos(n−1)α1 and sin(n−1)α1 do not vanish at the same time, either x˜1(um, θm)
or x˜2(um, θm) diverges as m→∞, which proves the assertion. 
Corollary 4.4. Let f be a Kobayashi surface of general type associated to the
Weierstrass data as in (2.3). Suppose that the inequality
(4.5) |αj − αj+1| < pi
n− 1 (j = 0, ..., 2n− 1)
holds, and also that α0, ..., α2n−1 are distinct. If b1, ..., bn−1 are sufficiently close to
0, then the map (x˜1, x˜2) : Ωα0,...,α2n−1 → R2 is a proper immersion.
Proof. Regarding the expressions (3.9) and using the assumption that α0, ..., α2n−1
are distinct, we can write
ϕk =
2n−1∑
j=0
Bk,j
z − eiαj dz (k = 0, 1, 2),
where Bk,j are real numbers depending on the coefficients of the polynomials pk(z)
given in (3.11), (3.12). In particular, Bk,j depend continuously on the n − 1 pa-
rameters b1, ..., bn−1. Since
x˜k =
1
2
2n−1∑
j=0
Bk,j log
(
u− cos(θ − αj)
)
(k = 0, 1, 2),
one can prove the assertion using the same argument as in the proof of Proposi-
tion 4.3, using the identity(
x˜1
x˜2
)
=
1
2
(
B1,1 B1,2
B2,1 B2,2
)(
log
(
u− cos(θ − α1)
)
log
(
u− cos(θ − α2)
))+ (a bounded term),
21
and the limit formula
lim
(b1,...,bn−1)→0
1
2
(
B1,1, B1,2
B2,1, B2,2
)
=
(
A1 cos(n− 1)α1 A2 cos(n− 1)α2
A1 sin(n− 1)α1 A2 sin(n− 1)α2
)
.

We now get the following result:
Theorem 4.5. Let f be a Kobayashi surface of principal type associated to the
Weierstrass data as in (2.10). Suppose that (α2n := 2pi)
(4.6) |αj − αj+1| ≤ pi
n− 1 (j = 0, ...., 2n− 1),
and that α0, ..., α2n−1 are distinct. We let f˜ : Ωα0,...,α2n−1 → R31 denote its analytic
extension. Then the map (x˜1, x˜2) : Ωα0,...,α2n−1 → R2 is a diffeomorphism. In
particular, the image of f˜ gives a zero-mean curvature entire graph of mixed type.
Proof. This theorem follows immediately from Proposition 4.3, applying the fact
that proper immersions between the same dimensional manifolds are diffeomor-
phisms under the assumption that the target space is simply-connected (cf. [9,
Corollary]). 
Similarly, the following assertion immediately follows from Corollary 4.4.
Theorem 4.6. Let f be a Kobayashi surface of general type associated to the
Weierstrass data as in (2.3). Suppose that the inequality
(4.7) |αj − αj+1| < pi
n− 1 (j = 0, ..., 2n− 1),
and also that α0, ..., α2n−1 are distinct. We let f˜ : Ωα0,...,α2n−1 → R31 denote its
analytic extension. If b1, ..., bn−1 are sufficiently close to 0 then the map
(x˜1, x˜2) : Ωα0,...,α2n−1 → R2
is a diffeomorphism. In particular, the image of f˜ gives a zero-mean curvature
entire graph of mixed type. As a consequence, we get a (4n − 7)-parameter family
of zero-mean curvature entire graphs up to congruence and homothety.
Remark 4.7. The assumption in the theorem that b1, ..., bn−1 are sufficiently close to
0 is crucial, and in fact, for larger b1, ..., bn−1, the corresponding Kobayashi surface
might not give an entire graph. In fact, let fb be the Kobayashi surface of order 4
with angular data αj = pij/4 (j = 0, 1, ..., 7) whose Weierstrass data is
g = z2
z − b
1− bz , ω =
(1 − bz)2
z8 − 1 dz.
We know that the analytic extension of the image of fb gives an entire graph if |b|
is sufficiently small. However, for example, if we set b = −0.75, fb appears to have
self-intersections. (See Figure 4.1).
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Figure 4.1. The figure of fb for b = −0.75
5. The condition for f˜ of principal type to be immersed
In this section, we consider Kobayashi surfaces of principal type with an angular
data (α0, ..., α2n−1) satisfying the weaker condition (cf. (4.1))
(5.1) |αj − αj+1| ≤ 2pi
n− 1 (j = 0, ..., 2n− 1),
where α2n := 2pi. Under this condition, we prove the following:
Lemma 5.1. Let f be a Kobayashi surface of principal type associated to the Weier-
strass data as in (2.10). Then f˜ : Ωα0,....,α2n−1 → R31 is an immersion if and only
if (α0, ..., α2n−1) satisfies (5.1). (Here α0, ..., α2n−1 are not necessarily distinct.)
Proof. Using (4.2), we have (see (2.11) for the definition of Λ)
∂(x˜0, x˜1)
∂(u, θ)
=
−ir3
r2 − 1 ·
∣∣∣∣ϕˆ0 ϕˆ0ϕˆ1 ϕˆ1
∣∣∣∣ = −ir3r2 − 1 ·
∣∣∣∣ −2iΛzn−1 2iΛ¯z¯n−1iΛ(1 + z2n−2) −iΛ¯(1 + z¯2n−2)
∣∣∣∣∣∣∣∣∣∣
2n−1∏
j=0
(z − eiαj )2
∣∣∣∣∣∣
=
2ir3
r2 − 1 ·
zn−1 + zn−1z¯2n−2 − z¯n−1 − z¯n−1z2n−2
22nr2n
2n−1∏
j=0
(
u− cos(θ − αj)
)2
=
4(rn−1 − r−n+1)
r − r−1 ·
sin(n− 1)θ
22n
2n−1∏
j=0
(
u− cos(θ − αj)
)2
=
Un−2(u) sin(n− 1)θ
22n−2
2n−1∏
j=0
(
u− cos(θ − αj)
)2
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and
∂(x˜0, x˜2)
∂(u, θ)
=
−ir3
r2 − 1 ·
∣∣∣∣ϕˆ0 ϕˆ0ϕˆ2 ϕˆ2
∣∣∣∣ = −ir3r2 − 1 ·
∣∣∣∣ −2iΛzn−1 2iΛ¯z¯n−1−Λ(1− z2n−2) −Λ¯(1− z¯2n−2)
∣∣∣∣∣∣∣∣∣∣
2n−1∏
j=0
(z − eiαj )2
∣∣∣∣∣∣
=
−Un−2(u) cos(n− 1)θ
22n−2
2n−1∏
j=0
(
u− cos(θ − αj)
)2 ,
where Un−2 is the Chebyshev polynomial of the second kind of degree n− 2. Since
|αj − αj+1| ≤ 2pi/(n− 1), Corollary 3.4 yields that
u > cos
pi
n− 1 > cos
pi
n− 2 .
By [5, Proposition A.3], Un−2(u) is monotone increasing on [cos
pi
n−2 ,∞) and
Un−2(u) > Un−2
(
cos
pi
n− 1
)
=
sinpi
sin(pi/(n− 1)) = 0
holds. In particular, Un−2(u) > 0 on Ωα0,....,α2n−1. Since
∂(x˜0, x˜1)
∂(u, θ)
,
∂(x˜0, x˜2)
∂(u, θ)
do not vanish simultaneously, we can conclude that f˜ is an immersion.
On the other hand, if (α0, ..., α2n−1) does not satisfy the condition (5.1), then f˜
is not an immersion. In fact, in this case, we may set α0 = 0 and α1 > 2pi/(n− 1).
We set
u0 := cos
(
pi
n− 1
)
, θ0 :=
α1
2
.
By Corollary 3.3, (u0, θ0) ∈ Ωα0,...,α2n−1. Since Un−1(u0) = 0, we have
∂(x˜0, x˜1)
∂(u, θ)
∣∣∣∣
(u,θ)=(u0,θ0)
=
∂(x˜0, x˜2)
∂(u, θ)
∣∣∣∣
(u,θ)=(u0,θ0)
= 0.
On the other hand, the identity sin(2n − 2)θ = 2 sin(n − 1)θ cos(n − 1)θ induces
the relation U2n−3 = 2Tn−1Un−2 for the Chebyshev polynomials. In particular,
U2n−3(u0) = 0 and (see the proof of Lemma 4.1)
∂(x˜1, x˜2)
∂(u, θ)
∣∣∣∣
(u,θ)=(u0,θ0)
= 0.
Hence f˜ is not an immersion at (u0, θ0). 
We next discuss the properness of the map f˜ :
Proposition 5.2. Let f be a Kobayashi surface of principal type associated to the
Weierstrass data as in (2.10). Suppose that the inequalities
(5.2) |αj − αj+1| < 2pi
n− 1 (j = 0, ..., 2n− 1)
hold, and also that α0, ..., α2n−1 are distinct. Then f˜ : Ωα0,...,α2n−1 → R31 is a
proper immersion.
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Proof. By the previous lemma, we know that f˜ is an immersion. So, we will show
that f˜ is proper. Let {(um, θm)}m=1,2,3,... be a sequence on Ωα0,...,α2n−1 converging
to a point (u∞, θ∞) on the boundary of Ωα0,...,α2n−1. Then it is sufficient to show
that f˜(um, θm) diverges. In the case that θ∞ 6= γj (j = 0, 1, . . . , 2n − 1), we
can conclude that f˜(um, θm) diverges using the same argument as in the proof of
Proposition 4.3, where γj is defined in (3.5). (The proof of Proposition 4.3 is given
under the assumption that α0, ..., α2n−1 are distinct.) So it is sufficient to consider
the case that θ∞ = γj for some j. Without loss of generality, we may assume that
j = 1 and θ∞ = γ1. In this case, we have
x˜0x˜1
x˜2

 =M (X1
X2
)
+ (a bounded term),
where X1 and X2 are given in (4.3) and
M :=

 A1 A2A1 cos(n− 1)α1 A2 cos(n− 1)α2
A1 sin(n− 1)α1 A2 sin(n− 1)α2

 .
This implies that f˜(um, θm) is unbounded as m→∞ if the rank of the matrix M
is 2. In fact, since A1, A2 6= 0 we have
rank(M) = 1 + rank
(
cos(n− 1)α2 − cos(n− 1)α1
sin(n− 1)α2 − sin(n− 1)α1
)
,
and(
cos(n− 1)α2 − cos(n− 1)α1
sin(n− 1)α2 − sin(n− 1)α1
)
= 2 sin
(
(n− 1)α2 − α1
2
)(− sin(n− 1)γ1
cos(n− 1)γ1
)
never vanishes because 0 < |α2 − α1| < 2pi/(n− 1). So we get the assertion. 
In the authors’ numerical experiments, the following question has naturally
arisen:
Problem. Let f be a Kobayashi surface of principal type associated to the Weier-
strass data as in (2.10). Suppose that (α0, ..., α2n−1) satisfies (5.1) but not (4.7).
(Here α0, ..., α2n−1 are not necessarily distinct.) Then, can one find a suitable con-
dition for the analytic extension f˜ : Ωα0,....,α2n−1 → R31 to be properly embedded?
As a special case, the authors proved the proper embeddedness of the analytic
extension of the Jorge-Meeks type maximal surface Jn as a Kobayashi surface of
principal type of order n, in the previous work [5]. However, if n = 3, the Kobayashi
surface of principal type with angular data (0, 3pi/4, 3pi/2, 5pi/3, 7pi/4, 11pi/6) has
an immersed analytic extension having self-intersections (cf. Figure 5.1). On the
other hand, for n = 2, the condition (5.1) gives no restriction for the angular data
(α0, α1, α2, α3). We can prove the following, which tells us that the problem is
affirmative when n = 2:
Theorem 5.3. Let f be a Kobayashi surface of order 2. Then its analytic extension
f˜ : Ωα0,α1,α2,α3 → R31 (α0 = 0) is properly embedded.
Proof. By Proposition 2.5, f is a Kobayashi surface of principal type. We may
assume that its Weierstrass data is written as in (2.17).
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Figure 5.1. Kobayashi surface of principal type with angular
data (0, 3pi/4, 3pi/2, 5pi/3, 7pi/4, 11pi/6).
We first consider the case that the angular data α0, ..., α3 are distinct. By Propo-
sition 5.2, f˜ is a proper immersion. So it is sufficient to show that f˜ is an injection.
Using (3.15) and (3.18), we can write
x˜0x˜1
x˜2

 =

 A1(X1 −X0) +A2(X2 −X0) +A3(X3 −X0)−A1(X1 −X0) cosα1 −A2(X2 −X0) cosα2 −A3(X3 −X0) cosα3
−A1(X1 −X0) sinα1 −A2(X2 −X0) sinα2 −A3(X3 −X0) sinα3


= R

Y1Y2
Y3

 (Yj := Xj −X0, j = 1, 2, 3),
where
Xj := log
(
u− cos(θ − αj)
)
(j = 0, 1, 2, 3)
and
R :=

 A1 A2 A3−A1 cosα1 −A2 cosα2 −A3 cosα3
−A1 sinα1 −A2 sinα2 −A3 sinα3

.
Since the determinant of R is equal to
4A1A2A3 sin
α2 − α1
2
sin
α3 − α2
2
sin
α3 − α1
2
(6= 0),
the matrix R is regular. Since
Yj = Xj −X0 = log u− cos(θ − αj)
u− cos θ (j = 1, 2, 3),
it is sufficient to show that the map Φ : Ω0,α1,α2,α3 → R3 given by
Φ(u, θ) :=
1
u− cos θ
(
u− cos(θ − α1), u − cos(θ − α2), u− cos(θ − α3)
)
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is injective. It holds that
Φ(u, θ) = 2

sin α12 0 00 sin α22 0
0 0 sin α32



sin α12 − cos α12sin α22 − cos α22
sin α32 − cos α32

(ξ
η
)
+

11
1

,
where
(5.3) ξ :=
cos θ
u− cos θ , η :=
sin θ
u− cos θ .
Since ∣∣∣∣sin α12 − cos α12sin α22 − cos α22
∣∣∣∣ = sin α2 − α12 6= 0,
the injectivity of Φ is equivalent to the injectivity of the map
(5.4) Ψ : Ω0,α1,α2,α3 ∋ (u, θ) 7→
1
u− cos θ (cos θ, sin θ) ∈ R
2.
This follows from the injectivity of the map
Ψ˜ : Ω0,α1,α2,α3 ∋ (u, θ) 7→ [u− cos θ : cos θ : sin θ] ∈ P 2,
where P 2 is the real projective plane. Suppose that Ψ˜(u1, θ1) = Ψ˜(u2, θ2). Since
uj − cos θj > 0 for (j = 1, 2), we have
[cos θ1 : sin θ1] = [cos θ2 : sin θ2]
and so θ2 − θ1 ≡ 0 mod pi, that is, cos θ2 = ± cos θ1. However cos θ2 6= − cos θ1
because of the fact that Ω0,α1,α2,α3 is contained in the upper half of the (u, θ)-plane.
This implies the injectivity of Ψ˜.
We next consider the case that
α0 = α1 = 0, α2 = α, α3 = β (0 < α < β < 2pi).
We can write (cf. (3.8))
ϕ0 =
[
iB′
(z − 1)2 +A
′
1
(
1
z − eiα −
1
z − 1
)
+A′2
(
1
z − eiβ −
1
z − 1
)]
dz.
In particular, A′1 and A
′
2 are residues of ϕ0 at z = e
iα and z = eiβ, respectively.
Then
B′ :=
1
2 sin α2 sin
β
2
, A′1 :=
1
4 sin2 α2 sin
α−β
2
, A′2 :=
1
4 sin2 β2 sin
β−α
2
hold. Moreover, we have that
ϕ1 =
[ −iB′
(z − 1)2 −A
′
1 cosα
(
1
z − eiα −
1
z − 1
)
−A′2 cosβ
(
1
z − eiβ −
1
z − 1
)]
dz,
ϕ2 =
[
−A′1 sinα
(
1
z − eiα −
1
z − 1
)
−A′2 sinβ
(
1
z − eiβ −
1
z − 1
)]
dz.
Integrating them, taking the real parts, and replacing parameter r by u, we have
that 
x˜0x˜1
x˜2

 = 1
2

−B′ A′1 A′2B′ −A′1 cosα −A′2 cosβ
0 −A′1 sinα −A′2 sinβ



X ′0X ′1
X ′2

,
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where
X ′0 :=
sin θ
u− cos θ , X
′
1 := log
(
u− cos(θ − α)
u− cos θ
)
, X ′2 := log
(
u− cos(θ − β)
u− cos θ
)
.
Since ∣∣∣∣∣∣
−B′ A′1 A′2
B′ −A′1 cosα −A′2 cosβ
0 −A′1 sinα −A′2 sinβ
∣∣∣∣∣∣ = B′A′1A′2 sin
α
2
sin
β
2
sin
α− β
2
,
it is sufficient to show that the map (u, θ) 7→ (X ′0, X ′1, X ′2) is a proper embed-
ding. The properness follows from the fact that at least one of the three functions
X ′0, X
′
1, X
′
2 diverges along the sequence {(um, θm)} converging to the boundary of
Ω0,0,α,β. We see that
 X ′0eX′1 − 1
eX
′
2 − 1

 =

 0 11− cosα − sinα
1− cosβ − sinβ

(ξ
η
)
,
where ξ, η are the functions given in (5.3). Thus, the embeddedness reduces to the
injectivity of the map Ψ (cf. (5.4)).
Similarly, we consider the case that
α0 = α1 = 0, α2 = α3 = α (0 < α < 2pi).
Then 
x˜0x˜1
x˜2

 =

−A′′ −A′′ −A′′B′′A′′ A′′ cosα A′′B′′
0 B′′/2 A′′



X ′′0X ′′1
X ′′2

,
where
A′′ :=
1
4 sin2 α2
, B′′ := cot(α/2),
and
(5.5) X ′′0 :=
sin θ
u− cos θ , X
′′
1 :=
sin(θ − α)
u− cos(θ − α) , X
′′
2 := log
(
u− cos(θ − α)
u− cos θ
)
.
Since ∣∣∣∣∣∣
−A′′ −A′′ −A′′B′′
A′′ A′′ cosα A′′B′′
0 B′′/2 A′′
∣∣∣∣∣∣ = −(A′′)3(1− cosα) 6= 0,
and (
X ′′0
eX
′′
2 − 1
)
=
(
0 1
1− cosα − sinα
)(
ξ
η
)
,
the embeddedness reduces to the injectivity of the map Ψ (cf. (5.4)). The proper-
ness follows from the fact that x˜2 diverges. In fact, either X
′′
1 or X
′′
2 diverges along
the sequence {(um, θm)} in Ω0,0,α,α converging to the boundary of Ω0,0,α,α.
Finally, we consider the case that (α0, α1, α2, α3) = (0, 0, 0, α). Then,
x˜0 + x˜1 =
1
4 sin(α/2)
X ′′2 , x˜2 = −
sinα
8 sin3(α/2)
X ′′2 −
1
2 sin(α/2)
X ′′0
hold, whereX ′′0 andX
′′
2 are given in (5.5). So, the assertion reduces to the injectivity
of the map (u, θ) 7→ (X ′′0 , X ′′2 ) proved as above. The properness follows from the fact
that either X ′′0 or X
′′
2 diverges along the sequence {(um, θm)} in Ω0,0,0,α converging
to the boundary of Ω0,0,0,α. In this case, we can prove that x˜2 diverges.
28
The remaining case that (α0, α1, α2, α3) = (0, 0, 0, 0) has been discussed in Ex-
ample 2.8, and one can easily check that the map f given in (2.23) is proper. So
we get the assertion. 
Appendix A. Generalized (anti-)self-reciprocal polynomials
Let
(A.1) p(r) = a0r
n + a1r
n−1 + · · ·+ an−1r + an
be a polynomial in r with complex coefficients. Then, the polynomial whose coef-
ficients are written in reverse order is given by
pˇ(r) = anr
n + an−1r
n−1 + · · ·+ a1r + a0,
which is called the reciprocal polynomial of p(r). If p(r) satisfies
pˇ(r) = p(r), (resp. pˇ(r) = −p(r)),
then it is called a self-reciprocal polynomial (resp. an anti-self-reciprocal polynomial).
The following assertion can be proved easily.
Lemma A.1. A given polynomial p(r) of degree n is self-reciprocal (resp. anti-
self-reciprocal) if and only if p(1/r) = p(r)/rn (resp. p(1/r) = −p(r)/rn).
Regarding this fact, we give the following definition:
Definition A.2. A given polynomial p(r) is called a generalized self-reciprocal poly-
nomial (resp. generalized anti-self-reciprocal polynomial) if there exists a positive
integer m such that p(1/r) = p(r)/rm (resp. p(1/r) = −p(r)/rm). The number m
is called the reciprocal order of the polynomial.
One can easily observe that for each generalized self-reciprocal polynomial (resp. gen-
eralized anti-self-reciprocal polynomial) Q(r), there exist a self-reciprocal polyno-
mial (resp. anti-self-reciprocal polynomial) p(r) and a non-negative integer l such
that Q(r) = rlp(r).
A Chebyshev polynomial Tn(r) (resp. Un−1(r)) of the first kind (resp. the second
kind) is a polynomial of degree n (resp. n− 1) satisfying the following identity
(A.2)
rn + r−n
2
= Tn
(
r + r−1
2
) (
resp.
rn − r−n
2
=
(
r − r−1
2
)
Un−1
(
r + r−1
2
))
.
The polynomial
p+(r) = r
n · r
n + r−n
2
(
resp. p−(r) = r
n · r
n − r−n
2
)
is a typical example of a self-reciprocal polynomial (resp. anti-self-reciprocal polynomial),
and the identity (A.2) is the special case of the following assertion:
Proposition A.3. Let p(r) be a generalized self-reciprocal polynomial (resp. gen-
eralized anti-self-reciprocal polynomial) of reciprocal order 2m. Then there exists a
polynomial q(u) such that
p(r) = rmq
(
r + r−1
2
)
, (resp. p(r) = rm
(
r − r−1
2
)
q
(
r + r−1
2
)
).
29
Proof. Let p(r) be a polynomial as in (A.1). In particular, p(r) is a polynomial in
degree n. Using the property of the Chebyshev polynomial Tn(r) of the first kind,
we have that
r−mp(r) =
r−mp(r) + rmp(1/r)
2
=
n∑
j=0
aj
rn−j−m + rm+j−n
2
=
n∑
j=0
ajT|n−j−m|
(
r + r−1
2
)
.
So the polynomial q(u) :=
∑n
j=0 ajT|n−j−m|(u) attains the desired property. The
case that p(r) is a generalized anti-self-reciprocal polynomial of reciprocal order
2m can also proved in the same manner using the properties of the Chebyshev
polynomial of the second kind.

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