ABSTRACT Recently, unmanned aerial vehicle (UAV) communications have attracted great research interest. Due to the limited on-board energy, the optimization of energy efficiency (EE) is critical for UAV communications. In this paper, we propose an EE maximization scheme for UAV swarm-enabled small cell networks using large-scale channel state information at the transmitter (CSIT). The proposed scheme provides an agile coordination strategy for the UAVs in a swarm under energy constraints. We first formulate the EE maximization problem, where the objective function is defined as the ratio of the ergodic total data size to the total energy consumption. After that, an accurate approximation is derived to remove the intractable expectation operator in the objective function. As the newly formulated problem is non-convex, we decompose it into two subproblems to optimize the transmit power and the hovering time in an iterative way. Further by leveraging the max-min and linear optimization tools, both subproblems are efficiently solved. Simulation results demonstrate the superiority of our EE maximization scheme.
I. INTRODUCTION
Nowadays, unmanned aerial vehicle (UAV) communications have attracted great research interest [1] , [2] . Deployed as mobile aerial base stations (BSs), the UAVs can adapt to the increasing demand for mobile terminals (MTs) in a vast coverage area, whereas the coverage area of conventional terrestrial BSs is usually limited [2] , [3] . Therefore, UAV communications have been regarded as promising techniques for future networks [1] - [5] .
In practice, the endurance of UAVs is an essential issue to be addressed in the design of UAV communication networks [1] , [2] . As most rotary-wing UAVs are small-sized and battery-powered [1] , the on-board energy of UAVs, including the propulsion energy and the communication energy, is extremely limited [2] , [6] . Hence, the The associate editor coordinating the review of this article and approving it for publication was Chi-Tsun Cheng. optimization of energy efficiency (EE) is critical for UAV-enabled networks, where a number of related works have been conducted [7] - [12] . Zeng et al. optimized the EE of UAVs in [7] , considering the energy consumption of UAV propulsion. Mozaffari et al. maximized the EE considering the total uplink power constraint of the Internet of Things (IoT) devices in [8] . Liu et al. proposed a novel UAV control strategy in [9] , which maximized the EE through deep reinforcement learning. Song et al. maximized the EE of multi-antenna UAV-enabled mobile relay in [10] , which discussed the trade-off between the throughput and propulsion energy consumption. Zhou et al. optimized the EE of UAVs for industrial internet in [11] , which proposed a UAV control strategy in smart grid. Ghorbel et al. minimized the energy consumption of UAVs to optimize the EE in [12] , which used the cognitive radio techniques.
The limited energy of a single UAV motivates the use of UAV swarm in networks [13] - [20] . The authors of [13] proposed a scheme to cover a given area with the minimum number of UAVs. In [14] , an energy-efficient multi-UAV coverage algorithm was proposed based on the game-theoretic framework. In [15] , a UAV swarm path planning algorithm was proposed considering the propulsion energy consumption of UAVs. The authors of [16] optimized the trajectory of a UAV swarm to serve users in a network using the shortest time. In [17] , a distributed UAV flocking model was proposed based on the positioning and communication techniques. In [18] , a layered UAV swarm network structure was proposed using a low-latency routing algorithm. The authors of [19] optimized the spectrum efficiency and EE jointly through trajectory planning. In [20] , the positioning of UAVs was optimized using deep Q-learning technique in dynamic UAV swarm networks. To further improve the performance of UAV swarm-enabled networks, aerial small cells were considered, where the UAVs work as small cells to provide high-speed services in a coordinated manner [21] - [23] . In [21] , a dynamic path planning algorithm was proposed for UAV-based aerial small cells. The authors of [22] proposed an energy-aware 3D deployment algorithm for UAV swarm-based aerial small cells. In [23] , the coverage of multiple UAVs was maximized in the presence of co-channel interference.
Due to the increasing service demand, the communication energy consumption of UAVs becomes considerable, which should be taken into account in the system design [15] , [24] , [25] . The authors of [15] considered the communication energy consumption in UAV path planning schemes to maximize the sum rate. In [24] , the communication energy was minimized by scheduling the hovering time of UAVs. In [25] , we jointly optimized the communication energy and hovering time to maximize the total data size for UAV-aided IoT communications. However, the optimization of EE for UAV-swarm enabled small cell networks has not been addressed in any of the previous works.
In this paper, we address the EE maximization issue for UAV swarm-enabled small cell networks. Motivated by practical constraints, we assume only the slowly-varying large-scale channel state information (CSI) is available for optimization. In contrast, a simplified free-space path-loss channel model was assumed in most previous works [15] , [16] , [18] , [24] . While adopting the simplified channel model can facilitate the mathematical analysis, it deviates from the realistic UAV channel conditions, which may cause severe performance degradation [25] . To characterize a realistic communication environment, a composite channel model was considered in the design of UAV swarm-enabled small cell networks [25] , [26] . This model considers both the line-of-sight (LOS) and non-line-ofsight (NLOS) channel elements, so that it is more practical than the simplified models. Concretely, this model includes both the large-scale channel fading, i.e. the position-related slowly-varying CSI, and the small-scale channel fading, i.e. the stochastic fast-varying CSI. It is worth noting that the small-scale CSI at the transmitter (CSIT) is in general not available prior to the UAV flight due to its inherent unpredictability. However, the large-scale CSIT can be acquired [25] , [27] , thanks to the fact that both the pre-scheduled trajectory of UAVs and the locations of MTs can be known prior to the flight [15] , [16] . The main contributions of this paper are summarized as follows.
• We formulate an EE maximization problem for UAV swarm-enabled small cell networks with large-scale CSIT, where the objective is to maximize the ratio of the ergodic total data size to the total energy consumption. We propose an accurate approximation using a newly derived analytic function to remove the intractable expectation operator in the objective function to simplify the problem.
• We further decompose the simplified EE maximization problem into two subproblems. One subproblem is to find the optimal coordinated power allocation strategy, which is a nonlinear fractional optimization problem and known to be non-convex. An iterative algorithm is proposed to solve this subproblem. The other subproblem is to find the optimal hovering time scheduling strategy, which is a linear fractional optimization problem and can be efficiently solved after a series of reformulations.
• Based on the solutions to the two subproblems, i.e. the power allocation strategy and the hovering time scheduling strategy, we propose an iterative algorithm to solve the original EE maximization problem with guaranteed convergence. Simulation results demonstrate the superiority of the proposed algorithm. The rest of this paper is organized as follows. In Section II, we introduce the system model and the channel model, where the formulation of the proposed EE maximization problem is also introduced. The solution to the EE maximization problem is given in Section III. Section IV presents the simulation results and discussions. Section V gives the conclusion.
II. SYSTEM MODEL
We consider a general UAV swarm-enabled small cell network, as shown in Fig. 1 . To control the cost of UAV communications [1] , we assume the swarm consists of K single-antenna UAVs. Each UAV acts as an aerial small cell BS, and all UAVs in the swarm serve N MTs in a coordinated manner. Specifically, the UAV swarm works in an energy-efficient hover-to-transmit mode [15] , [16] , which means that the aerial small cells will hover at the MT for some time to serve it and then fly to the next MT. Without loss of generality, each MT is assumed to have M receive antennas, so that the received signal of the n-th MT can be expressed as
where H n ∈ C M ×K denotes the channel matrix, x n is the transmit signal of UAVs and q n denotes the Additive White Gaussian Noise following CN (0 M , σ 2 I M ), where 0 M ∈ C M and I M ∈ C M ×M are the all-zero vector and the identity matrix respectively. We consider the realistic UAV channel model [26] , where the channel matrix is given by
In (2), S n ∈ C M ×K whose elements are i.i.d. standard complex Gaussian random variables. These variables describe the fast fading caused by NLOS multi-path components. Besides,
According to [26] , we have
where d n,k denotes the distance between the n-th MT and the k-th UAV, and δ n,k can be expressed as
where A = η LOS − η NLOS , B = 20log 10 (4π f /c) + η NLOS , η LOS , η NLOS , a, b are parameters related to the channel environment and assumed to be constant for N MTs, θ n,k = 180 π arccos(h n,k /d n,k ) and h n,k denotes the height of the UAV. These parameters can be regarded as slowly-varying LOS components in the radio propagation.
We assume both the trajectory of UAVs and the locations of MTs are known prior to the flight [15] , [16] , [25] . Hence, we can use the position-related large-scale CSIT for EE optimization, i.e. L n in (2). On the other hand, S n varies fast and can not be precisely acquired by the UAVs [25] . We assume the transmitter only knows the distribution of S n .
It is worth noting that both the transmit power and the hovering time of UAVs are pre-scheduled prior to the flight [24] . Denoting p n,k as the transmit power of the k-th UAV for the n-th MT, and T n as the hovering time of the UAV swarm for the n-th MT, we can describe the total energy consumption as [28] 
where P = {P 1 , . . . , P N } denotes the set of transmit power, P n = diag p n,1 , . . . , p n,K is the diagonal power matrix, T = (T 1 , . . . , T N ) T denotes the hovering time of the UAV swarm, c is the power loss coefficient, η k describes the power amplifier efficiency of the k-th UAV, P ind denotes the transmission-power-independent power consumption (e.g. the average propulsion power consumption), usually regarded as constant [25] , [28] , and T total denotes the total hovering time. Accordingly, the total data size transmitted by the UAV swarm is written as [25] 
Due to the fast moving of UAVs, it is challenging to acquire the instantaneous CSIT (i.e. S n ). Therefore, we use the ergodic total data size to calculate EE,
where η(P, T) is the EE of UAV communication, E S {D(P, T)} denotes the ergodic total data size, which has been averaged over all possible realizations of S, where S = {S 1 , . . . , S N } is the set of small-scale channel parameters. In UAV networks, the optimization of EE is limited by practical constraints, such as the on-board energy of each UAV. Denoting the maximum transmit energy of the k-th UAV as E k , the transmit energy constraints can be formulated as
where T n and p n,k are defined in (5). Moreover, limited by the performance of on-board devices [1] , the transmit power of UAVs is upper bounded. We can derive the power constraints of the UAVs as
where p max denotes the maximum transmit power of a single UAV.
Another constraint that needs to be considered is the UAV hovering time, due to the limitations of the UAV flight [8] , [16] . Specifically, both the total hovering time and the maximum hovering time of the UAV swarm at each MT should be considered. The constraints can be formulated as
where T total denotes the total hovering time of UAVs during the flight, T max denotes the maximum hovering time of UAVs when serving a MT. Based on (5)- (11), the EE maximization problem now can be formulated as
where the value of the parameters in (12b)-(12e) (e.g. p max , E k , etc.) are determined by the design of UAVs and the service demand of MTs [25] . It is worth noting that expectation is involved in the objective function in (12a). Moreover, P and T are coupled in (12c). These facts indicate that the problem (12) is difficult to be solved directly. In the next section, we will propose feasible simplifications and effective algorithms to solve this problem.
III. EE OPTIMIZATION SCHEME A. PROBLEM APPROXIMATION
We utilize the techniques proposed in [25] to simplify (12) . We first formulate a new objective function D a (P, T, w), which can closely approximate E S {D(P, T)} without expectation,
where w = (w 1 , . . . , w N ) T is a set of slack variables,
Using (13), the original EE maximization problem is transformed to
where
and the new constraint (15f) is introduced by the coupling between P and w. In fact, w can be regarded as an implicit function with respect to P.
B. PROBLEM DECOMPOSITION
The new problem (15) is a nonlinear fractional optimization problem, which is non-convex due to the coupling between P and T. To solve this problem, we decompose (15) into two subproblems. In the first subproblem, P is the optimization variable and T is regarded as constant. Its solution is referred to as the coordinated power allocation strategy. In the second subproblem, T is the optimization variable and P is regarded as constant. Its solution is referred to as the hovering time scheduling strategy. Denoting the iteration index as i, the two subproblems at the i-th step can be respectively formulated as
The solutions to (17) and (18) will be given in Section III.C and Section III.D, respectively.
C. COORDINATED POWER ALLOCATION
In this subsection, we derive the solution to (17) . Actually, (17) is a nonlinear fractional optimization problem, which is non-convex [29] . According to [30] , (17) can be transformed to a convex optimization problem as
and P i * is the optimal solution to (17) at the i-th step, T i−1 is regarded as constant at the i-th step, w i * is derived using (19d).
However, the value of P i * cannot be obtained unless (17) is solved, which means the value of γ p is actually unknown in (19) . Hence, we propose an algorithm to find γ p and P i * iteratively. Denoting the iteration index as j, the problem in (19) at the j-th step can be expressed as
This method is summarized in Algorithm 1, and the convergence can be guaranteed according to [30] .
Algorithm 1 Iterative Algorithm to Solve (21)
Input:
1: Initialization: = 1 × 10 −3 , j = 1, γ 0 p = 0; 2: Solve (21), denoting the optimal solution is P * , set P 1 = P * ; 3: While |D a (P j ,
Solve (21), denoting the optimal solution is P * , set P j = P * ; Output: P j .
Although (21) is convex [27] , it is computationally expensive to solve this problem directly, due to the coupling between P and w in (21d). To reduce the complexity, we substitute w with v = (v 1 , . . . , v N ) T as
Such substitution is feasible for the reason that w n is positive for all n according to (14) . Then, (21) can be reformulated as
The equivalence between (21) and (23) can be proved on the basis of the following proposition. Proposition 1: When w satisfies (14) , the corresponding v is the extreme point of f (P j , T i−1 , v) with respect to v.
Proof: We can derive the first-order derivative of f (P j , T i−1 , v) with respect to v as
Based on (25), we can find the extreme point of f (P j , T i−1 , v) when
which can be further rewritten as
Note that we have w n = e v n for n = 1 ∼ N . Hence, (27) is equivalent to (14) . In (24) , it is easy to find that f (P j , T i−1 , v) is convex with respect to v. As a result, the minimum value of f (P j , T i−1 , v) is achieved at the extreme point with respect to v. Based on Proposition 1, the equivalence between (21) and (23) is proved.
Moreover, we can observe that f (P j , T i−1 , v) is concave with respect to P j . According to [31] , the optimal solution is a saddle point of f (P j , T i−1 , v). As a result, (23) can be solved in an iterative way after being decomposed into two subproblems. Denoting the iteration index as t, the subproblems at the t-th step can be formulated as
Algorithm 2 Iterative Algorithm to Solve (23)
Solve (28), denoting the optimal solution is P * , set P 1 = P * ; 3: Solve (29), denoting the optimal solution is v * , set
Solve (28), denoting the optimal solution is P * , set P t = P * ; 7: Solve (29), denoting the optimal solution is v * , set v t = v * ; Output: P t .
where T i−1 and γ j−1 p in (24) are regarded as constants. This scheme is summarized in Algorithm 2, and its convergence is guaranteed according to [27, Theorem 2] . Recalling that the objective function is convex with respect to v t and concave with respect to P t , both (28) and (29) can be solved using conventional convex optimization tools [29] .
D. HOVERING TIME SCHEDULING
As (18) is similar to (17) , it can be solved following the same line of reasoning as Algorithm 1. However, the computational complexity of the iterative algorithm is large. To address this problem, we propose a scheme to solve (18) directly.
It is easy to find that (18) is a linear fractional optimization problem with linear constraints. According to [29, Section 4.3.2] , the optimal solution to a linear fractional optimization problem can be derived based on the solution to a linear optimization problem, after a slack variable is introduced. The linear optimization problem is written as
where P i and w i can be regarded as constants which satisfy (14) , and z is the introduced slack variable. According to [29] , the solution to (18) can be derived based on the solution to (30) .
Before discussing the relationship between (18) and (30), we firstly introduce a property of (30) .
Proposition 2: Denoting the optimal solution to (30) as (T * , z * ), we have z * > 0.
Proof: Based on (30g), we only need to prove that z * = 0. If z * = 0, we will have T * = 0 according to (30e) and (30f). Note that (T * , z * ) must satisfy the constraint in (30b). If we substitute z * = 0 and T * = 0 into (30b), we will have 0 = 1, which is contradict to the original assumption that z * = 0. As a result, z * > 0 is given. The conclusion of Proposition 2 shows that we can calculate 1/z * without any discussions, because the value of z * is always positive. Based on Proposition 2, we can give the optimal solution to (18) , which will be shown in the following proposition.
Proposition 3: The optimal solution to (18) is T * /z * . Proof: Firstly, we claim that T * /z * is a feasible solution to (18) . The reason is that according to (30c)-(30g), (18b)-(18d) are satisfied by T * /z * obviously, so that T * /z * is a feasible solution to (18) .
Denoting the optimal solution to (18) asT, we defineẑ = 1/E(P i ,T). Then, substituting (Tẑ,ẑ) into (30), we can find that (Tẑ,ẑ) is a feasible solution to (30) . Due to the optimality of T * in (30), we have
As (Tẑ,ẑ) is a feasible solution to (30) which satisfies (30b), we have
and
because (T * , z * ) also satisfies (30b). Hence, we have
according to (31) , which means T * /z * is the optimal solution to (18) . Using Proposition 2 and Proposition 3, we can derive the optimal solution to (18) after the optimal solution to (30) is given. As shown in (13) and (30a)-(30g), (30) is a linear optimization problem. Such problem can be directly solved using conventional linear optimization tools [29] .
Based on the solutions to (23) and (30), we propose an iterative algorithm to solve (15) , which is summarized in Algorithm 3. The proof of its convergence is provided in Appendix A. Using Algorithm 3, the original EE maximization problem can be efficiently solved.
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Algorithm 3 Proposed EE Optimization Algorithm
Solve (17), denoting the optimal solution is P * , set P 1 = P * ; 3: While |η a (P i ,
Solve (18), denoting the optimal solution is T * , set T i = T * ; 5:
Solve (17), denoting the optimal solution is P * , set P i = P * ; Output: P i , T i .
IV. SIMULATION RESULTS
In this section, we evaluate the proposed EE maximization scheme through simulations. We assume each MT equips with M = 6 receive antennas, the number of UAVs in a swarm is set as K = 6 and the number of MTs is set as N = 10. For the channel parameters, we set f = 2 GHz, c = 3 × 10 8 m/s, η LOS = 0.1, η NLOS = 21, a = 5.0188, b = 0.3511 according to [26] , d n,k and h n,k are randomly generated but are fixed in each realization. The noise power is set as σ 2 = −107 dBm. Regarding the total energy in (5), we set c = 2.63, η k = 0.08 for k = 1 ∼ K , P ind = 20 dB [28] . We set the power limit of a UAV as p max = 300 mW [25] . Without loss of fairness, we assume the UAVs have the same E k for k = 1 ∼ K , and the sum of E k is denoted as E total . In Fig. 2 , we evaluate the convergence performance of the proposed EE optimization algorithm. In this simulation, we set T total = 100 s, T max = 15 s and the total transmit energy (i.e. E total ) is set as 30 J. These parameters are applied for all the subsequent simulations, unless otherwise specified.
The proposed algorithm has been tested over 100 snapshots, where for every snapshot the positions of the UAVs and the users are randomly and independently generated. According to the results, the algorithm needs 2.77 iterations on average to converge. To demonstrate the convergence performance, we show the distribution of the iteration times by the histogram. The result shows that the convergence performance of the proposed algorithm can be guaranteed for practical UAV swarm-enabled small cell networks. In Fig. 3 , we discuss the influence of UAV swarm size on the EE performance. It is observed that when the swarm size increases (while keeping the total transmit energy fixed), a better EE performance is achieved. One reason for this phenomenon is that a higher diversity gain can be obtained with more UAVs in a swarm. Moreover, the coordination of aerial small cells is more flexible with larger swarm size, which leads to a better performance of EE. Besides, the EE performance cannot be infinitely improved by increasing the UAV swarm size, because the transmit energy of each UAV is less with larger swarm size. We further observe that the EE is saturated at high transmit energy. The reason is that the transmit power of most UAVs will reach the upper bound in this case. Hence, the EE can hardly be further improved by increasing the transmit energy.
In Fig. 4 , we investigate the relationship between the maximum hovering time of a single UAV and the EE. We can observe that the EE can be effectively improved if the UAVs are allowed to hover more time above the MTs. The reason is that the feasible region of the EE maximization problem becomes larger when the maximum hovering time increases, so that higher EE can be achieved after the EE maximization problem is solved. We can further observe that the proposed algorithm tends to allocate more hovering time to the MTs with better channel conditions to maximize the EE, which means less MTs are served in practice by UAVs with larger maximum hovering time. This result indicates that there exists a tradeoff between the user number and EE in UAV swarm-enabled small cell networks. In Fig. 5 , we further discuss the influence of user number on the EE. It is observed that the increasing number of MTs has a positive influence on the EE performance, for the reason that more MTs with better channel condition can be chosen to serve by UAVs. In other words, after the MTs are scheduled by the proposed algorithm, the MTs with bad channel condition are not served by UAVs. This result shows that the tradeoff between the user number and EE actually exists in UAV swarm-enabled small cell networks when the total transmit energy is fixed, as analyzed in Fig. 4 . Furthermore, we can observe that increasing the total transmit energy is a better way to improve the EE performance with larger number of MTs, which implies that the transmit energy is a critical bottleneck for UAV swarm-enabled small cell networks. In Fig. 6 , the influence of power limit on the EE performance is evaluated. It is observed that the EE increases with larger power limit. Similar to the analysis in Fig. 4 , the reason for this phenomenon is that higher EE can be achieved when the feasible region of the EE maximization problem is larger. We can also observe that the curves are close to each other when the maximum transmit power is 100 mW and 300 mW. This is because part of performance loss can be compensated by hovering time scheduling when the transmit power is low. Such performance loss is hard to be compensated by hovering time scheduling when the transmit power is high, because the total transmit energy is limited. In Fig. 7 , we show the EE versus the total transmit energy for different total hovering time. The maximum hovering time of a single UAV is set proportional to the total hovering time to control variables, which are 7.5 s, 15 s and 22.5 s respectively. As shown by the simulation results, reducing the total hovering time leads to higher EE. The reason is that the transmit power of UAVs is generally higher when the total transmit energy is consumed in a shorter time. In this case, higher EE is achieved due to higher transmit power. In Fig. 8 , we demonstrate the EE with varying altitudes of UAVs. Specifically, we set h n,k = h U + 300φ n,k , where φ n,k are uniformly distributed variables in the range of [0, 1] m, and h U changes from 0.5 km to 3 km. As demonstrated by the curves, we can observe that a higher EE can be achieved and the EE can be better improved by increasing the transmit power, when the altitude of UAVs is lower. The reason is that channel fading is less severe when the UAVs are hovering at a lower altitude. In this case, the total data size can become larger when the total energy consumption remains unchanged, which means a better performance can be achieved. On the other hand, the low altitude of UAVs results in a limited coverage area. These results imply that there exists a tradeoff between the coverage area and EE in UAV swarm-enabled small cell networks.
In Fig. 9 , we compare the proposed algorithm with the conventional algorithm, which allocates the transmit power and hovering time of UAVs equally between the MTs, and the algorithm in [25] . We can observe that the EE increases with the total transmit energy, as a larger transmit energy can provide higher degrees of freedom for EE optimization. More importantly, it is shown that the proposed algorithm outperforms other schemes on the regime of transmit energy. When the transmit energy is lower than 30 J, the proposed algorithm has a similar performance to the algorithm in [25] . The reason is that the total energy consumption is nearly a constant when the transmit energy is much lower than the transmission-energy-independent energy consumption. In this case, the optimization of total data size is similar to the optimization of EE. When the transmit energy becomes higher, the gap between the proposed algorithm and other algorithms becomes larger. The results indicate that optimizing the EE is important for the UAV swarm-enabled small cell network, especially with high transmit energy.
V. CONCLUSION
In this paper, we have investigated the optimization of EE for UAV swarm-enabled small cell networks with large-scale CSIT, considering the coordination of aerial small cells under energy constraints. The EE maximization problem has been formulated, which is a non-convex fractional optimization problem and hard to be solved directly. We have decomposed it into two subproblems, which can be efficiently solved by the proposed iterative algorithm. Simulation results have demonstrated that it is valuable to jointly consider the coordination of aerial small cells and the large-scale CSIT when optimizing the EE for UAV swarm-enabled small cell networks.
APPENDIX PROOF OF THE CONVERGENCE OF ALGORITHM 3
Assuming that P i−1 and T i−1 are solutions to (17) and (18) at the (i − 1)-th step. After we solve (17), we have P i as the optimal solution, which satisfies 
