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Abstract
We investigate the quadratic descent of totally decomposable algebras
with involution of orthogonal type in characteristic two. Both separable
and inseparable extensions are included.
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1 Introduction
Let K/F be a field extension and let (A, σ) be a central simple algebra with
involution over K. By a descent of (A, σ) to F we mean an F -algebra with
involution (B, σ′) satisfying (A, σ) ≃K (B, σ′) ⊗F (K, id). In the case where
charF 6= 2 and K/F is a quadratic extension, the descent of orthogonal invo-
lutions of degree 2 and 4 over K was studied in [2] and necessary and sufficient
conditions in terms of the discriminant and the Clifford algebra were given.
Also, if charF = 2 and K/F is a finite extension satisfying K2 ⊆ F , a criterion
for totally decomposable algebras with orthogonal involution over K to have a
descent to F was obtained in [7, (6.2)].
Let (A, σ) be a totally decomposable algebra with orthogonal involution over
a field F of characteristic 2. In [7], a maximal commutative Frobenius subalgebra
Φ(A, σ) of A was introduced and the relation between this subalgebra and the
Pfister invariant Pf(A, σ), a bilinear Pfister form associated to (A, σ) defined
in [3], was studied. It was also shown that totally decomposable orthogonal
involutions can be classified, up to conjugation, by their Pfister invariant (see
[7, (6.5)]).
In this work we study the quadratic descent of totally decomposable ortho-
gonal involutions in characteristic 2. We first consider inseparable extensions. If
K = F (
√
α) is a quadratic extension of F and (A, σ) is a totally decomposable
algebra with orthogonal involution over K, we find necessary and sufficient
conditions for (A, σ), in terms of Φ(A, σ) and Pf(A, σ), to has a descent to
F . It is also shown that if (A, σ) has a descent to F , then it has a totally
decomposable descent to F , i.e., a descent which is totally decomposable itself
(see (3.4)). This result complements [7, (6.2)] for quadratic extensions.
We next consider separable extensions. In §4 we investigate the quadratic
descent of quaternion algebras with orthogonal involution. In §5 some properties
of totally singular conic algebras are studied. These results will be used in §6
to obtain a descent property of the Pfister invariant. Finally, in §7 we state our
main result (7.3) which asserts that for a separable quadratic extension K/F
and a totally decomposable algebra with orthogonal involution (A, σ) over K,
the following conditions are equivalent: (1) (A, σ) has a descent to F . (2) (A, σ)
has a totally decomposable descent to F . (3) The corestriction corK/F (A) splits
andPf(A, σ) ≃ bK for some symmetric bilinear form b over F . In the case where
σ is isotropic, these conditions are also equivalent to: (4) corK/F (A) splits and
Φ(A, σ) ≃ S ⊗F K for some totally singular conic F -algebra S.
2 Preliminaries
Throughout this work, all fields are supposed to be of characteristic 2.
Let A be a central simple algebra over a field F . An involution on A is a map
σ : A→ A satisfying σ2(x) = x, σ(x + y) = σ(x) + σ(y) and σ(xy) = σ(y)σ(x)
for x, y ∈ A. For an algebra with involution (A, σ) we define the subspaces
Alt(A, σ) = {x− σ(x) | x ∈ A} and Sym(A, σ) = {x ∈ A | σ(x) = x}.
If σ|F = id, we say that σ is of the first kind. Otherwise, σ is said to be of the
second kind. An involution σ of the first kind is called symplectic if after scalar
extension to a splitting field, it becomes adjoint to an alternating bilinear form.
Otherwise, it is called orthogonal. According to [5, (2.6 (2)], σ is orthogonal
if and only if 1 /∈ Alt(A, σ). We denote the discriminant of an orthogonal
involution σ by discσ (see [5, (7.2)]). An algebra with involution (A, σ) (or the
involution σ itself) is called isotropic if there exists a nonzero element x ∈ A
such that σ(x)x = 0. Otherwise, it is called anisotropic.
A quaternion algebra over a field F is a four-dimensional central simple F -
algebra. Every quaternion algebra Q has a basis (1, u, v, w), called a quaternion
basis, satisfying u2 + u ∈ F , v2 ∈ F× and w = uv = vu + v (see [5, p. 25]).
In this case, if a = u2 + u ∈ F and b = v2 ∈ F×, then Q is denoted by
[a, b)F . If b ∈ F×2 or a ∈ ℘(F ) := {x2 + x | x ∈ F}, then Q splits. Also, it is
readily verified that every element v′ ∈ Q \ F satisfying v′2 ∈ F× extends to a
quaternion basis (1, u′, v′, w′) of Q.
Let V be a finite-dimensional vector space over a field F . A symmetric
bilinear form b : V × V → F is called metabolic if there exists a subspace W of
V with dimF W =
1
2
dimF V such that b|W×W = 0. We say that two bilinear
forms b and b′ are similar if b ≃ λb′ for some λ ∈ F×. For α ∈ F the isometry
class of the symmetric bilinear form b((x1, x2), (y1, y2)) = x1y1+αx2y2 on F
2 is
denoted by 〈1, α〉. Also, for α1, · · · , αn ∈ F×, the form 〈1, α1〉 ⊗ · · · ⊗ 〈1, αn〉 is
called a bilinear (n-fold) Pfister form and is denoted by 〈〈α1, · · · , αn〉〉. Finally,
if K/F is a field extension and b is a bilinear form over F , the scalar extension
of b to K is denoted by bK .
3 Inseparable descent
We begin our discussion with a definition from [7].
Definition 3.1. An algebra A over a field F is called a totally singular conic
algebra if x2 ∈ F for every x ∈ R.
According to [7, (3.2)], every totally singular conic algebra is a local com-
mutative algebra.
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Definition 3.2. An algebra with involution (A, σ) over a field F is called totally
decomposable if it is isomorphic to a tensor product of quaternion F -algebras
with involution.
Note that if σ is orthogonal and (A, σ) ≃⊗ni=1(Qi, σi) is a decomposition of
(A, σ) into quaternion F -algebras with involution, then every σi is necessarily
orthogonal by [5, (2.21)].
Let (A, σ) be a totally decomposable algebra of degree 2n with orthogonal
involution over F . In [7], it was shown that there exists a 2n-dimensional totally
singular conic F -algebra Φ(A, σ) ⊆ F⊕Alt(A, σ) which is maximal commutative
(i.e., CA(Φ(A, σ)) = Φ(A, σ)) and is generated, as an F -algebra, by n elements.
Also, according to [7, (5.10)] the subalgebra Φ(A, σ) is uniquely determined,
up to isomorphism. By [7, (4.6)] we have Φ(A, σ) = F [v1, · · · , vn] for some
v1, · · · , vn ∈ Alt(A, σ).
Lemma 3.3. Let K/F be a finite field extension satisfying K2 ⊆ F and let
(Q, σ) be a quaternion algebra with orthogonal involution over K. For every
v ∈ Alt(Q, σ) satisfying v2 ∈ F×, there exists a descent (Q0, σ0) of (Q, σ) to F
such that v ∈ Alt(Q0, σ0).
Proof. See [7, (6.1)].
Lemma 3.4. Let K/F be a finite field extension satisfying K2 ⊆ F and let
(A, σ) be a totally decomposable algebra with orthogonal involution over K. Then
(A, σ) has a totally decomposable descent to F if and only if x2 ∈ F for every
x ∈ Φ(A, σ).
Proof. If x2 ∈ F for every x ∈ Φ(A, σ), then the proof of [7, (6.2)] shows
that (A, σ) has a totally decomposable descent to F . Conversely, if (B, σ′) is a
totally decomposable descent of (A, σ) to F , then Φ(A, σ) ≃ Φ(B, σ′)⊗F K as
K-algebras. Since K2 ⊆ F and v2 ∈ F for every v ∈ Φ(B, σ′), we have x2 ∈ F
for every x ∈ Φ(A, σ).
Definition 3.5. Let (A, σ) ≃⊗ni=1(Qi, σi) be a totally decomposable algebra
with orthogonal involution over a field F and let αi ∈ F× be a representative
of the class discσi ∈ F×/F×2. As in [3], we call the bilinear Pfister form
〈〈α1, · · · , αn〉〉, the Pfister invariant of (A, σ) and we denote it by Pf(A, σ).
Note that according to [3, (7.5)], the isometry class of Pf(A, σ) does not
depend on the decomposition of (A, σ). Also, as observed in [7, (5.5)], the
algebra Φ(A, σ) can be considered as an underlying vector space of Pf(A, σ)
in such a way that for v, w ∈ Φ(A, σ), Pf(A, σ)(v, w) is the unique element
α ∈ F satisfying vw + α ∈ Alt(A, σ). In particular, Pf(A, σ)(v, v) = v2 for
every v ∈ Φ(A, σ).
The next result complements [7, (6.2)] for quadratic extensions.
Theorem 3.6. Let K = F (
√
α) be a quadratic extension of a field F . For a
totally decomposable algebra with orthogonal involution (A, σ) over K the fol-
lowing conditions are equivalent:
(1) (A, σ) has a descent to F .
(2) (A, σ) has a totally decomposable descent to F .
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(3) x2 ∈ F for every x ∈ Φ(A, σ).
(4) Pf(A, σ) ≃ bK for some symmetric bilinear form b over F .
Proof. The equivalence of (2) and (3) follows from (3.4). The implication (2)⇒
(1) is evident and (2) ⇒ (4) follows by setting b = Pf(C, τ), where (C, τ)
is a totally decomposable descent of (A, σ). It suffices therefore to prove the
implications (1)⇒ (3) and (4)⇒ (3).
(1)⇒ (3): Let (B, σ′) be a descent of (A, σ) and let
g : (A, σ) ∼−→ (B, σ′)⊗F (K, id),
be an isomorphism ofK-algebras with involution. Write Φ(A, σ) = F [v1, · · · , vn]
for some v1, · · · , vn ∈ Alt(A, σ). Since g(Alt(A, σ)) = Alt(B, σ′) ⊗F K, there
exist ui, wi ∈ Alt(B, σ′) such that g(vi) = ui⊗1+wi⊗
√
α, i = 1, · · · , n. Hence
g(vi)
2 = (u2i + αw
2
i )⊗ 1 + (uiwi + wiui)⊗
√
α.
Since v2i ∈ K, the element g(vi)2 lies in the center of B⊗F K, i.e., u2i +αw2i ∈ F
and uiwi + wiui ∈ F . We have uiwi + wiui = uiwi − σ(uiwi) ∈ Alt(B, σ′).
The orthogonality of σ′ implies that 1 /∈ Alt(B, σ′), hence uiwi + wiui = 0. It
follows that g(vi)
2 = (u2i +αw
2
i )⊗ 1 ∈ F ⊗F F , i.e., v2i ∈ F . Since K2 ⊆ F and
Φ(A, σ) is commutative, we get x2 ∈ F for every x ∈ Φ(A, σ).
(4)⇒ (3): Let V be an underlying vector space of b and consider an isometry
h : (Φ(A, σ),Pf(A, σ)) ∼−→ (V ⊗F K, bK).
Let v ∈ Φ(A, σ) and write h(v) = u⊗ 1 + w ⊗√α for some u,w ∈ V . Then
v2 = Pf(A, σ)(v, v) = bK(h(v), h(v)) = bK(u⊗ 1 + w ⊗
√
α, u⊗ 1 + w ⊗√α)
= b(u, u) +
√
αb(u,w) +
√
αb(w, u) + αb(w,w) = b(u, u) + αb(w,w) ∈ F,
which completes the proof.
4 Separable descent of quaternion algebras
From now on we fix a separable quadratic extension K/F and two elements
η ∈ K and δ ∈ F \ ℘(F ) such that K = F (η) and η2 + η = δ. The trace of
an element x ∈ K over F is denoted by TK/F (x). Hence TK/F (a + bη) = b for
a, b ∈ F .
Let A be a central simple algebra over K and let ι be the nontrivial auto-
morphism of K/F . Define the conjugate algebra ιA = {ιx | x ∈ A} with the
operations
ιx+ ιy = ι(x+ y), ιxιy = ι(xy) and ι(αx) = ι(α)ιx,
for x, y ∈ A and α ∈ K. Let s : ιA⊗K A→ ιA⊗K A be the switch map induced
by s(ιx⊗ y) = ιy ⊗ x for x, y ∈ A. The corestriction of A is defined as follows:
corK/F (A) = {u ∈ ιA⊗K A | s(u) = u}.
According to [5, (3.13 (4))], corK/F (A) is a central simple algebra over F .
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Lemma 4.1. A quaternion K-algebra Q has a descent to F if and only if
corK/F (Q) splits.
Proof. The result follows from [5, (2.22)] and [9, Ch. 8, (9.5)].
The following result can be found in [5, Ch. I, Exercise 9].
Lemma 4.2. If a ∈ K and b ∈ F×, then corK/F ([a, b)K) ∼ [TK/F (a), b)F ,
where ∼ denotes Brauer-equivalence.
Lemma 4.3. Let Q = [a, b)E be a quaternion algebra over a field E. If b /∈ E×2,
then Q splits if and only if a+ c2b ∈ ℘(E) for some c ∈ E.
Proof. Consider the quadratic e´tale extension Ea := E[X ]/(X
2 +X + a) of E.
By [4, (98.14) (5)], Q splits if and only if b is a norm in Ea, or equivalently
b = β2 + βλ + λ2a for some β, λ ∈ E. As b /∈ E×2, we have λ 6= 0. Hence Q
splits if and only if a+ λ−2b = λ−1β + (λ−1β)2 ∈ ℘(E).
Corollary 4.4. Let [a, b)E and [c, b)E be quaternion algebras over a field E. If
b /∈ E×2, then [a, b)E ≃ [c, b)E if and only if a+ c+d2b ∈ ℘(E) for some d ∈ E.
Proof. The result follows from (4.3) and [9, Ch. 8, (11.1)].
Lemma 4.5. Let (Q, σ) be a quaternion algebra with orthogonal involution over
a field E and let (1, u, v, w) be a quaternion basis of Q. If v ∈ Alt(Q, σ), then
σ(u) = u.
Proof. Since σ(u) − u ∈ Alt(Q, σ) and dimE Alt(Q, σ) = 1, there exists a ∈ E
such that σ(u) − u = av. Hence σ(uv) = v(u + av) = uv + v + ab, where
b = v2 ∈ F×. It follows that v + ab ∈ Alt(Q, σ), i.e., ab ∈ Alt(Q, σ). As σ is
orthogonal, we get a = 0.
The next result is easily deduced from [5, (7.4)].
Lemma 4.6. Let E be a field and let t be the transpose involution on M2(E).
For a quaternion algebra with orthogonal involution (Q, σ) over E we have
(Q, σ) ≃ (M2(E), t) if and only if discσ is trivial.
Proposition 4.7. (Compare [2, (2.4)]) A quaternion algebra with orthogonal
involution (Q, σ) over K has a descent to F if and only if corK/F (Q) splits
and there exists v ∈ Alt(Q, σ) such that v2 ∈ F×. In addition, if (Q0, σ0) is a
descent of (Q, σ) to F , then v ∈ Alt(Q0, σ0).
Proof. If Q ≃K Q0 ⊗F K for some σ-invariant quaternion F -algebra Q0 ⊆ Q,
then corK/F (Q) splits by (4.1). Also for every unit v ∈ Alt(Q0, σ|Q0) we have
v2 ∈ F×. Conversely, let b = v2 ∈ F×. If b ∈ F×2, then by (4.6) we have
(Q, σ) ≃K (M2(K), t) ≃K (M2(F ), t)⊗F (K, id),
and we are done. Suppose that b /∈ F×2. Extend v to a quaternion basis
(1, u, v, w) of Q and set a = u2 + u ∈ K. Then Q ≃ [a, b)K . Write a = β + λη
for some β, λ ∈ F . By (4.2), corK/F (Q) ∼ [TK/F (a), b)F , thus [λ, b)F splits. By
(4.3) there exist d, e ∈ F such that λ = d2 + d+ e2b. Set u′ = u+ eηv+ dη ∈ Q
and c = β + d2δ + e2δb ∈ F . Then u′v + vu′ = v and u′2 + u′ = c. Hence
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the F -algebra Q0 generated by u
′ and v is a quaternion algebra, isomorphic to
[c, b)F . We also have
a+ c = (β + λη) + (β + d2δ + e2δb) = (d2 + d+ e2b)η + d2δ + e2δb
= d2η + d2δ + dη + e2ηb+ e2δb = (dη)2 + dη + (eη)2b.
Hence a + c + (eη)2b ∈ ℘(K). Using (4.4) we get [c, b)K ≃ [a, b)K , i.e., Q ≃K
Q0⊗FK. Note that (1, u′, v, u′v) is a quaternion basis of [c, b)K , hence σ(u′) = u′
by (4.5). It follows that σ(Q0) = Q0, i.e., (Q, σ) ≃K (Q0, σ|Q0)⊗F (K, id).
To prove the last assertion of the result, observe that as Alt(Q, σ) is one-
dimensional, for every unit w ∈ Alt(Q0, σ0) we have Alt(Q, σ) = Kw. Hence one
can write v = αw for some α ∈ K×. Since v2, w2 ∈ F× and K×2 ∩ F× = F×2,
we get α ∈ F×, hence v ∈ Alt(Q0, σ0).
5 Some descent properties of totally singular
conic algebras
We recall that K = F (η) is a separable quadratic extension of F with η2 + η =
δ ∈ F \ ℘(F ).
Lemma 5.1. Let (A, σ) be a totally decomposable algebra with orthogonal invo-
lution over K. Suppose that Pf(A, σ) ≃ 〈〈α1, · · · , αn〉〉 for some α1, · · · , αn ∈
K×. If (A, σ) has a descent to F , then Pf(A, σ) ≃ 〈〈ι(α1), · · · , ι(αn)〉〉, where ι
is the nontrivial automorphism of K/F .
Proof. Let (B, σ′) be a descent of (A, σ) to F and consider an isomorphism of
K-algebras with involution
f : (A, σ) ∼−→ (B, σ′)⊗F (K, id).
For x ∈ B and α ∈ K, the assignment x ⊗ α 7→ x ⊗ ι(α) induces an F -algebra
isomorphism g : B ⊗F K → B ⊗F K satisfying g ◦ (σ′ ⊗ id) = (σ′ ⊗ id) ◦ g. The
composition
h = f−1 ◦ g ◦ f : A→ A,
is therefore an F -algebra isomorphism satisfying h ◦ σ = σ ◦ h. By [8, (3.1)],
there exists a decomposition (A, σ) ≃⊗ni=1(Qi, σi) into quaternion K-algebras
with orthogonal involution such that
discσi = αiK
×2 ∈ K×/K×2, i = 1, · · · , n.
Set Q′i = h(Qi), i = 1, · · · , n. We claim that everyQ′i is a σ-invariant quaternion
K-subalgebra of A. Let (1, ui, vi, wi) be a quaternion basis of Qi and set u
′
i =
h(ui), v
′
i = h(vi) and w
′
i = h(wi). Since h(α) = ι(α) ∈ K for every α ∈ K, the
condition u2i +ui ∈ K implies that u′2i +u′i ∈ K. Similarly, as h(α) = ι(α) ∈ K×
for every α ∈ K×, we have v′2i ∈ K×. The equality uivi+ viui = vi implies that
u′iv
′
i + v
′
iu
′
i = v
′
i. Hence, Q
′
i is a quaternion K-algebra with a quaternion basis
(1, u′i, v
′
i, w
′
i) for i = 1, · · · , n. We also have
σ(Q′i) = σ(h(Qi)) = h(σ(Qi)) = h(Qi) = Q
′
i,
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proving the claim. Now, choose xi ∈ Alt(Qi, σi) with x2i = αi, i = 1, · · · , n.
Then h(xi) ∈ Alt(Q′i, σ|Q′i) satisfies h(xi)2 = ι(αi), hence discσ|Q′i = ι(αi)K×2.
We also have (A, σ) ≃⊗ni=1(Q′i, σ|Q′i), which implies in particular that Pf(A, σ)≃ 〈〈ι(α1), · · · , ι(αn)〉〉.
Proposition 5.2. Let (A, σ) be a totally decomposable algebra with orthogonal
involution over K. If (A, σ) has a descent to F , then there exists a totally
singular conic F -algebra S ⊆ Φ(A, σ) for which Φ(A, σ) ≃ S ⊗F K as K-
algebras.
Proof. Let (A, σ) ≃⊗ni=1(Qi, σi) be a decomposition of (A, σ) into quaternion
K-algebras with involution. Let vi ∈ Alt(Qi, σi) be a unit and set αi = v2i ∈ K×,
i = 1, · · · , n. Then Pf(A, σ) ≃ 〈〈α1, · · · , αn〉〉 and Φ(A, σ) ≃ K[v1, · · · , vn].
Write αi = bi + ciη for some bi, ci ∈ F , i = 1, · · · , n. By (5.1) we have
Pf(A, σ) ≃ 〈〈b1 + c1 + c1η, · · · , bn + cn + cnη〉〉.
By [7, (5.6)], there exists v′i ∈ Alt(A, σ) such that v′2i = bi+ci+ciη, i = 1, · · · , n,
and Φ(A, σ) ≃ K[v′1, · · · , v′n]. For i = 1, · · · , n, we may identify vi (resp. v′i)
with an element of Φ(A, σ). Set
ui = vi + v
′
i ∈ Φ(A, σ) and wi = (1 + η)vi + ηv′i ∈ Φ(A, σ),
so that u2i = ci ∈ F and w2i = bi + ciδ ∈ F , i = 1, · · · , n. Set S =
F [u1, · · · , un, w1, · · · , wn]. Then S is a totally singular conic F -algebra and
S ⊗F K ≃ K[u1, · · · , un, w1, · · · , wn] ⊆ Φ(A, σ).
On the other hand, as vi = ηui +wi, the algebra S ⊗F K contains a copy of vi
for i = 1, · · · , n. Hence Φ(A, σ) ≃ S ⊗F K.
Remark 5.3. According to [7, (3.2)], every totally singular conic F -algebra S
is a local algebra and its unique maximal ideal is m = {x ∈ S | x2 = 0}. It
follows that the unique maximal ideal of S ⊗F K is m ⊗F K. In fact, every
x ∈ S ⊗F K can be written as x = u ⊗ 1 + v ⊗ η for some u, v ∈ S, so that
x2 = (u2 + δv2) ⊗ 1 + v2 ⊗ η. Hence, x2 = 0 if and only if u2 = v2 = 0, or
equivalently, x ∈ m⊗F K.
Lemma 5.4. Let R be a totally singular conic algebra over K. Suppose that
there exists a totally singular conic F -algebra S such that R ≃ S⊗FK. If E is a
maximal subfield of R containing K and L is a maximal subfield of S containing
F , then E ≃ L⊗F K.
Proof. Let m and m′ be the respective maximal ideals of S and R. By (5.3),
m ⊗F K is the unique maximal ideal of S ⊗F K. Hence, the isomorphism
R ≃ S ⊗F K induces a K-algebra isomorphism
R/m′ ≃ (S ⊗F K)/(m⊗F K).
Note that there exists a natural K-algebra isomorphism (S⊗F K)/(m⊗F K) ≃
S/m ⊗F K, hence R/m′ ≃ S/m ⊗F K. By [7, (3.7 (i))], we have E ≃ R/m′ as
K-algebras and L ≃ S/m as F -algebras, hence E ≃ L⊗F K.
7
Lemma 5.5. Let b be a bilinear Pfister form over a field E. If b is isotropic,
then there exist a positive integer s and an anisotropic bilinear Pfister form c
over E such that b ≃ 〈〈1〉〉s⊗c, where 〈〈1〉〉s is the s-fold Pfister form 〈〈1, · · · , 1〉〉.
Moreover, the integer s is uniquely determined by the isomorphism class of b.
Proof. See [1, p. 909].
Notation 5.6. We denote the integer s in (5.5) by i(b). If b is anisotropic, we
set i(b) = 0. Also, if (A, σ) is a totally decomposable algebra with orthogonal
involution over E, we simply denote i(Pf(A, σ)) by i(A, σ).
Note that [3, (7.5)] implies that (A, σ) is anisotropic if and only if i(A, σ) = 0.
Also, in view of [8, (3.1)], [3, (7.5)] and (4.6), if i(A, σ) = s > 0, then
(A, σ) ≃ (M2s(E), t) ⊗ (B, σ′),
where (B, σ′) is a totally decomposable algebra with anisotropic orthogonal
involution over E. Hence, Φ(A, σ) ≃ Φ(M2s(E), t) ⊗ Φ(B, σ′) by [7, (5.13)].
According to [7, (6.8)], Φ(B, σ′) is a field. Also, [7, (5.7)] implies that x2 ∈ E2
for every x ∈ Φ(M2s(E), t). Hence, Φ(B, σ′) may be identified with a maximal
subfield of Φ(A, σ) containing E. It follows from [7, (3.7 (i))] that every maximal
subfield of Φ(A, σ) containing E is isomorphic to Φ(B, σ′). In particular, such
a maximal subfield has dimension 2n−s.
Lemma 5.7. Let (A, σ) be a totally decomposable algebra of degree 2n with
orthogonal involution over K and let r = n− i(A, σ). If Φ(A, σ) ≃ S ⊗F K for
some totally singular conic F -algebra S, then there exist v1, · · · , vn ∈ Φ(A, σ)
such that
(1) Φ(A, σ) = K[v1, · · · , vn];
(2) K[v1, · · · , vr] is a maximal subfield of Φ(A, σ) with v2i ∈ F for i = 1, · · · , r;
(3) v2i = 1 for i = r + 1, · · · , n.
Proof. Let L and E be maximal subfields of S and Φ(A, σ) respectively, with
F ⊆ L and K ⊆ E. By (5.4) we have E ≃ L ⊗F K as K-algebras. Also, as
already observed, we have dimF L = dimK E = 2
r. Write L = F [v1, · · · , vr] for
some v1, · · · , vr ∈ L. Then E ≃ K[v1, · · · , vr]. Since Φ(A, σ) is generated, as a
K-algebra, by n elements, by [7, (3.9)] there exist vr+1, · · · , vn ∈ Φ(A, σ) such
that Φ(A, σ) = K[v1, · · · , vn] and v2i = 0, i = r+1, · · · , n. This proves parts (1)
and (2). The third part follows by replacing vi with vi+1 for i = r+1, · · · , n.
6 Applications to the Pfister invariant
The following notation was used in [1].
Notation 6.1. For a bilinear form b over a field E we use the notation Q(b) =
{b(v, v) | v ∈ V }, where V is an underlying vector space of b.
Note that Q(b) is an E2-subspace of E. Also, since every sum of squares in
E is a square, we have Q(〈〈1〉〉s ⊗ b) = Q(b) for every positive integer s.
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Lemma 6.2. Let b and b′ be two anisotropic bilinear n-fold Pfister forms over
a field E and let s be a positive integer. Then 〈〈1〉〉s ⊗ b ≃ 〈〈1〉〉s ⊗ b′ if and only
if Q(b) = Q(b′).
Proof. See [1, p. 909].
We continue to assume that K = F (η) is a separable quadratic extension of
F with η2 + η = δ ∈ F \ ℘(F ).
Lemma 6.3. Let (A, σ) be a totally decomposable algebra of degree 2n with
isotropic orthogonal involution over K. If Φ(A, σ) ≃ S ⊗F K for some totally
singular conic F -algebra S, then there exists a symmetric bilinear form b over
F such that Pf(A, σ) ≃ bK.
Proof. Set s = i(A, σ) > 0 and r = n − s. By (5.7), one can write Φ(A, σ) =
K[v1, · · · , vn] for some v1, · · · , vn ∈ Φ(A, σ) such thatK[v1, · · · , vr] is a maximal
subfield of Φ(A, σ) with v2i ∈ F×, i = 1, · · · , r, and v2i = 1 for i = r + 1, · · · , n.
Set αi = v
2
i ∈ F×, i = 1, · · · , n. Let b be the bilinear Pfister form 〈〈α1, · · · , αn〉〉
over F . Then b ≃ 〈〈1〉〉s⊗ c, where c = 〈〈α1, · · · , αr〉〉. The algebra F [v1, · · · , vn]
may be considered as an underlying vector space of b such that b(x, x) = x2 for
x ∈ F [v1, · · · , vn]. Hence, Φ(A, σ) ≃ F [v1, · · · , vn]⊗F K may be considered as
an underlying K-vector space of bK such that
bK(x, x) = x
2 for x ∈ Φ(A, σ). (1)
Since K[v1, · · · , vr] is a field, the form cK is anisotropic. On the other hand,
there exists an anisotropic r-fold Pfister form c′ over K for which Pf(A, σ) ≃
〈〈1〉〉s ⊗ c′. Since Pf(A, σ)(x, x) = x2 for every x ∈ Φ(A, σ), (1) implies that
Q(bK) = Q(Pf(A, σ)), i.e., Q(cK) = Q(c
′). Using (6.2) we get
Pf(A, σ) ≃ 〈〈1〉〉s ⊗ c′ ≃ 〈〈1〉〉s ⊗ cK ≃ bK .
Lemma 6.4. Let (A, σ) be a central simple algebra with involution over a field
E. For every x ∈ Sym(A, σ) and y ∈ Alt(A, σ) we have xyx ∈ Alt(A, σ).
Proof. Write y = z − σ(z) for some z ∈ A. Then
xyx = x(z − σ(z))x = xzx− σ(xzx) ∈ Alt(A, σ).
The next result follows from [3, (6.1)].
Lemma 6.5. Let (A, σ) be a totally decomposable algebra with anisotropic
orthogonal involution over a field E and let x ∈ A. If σ(x)x ∈ Alt(A, σ),
then x = 0.
Corollary 6.6. Let (A, σ) be a totally decomposable algebra with anisotropic
orthogonal involution over a field E and let x ∈ Sym(A, σ). If x2+α ∈ Alt(A, σ)
for some α ∈ E, then x2 = α.
Proof. By (6.4) we have x4 + x2α = x(x2 + α)x ∈ Alt(A, σ). Hence
σ(x2 + α) · (x2 + α) = x4 + α2 = x4 + x2α+ α(x2 + α) ∈ Alt(A, σ),
which implies that x2 = α by (6.5).
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Proposition 6.7. Let (A, σ) be a totally decomposable algebra with orthogonal
involution over K. If (A, σ) has a descent to F , then there exists a symmetric
bilinear form b over F such that Pf(A, σ) ≃ bK .
Proof. If σ is isotropic, the result follows from (5.2) and (6.3). Suppose that σ is
anisotropic. Let (B, σ′) be a descent of (A, σ) to F and consider an isomorphism
of K-algebras with involution
g : (A, σ) ∼−→ (B, σ′)⊗F (K, id).
Write Φ(A, σ) = K[v1, · · · , vn] for some v1, · · · , vn ∈ Alt(A, σ). As g(Alt(A, σ))
= Alt(B, σ′) ⊗F K, one can write g(vi) = ui ⊗ 1 + wi ⊗ η for some ui, wi ∈
Alt(B, σ′), i = 1, · · · , n. We first show that u2i , w2i ∈ F for every i. We have
g(vi)
2 = (ui ⊗ 1 + wi ⊗ η)2 = (u2i + δw2i )⊗ 1 + (uiwi + wiui + w2i )⊗ η. (2)
Set αi = uiwi + wiui + w
2
i . Then
w2i + αi = uiwi + wiui = uiwi − σ′(uiwi) ∈ Alt(B, σ′).
Since g(vi)
2 ∈ K we have αi ∈ F . As σ is anisotropic, σ′ is also anisotropic.
Hence (6.6) implies that
w2i = αi ∈ F, (3)
i.e., uiwi = wiui. Since g(vi)
2 ∈ K, (2) and (3) imply that u2i ∈ F for every i.
We now show that wiwj = wjwi for i, j = 1, · · · , n. As (wi + wj)2 =
αi +αj +wiwj +wjwi, we have (wi +wj)
2 +αi +αj ∈ Alt(B, σ′). Again, (6.6)
implies that (wi+wj)
2 = αi+αj, i.e., wiwj = wjwi. A similar argument shows
that wiuj = ujwi and uiuj = ujui for i, j = 1, · · · , n.
Set S = F [u1, · · · , un, w1, · · · , wn]. Then S is a totally singular conic F -
subalgebra of B. Since Φ(A, σ) = K[v1, · · · , vn] and vi = g−1(ui ⊗ 1 + wi ⊗ η)
for every i, we have Φ(A, σ) ⊆ g−1(S ⊗F K). On the other hand Φ(A, σ) is
maximal commutative and g−1(S⊗F K) ⊆ A is commutative. Hence Φ(A, σ) =
g−1(S ⊗F K). We claim that
Pf(A, σ)(g−1(s1 ⊗ 1), g−1(s2 ⊗ 1)) ∈ F for s1, s2 ∈ S.
Write Pf(A, σ)(g−1(s1 ⊗ 1), g−1(s2 ⊗ 1)) = a+ bη for some a, b ∈ F . Then
g−1(s1s1 ⊗ 1) + a+ bη = g−1(s1 ⊗ 1)g−1(s2 ⊗ 1) + a+ bη ∈ Alt(A, σ).
The equality g(Alt(A, σ)) = Alt(B, σ′)⊗F K then implies that (s1s2 + a)⊗ 1+
b ⊗ η ∈ Alt(B, σ′) ⊗F K, so b ∈ Alt(B, σ′). Since σ′ is orthogonal, we have
1 /∈ Alt(B, σ′), hence b = 0. This proves the claim. Finally, define the bilinear
form b : S × S → F via
b(s1, s2) = Pf(A, σ)(g
−1(s1 ⊗ 1), g−1(s2 ⊗ 1)).
Then the restriction of g−1 to S ⊗F K defines an isometry (S ⊗F K, bK) ∼−→
(Φ(A, σ),Pf(A, σ)).
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7 Separable descent in general case
We continue to assume that K = F (η), where η2 + η = δ ∈ F \ ℘(F ).
Lemma 7.1. Let E = K(
√
α) and L = F (
√
α) for some α ∈ F \K2. Let A be
a central simple algebra over K. If corK/F (A) splits, then corE/L(A ⊗K E) is
also split.
Proof. If corK/F (A) splits, then by [5, (3.1 (2))] there exists an involution σ
of the second kind on A with σ|F = id. Note that E = L(η) is a separable
quadratic extension of L. Let ι be the nontrivial automorphism of E/L. Then
the map σ ⊗ ι is an involution of the second kind on A ⊗K E which leaves L
elementwise invariant. Hence corE/L(A⊗K E) splits by [5, (3.1 (2))].
Lemma 7.2. Let (A, σ) be a central simple algebra with involution of the first
kind over K. If (A, σ) has a descent to F , then corK/F (A) splits.
Proof. The result follows from [5, (3.13 (5))] and [5, (3.1 (1))].
Theorem 7.3. For a totally decomposable algebra with orthogonal involution
(A, σ) over K the following conditions are equivalent.
(1) (A, σ) has a descent to F .
(2) (A, σ) has a totally decomposable descent to F .
(3) corK/F (A) splits and Pf(A, σ) ≃ bK for some symmetric bilinear form b
over F .
Furthermore, if σ is isotropic, the above conditions are equivalent to:
(4) corK/F (A) splits and Φ(A, σ) ≃ S ⊗F K for some totally singular conic
F -algebra S.
Proof. The implication (2) ⇒ (1) is evident and (1) ⇒ (3) follows from (7.2)
and (6.7).
(3) ⇒ (2): If Pf(A, σ) ≃ bK for some symmetric bilinear form b over F ,
then by [3, (3.3)], b is similar to a Pfister form c over F . Hence cK is similar to
Pf(A, σ). Since cK andPf(A, σ) are both Pfister forms, we get cK ≃ Pf(A, σ) by
[3, (2.4)]. Write c = 〈〈α1, · · · , αn〉〉 for some α1, · · · , αn ∈ F×. Then Pf(A, σ) ≃
〈〈α1, · · · , αn〉〉K .
By [8, (3.1)] there exists a decomposition (A, σ) ≃⊗ni=1(Qi, σi) into quater-
nion algebras with orthogonal involution over K such that discσi = αiK
×2 ∈
K×/K×2, i = 1, · · · , n. If αi ∈ F×2 for every i, then (4.6) shows that
(A, σ) ≃K
⊗n
i=1(M2(K), t) ≃K
⊗n
i=1(M2(F ), t)⊗F (K, id),
and we are done. Otherwise, (by re-indexing) we may assume that αn /∈ F×2.
Choose vi ∈ Alt(Qi, σi) such that v2i = αi ∈ F×, i = 1, · · · , n. By induction on
n we prove a stronger result than we need, namely that for i = 1, · · · , n, there
exists a quaternion algebra with involution (Mi, τi) over F such that
(A, σ) ≃K
⊗n
i=1(Mi, τi)⊗F (K, id),
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and vi ∈ Alt(Mi, τi). The case n = 1 follows from (4.7), hence let n ≥ 2.
Set E = K[vn] and L = F [vn] = F (
√
αn). Since K
×2 ∩ F× = F×2, we have
αn /∈ K×2, so E = K(√αn). Let B = CA(vn) be the centralizer of vn in A (we
have identified vn ∈ Qn with an element of A). Then
(B, σ|B) ≃E
⊗n−1
i=1 (Qi, σi)⊗K (E, id),
is a totally decomposable E-algebra of degree 2n−1 with orthogonal involution.
By (7.1), corE/L(A ⊗K E) splits. Since B ∼ A ⊗K E, by [9, Ch. 8, (9.8)]
we have corE/L(B) ∼ corE/L(A ⊗K E), hence corE/L(B) is also split. Note
that Pf(B, σ|B) ≃ 〈〈α1, · · · , αn−1〉〉E and E = L(η) is a separable quadratic
extension of L. By identifying vi ⊗ 1 ∈ Alt((Qi, σi) ⊗K (E, id)) with vi, the
induction hypothesis implies that for i = 1, · · · , n− 1, there exists a quaternion
algebra with orthogonal involution (Q′i, σ
′
i) over L such that
(B, σ|B) ≃E
⊗n−1
i=1 (Q
′
i, σ
′
i)⊗L (E, id),
and vi ∈ Alt(Q′i, σ′i). Since L2 ⊆ F , by (3.3) there exists a quaternion F -algebra
with orthogonal involution (Mi, τi) such that (Q
′
i, σ
′
i) ≃L (Mi, τi)⊗F (L, id) and
vi ∈ Alt(Mi, τi), i = 1, · · · , n− 1. It follows that
(B, σ|B) ≃E
⊗n−1
i=1 (Mi, τi)⊗F (L, id)⊗L (E, id) ≃E
⊗n−1
i=1 (Mi, τi)⊗F (E, id).
The K-algebra
⊗n−1
i=1 Mi ⊗F K may be identified with a subalgebra of A ⊆ B.
Set
Q′′n = CA(
⊗n−1
i=1 Mi ⊗F K) and σ′′n = σ|Q′′n .
Then (Q′′n, σ
′′
n) is a quaternion K-algebra with orthogonal involution and
(A, σ) ≃K
⊗n−1
i=1 (Mi, τi)⊗F (K, id)⊗K (Q′′n, σ′′n).
Note that according to (4.1), corK/F (Mi⊗FK) splits for every i. Since corK/F (A)
split, [5, (3.13 (2))] implies that corK/F (Q
′′
n) is also split. As vn commutes
with B and
⊗n−1
i=1 Mi ⊗F K ⊆ B, we have vn ∈ Q′′n. Using [6, (3.5)], we get
vn ∈ Alt(Q′′n, σ′′n). Hence (4.7) implies that (Q′′n, σ′′n) ≃K (Mn, τn)⊗F (K, id) for
some quaternion F -algebra with involution (Mn, τn) with vn ∈ Alt(Mn, τn). It
follows that
(A, σ) ≃K
⊗n
i=1(Mi, τi)⊗F (K, id),
and vi ∈ Alt(Mi, τi), i = 1, · · · , n. This completes the proof of (3)⇒ (2).
Finally, the implication (1)⇒ (4) follows from (7.2) and (5.2), even without
the isotropy condition on σ. If σ is isotropic, the implication (4) ⇒ (3) follows
from (6.3).
We conclude by an example which shows that if σ is anisotropic, the impli-
cation (4)⇒ (1) in (7.3) does not hold.
Example 7.4. Suppose that F 2 6= F . Let λ ∈ F \F 2 and set β = λ+δ+η ∈ K.
Consider the involution σ :M2(K)→M2(K) defined by
σ
(
a b
c d
)
=
(
a cβ−1
bβ d
)
.
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Set
v =
(
0 1
β 0
)
and w =
(
η 1
β η
)
.
Then v ∈ Alt(M2(K), σ) and w ∈ Sym(M2(K), σ). We also have v2 = β
and w = v + η (we have identified scalar matrices in M2(K) with elements of
K). In particular, discσ = βK×/K×2. Note that corK/F (M2(K)) splits and
Φ(A, σ) = K[v] = K[w] ≃ F [w] ⊗F K. Since w2 = λ ∈ F , F [w] is a totally
singular conic F -algebra. Hence, the pair (M2(K), σ) satisfies the condition
(4) in (7.3). If (M2(K), σ) has a descent to F , then by (4.7), there exists
u ∈ Alt(M2(K), σ) such that u2 ∈ F×. As Alt(M2(K), σ) is one-dimensional,
we have Alt(M2(K), σ) = Kv. Write u = (b + cη)v for some b, c ∈ F . Then
u2 = (λb2 + δb2 + λδc2 + c2δ2 + δc2) + (b2 + c2 + λc2)η.
Since u2 ∈ F×, we have b2+c2+λc2 = 0. If c = 0, then b = 0 which implies that
u = 0, contradicting u2 ∈ F×. If c 6= 0, then λ = b2c−2+1 ∈ F 2, which is again
a contradiction. Hence, (M2(K), σ) has no descent to F , i.e., the implication
(4)⇒ (1) in (7.3) does not hold for (M2(K), σ).
References
[1] J. Arason, R. Baeza, Relations in In and InWq in characteristic 2. J. Algebra
314 (2007), no. 2, 895–911.
[2] H. Dherte, Quadratic descent of involutions in degree 2 and 4. Proc. Am. Math.
Soc. 123 (1995), no. 7, 1963–1969 .
[3] A. Dolphin, Orthogonal Pfister involutions in characteristic two. J. Pure Appl.
Algebra 218 (2014), no. 10, 1900–1915.
[4] R. Elman, N. Karpenko, A. Merkurjev, The algebraic and geometric theory of
quadratic forms. American Mathematical Society Colloquium Publications, 56.
American Mathematical Society, Providence, RI, 2008.
[5] M.-A. Knus, A. S. Merkurjev, M. Rost, J.-P. Tignol, The book of involutions.
American Mathematical Society Colloquium Publications, 44. American Math-
ematical Society, Providence, RI, 1998.
[6] M. G. Mahmoudi, A.-H. Nokhodkar, On split products of quaternion algebras
with involution in characteristic two. J. Pure Appl. Algebra 218 (2014), no. 4,
731–734.
[7] M. G. Mahmoudi, A.-H. Nokhodkar, On totally decomposable algebras with
involution in characteristic two. J. Algebra 451 (2016), 208–231.
[8] A.-H. Nokhodkar, The chain equivalence of totally decomposable
orthogonal involutions in characteristic two. LAG preprint server,
http://www.math.uni-bielefeld.de/LAG/man/569.html.
[9] W. Scharlau, Quadratic and Hermitian forms. Grundlehren der Mathematis-
chen Wissenschaften, 270. Springer-Verlag, Berlin, 1985.
A.-H. Nokhodkar, a.nokhodkar@kashanu.ac.ir,
Department of Pure Mathematics, Faculty of Science, University of Kashan, P. O. Box 87317-51167,
Kashan, Iran.
13
