Abstract-Numerical prediction of charged particle dynamics in accelerators is essential for the design and understanding of these machines. Methods to calculate the self-fields of the bunch, the so-called space-charge forces, become increasingly important as the demand for high-quality bunches increases. We report on our development of a new three-dimensional (3-D) space-charge routine in the general particle tracer (GPT) code. It scales linearly with the number of particles in terms of CPU time, allowing over a million particles to be tracked on a normal PC. The model is based on a nonequidistant multigrid Poisson solver that has been constructed to solve the electrostatic fields in the rest frame of the bunch on meshes with large aspect ratio. Theoretical and numerical investigations of the behavior of SOR relaxation and PCG method on nonequidistant grids emphasize the advantages of the multigrid algorithm with adaptive coarsening. Numerical investigations have been performed with a wide range of cylindrically shaped bunches (from very long to very short) occuring in recent applications. The application to the simulation of the TU/e DC/RF gun demonstrates the power of the new 3-D routine.
I. INTRODUCTION N OWADAYS, particle accelerators play an important role for scientific research as well as for medical and industrial applications. Demanding applications such as high-energy linear colliders and self-amplified spontaneous emission free electron lasers (SASE-FELs) require very high quality electron bunches, where any anomaly severely degrades the final performance.
The calculation of space-charge forces is an important part of the simulation of the behavior of charged particles in these machines. As the quality of the charged particle bunches increases, so do the requirements for the numerical space-charge calculations. The requirements of new machines like the DESY-TTF [1] are for example so tight that effects like nonuniform emission from the photo-cathode and noncylindrically symmetric fields caused by side-coupled cavities have a significant effect on the gain in the downstream undulator. Studying these effects requires three-dimensional (3-D) calculations, with a precision matching the quality of the bunch. This full 3-D treatment is particularly challenging because the bunches typically have varying shape during their path through the accelerator ranging form very short ("pancake" shape) at instantiation to very long ("cigar" shape) after acceleration. The discretization of Poisson's equation necessary for the calculation of space charge forces requires for those bunches either equidistant meshes with a huge number of unknowns or nonequidistant meshes which have a high aspect ratio. The aspect ratio of a mesh we define by , where and denote the global maximal and minimal step size, respectively. Most Poisson solvers have serious problems with both discretization types for the required range in aspect ratios varying over six orders of magnitude.
In this paper, we give a new approach of solving Poisson's equation by a geometric multigrid technique for nonequidistant meshes. The adaptive coarsening described in Section II-A is crucial for this method. The goal is that the numerical effort of the resulting algorithm scales linear with the number of mesh nodes on nonequidistant grids as well as on equidistant grids. In Sections III and IV, we work out how this property compares to the behavior of other Poisson solvers on nonequidistant meshes with large aspect ratio.
The numerical investigations of Section IV present tests with cylindrically shaped electron bunches with different aspect ratios varying according to real life applications from "cigar" to "pancake" shape. An application of the new 3-D space-charge routine is given in Section V with the simulation of the TU/e DC/RF gun.
II. 3-D SPACE-CHARGE CALCULATION BASED ON A MULTIGRID POISSON SOLVER ADAPTED FOR NONEQUIDISTANT MESHES
The space-charge calculations are performed within the tracking procedure. The trajectories of the particles are described by the relativistic equations of motion which are solved with a fifth-order Runge-Kutta scheme in the general particle tracer (GPT) tracking code [2] , [3] . In each time step of the numerical integration, the space-charge fields have to be taken into account. A detailed description of the 3-D space-charge model can be found in [4] . Here, we only deal with the electrostatic potential of the bunch in the rest frame, which is calculated by means of Poisson's equation in (1) where denotes the dielectric constant. The charge density is computed on a nonequidistant 3-D Cartesian grid with mesh lines distributed according to the distribution of the particles in the bunch (see Fig. 1 ). For the numerical investigations in Section IV, we used zero Dirichlet boundary conditions. A geometric multigrid algorithm with the adaptive coarsening Sections II-A is applied to the linear system of equations obtained from Poisson's equation by second-order finite differences.
The multigrid algorithm works on a certain number of grids getting coarser and coarser. Operating on equidistant meshes the coarser grids are obtained by removing every second mesh line. This strategy can also be applied for nonequidistant meshes with step sizes which differ not very much [5] . On grids with large aspect ratio , this scheme would completely fail because it would enlarge the aspect ratio on the coarser grids. Hence, the convergence would be slowed down considerably.
Detailed descriptions of the multigrid technique can be found in [5] and [6] . Here, we explain only our newly developed coarsening strategy. The objective of the coarsening is to obtain a nearly equidistant grid on a certain coarse level. Remark: Numerical studies have shown that chosen as or give the best convergence results. Since some discretizations require a more rigorous coarsening strategy to get mesh lines removed, the range for is considered more widely. The factor can differ from one level to the next.
A. Algorithm: Coarsening for Nonequidistant Meshes
The multigrid scheme applied for the numerical studies has been performed as -cycle, which goes strictly down to the coarsest level and then up again to the fine level. On each level, two presmoothing steps of red-black Gauss-Seidel relaxation are performed. (Red-black stands for a checkerboard numbering of the grid points, where the relaxation is executed first over the red and than over the black points. The reverse performance results in the black-red Gauss-Seidel scheme.) Then, the residual is transferred to the next coarser level by full-weighting restriction. In order to go up in the -cycle, trilinear interpolation is applied and two postsmoothing steps of black-red Gauss-Seidel relaxation. These choices ensure the multigrid scheme to be a positive and symmetric operator, which is required for the construction of multigrid preconditioned conjugate gradients (MG-PCG) [7] . The multigrid preconditioner is applied with two -cycles. The MG-PCG has no advantage compared to MG if the coarsening has an optimal result, that is, if it provides coarser meshes with strictly decreasing aspect ratio. Otherwise, MG-PCG has a stabilizing effect [4] .
III. OTHER POISSON SOLVERS ON MESHES WITH HIGH ASPECT RATIO
In this section, we compare our multigrid Poisson solver to widely used relaxation schemes like Gauss-Seidel iteration or the SOR method and (preconditioned) conjugate gradient ((P)CG) algorithms under the special aspect of meshes with high aspect ratio.
It is well known for equidistant grids that the multigrid method provides optimal convergence rates while relaxation and CG methods considerably slow down the same time the step size of the discretization decreases [6] . This effect is still enforced on meshes with large aspect ratio.
A. Relaxation Methods
Applied to Poisson's equation, relaxation methods have a bad convergence on nonequidistant grids. For the demonstration of this effect on meshes with large aspect ratio, we consider here only the Jacobi relaxation. Results for the Gauss-Seidel iteration or SOR method can be obtained following the explanations in [8] .
The convergence of the Jacobi relaxation is determined by the eigenvalue corresponding to the smoothest eigenmode. It can be estimated by for an equidistant mesh with [8] . Thus, the convergence of the Jacobi iteration slows down quadratically with decreasing step size . Assuming a mesh equidistant for every coordinate only with (2) the eigenvalue can be verified to
As a special case for a mesh with large aspect ratio, we consider an anisotropic grid with (4) which has an aspect ratio of if . Estimation (3) provides for this mesh spacing (5) that is, small factors enlarge the eigenvalue. Hence, the convergence and at the same time the error reduction get worse.
Furthermore, it is shown in [6] that the smoothing property on anisotropic grids and hence also on nonequidistant grids with large aspect ratio is lost. Since the smoothing property of relaxation algorithms is crucial for the performance of a multigrid scheme, it is important to construct coarser levels with nearly equidistant mesh spacing.
B. Preconditioned Conjugate Gradient Methods
The convergence of CG methods is determined by the condition number of the coefficient matrix which is for the Poisson case given by cond with on an equidistant mesh [8] , where and denote the maximal and minimal eigenvalue of the matrix , respectively. Hence, the condition number grows for the Poisson equation quadratically with the number of mesh lines. Mesh (2) provides the following estimation for the condition number cond (6) Considering further the anisotropic mesh (4), we obtain cond (
Thus, the condition number enlarges quadratically the same time becomes small. We can expect a similar behavior for nonequidistant meshes with large aspect ratio. Preconditioners for CG methods improve the condition number. For our numerical studies, we applied the diagonal of the matrix as preconditioner. Already, this simple PCG method provides better convergence results than the SOR method applied on nonequidistant grids. While ILU-preconditioners reach a condition number of cond , a multigrid preconditioned CG method provides the optimal cond . Nevertheless, it has to be emphasized that on nonequidistant meshes with large aspect ratio, this optimal condition number can be achieved only with the coarsening scheme (Section II-A).
IV. INVESTIGATIONS FOR BUNCHES WITH CYLINDRICAL SHAPES
Charged particle bunches ranging from very short to very long play an important role in accelerator design. The aspect ratio for cylindrically shaped bunches is defined as , where denotes the radius of the cylinder, the length, and the Lorentz factor by which the bunch will be stretched in the transformation from the laboratory frame to the rest frame. The particles in the cylinder are assumed to have a uniform distribution. The performance of the 3-D space-charge routine was tested within a range of aspect ratios with , which covers many real life applications. From the numerical point of view, it can be considered a worst case scenario because the fields near the hard edges of the bunch have singularities, but they are typically not present in physical bunches (see Fig. 1 for a bunch with Gaussian particle distribution).
Figs. 2-4 show the behavior of the MG and MG-PCG algorithm compared to SOR and PCG. According to the adaptive coarsening strategy, there is nearly no difference between the two multigrid methods. SOR and PCG slow down considerably the same time the aspect ratio of the bunch and thus the aspect ratio of the mesh increase. All algorithms have been performed until the relative residual was less then 10 in the maximum norm. Although the aspect ratio of the mesh for the pancake-shaped bunch is much smaller than for the cigar-shaped bunch, convergence is harder to achieve because the longitudinal electric field of the pancake-shaped bunch tends to a constant value as becomes larger [9] . 
V. APPLICATION: THE TU/E DC/RF GUN
After the electrostatic field-tests presented in Section IV, we verified the accuracy and applicability of the described spacecharge model for a relevant practical application. The simulated device is the Eindhoven DC/RF gun, as shown schematically in Fig. 5 . In this device, sub ps, 100 pC electron bunches with a normalized emittance below 1 m are produced without making use of magnetic compression [10] . The bunches are created by photoemission from a metal cathode and accelerated to 2 MeV in a 1 GV/m pulsed electrostatic field. This extremely high field is used to achieve relativistic velocities as quickly as possible, to reduce space-charge induced emittance growth and bunch lengthening at nonrelativistic energies as much as possible. The bunches are further accelerated in a state-of-the-art standing wave 2.6 cell RF cavity to 9.5 MeV.
A crucial issue in the design of this system is space-charge, as 1 kA peak current is transported from the cathode to relativistic energies without compression. A known limitation of the rest-frame approach of the described space-charge model is its inability to model bunches with large energy spreads. Clearly, the simulation method breaks down when a large fraction of the sample particles have relativistic velocities in the average momentum frame. However, if this is not the case, it is far from trivial to predict how the small error made by the rest-frame assumption propagate into the final simulation results.
To verify the accuracy of the rest-frame approach for the Eindhoven DC/RF setup, we compared the fast 3-D mesh-based model with GPT's relativistically correct 2-D point-to-circle scheme [2] . In these 2-D calculations, all particles are tracked in 3-D but represented by uniformly charged circles for the space-charge calculations. To be able to model energy spread properly, velocity differences of every circle-circle interaction are taken into account resulting in a scaling in CPU time. Without energy spread, the two methods produce identical results as all electromagnetic fields of the DC/RF scheme are cylindrically symmetric and the simulations are started with a cylindrically symmetric initial particle distribution. Fig. 6 shows a snapshot of the simulated energy-position projection of 6-D position-momentum space for both schemes at the end of the RF cavity. The agreement between the 3-D and 2-D calculations is near perfect despite the energy spread in the end result. Furthermore, as the CPU time for both simulations is about 2 h on a standard PC, the new 3-D model yields much more detail due to the larger number of particles that can be in- Fig. 6 . Comparison between a 100 000 particle simulation calculated with the new space-charge model (left) with a 1000 particle relativistic 2-D point-to-point model (right). Both plots are simulated snapshots at the exit of the setup shown in Fig. 5. cluded. The very good agreement with the 2-D method and the high level of detail of the 3-D results pave the way to the next step in our simulation efforts, modeling noncylindrically symmetric initial conditions.
VI. CONCLUSION
A new 3-D space-charge routine implemented in the GPT code has been described in this paper. The new method allowing 3-D simulations with a large number of particles on a common PC is based on a multigrid Poisson solver adapted to nonequidistant meshes for the calculation of the electrostatic potential in the rest frame. Numerical results of the 3-D routine show that the optimal convergence known for the multigrid method on equidistant grids is maintained on nonequidistant meshes with large aspect ratio. The simulation of the TU/e DC/RF gun has shown the efficiency and capability of the new 3-D space-charge routine.
