Abstract. We introduce the Riesz potential operator for functions de ned on a quasi-metric space endowed with a nonnegative doubling measure satisfying certain lower bound for the measure of a ball. For this operator we prove sharp Lorentz-norm estimates in the spirit of the results due to O'Neil and Peetre (in the non-limiting case) and to Hansson and Br zis{Wainger (in the limiting case).
Prologue
One of the forms of the classical Sobolev inequality 14] asserts that when is a domain in R n , n 2, then 
for all u 2 C 1 0 ( ) with kruk L n ( ) 1. The estimate (3) follows from results of O'Neil 11] and Peetre 12] , while (4) is due to Br zis and Wainger 1] and independently to Hansson 5] . It can also be derived from capacitary estimates of Maz'ya 10]. Recently, a considerable e ort has been devoted to the study of Sobolev and Poincar -type inequalities in the general situation when the underlying space is a quasi-metric space endowed with a measure (the details are given in the following section). A vast amount of literature on this topic is available, let us refer for example to 4], 7] or 3].
Inequalities of type (1) and (2) in the setting of metric spaces have been proven by Haj lasz and Koskela 4]. Our aim is to establish a version of (sharper) inequalities (3) and (4) in the metric framework.
The ordinary gradient in Euclidean spaces has the truncation property which makes easy the passage from weak type inequalities to strong ones. It is possible to postulate a similar truncation property in metric spaces. Then one can follow the lines of the relatively simple proofs as it is done in 9]. We attack here a harder problem to prove the estimate directly for Riesz type potentials.
We de ne a certain generalized Riesz potential operator suitable for the environment of metric spaces and prove an estimate in the spirit of Br zis and Wainger for this operator. This potential operator appears in 8], see also 4] for similar operators.
Our inspiration came from the discussion with Piotr Haj lasz after his lecture given in Prague in May 1999.
Introduction
Let X be a set endowed with a quasi-metric, which is nonnegative and symmetric on X (that is, jx ? yj = jy ? xj) and moreover that there is a d > 0 such that the generalized triangle inequality jx ? yj d(jx ? zj + jz ? yj) (5) holds for every x; y; z 2 X. We shall assume that diam X = R=2 for some R 2 (0; 1). This restriction does not exclude unbounded spaces from consideration. Namely, a typical application is that X is a xed ball of a larger space X 0 . Throughout the paper, for x 2 X and 0 < r < R, B(x; r) denotes a ball; B(x; r) = fy 2 X; jx?yj < rg. We further assume that there is a nonnegative measure de ned on X. The following two basic properties are required:
(i) the doubling condition: there exists a positive constant D such that for every x 2 X and r 2 (0; R=2) (B(x; 2r)) D (B(x; r)): (6) (ii) the lower estimate for the measure of a ball: there exists a > 0 and an n > 1 such that for every x 2 X and r 2 (0; R] (B(x; r)) r n : (7) We denote by kgk p the norm of a function g in L p (X; ). In integrals, we write dy, dz etc. rather We shall use the fact that the maximal operator is bounded on L p (X) whenever 1 < p < 1 (cf. e.g . (10) Given a locally integrable non-negative function g on X and > 1, we denote G = fy 2 X; (I 1 g)(y) > g:
The aim of this paper is to prove the following result.
Theorem. (i) Let 1 < p < n. Then there exists a C > 0, depending only on p; n; D; d and , such that for every non-negative function g 2 L p (X; ) with kgk p 1 we have (11) (ii) There exists a C > 0, depending only on n; D; d and , such that for every non-negative function g 2 L n (X; ) with kgk n 1 we have (12) In the proof we will make use of two crucial lemmas, both of independent interest. Key Lemma. Let x 2 X, 1 < p n, and 0 < r < R. Then there is a constant C 13 > 0, depending only on , n and p, such that Z X E r (x; y) p 0 dy C 13 ( r n ); (13) where is de ned by ( r n ) := Z R r s (1?n)(p 0 ?1) ds: (14) It is easy to prove this lemma when X = R n (see for example Hedberg 6] ). The main hurdle one has to clear in the situation of metric spaces is the lack of an upper estimate for the measure of a ball (recall that (7) gives only a lower bound). The proof of the Key Lemma is given in Section 3.
As a step towards the proof of the Theorem we split the integration over to the intervals (0; ) and ( ; 1), where = C 15 R (X) ?1=p with C 15 = 2D(2d) ;
here is a constant depending only on D, which will be speci ed later, see Lemma 4.1 below. (14) .
In the prologue we mentioned that we work in a situation with the lack of postulated truncation property. The role of the lemma above is to relax this di culty by restricting the integration area to certain level set. This is paid for by the appearance of the maximal operator at the right-hand side. The proof of the Truncation Lemma is rather technical and is given through a series of lemmas in Section 5.
3. Proof of the key lemma By (7) 
Proof. Assume that s 2 2 k?1 t; 2 k t) for some k 2 N. Then (6) implies (B(x; s)) (B(x; t)) (B(x; 2 k t)) (B(x; t)) D k D s t log D= log 2 ;
and (17) follows with = log D log 2 . Proof. This is a trivial consequence of (9).
THE SHARP RIESZ POTENTIAL ESTIMATES IN METRIC SPACES
5 Lemma 4.2. There exists a function ' : (1; 1) ! R depending (except on its variable) only on D such that Z R r=A dt (B(y; t)) '(A) Z R r dt (B(y; t)) (18) for
Lemma 4.6. Suppose that ;
where is given by (15) . Let g 0 on X be such that kgk p 1. Then
Proof. Using Fubini's theorem, Lemma 4.3, Lemma 4.5, (7), the assumption that kgk p 1 and the H lder inequality we estimate which proves the assertion.
JAN MAL AND LUBO PICK
We close this section with the following well-known result (see for example 2]).
Whitney's lemma. Let G $ X be an open set. Then there exists a countable system of balls fB j g j2N , B j = B(x j ; r j ), such that G S j B j , C ?1 20 r j < dist(y; G c ) < C 20 r j for every y 2 B j ; (20) where C 20 is a positive constant depending only on n and d, and X j2N Bj C 21 ; (21) where C 21 is some positive constant depending only on D.
Proof of the truncation lemma
Assume that 1 < p n and g is a xed non-negative locally integrable function on X such that kgk p 1, > , and let x be a xed point in G . Let > 1 be a xed positive constant whose precise value (independent of , g and x) will be speci ed later (see (34) and (37) Proof. We may assume that < R=2 = diam X, otherwise the assertion is trivial with C 23 = 1.
Fix y; 2 B. Since B G , we have by (7) and (22) r n (B) (G ) = n ; Proof. This is trivial when G c = = ;. Proof of the Truncation Lemma. Let satisfy (34) and (37) and let be from (22). Then
For the rst term we have by (9)
whereas, by Lemma 5. The integration over 2 (0; ) combined with (15) and (7) 
n?1 = 1 + log n?1 R = 1 + n 1?n log n?1 R n n 1 + n 1?n log n?1 (X)
C 45 log n?1 2 (X)
with C 45 = log 1?n 2 + n 1?n :
(45)
For < we have 1 C 45 log n?1 2 C 45 log n?1 2 (X) (G ) :
Thus from (43) and (44) which proves (ii).
