Abstract. We obtain structural theorems for the so-called S-asymptotic and quasiasymptotic boundedness of ultradistributions. Using these results, we then analyze the moment asymptotic expansion (MAE), providing a full characterization of those ultradistributions satisfying this asymptotic formula in the one-dimensional case. We also introduce and study a uniform variant of the MAE. Some of our arguments rely on properties of the short-time Fourier transform (STFT). We develop here a new framework for the STFT on various ultradistribution spaces.
Introduction
In this article we study asymptotic properties of ultradistributions. Asymptotic analysis is an important subject in the theory of generalized functions and provides powerful tools for applications in areas such as mathematical physics, number theory, and differential equations. The theory of asymptotic behavior of generalized functions has been particularly useful in the study of Tauberian theorems for integral transforms. We refer to the monographs [9, 24, 29] for complete accounts on the subject and its many applications.
The asymptotic behavior of a generalized function is usually analyzed via its parametric behavior, mostly with respect to translation or dilation. The idea of looking at the translates of a distribution goes back to Schwartz [28, Chapter VII] , who used it to measure the order of growth of tempered distributions at infinity. Pilipović and Stanković later introduced a generalization, the so called S-asymptotic behavior, and thoroughly investigated its properties for distributions, ultradistributions, and Fourier hyperfunctions. There are deep connections between S-asymptotics and Wiener Tauberian theorems for generalized functions [20, 21] . Our aim in the first part of this paper is to establish a counterpart of the main structural result from [23] (cf. [24, Theorem 1.10, p. 46]) for S-asymptotically bounded ultradistributions. The S-asymptotics is defined via the asymptotic behavior of convolution averages of the ultradistribution and there are several ultradistribution spaces that were studied in [5, 19] and are closely related to these convolution averages. We point out that we shall work with much weaker assumptions than those employed in [5, 19, 23, 24] and this, in turn, requires using different technology. Our technique here is based upon exploiting mapping properties of the short-time Fourier transform (STFT) and is inspired by the recent works [3, 4, 15] .
There are two very well-established approaches to asymptotics of generalized functions related to dilation. The first one is the quasiasymptotic behavior, which employs regularly varying functions [1] as gauges in the asymptotic comparisons. This concept was first introduced by Zav'yalov for Schwartz distributions [32] and further developed by him, Drozhzhinov, and Vladimirov in [29] . The quasiasymptotic behavior was naturally extended to the context of one-dimensional ultradistributions in [22] . Here we shall provide complete structural theorems for quasiasymptotically bounded ultradistributions, both at infinity and the origin, using the above-mentioned results for S-asymptotic boundedness and techniques developed by the authors in [16] . These results are the ultradistributional analogs of the structural theorems from [30] (cf. [24, Section 2.12, p. 160]).
The second important approach to asymptotic behavior related to dilation is the socalled moment asymptotic expansion (MAE), whose properties have been extensively investigated by Estrada and Kanwal [8, 9] . Some recent contributions can be found in [27, 31] . A generalized function f is said to satisfy the MAE if there is a certain multisequence tµ α u αPN d , called the moments of f , such that the following asymptotic expansion holds
As is shown in the monograph [9] , the MAE supplies a unified approach to several aspects of asymptotic analysis and its applications. Interestingly, Estrada characterized [7] the largest space of distributions where the MAE holds as the dual of the space of so-called GLS symbols [11] . We will consider the MAE for ultradistributions, providing a counterpart of Estrada's full characterization in the one-dimensional case. We shall also study a uniform version of (1.1), which we call the UMAE. Our considerations naturally lead to introduce the ultradistribution spaces K 1˚p R d q and K 1: pR d q, which are intimately connected with the MAE and UMAE. We note that in even dimension our space K 1: pR 2d q arises as the dual of one of the spaces of symbols of 'infinite order' pseudo-differential operators from [26] .
The plan of the article is as follows. In Section 2 we fix the notation and briefly explain some facts about ultradistributions. Section 3 is devoted to establishing a theory for the STFT on D 1˚p R d q using compactly supported ultradifferentiable windows; in particular, we obtain the STFT desingularization formula for general ultradistributions. Then, in Section 4, we characterize the S-asymptotic boundedness of ultradistributions; our method relies on studying the weighted ultradistribution spaces B 1ω " pD L 1 ω q 1 by means of the STFT. We obtain complete structural theorems for onedimensional quasiasymptotically bounded ultradistributions in Section 5. Section 6 is dedicated to the MAE. We introduce there the test function space K˚pR d q and its dual K 1˚p R d q and show in particular that in dimension 1 the elements of K 1˚p Rq are precisely those ultradistributions that satisfy the MAE. Finally, we study in Section 7 a uniform variant of the moment asymptotic expansion.
Preliminaries
In this section we fix the notation and briefly collect some background material on ultradistributions.
2.1. Weight sequences. Given a weight sequence tM p u pPN of positive real numbers, we will often make use of one or more of the following conditions:
The meaning of all these conditions is very well explained in [12] . Whenever we consider the weight sequence M p , we always assume it satisfies pM.1q. For multi-indices α P N d , we will simply denote M |α| as M α . The associated function of M p is given by 
and use E˚pΩq as the common notation for the Beurling and Roumieu case (when a separate treatment is needed, we will always first state assertions about the Beurling case pM p q, then followed by the Roumieu case tM p u in parenthesis). For compactly supported test functions our notation is standard, we write D˚pΩq " E˚pΩq X DpΩq, these spaces are topologize in the canonical way [12] (naturally, by the Denjoy-Carleman theorem, the non-triviality of D˚pΩq is equivalent to pM.3q 1 ). The strong dual D 1˚p Ωq is the space of ultradistributions of class˚, while the elements of E 1˚p Ωq are exactly those ultradistributions with compact support. Finally, given K Ť Ω, by D K we denote the Fréchet space of all smooth functions with support in
The short-time Fourier transform for general ultradistributions
One of the key ingredients for our arguments in the next section will be exploiting reconstruction and desingularization formulas for the short-time Fourier transform (STFT) [10] . This will allow us to work under considerably weaker conditions than those needed (cf. [5, 19] ) for applying the parametrix method. The present section is devoted to developing a framework for the STFT of general ultradistributions with respect to compactly supported ultradifferentiable window functions of Beurling type. Our analysis closely follows that from [4, Section 2] (see also [3, Subsection 2.3] ), though a bit more precision will be needed. Throughout this section we will always assume M p satisfies pM.1q, pM.2q
1 , and pM.3q 1 . Let us start by recalling some basic properties [10] of the STFT on L 2 pR d q. We denote the translation and modulation operators as T x f " f p¨´xq and M ξ f " e 2πiξ¨f , for
2d q is continuous. The adjoint of V ψ is given by the weak integral
If ψ ‰ 0 and γ P L 2 pR d q is a synthesis window for ψ, i.e. pγ, ψq L 2 ‰ 0, then
We now wish to extend the STFT to the space D 1pMpq pR d q, for which we must first establish the mapping properties of the STFT on D pMpq pR d q. As usual, given two l.c.s. (Hausdorff locally convex spaces) E and F we write E p b π F, E p b ε F, E p b i F for the completion of the tensor product E b F with respect to the projective, ε-or inductive topology, respectively [13] . If either E or F is nuclear we simply write 
The following mappings are continuous:
Proof. Let R 0 ą 0 be such that Bp0, R 0 q contains supp ψ.
We first show the continuity of V ψ . Let R ą R 0 be arbitrary and consider ϕ P
by pM.2q 1 for some C ą 0 depending on ℓ and k. Whence if we set ℓ " π{pkH
and the continuity follows. Let us now show the continuity of the adjoint mapping Vψ . We consider again R ą R 0 and let Φ P D Bp0,Rq,x p b i S pMpq pR d ξ q. We have supp Vψ Φ Ď Bp0, 2Rq. Let ℓ ą 0 and pick k P N such that kℓ ě 4πH d`1 with H as in (2.1). For any α P N d we now havěˇB
for some C ą 0, where we have used (2.1). The desired continuity has been established.
Then, V ψ f is obviously a smooth function on R 2d .
In particular, V ψ f defines an element of
Mp,ℓ 0 {2 psupp ψq exppMp4π|ξ|{ℓ 0 qq, which shows the assertion.
Then Vψ F P D 1pMpq pR d q by Proposition 3.1. We are now able to establish the mapping properties of the STFT on D 1pMpq pR d q and obtain the the desingularisation formula in
and the desingularization formula
Proof. Proposition 3.1 directly yields the continuity of Vψ . The continuity of V ψ would also follow from Proposition 3.1 if we establish the formula
x,ξ q, and since
Next, let ψ P D 1pMpq pR d qzt0u and γ P D pMpq pR d q be a synthesis window for ψ. In view of (3.5) and the reconstruction formula (3.1), we infer it follows that for any . This inequality together with (2.1) and Lemma 3.2 imply that
By (3.4) in the Beurling case, f andf coincide on a dense subspace of D tMpu pR d q, so that they must be equal as elements of D 1tMpu pR d q.
S-asymptotic boundedness
Our aim here is to obtain a structural characterization for those ultradistributions that satisfy
where W Ď R d is simply an unbounded set and ω is a positive function. The Sasymptotic relation is to be interpreted in the ultradistributional sense [24] , that is, it explicitly means that for each test function ϕ P D˚pR d q,
We first focus on the case W " R d , where we assume ω is positive and measurable and impose the following regularity condition on it,
Some function and ultradistribution spaces introduced in [5] (cf. [6] ) are involved in our analysis. Let
We set 
so that in particular there is C ψ ą 0 such that Proof. Let R ą 0 be such that supp ψ Ď Bp0, Rq.
Now for any β P N d and |h| ď R we have by (4.3) ż
dqq .
(
whence the first bound is obtained. Now as the mapping
is continuous, it follows from the closed graph theorem that˚f is a continuous mapping
Then, for any ϕ P DL 1 ω , applying (i) and (ii) we get that for some ℓ f ą 0 and any ℓ ϕ ą 0 (for any ℓ f ą 0 and some ℓ ϕ ą 0)
dqq dξ.
? d and using (2.1) one concludes that the very last integral converges, showing thatf P B 1ω . By Proposition 3.3 f andf coincide on D˚pR d q,
The next lemma provides a projective description for D
. We shall also consider R " pℓ p q pPZ`: ℓ p Õ 8 and ℓ p ą 0, @p P Z`( . For any pℓ p q P R we write L 0 " 1 and 
1 , and pM.3q
An application of (4.
be the polar of the closed unit ball of p, so that, by the bipolar theorem,
If we now apply [2, Lemma 4.5(i), p. 417], there are some k p P R and C B ą 0 for which
We might additionally assume that M p K p satisfies pM.2q
, it follows from parts (i) and (iii) from Lemma 4.1 that
, so that the spaces also coincide topologically as claimed.
We also need the following auxiliary lemma. Given ε ą 0 and a set V , we denote as V ε the open ε-neighborhood of V , that is, the set V ε " V`Bp0, εq. Proof. To show this, we make use of the fact that the fundamental solutions of the Laplacian belong to
By cutting-off a fundamental solution in the ball Bp0, εq, this implies we can select functions χ 1 P L 1 pR d q and χ 0 P DpR d q both supported on Bp0, εq, such that δ " ∆χ 1`χ0 . Extend g off V ε as 0 and keep calling this extension by g, We obtain the claim if we set g j " g˚χ j so that the desired inequalities hold with c j,ε " ş |x|ďε |χ j p´xq|dx.
We are ready to describe B 1ω in several ways. 
(ii) There are continuous functions tf α u αPN d such that for some ℓ ą 0 (for any ℓ ą 0) there exists C ℓ ą 0 such that
and
Proof. The representation (4.8) with the f α satisfying the bounds (4.7) implies f˚ϕ P L 8 ω for each ϕ P D˚pR d q, so that the implication (ii)ñ(iii) certainly holds. (i)ñ(ii). We only discuss the Roumieu case, the treatment in the Berling one is similar but simpler. Moreover, in view of Lemma 4.3 and the assumption pM.2q
1 , it suffices to establish the property (ii) with measurable functions f α . Given pℓ p q P R, define X ℓp as the Banach space of smooth functions ϕ such that
Using Lemma 4.2, we alternatively have
given by jpϕqpα, xq " p´1q |α| ϕ pαq pxq is an isometry so that f, jpϕq " f, ϕ defines a continuous linear functional on jpX ℓp q. The representation (4.8) with functions as in (4.7) then follows by applying the Hanh-Banach theorem (and (4.6)). (iii)ñ(i). Let ψ P D pMpq pR d qzt0u and γ P D pMpq pR d q be a synthesis window for ψ. Exactly as in the proof of (4.4) in Lemma 4.1(ii), one shows that for some ℓ ą 0 (for any ℓ ą 0)
for some C " C ℓ ą 0. Now, one can extend f as an element of B 1ω via the desingularization formula (3.4) as in the proof of Lemma 4.1(iii).
We can now study the S-asymptotic behavior (4.1) for an arbitrary unbounded set W . Recall our notation W R " W`Bp0, Rq. Proof. The sufficiency of the conditions is easily verified. For the necessity, let R ą 0 be arbitrary and let χ R be a non-negative smooth function on R d such that 0 ď χ R ď 1, χ R " 1 on W R while χ R " 0 outside W 2R , and such that
The existence of such functions can be established as in, e.g., [17, Lemma 3.3] . Then, we set r f :" χ R¨f and notice that r f and f coincide on W R . Take any ϕ P D˚pR d q and let r ą 0 be such that supp ϕ Ă Bp0, rq. Take any h P R d . If h R W r`2R then r f px`hq{r ωphq, ϕpxq " 0. Now suppose h P W r`2R then h " h 1`h2 with h 1 P W and h 2 P Bp0, r`2Rq. Then, employing (4.3) and the Banach-Steinhaus theorem,
because tT h 2 ϕ : h 2 P Bp0, r`2Rqu is a bounded family in D˚pR d q. Consequently, f px`hq " Opωphqq, h P R d , in D 1˚p R d q and the assertion follows from Theorem 4.4.
In applications it is very useful to combine Theorem 4.5 with the ensuing proposition, which provides conditions under which one might essentially apply Theorem 4.5 with a function ω that is just defined on the set W . 
3). In addition, if ω is measurable (or continuous), the extension can be chosen measurable (or continuous) as well.
Proof. For any x P R d we denote by r x P W the (unique in view of convexity) closest point to x in W . Then, we set r ωpxq :" ωpr xq. Since x Þ Ñ r x is continuous, r ω inherits measurability or continuity if ω has the property. We now verify (4.3) for r ω. Let R ą 0 and let C R an upper bound for ωpt`yq{ωpyq, where y, t`y P W and t P Bp0, Rq. Let x P R d and h P Bp0, Rq be arbitrary. Consider the points x, x`h, r x and Ć x`h. By the obtuse angle criterion, the angles defined by the line segments rx, r x, Ć x`hs and rx`h, Ć x`h, r xs are at least π{2, whence |r x´Ć x`h| ď |x´px`hq| ď R. It then follows that r ωpx`hq ď C R r ωpxq, as required.
If the weight sequence satisfies stronger assumption, one can drop any regularity assumption on ω, as stated in the next result. such that δ " P pDqϕ`χ. Setting f 0 " f˚χ and g " f˚ϕ, we obtain the decomposition f " P pDqg`f 0 , which in particular establishes the representation (4.8) with functions f α satisfying the bounds (4.10).
Quasiasymptotic boundedness
Our results from the previous section can be applied to obtain structural theorems for ultradistributions being quasiasymptotically bounded in dimension 1. Let ρ be a positive function defined on an interval of the form rλ 0 , 8q. We are interested in the relation f pλxq " Opρpλqq as λ Ñ 8 in ultradistribution spaces. The analog of the condition (4.9) for a function ρ in this multiplicative setting is being O-regularly varying (at infinity) [ and for some ℓ ą 0 (for any ℓ ą 0) there is C ℓ ą 0 such that
(ii) If pM.1q, pM.2q, and pM.3q hold, for each R ą 1 one can find x 0 and continuous functions such that f has the representation (5.1), where the f m satisfy the bounds
for some ℓ ą 0 (for any ℓ ą 0). In the rest of the section we are interested in describing quasiasymptotic boundedness in the full space D 1˚p Rq. For it, we need to impose stronger variation assumptions on the gauge function ρ. We call a positive measurable function O-slowly varying at infintiy if for each ε ą 0 there are C ε , c ε , R ε ą 0 such that
In the terminology from [1] this means that the upper and lower Matuszewska indices of L are both equal to 0. Thus, a function of the form ρpλq " λ q Lpλq is an O-regularly varying function with both upper and lower Matuszewska indices equal to q P R.
The authors have found in [16] for some ℓ ą 0 (for any ℓ ą 0) there exists C ℓ ą 0 such that
and additionally (only) when q "´k
A function L is O-regularly varying at the origin if Lp1{xq is O-regularly varying at infinity.
Theorem 5.4. Assume pM.1q, pM.2q
Rq, q P R, and let L be O-slowly varying at the origin. Let k be the smallest positive integer such that k ď q. Then, we have that
Rq holds if and only if there exist x 0 ą 0 and continuous functions F and f m on r´x 0 , x 0 szt0u, m ě k, such that
for some ℓ ą 0 (for any ℓ ą 0) there exists C ℓ ą 0 such that
for all m ě k, and F " 0 when q ą´k while if q "´k the function F satisfies, for each a ą 0, the bounds
We end this section with a remark that briefly indicates further properties of quasiasymptotic boundedness. 
The moment asymptotic expansion
This section is devoted to study the moment asymptotic expansion (1.1), which in general we interpret in the sense of the following definition.
Definition 6.1. Let X be a l.c.s. of smooth functions provided with continuous actions of the dilation operators and the Dirac delta and all its partial derivatives. An element f P X 1 is said to satisfy the moment asymptotic expansion (MAE) in X 1 if there are µ α P C, α P N d , called its moments, such that for any ϕ P X and k P N we have
Similarly as in the case of compactly supported distributions [8, 9] or analytic functionals [27] , one can show that any compactly supported distribution satisfies the MAE in E 1˚p R d q (we will actually state a stronger result in Proposition 7.3 below). Naturally, as in the distribution case, we expect the MAE to be also valid in larger ultradistribution spaces. In dimension 1, Estrada gave in [7, Theorem 7 .1] (cf. [9] ) a full characterization of the largest distribution space where the moment asymptotic expansion holds; in fact, he showed that f P D 1 pRq satisfies the MAE (in D 1 pRq) if and only if f P K 1 pRq (and the MAE holds in this space), where K 1 pRq is the dual of the so-called space of GLS symbols of pseudodifferential operators [11] . One of our goals here is to give an ultradistributional counterpart of Estrada's result.
We start by introducing an ultradistributional version of KpR d q. For each q P N and ℓ ą 0 we denote by K Mp,ℓ q pR d q the Banach space of all smooth functions ϕ for which the norm
ℓ |α| M α is finite. From this we construct the spaces
and finally the test function space
It should be noticed that this is space is never trivial; in fact, K˚pR d q contains the space of polynomials.
Our first important result in this subsection asserts that the elements of K 1˚p R d q automatically satisfy the MAE. Interestingly, no restriction on the weight sequence M p is needed to achieve this.
We keep λ ě 1 and fix k P N. Take any arbitrary ϕ P Kq pR d q, where we may assume q ě k. Consider the pk´1qth order Taylor polynomial of ϕ at the origin, that is, ϕ k pxq :"
Thus, we need to show f pλxq, ϕpxq´ϕ k pxq " Op1{λ k`d q. This bound does not require any uniformity in k; therefore, we may just assume that ϕ pαq p0q " 0 for any |α| ă k so that our problem reduces to estimate | f pλxq, ϕpxq |. There exists some
If |α| ě q, we have
We further consider |α| ă q. When |x| ě λ, obviously 
We are left with the case |x| ď λ and |α| ă q. If k ď |α| ă q we get
Finally, for |α| ă k, the Taylor formula yields
The proof is now complete.
The next proposition describes the structure of the elements of
The proof in the Beurling case is standard, while in the Roumieu case it can be established via the dual Mittag-Leffler lemma in a similar fashion as in [12, Section 8] , we therefore leave details to the reader. We point out that the converse of Proposition 6.3 holds unconditionally, that is, without having to impose any assumption on the weight sequence M p . Proposition 6.3. Let M p satisfy pM.1q and pM.2q
Then, given any q P N one can find a multi-sequence of continuous functions f α " f q,α P CpR d q such that
and for some ℓ ą 0 (for any ℓ ą 0) there is C " C q,ℓ ą 0 such that
Notice that when pM.1q and pM.3q 1 hold, then one has the continuous and dense inclusions Proof. If f satisfies the MAE, then in particular f pλxq " Opλ´qq in D 1˚p Rzt0uq for each q P N. Hence, for a fixed but arbitrary q P N, using Proposition 5.1(i) and Komatsu's first structural theorem in the case of compactly supported ultradistributions, we can write f "
Rq with f m " f q,m P CpRq such that for some (for each) ℓ ą 0 they fulfill bounds f m pxq " O q,ℓ pℓ m p|x|`1q m´q´2 q{M m . Clearly, this representation yields f P K 1q pRq. Since q was arbitrary, we conclude that f P K 1˚p Rq. For the converse, Theorem 6.2 shows that a stronger conclusion actually holds.
Remark 6.5. In dimension d " 1, this argument gives an alternative way for proving Proposition 6.3 in the non-quasianalytic case without having to resort in the dual Mittag-Leffler lemma.
The uniform MAE
The bound in (6.1) is not uniform in general, but in the ultradistributional case it is natural to expect that some sort of uniformity could be present. For instance, we see below in Proposition 7.3 that this is the case for compactly supported ultradistributions. Let us introduce the following uniform variant of the MAE. Throughout this section we work with three weight sequences M p , N p , and A p , and simultaneously denote in short their Beurling or Roumieu cases by˚, :, and 7, respectively; the associated functions of M p and N p are M and N. Definition 7.1. Let A p be a weight sequence and let X be a l.c.s. of smooth functions provided with with continuous actions of the dilation operators and the Dirac delta and all its partial derivatives. An element f P X 1 satisfies the uniform moment asymptotic expansion (UMAE) in X 1 with respect to 7 if there are µ α P C, α P N d , such that for any ϕ P X and each ℓ ą 0 (for some ℓ " ℓ ϕ ą 0) the asymptotic formula (7.1) f pλxq, ϕpxq " ÿ |α|ăk µ α ϕ pαq p0q
holds uniformly for k P N.
We now introduce ultradistribution spaces that are closely related to the UMAE. Given q, ℓ ą 0 we denote by K Proof. By replacing it by an equivalent sequence, we may assume that N p ą 1 for each p. Fix an arbitrary 0 ă ε ď 1 in the Beurling case, while we put ε " 1 in the Roumieu case. We will always assume λ ě H ě 1, where H is the parameter in pM.2q (for both sequences). Take any f P K 1: pR d q and ϕ P K: pR d q. Arguing as in the proof of Theorem 6.2, we need to find a uniform bound for | f pλxq, ϕpxq´ϕ k pxq |, where ϕ k is the pk´1qth order Taylor polynomial of ϕ at the origin. There exist q " q ϕ ą 0 and ℓ " ℓ f ą 0 (ℓ " ℓ ϕ ą 0 and q " q f ą 0) such that ϕ P K which concludes the proof.
The next result describes the UMAE for compactly supported ultradistributions. The proof goes alone the same lines as that of Theorem 7.2 and we therefore leave details to the reader.
