Lesion segmentation is of great research interest due to its capability in facilitating accurate stroke diagnosis and surgical planning. Existing deep neural networks, such as U-net, have demonstrated encouraging progress in biomedical image segmentation. Nevertheless, there are still many challenges related to the segmentation of stroke lesions, including dealing with diverse lesion locations, variations in lesion scales, and fuzzy lesion boundaries. In order to address these challenges, this paper proposes a deep neural network architecture denoted as the Multi-Scale Deep Fusion Network (MSDF-Net) with Atrous Spatial Pyramid Pooling (ASPP) for the feature extraction at different scales, and the inclusion of capsules to deal with complicated relative entities. The proposed method is essentially an end-to-end deep encoder-decoder neural network. The cross connection between the encoder and the decoder guarantees the high resolution of the feature mapping. Experimental results on the open-source Anatomical Tracings of Lesions After Stroke (ATLAS) dataset shows that the proposed model achieved a higher evaluating score compared to 5 existing models.
I. INTRODUCTION
Acerebral vascular accident (CVA), more commonly known as a stroke, is an acute vascular disease leading to brain tissue damage caused by either the sudden rupture of blood vessels in the brain or by vascular obstruction. Key consequences of a stroke include acute onset, high disability and mortality. Stroke is the second cause of death cause across the globe, resulting in almost 6 million deaths worldwide in 2016 [1] . Two-thirds of stroke survivors suffer from long-term disability, preventing them from participating in daily activities and causing huge social healthcare cost burdens [2] , [3] . Therefore, the early diagnosis of stroke is particularly important for patients in order to prevent the development of the disease. Medical image segmentation is key in the accurate analysis of stroke medical images The associate editor coordinating the review of this manuscript and approving it for publication was Qichun Zhang .
as the segmentation directly improves the effectiveness and efficiency of subsequent tasks [4] - [6] . Therefore, researchers are unanimously committed to segmentation studies of brain stroke images. In the acute phase of a stroke, low resolution CT scans and structural MRI (e.g. T2-weighted, FLAIR, diffusion-weighted and perfusion-weighted MRI) are typically used for clinical analysis [7] . For the chronic phase, high resolution rate T1-weighted (T1W) anatomical magnetic resonance imaging is more suitable for the evaluation of brain structure changes [8] . However, at present, there are few studies on the T1W automatic labeling of chronic stroke lesions based on large-scale neuroimaging. Thus, research into T1W auto-segmentation is critical [7] .
There are several challenges that must be overcome for the precise segmentation of images [9] . First, T1 scan images exhibit many shapes and intensities similar to stroke lesions. Second, there is a wide variation in the location and size of lesions. Third, stroke ambiguity and complex appearances result in blurred boundaries between lesions and non-lesions.
Moreover, the development of brain image segmentation technology has undergone several stages. Manual operation was previously used in medical image segmentation, whereby well-trained experts manually segmented strokes [10] . However, this manual process was time-consuming and relied heavily on subjective perceptions.
Following this, a series of semi-automatic and fully-automatic segmentation methods [11] - [13] have been developed, including traditional algorithms and methods based on machine learning. Semi-automatic segmentation uses artificial and computer interactive processing, such as algorithms based on region growing mode, whereby a region is selected by experts and is subsequently segmented by a computer [14] . Compared with manual segmentation, the speed and accuracy of the segmentation are greater, yet such methods fail in the presence of complex structures, such as white and gray matter.
With the development of artificial intelligence and fuzzyalgorithms, automatic segmentation has become increasing popular for the processing of medical images. Such methods do not require manual segmentation, and demonstrate fast operation speeds and high repeatability. However, the accuracy of automatic segmentation faces limitations due to image noise, uneven gray levels and blurred image boundaries.
Neural network has been successful in many tasks compared with traditional machine learning methods [11] - [13] , [33] , [34] . Convolutional neural networks (CNN) are a neural networks specializing in the processing of 2D and 3D data, including images. It is demonstrated that CNNs trained in an end-to-end manner deliver better results than carefully engineered features, partially attributed to the invariance of CNNs to local signal representations, which encourages hierarchical abstraction of data [35] . Recently, CNN has also been applied to vision tasks in both standard and biomedical images, including image classification, object detection, and semantic segmentation [15] - [23] . Despite their superior performance compared previous methods, CNN based algorithms tend to be shallow, preventing the detection of high-level features.
Recently, the fully convolutional network (FCN) [15] , a deep neural network for the processing of complex image tasks, has become widely popular in biomedical image segmentation. However, this method does not take into account useful global context information. Thus, the encoder-decoder architecture [15] - [23] was proposed to solve this problem. More specifically, low-level features are extracted from the encoder relating to properties such like color and width, and high-level features are extracted by the decoder capturing more complex invariances and entire objects. Examples include SegNet [20] and U-Net [21] . This architecture usually contains a fully convolutional network for vector representation with several convolution and pooling layers and a low-resolution prediction, namely the encoder, and a network for the recovery of high-resolution predictions, namely the decoder. Limitations of such classical encoder-decoder architectures include the degradation of the ability to capture global context due to the fixed convolution, and the difficulty in dealing with complex information (e.g. the relative position between entities).
To address these challenges, multi-scale predictions such as the Atrous Spatial Pyramid Pooling (ASPP) [22] , have been proposed in order to fully use the global context via flexible convolution. Such approaches learn to detect features at specific scales with filters. This kind of architecture involves multiple convolution networks or layers with different scales that are merged into a single output. Exploiting multi-scale contextual information is helpful in locating boundaries and refining semantic labels, allowing for the application to different sizes and locations, as well as to blurred lesion boundaries. Examples of ASPP algorithms include DeepLab v3+ [22] and PSPNet [23] .
Capsule and dynamic routing have the potential in dealing with the complex relationship between entities. A capsule neuron is a vector that is able to express the direction and position of the lesion. In particular, features extracted from neural networks can be conceived as entities with different aspects. Capsules try to decode these entities, and learn to encode the spatial relationship between the object and the observer, which constitutes the knowledge of viewpoints. This method allows for the identification of complex biomedical properties using the agreement between active capsules. Capsules were first used in [24] , in which the authors proposed objects that describe the spatially invariant spatial relationship between objects and their components. This model can be considered as the first theoretical prototype of the current capsule networks. For routing algorithms [25] took a step forward by using a protocol-by-protocol algorithm to simultaneously activate objects and establish partial global relationships.
Based on the above observations, we propose a Multi-Scale Deep Fusion Network (MSDF-Net) model for stroke lesion segmentation. Specifically, we proposed a multi-scale deep fusion scheme that employs the merits of Atrous Spatial Pyramid Pooling in multi-scale predictions and a capsule network in order to fully use the global context to reduce the influence of blurred lesion edges on lesion segmentation. The proposed architecture is evaluated on the open-source Anatomical Tracings of Lesions After Stroke (ATLAS) dataset [7] . Experimental results suggests that the proposed method outperforms other segmentation models.
Our contribution in this paper is three-fold. First, we propose a new method denoted as ''Multi-scale Deep Fusion'' to efficiently encode biomedical properties at multiple scales. High-accuracy multi-scale feature extraction through ASPP is introduced to fuse properties with different viewpoints. Moreover, a capsule network is used in the proposed block to perceive complex irrelative information between entities. As far as we know, this is the first method proposed using capsule and dynamic routing in lesion stroke segmentation from MR images.
Second, we propose MSDF-Net, a novel neural network framework in order to address the challenges of subacute/ chronic stroke segmentation. Using MSDF, our structure incorporates multi-level feature maps, and efficiently extracts and utilizes features.
Third, this method is compared with 5 state-of-the-art segmenting architectures. Experimental result based on the ATLAS dataset demonstrate the improved performance of that this method compared to the existing algorithms. This proves its effectiveness, thus encouraging more challenging research in the future. Figure 1 shows the architecture of the proposed MSDF-Net. This architecture consists of two sub-models, denoted as the 'encoder' and 'decoder' respectively. The encoder can quickly capture high-level features from the MR image through several convolution and pooling layers, and subsequently extract multi-scale complex information using multi-scale deep fusion. These features are then fed into the decode model. The decoder retrieves abundant and accurate information by the convolution and up-sampling of the layers. However, pooling layer tends to damage the resolution of this method, leading to the loss of details in the retrieved image. Therefore, we introduce several connections between the encoder and decoder to preserve the feature resolution, shown as the gray row in Figure 1 .
II. MATERIALS AND METHODS

A. ENCODER METHOD
In this architecture, the network aims to down-sample the image through deep networks with a single MR slice as input. The architecture contains 5 levels of convolutional components. This strategy allows for the segmentation of an arbitrary large image by overlapping in the convolution process. The first four components consist of two convolution layers with a kernel size of 3 × 3, and one max-pooling layer. Each convolution layer is followed by a rectified linear unit (ReLU) and a batch normalization layer. The number of feature channels conducted from the convolution layer is doubled at each component, that is, the number of channels are 32, 64, 128 and 256. After processed with four such components, we obtain a feature map with 256 channels. This map is then sent into two convolution layers with a kernel size of 3 × 3 and output channel 512. The output feature map is then determined using the proposed multi-scale deep fusion method.
B. MULTI-SCALE DEEP FUSION 1) ATROUS CONVOLUTION
Deep convolutional neural networks have been widely used in semantic segmentation and other dense prediction tasks [15] - [23] . Currently used convolutional layers tend to be followed by pooling and striding layers, resulting in the reduction of the spatial resolution of the feature maps. Atrous or dilated convolution was thus proposed to overcome this limitation [26] - [29] . This method uses a filter 'with holes'' to increase reception fields.
For 1D signals, the output of the atrous convolution algorithm y[i] is defined as follows:
where x[i] is the ith element of the input signal x, K is the length of the input signal, w[k] is the filter, and the rate parameter r corresponds to the stride, which equals 1 in a standard convolution. For 2D signals, the atrous convolution is similar with the 1D case. The origin filters are up-sampled by a factor of rate parameter,, and zeors are introduced between origin filter values. This results in a filter a 'with hole'. In this case, the output of the atrous convolution is defined as:
where
is the size of filter, and is the rate parameter. The effective filter size has increased from the 1D case. However, it is not necessary to take into account the 0-values. Hence, both the number of filter parameters and the size of operations per position remains constant.
In the context of deep convolution neural networks, the atrous convolution algorithm allows us to maintain the high resolution of the final feature map. Furthermore, this method enables the enlargement of the field-of-view of the filters without increasing the number of parameters, which has been proved beneficial in [36] .
2) ATROUS SPATIAL PYRAMID POOLING (ASPP)
The performance of deep neural networks for semantic segmentation in detecting objects can be improved by explicitly considering the object scale. One such approach is the use of ASPP [22] , inspired by the excellent segmentation ability of spatial pyramid pooling in R-CNN. This method encourages the use of several parallel atrous convolution layers to collect features of different scales. The feature maps extracted from the different layers are then fused to generate multi-scale features. In this paper, we use the following ASPP parallel layers: a 1 × 1 standard convolution layer, three 3 × 3 atrous convolution layers (rate parameters of rate parameters of 6, 12 and 18), and a global max-pooling layer.
3) CAPSULE AND DYNAMIC ROUTING
CNN is widely used in feature extraction and other visual tasks. However, convolution operations linked to CNN may be too simple to solve complex problems [25] . For example, if the image is rotated, deformed or oriented in different directions, CNN cannot recognize the original image. Each convolution layer tries to understand the local information of an image using a 3 × 3 or 5 × 5 pixel-level operation. When we combine the low-level features into high-level complex and abstract features, pooling operations are required in order to reduce the size of the output feature map. This operation results in the loss of information, such as location details.
The application of capsules is proposed to the aforementioned challenges, aiming to represent samples of visual entities. A capsule is a vector that constitutes of a group of neurons and represents the instantiation parameters of an entity [25] . It is generally implemented by an activity vector combined with a series of neurons. The activation of these neurons represent properties such as the posture, deformation, and color, of a particular entity in an image. The length of the capsule indicates the probability of the appearance of the entity, thus it takes a value from 0 to 1. Capsule networks are built to deal with the drawbacks of CNN, particularly the lack of consideration of the relationship between viewpoints and visual entities.
Capsules determine image patterns using high-dimensional coincidence filtering (HDCF). This mechanism processes capsules based on two parameters in the continuous layer, namely, the weights W ij and coupling coefficients c ij of the different capsules. The weights W ij are used to represent a linear transformation that maps parts of an object into overall clusters. Since viewpoint changes do not alter the relative direction between components, assuming that the weights are maintained as constant, using inputs with the same objects and different angles is sufficient to represent the overall clusters. The coupling coefficient c ij represents the probability of the distribution between a pair of capsules. This variable is determined dynamically during the inference period, and this progress is denoted as the dynamic routing algorithm [25] .
The activation of the capsules indicates the probability of existence of the entities represented by the capsules. The 'squashing' function is used to implement the activation. This guarantees that the length of the 'impossible' vectors is close to 0, while that of 'possible' capsules is close to 1, and is implemented as follows:
where s j and v j indicate the jth vector before and after squashing, respectively. Given an input capsule u i , this variable is first multiplied by the weight matrix W ij to produce the prediction vectorû j|i , namely,û j|i = W ij u i . After that, a capsule s j is generated through a weighted sum of all prediction vectorsû j|i , that is, s j = i c ijûj|i . Finally, this capsule s j is used to produce the output capsule v j by the 'squashing' function. The coupling coefficients c ij is determined by b ij through ''routing softmax'':
The variables c ij and b ij are iteratively refined through dynamic routing algorithm, following [25] . This procedure is also shown in Figure 2 .
4) MULTI-SCALE DEEP FUSION
The multi-scale deep feature fusion process, shown in Figure 3 , is composed of three components: the ASPP, capsule routine and reconstruction.
In the proposed architecture, ASPP aims to deal with the large range of stroke lesions using several convolution layers VOLUME 7, 2019 FIGURE 2. The dynamic routing procedure. Variables u i , W ij ,û j |i , c ij , s j and v j indicate the input capsule, the weight matrix, the prediction vectors from the input capsule, the coupling coefficients, the output capsule, and the final output capsule after squashing, respectively. The variable c ij is determined by b ij , which is determined by the dynamic procedure iteratively.
of different rates. The feature map extracted from the previous convolution operation is processed by three 3 × 3 convolutions with the dilated rates of 6, 12, and 18. Varying dilated rates result in different view scales. To limit the dilated rate, the feature map is also processed by a convolution layer with a kernel 1 × 1. Moreover, a global pooling layer is added to fuse global contexture. The output maps of these 5 layers are then concatenated together, and processed by a 1 × 1 convolution for preliminary feature fusion. This results in a feature map fused with different view scales.
The ASPP output feature map is sent to the capsule layers, including primary and digit capsules. Primary capsules are produced by a 3 × 3 convolution layer with a stride of 2. They are made up of 32 maps, each of which is an 8D W×H feature map which come from the output feature map of ASPP, where W and H are the width and height of the feature map. These capsules are then sent to the digit capsule layers through the dynamic routing algorithm. The outputs of the digit capsules contain N 16-dimension capsules, each of which receives variables from all the capsules in the primary capsule layers. Theoretically, N equals the number of categories of the entities represented by the capsules.
The output features of the digit capsules are used for the reconstruction. These features are first fed into a capsule decoder to decode the properties of the entities. The decoder consists of three fully connected layers containing 1024, 2048 and M × 64 neurons. In order to ensure that the encoder of the architecture can be effectively connected to the corresponding layer of the capsule decoder, the size of the output feature map must be consistent with the size of the feature map extracted by the last layer of the down-sampling. More specifically, M must equal the number of features in each channel of the ASPP input map. In this paper, M = 11 × 14, and the number of channels of the output feature map is 64. The M × 64 feature vector is reshaped to a feature map with 64 channels, and connected to the decoder of the architecture.
C. DECODER
This architecture consists of four up-sampling calculation units, with every unit built up by an up-convolution operation that leads to half the number of channels and twice the size of the feature map. In addition, the decoder includes a concatenation that crops features from the corresponding feature map in the encoder architecture, and two convolution layers with a kernel size of 3 × 3. The size of the output of the four units are 256, 128, 64, and 32. Following the final up-sampling unit, a convolution layer activated by ReLU with a kernel size of 1 × 1 and an output channel of one is used to map the 32-component feature to the desired number of labels. The resultant output map is of the same size as the input MR image is subsequently applied to the segmentation.
D. DICE LOSS FUNCTION
Although the ATLAS dataset is readily available and easy to implement in model estimations, there are more negative pixels and slices (those that do not contain lesions) than positive pixels and slices.
For segmenting problems that lead to a two-class pixellevel classification, the most widely used objective function is the binary Cross Entropy (CE) loss function, which is defined as:
where N is the number of pixels, y i is the label of pixel i, that is, ''0'' or ''1'', andŷ indicates the predicted probability that pixel i is classified as ''1''. Note that all the pixels contribute equally to the cost, as class imbalances are ignored in the objective function. For this case, the class with the largest size will have the greatest influence on the training procedure.
To avoid the aforementioned disadvantages of the CE loss function, we employ a Dice loss function [30] for the training. This method does not account for true negative pixels, thus the objective function will not be affected by class imbalance. Similar to the Dice score, the Dice loss can be defined as follows:
where y i is the corresponding ground truth label,ŷ i is the predicted probability that the pixel is classified as''1'', and is a small constant for numerical stability. The partial derivative of Dice loss can be calculated as follows:
The generalization ability of an algorithm refers to a balance between the amount of information contained in the training dataset and the complexity of the model. If the neural network is very complex yet there is limited data for training, an imbalance occurs, which results in a bad generalization. Although neural networks used for segmentation are becoming more and more complex, the information contained in the corresponding datasets remains constant. Thus, the application of complex neural networks in biomedical image segmentation is limited. Model complexity can be estimated using the number of free parameters and the growth of the weights. Once the model has been selected, the former value stays constant, thus limiting the latter can be used to decrease model complexity. This can be implemented using ''weight decay'' [31] , which prevents the weight from growing too large, unless necessary, as follows:
where L 0 is the origin loss function, λ indicates how strongly large weights are punished, w i is the ith free parameter in the model, and L is the final loss function after adding the weight decay. In this paper, the final loss function implemented in the model is defined as follows:
III. EXPERIMENTS A. DATASET
The ATLAS dataset is frequently used for research on the segmentation of diverse lesions. This dataset consists of 304 T1-weighted MR images collected from 11 cohorts. Images from cohorts 3-11 were collected on 3T MRI scanners, with a resolution of 1 mm 3 (isotropic), while those from cohorts 1 and 2 have a resolution of 0.9 mm × 0.9 mm × 0.9 mm and were collected with a 1.5T scanner. Specifications of the data, including scanner strength, brand, and image resolution, are included in the meta-data of the dataset.
From the analysis, the average size of the identified lesionsis determined as 2.12 ± 3.898 × 104 mm 3 , with minimum and maximum lesion sizes of 10 mm 3 and 2.838 × 10 5 mm 3 , respectively. On average, the individual patient is more likely to have only one lesion (58%). The probability of identifying lesions in the left and right hemispheres are roughly equal (48.4%, 43.8%, and 7.7%, for the left and right hemispheres, and other locations (e.g. brainstem), respectively). Overall, there is a greater amount of subcortical lesions (70.7%) compared to cortical lesions (21.5%).
A total of 11 experts with standardized training in the identification and segmentation of lesions were hired to manually draw lesion masks. For each MR image, lesions were identified manually using MRIcron, an open-source tool for brain imaging visualization [32] that is used to display the brain. For each individual brain, at least one lesion mask was identified, and the lesion properties were subsequently recorded in the metadata.
A subset of the ATLAS dataset, normalized to MNI-152 space, was used for the effective comparison between several segmenting algorithms. Brain images that exhibited differences associated with the quality of scanners and technical difficulties with were not included in this standardized subset. Thus, in total 229 subjects were used in the experiment, of which 160 cases were applied for training, and 69 cases for the validation of the model.
B. IMPLEMENTATION DETAILS
In this paper, the proposed algorithm is implemented using Keras with the TensorFlow backend. Training and validation procedures were run on an NVIDIA TITAN Xp GPU (12 GB). Our method could process 33 frames per second on this GPU. The neural network was trained for 50 epochs, with the learning rate set to 1 × 10 −4 . Due to GPU memory limitations, the batch size was set to 15.
The training data was shuffled randomly, and slices not containing lesions were excluded for the training. All slices were cropped to the dimensions of 224 × 176 to meet the specifications of the model. The masks were also cropped to the same size. Cropping was performed only on pixels located on the boundary, in order to guarantee no loss of the brain tissue of lesions.
We have adjusted the model capacity (namely, parameter numbers) according to the training and validation error evolution plots, used strategies like data augmentation and weight decay tricks to facilitate the proper convergence of the network. Four kinds of criteria were employed to evaluate the model; Dice score, Volumetric Overlap Error (VOE), sensitivity (SE) and Relative Volume Difference (RVD).
IV. RESULTS
A. IMPACT OF NUMBER OF CAPSULES
The capsules and neurons in multi-scale deep fusion represent different entities and properties, respectively, while the length of the capsule denotes the probability of the presence of the corresponding entity. The stroke lesion is determined by a specific number of entities (e.g. texture, localization, contexture information and gray value), which are represented by the capsules. A model with too little capsules may not be able to represent all existing entities, while too many capsules may lead to a lack of generalization, causing overfitting. Thus, an accurate number of capsules (i.e. close to the number of actual entities) results in accurate model performances. Table 1 compares the performance of our proposed method with different numbers of capsules. The results demonstrate that the Dice score initially increases then gradually drops as the number of capsules increases, which verifies our hypothesis that an appropriate number (rather than as many as possible) of entities contributes to image segmentation. In this study, we set the number of capsules to 32, as suggested by the results in Table 1 . The capsule here refers to the digit caps in Figure 3 . 
B. MODEL COMPARISONS
We chose five state-of-the-art models for comparison; FCN-8s, U-Net, DeepLab v3+, PSPNet, and SegNet ( Table 2 ). Note that the number 8 indicates the rate of up-sampling in the FCN model. The predictions of each model are shown in Figure 4 . It can be demonstrated that for difficult small lesion samples, our methods presented stronger capability in identifying and segmenting them, and for the large lesions, our model can get more detailed boundary information. The performance is judged using the Dice score, sensitivity (SE) and Volumetric Overlap Error (VOE). Our proposed method performs better than all five methods, with improvements of 0.0655, 0.0618 and 0.0012 on the median Dice score, SE and VOE, respectively, compared to the best result achieved by other models. The experiment demonstrates the strong generalization capability and promising effectiveness of the proposed MSDF-Net model.
The results were first evaluated based on the Dice similarity coefficient, presented in Figure 5 . It can be observed that the proposed model has the highest Dice score on average, thus implying that it performs the best. Moreover, our model achieves a higher median Dice score compared to the existing models. This suggests that the average highest Dice score originates from an overall good performance. The models were then evaluated based on their sensitivity (SE) score. The results are presented in Figure 6 . This figure demonstrates that MSDF-Net achieves the highest SE score, which suggests that the output of the proposed method is closest to the mask compared with other methods. Comparisons of the VOE value the models indicate the same trend, as shown in Figure 7 . Our model exhibits the smallest error value, which suggests a more accurate performance compared to the other models. 3. p-value comparisons in paired t-test. All p-values are smaller than 0.05, which proves that the proposed model performs significantly better than those in the current literature.
C. PAIRED T-TEST
In order to identify whether the models perform significant difference differently, a paired t-test was conducted between our model and other five models using the Dice score (Table 3) . p-values less than 0.05 were considered as significant. All p-values are much smaller than 0.05, proving that the MSDF-Net performs better than the other models. It is striking that the largest p-value comes from the test between the proposed model and DeepLab v3+, which suggests that this model performs close to ours.
V. CONCLUSION
We propose the MSDF-Net, a new model that automatically segments stroke lesions. This network is equipped with multi-scale feature extraction to stimulate the potential of information complementation. We use the capsule method to replace the commonly used convolution operation, and generate features that have complex biomedical properties using the agreement of the active capsules. We compare the proposed method with several widely used frameworks and our model achieves the highest Dice score on the ATLAS dataset. This confirms the validity of the proposed method. In addition, the MSDF proposed in this paper can be used as an effective block in classic encoder-decoder architecture. By adding multi-scale features that contain complex properties, the model is more robust. The proposed MSDF is very easy to implement, and it is expected that our method can provide new ideas for the development of subsequent convolutional neural networks in the field of multi-scale feature fusion. Since the current method is a non-probabilistic model [33] , we don't directly provide the uncertainty quantification of results. In the future, we may investigate to provide this function.
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