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Summary
Modern complex dynamical systems typically possess a multiechelon hierarchical
hybrid structure characterized by continuous-time dynamics at the lower-level units
and logical decision-making units at the higher-level of hierarchy. Hybrid dynamical
systems involve an interacting countable collection of dynamical systems defined on
subregions of the partitioned state space. Thus, in addition to traditional control
systems, hybrid control systems involve supervising controllers which serve to coor-
dinate the (sometimes competing) actions of the lower-level controllers. A subclass
of hybrid dynamical systems are impulsive dynamical systems which consist of three
elements; namely, a continuous-time differential equation, which governs the motion
of the dynamical system between impulsive or resetting events; a difference equation,
which governs the way the system states are instantaneously changed when a reset-
ting event occurs; and a criterion for determining when the states of the system are
to be reset. One of the main topics of this research is the development of stability
analysis and control design for impulsive dynamical systems.
As part of the stability analysis results on hybrid systems, we generalize Poincaré’s
theorem to dynamical systems possessing left-continuous flows to address the sta-
bility of limit cycles and periodic orbits of left-continuous, hybrid, and impulsive
dynamical systems. Furthermore, for nonlinear impulsive dynamical systems, we
present partial stability results, that is, stability with respect to part of the system’s
state. Using these results we provide a unification between partial stability theory
xiv
for (autonomous) state-dependent impulsive dynamical systems and stability theory
for (nonautonomous) time-dependent impulsive dynamical systems.
Impulsive dynamical systems include non-smooth mechanical systems involving
system collisions, shocks, and friction. These systems possess port-controlled Hamil-
tonian dynamics for which we develop an energy-based hybrid control framework. In
particular, we obtain constructive sufficient conditions for hybrid feedback stabiliza-
tion that provide a shaped energy function for the closed-loop system while preserving
a hybrid Hamiltonian structure at the closed-loop level. Furthermore, an inverse op-
timal hybrid feedback control framework is developed that characterizes a class of
globally stabilizing energy-based controllers that guarantee hybrid sector and gain
margins to multiplicative input uncertainty of hybrid Hamiltonian systems.
In light of the complex and highly uncertain nature of dynamical systems requiring
controls, it is not surprising that reliable system models for many high performance
engineering applications are unavailable. Adaptive controllers directly or indirectly
adjust feedback gains to maintain closed-loop stability and improve performance in
the face of system uncertainties. A direct hybrid adaptive control framework for
nonlinear uncertain hybrid dynamical systems is developed. The proposed hybrid
adaptive control framework is Lyapunov-based and guarantees partial asymptotic
stability of the closed-loop hybrid system.
Stability theory for impulsive dynamical systems with respect to the nonnegative
orthant of the state space presents an interesting extension of the general theory. For
nonnegative and compartmental dynamical systems that are comprised of homoge-
neous compartments which exchange variable nonnegative quantities of material via
intercompartmental flow laws, this extension is crucial. Furthermore, these systems
are remarkably effective in capturing the phenomenological features of many biologi-
cal and physiological dynamical systems. We develop several results on stability and
xv
dissipativity of hybrid nonnegative and compartmental dynamical systems. Further-
more, we design optimal output feedback controllers for set-point regulation of linear
nonnegative dynamical systems.
Another main topic that has been addressed in this research is the stability analysis
of large-scale dynamical systems. It is well known that the theory of vector Lyapunov
functions is a powerful tool in studying the stability of large-scale systems. Vector
Lyapunov theory has been developed to weaken the hypothesis of standard Lyapunov
theory in order to enlarge the class of Lyapunov functions that can be used for
analyzing system stability. In this research, we extend the theory of vector Lyapunov
functions by constructing a generalized comparison system whose vector field can be
a function of the comparison system states as well as the nonlinear dynamical system
states. Furthermore, we present a generalized convergence result which, in the case of
a scalar comparison system, specializes to the classical Krasovskii-LaSalle invariant
set theorem.
In analyzing large-scale systems, it is often desirable to treat the overall system as
a collection of interconnected subsystems. Solution properties of the large-scale sys-
tem are then deduced from the solution properties of the individual subsystems and
the nature of the system interconnections. In this research, we develop an energy flow
modeling framework for large-scale dynamical systems based on vector dissipativity
notions. Specifically, using vector storage functions and vector supply rates, dissi-
pativity properties of the composite large-scale system are shown to be determined
from the dissipativity properties of the subsystems and their interconnections.
Finally, using a large-scale dynamical systems perspective, we develop a system-
theoretic foundation for thermodynamics. Specifically, using compartmental dynam-
ical system energy flow models, we place the universal energy conservation, energy
equipartition, temperature equipartition, and entropy nonconservation laws of ther-
xvi




1.1. Hybrid, impulsive, and large-scale dynamical systems
Modern complex engineering systems typically possess a multiechelon hierarchical
hybrid architecture characterized by continuous-time dynamics at the lower levels of
the hierarchy and discrete-time dynamics at the higher levels of the hierarchy. The
lower-level units directly interact with the dynamical system to be controlled while
the higher-level units receive information from the lower-level units as inputs and
provide (possibly discrete) output commands which serve to coordinate and reconcile
the (sometimes competing) actions of the lower-level units. Typically, the higher-
level units perform logical checks that determine system mode operation, while the
lower-level units execute continuous-variable commands for a given system mode of
operation. Hence, hybrid dynamical systems involve an interacting countable collec-
tion of dynamical systems, wherein control actions are not independent of one another
and yet not all control actions are of equal precedence. The hierarchical controller
organization reduces processor cost and controller complexity by breaking up the
processing task into relatively small pieces and decomposing the fast and slow control
functions.
Due to their multiechelon hierarchical structure, hybrid dynamical systems are ca-
1
pable of simultaneously exhibiting continuous-time dynamics, discrete-time dynamics,
logic commands, discrete-events, and resetting events. Hence, it is not surprising that
hybrid systems have been the subject of intensive research over the past recent years
(see [4, 173] and the numerous references therein). Such systems include dynamical
switching systems [30, 149, 192], nonsmooth impact mechanical systems [29, 34], bio-
logical systems [138], sampled-data systems [110], discrete-event systems [189], intel-
ligent vehicle/highway systems [158], constrained mechanical systems [29], and flight
control systems [215], to cite but a few examples. The mathematical descriptions of
some of these systems can be characterized by impulsive differential equations. Im-
pulsive dynamical systems can be viewed as a subclass of hybrid systems and consist
of three elements; namely, a continuous-time differential equation, which governs the
motion of the dynamical system between impulsive or resetting events; a difference
equation, which governs the way the system states are instantaneously changed when
a resetting event occurs; and a criterion for determining when the states of the system
are to be reset.
In certain dynamical systems and in particular mechanical and biological sys-
tems, system state discontinuities arise naturally. In a recent series of papers [47,96]
a unified dynamical systems framework for a general class of systems possessing left-
continuous flows, that is, left-continuous dynamical systems, was developed. A left-
continuous dynamical system is a precise mathematical object that is defined on
the semi-infinite interval as a mapping between vector spaces satisfying an appro-
priate set of axioms and includes hybrid [31, 47, 96, 236] and impulsive dynamical
systems [11, 12, 100, 101, 138, 202] as special cases. The mathematical properties of
impulsive differential equations have been developed in [11,138], and they have been
used to model resetting absorbers in [39,40]. Applications to mechanical systems with
collisions are given in [35]. Furthermore, [100, 101] develop a general framework for
2
nonlinear impulsive dynamical systems by addressing stability, dissipativity, stability
of feedback interconnections, and optimality. Stability analysis of left-continuous and
impulsive dynamical systems is also considered in [47, 96, 235], with [47] presenting
invariant set stability theorems for a class of left-continuous and impulsive dynamical
systems. The extension of the invariance principle to impulsive dynamical systems
presented in [47] provides a powerful tool in analyzing the stability properties of pe-
riodic orbits and limit cycles of dynamical systems with impulse effects. However,
the periodic orbit of a left-continuous dynamical system is a disconnected set in the
n-dimensional state space making the construction of a Lyapunov-like function sat-
isfying the invariance principle a daunting task for high-order nonlinear systems. In
such cases, it becomes necessary to seek alternative tools to study the stability of pe-
riodic orbits of hybrid and impulsive dynamical systems, especially if the trajectory
of the system can be relatively easily integrated.
Poincaré’s theorem [196] is a powerful tool in analyzing the stability properties
of periodic orbits and limit cycles of n-dimensional dynamical systems. Specifically,
Poincaré’s theorem provides necessary and sufficient conditions for stability of peri-
odic orbits based on the stability properties of a fixed point of a discrete-time dy-
namical system constructed from a Poincaré return map. In particular, for a given
candidate periodic trajectory, an (n− 1)-dimensional hyperplane is constructed that
is transversal to the periodic trajectory and which defines the Poincaré return map.
As opposed to dynamical systems possessing continuous flows requiring the construc-
tion of a hyperplane that is transversal to a candidate periodic trajectory necessary
for defining the return map, the resetting set which provides a criterion for deter-
mining when the states of the left-continuous dynamical system are to be reset pro-
vides a natural candidate for the transversal surface on which the Poincaré map of a
left-continuous dynamical system can be defined. Thus, for a general axiomatically
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defined left-continuous dynamical system, we generalize Poincaré’s theorem which
provides an alternative framework for analyzing the stability of periodic orbits of
such systems. Moreover, for a special case of impulsive dynamical systems, we pro-
vide constructive sufficient conditions under which the Poincaré’s theorem can be
used. These conditions are easy to verify and essentially require that the resetting
set is not tangent to the impulsive system trajectories [91,180]. For most mechanical
systems involving system collisions and shocks, these conditions are valid making the
hybrid extension of Poincaré’s theorem essential. The clock escapement mechanism
is a perfect example of an impulsive dynamical system for which Poincaré’s theorem
can be used to analyze stability of its periodic orbits.
Although clocks are one of the most important instruments in science and tech-
nology, it is not widely appreciated that feedback control has been essential to the
development of accurate timekeeping. As described by [167], feedback control played
a role in the operation of ancient water clocks in the form of regulated valves. Alter-
native timekeeping devices, such as sundials, hourglasses, and burning candles, were
developed as well, although each of these had disadvantages.
Mechanical clocks were developed in the 12th century to keep both time and
the calendar, including the prediction of astronomical events [84, 140]. Although
early mechanical clocks were expensive, large, and not especially accurate (they were
often set using sundials), this technology for timekeeping had inherent advantages of
accuracy and reliability as mechanical technology improved.
The crucial component of a mechanical clock is the escapement, which is a device
for producing precisely regulated motion. The earliest escapement is the weight-driven
verge and foliot escapement, which dates from the late 13th century. The feedback
nature of the verge and foliot escapement is discussed in [150], who point out that
this mechanism is a work of “pure genius.” The authors in [150] have performed an
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important service in identifying this device as a contribution of automatic control
technology.
It is interesting to note that the verge and foliot escapement was the only me-
chanical escapement known from the time of its inception until the middle of the 17th
century. In 1657 Huygens modified the verge and foliot escapement by replacing the
foliot with a pendulum swinging in a vertical plane and the crown gear mounted hor-
izontally. However, the basic paddle/gear teeth interaction remained the same. The
next escapement innovation was the invention of the anchor or recoil escapement by
Hooke in 1651 in which a pendulum-driven lever arm alternately engages gear teeth
in the same plane. Subsequent developments invoking additional refinements include
the deadbeat escapement of Graham and the grasshopper escapement of Harrison.
The latter device played a crucial role when the British Government sought novel
technologies for determining longitude at sea [210]. For details on these and other
escapements, see [18,80,115,193]. Since escapements produce oscillations from stored
energy, they can be analyzed as self-oscillating dynamical systems. For details, see [3].
The present development considers only the verge and foliot escapement, which
consists of a pair of rotating rigid bodies which interact through collisions. These
collisions constitute feedback action which give rise to a limit cycle. This limit cycle
provides the crown gear with a constant average angular velocity that determines the
clock speed for accurate timekeeping.
The verge and foliot is analyzed in [150] under elastic and inelastic conditions.
For the latter case expressions were obtained for the period of the limit cycle and for
the crown gear angular velocity at certain points in time. Because of the presence of
collisions, a hybrid continuous-discrete model was used to account for instantaneous
changes in velocity. For the present model of the verge and foliot escapement, an
impulsive differential equation can be used to model the continuous and impulsive
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dynamics of this system which exhibits periodic orbits. Using the Poincaré maps for
impulsive dynamical systems, the resulting periodic orbits were shown to be locally
asymptotically stable.
Since hybrid dynamical systems involve an interacting countable collection of dy-
namical systems wherein the dynamic states are not independent of one another and
yet not all system states are of equal precedence, partial stability [52, 200, 225], that
is, stability with respect to part of the system’s states, is often necessary. Since the
stability analysis of general impulsive dynamical systems can be quite involved, two
distinct forms of the resetting set are typically considered [39, 100]. In the first case,
the resetting set is defined by a region in the state space and is independent of time.
These systems are called state-dependent impulsive dynamical systems [39, 100]. In
the second case, the resetting set is defined by a prescribed sequence of times that
are independent of the system state. These systems are thus called time-dependent
impulsive dynamical systems [39, 100]. Since state-dependent impulsive dynamical
systems are time-invariant systems and time-dependent impulsive dynamical systems
are time-varying systems, stability theory for these systems are often separated. How-
ever, using the partial stability notions for impulsive dynamical systems, a unification
between partial stability of (autonomous) state-dependent impulsive dynamical sys-
tems and stability theory for (nonautonomous) time-dependent impulsive dynamical
systems can be established.
A wide class of impulsive dynamical systems includes non-smooth mechanical
systems involving system collisions, shocks, and friction. These systems possess port-
controlled Hamiltonian dynamics. In a recent series of papers [186–188] a passivity-
based control framework for port-controlled Hamiltonian systems is established. Specif-
ically, the authors in [186–188] develop a controller design methodology that achieves
stabilization via system passivation. In particular, the interconnection and damping
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matrix functions of the port-controlled Hamiltonian system are shaped so that the
physical (Hamiltonian) system structure is preserved at the closed-loop level and the
closed-loop energy function is equal to the difference between the physical energy of
the system and the energy supplied by the controller. Since the Hamiltonian struc-
ture is preserved at the closed-loop level, the passivity-based controller is robust with
respect to unmodeled passive dynamics. Furthermore, passivity-based control archi-
tectures are extremely appealing since the control action has a clear physical energy
interpretation which can considerably simplify controller implementation. Since cer-
tain dynamical systems such as telecommunications systems, transportation systems,
biological systems, physiological systems, power systems, and network systems involve
high-level, abstract hierarchies with input-output properties related to conservation,
dissipation, and transport of mass and/or energy, these systems can be modeled as
hybrid port-controlled Hamiltonian systems.
The ability of developing a hierarchical nonlinear integrated hybrid control-system
design methodology for robust, high performance controllers satisfying multiple de-
sign criteria and real-world hardware constraints is imperative in light of the increas-
ingly complex nature of dynamical systems requiring controls such as advanced high
performance tactical fighter aircraft, variable-cycle gas turbine engines, biological
and physiological systems, sampled-data systems, discrete-event systems, intelligent
vehicle/highway systems, and flight control systems, to cite but a few examples.
The inherent severe nonlinearities and uncertainties of these systems and the in-
creasingly stringent performance requirements required for controlling such modern
complex embedded systems necessitates the development of hybrid adaptive non-
linear control methodologies. Even though adaptive control algorithms have been
extensively developed in the literature for both continuous-time and discrete-time
systems [73,78,88,89,107,125,129,137,178,179,197,220,234], hybrid adaptive control
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algorithms for hybrid dynamical systems are nonexistent. For nonlinear uncertain
impulsive dynamical systems we develop a direct hybrid adaptive control framework
that is Lyapunov-based and guarantees partial asymptotic stability of the closed-loop
hybrid system, that is, asymptotic stability with respect to part of the closed-loop
system states associated with the hybrid plant dynamics.
Modern complex engineering systems1 are highly interconnected and mutually
interdependent, both physically and through a multitude of information and com-
munication network constraints. By properly formulating these systems in terms
of subsystem interaction involving energy/mass transfers, the dynamical models of
many of these systems can be derived from mass, energy, and information balance
considerations that involve dynamic states whose values are nonnegative. Hence, it
follows from physical considerations that the state trajectory of such systems remains
in the nonnegative orthant of the state space for nonnegative initial conditions. Such
systems are commonly referred to as nonnegative dynamical systems in the litera-
ture [15, 75, 99, 127,128,183]. A subclass of nonnegative dynamical systems are com-
partmental systems [2,22,79,86,99,122,123,161,162,172,203]. Compartmental systems
involve dynamical models that are characterized by conservation laws (e.g., mass and
energy) capturing the exchange of material between coupled macroscopic subsystems
known as compartments. Each compartment is assumed to be kinetically homoge-
neous, that is, any material entering the compartment is instantaneously mixed with
the material of the compartment. The range of applications of nonnegative systems
and compartmental systems is not limited to complex engineering systems. Their us-
age includes biological and physiological systems, chemical reaction systems, queuing
systems, large-scale systems [206,207], stochastic systems (whose state variables rep-
1Here we have in mind large flexible space structures, aerospace systems, electric power systems,
network systems, economic systems, biological systems, and ecological systems, to cite but a few
examples.
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resent probabilities), ecological systems [177], epidemic systems [122, 124], economic
systems [16], demographic systems, telecommunications systems [77], transportation
systems, power systems, heat transfer systems, and structural vibration systems, to
cite but a few examples.
An extension of the general stability theory for hybrid and impulsive dynamical
systems can be addressed to study complex biological and physiological systems which
typically possess a multiechelon hierarchical hybrid structure. Since biological and
physiological systems have numerous input-output properties related to conservation,
dissipation, and transport of mass and energy, nonnegative and compartmental sys-
tems are remarkably effective in describing the essential features of these dynamical
systems. The main issue that needs to be addressed in control systems design for non-
negative dynamical systems is that the control law has to ensure that the trajectory
of the closed-loop system remains in the nonnegative orthant for all nonnegative ini-
tial conditions. In order to design optimal feedback controllers for linear nonnegative
dynamical systems, one needs to extend optimal fixed-structure control framework
that provides necessary conditions for optimality and assures that the closed-loop
dynamics are essentially nonnegative to guarantee nonnegativity of the closed-loop
plant states. Since in certain applications of nonnegative systems, such as active
control for drug administration in clinical pharmacology, control (source) inputs are
required to be nonnegative, output feedback controllers for nonnegative systems with
nonnegative control inputs can also be considered.
One of the most basic issues in system theory is the stability of dynamical systems.
The most complete contribution to the stability analysis of nonlinear dynamical sys-
tems is due to Lyapunov [157]. Lyapunov’s results, along with the Krasovskii-LaSalle
invariance principle [136, 142, 143], provide a powerful framework for analyzing the
stability of nonlinear dynamical systems. Lyapunov methods have also been used by
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control system designers to obtain stabilizing controllers for nonlinear systems. In
particular, for smooth feedback, Lyapunov-based methods were inspired by Jurdje-
vic and Quinn [126] who give sufficient conditions for smooth stabilization based on
the ability of constructing a Lyapunov function for the closed-loop system. More
recently, Artstein [9] introduced the notion of a control Lyapunov function whose
existence guarantees a feedback control law which globally stabilizes a nonlinear dy-
namical system. In general, the feedback control law is not necessarily smooth, but
can be guaranteed to be at least continuous at the origin in addition to being smooth
everywhere else. Even though for certain classes of nonlinear dynamical systems a
universal construction of a feedback stabilizer can be obtained using control Lyapunov
functions [212, 218], there does not exist a unified procedure for finding a Lyapunov
function candidate that will stabilize the closed-loop system for general nonlinear
systems.
In an attempt to simplify the construction of Lyapunov functions for the analysis
and control design of nonlinear dynamical systems, several researchers have resorted
to vector Lyapunov functions as an alternative to scalar Lyapunov functions. Vector
Lyapunov functions were first introduced by Bellman [14] and Matrosov [165] and
further developed in [92,139,156,170], with [92,156,163,164,170,206,207] exploiting
their utility for analyzing large-scale systems. The use of vector Lyapunov functions
in dynamical system theory offers a very flexible framework since each component of
the vector Lyapunov function can satisfy less rigid requirements as compared to a
single scalar Lyapunov function. Weakening the hypothesis on the Lyapunov func-
tion enlarges the class of Lyapunov functions that can be used for analyzing system
stability. In particular, each component of a vector Lyapunov function need not
be positive definite with a negative or even negative-semidefinite derivative. Alter-
natively, the time derivative of the vector Lyapunov function need only satisfy an
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element-by-element inequality involving a vector field of a certain comparison sys-
tem. Extensions of vector Lyapunov function theory that include relaxed conditions
on standard vector Lyapunov functions as well as matrix Lyapunov functions appear
in [72,163,164].
The dimensionality and complexity of large-scale dynamical systems often neces-
sitates a hierarchical decentralized architecture for analyzing and controlling these
systems. Specifically, in the analysis and control-system design of complex large-scale
dynamical systems it is often desirable to treat the overall system as a collection of
interconnected subsystems. The behavior of the aggregate or composite (i.e., large-
scale) system can then be predicted from the behaviors of the individual subsystems
and their interconnections. The need for decentralized analysis and control design
of large-scale systems is a direct consequence of the physical size and complexity
of the dynamical model. In particular, computational complexity may be too large
for model analysis while severe constraints on communication links between system
sensors, actuators, and processors may render centralized control architectures im-
practical.
In an attempt to approximate high-dimensional dynamics of large-scale structural
(oscillatory) systems with a low-dimensional diffusive (non-oscillatory) dynamical
model, structural dynamicists have developed thermodynamic energy flow models us-
ing stochastic energy flow techniques. In particular, statistical energy analysis (SEA)
predicated on averaging system states over the statistics of the uncertain system
parameters have been extensively developed for mechanical and acoustic vibration
problems [130, 141, 159, 209, 232]. Thermodynamic models are derived from large-
scale dynamical systems of discrete subsystems involving stored energy flow among
subsystems based on the assumption of weak subsystem coupling or identical sub-
systems. However, the ability of SEA to predict the dynamic behavior of a complex
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large-scale dynamical system in terms of pairwise subsystem interactions is severely
limited by the coupling strength of the remaining subsystems on the subsystem pair.
Hence, it is not surprising that SEA energy flow predictions for large-scale systems
with strong coupling can be erroneous. Alternatively, a deterministic thermodynami-
cally motivated energy flow modeling for structural systems is addressed in [133–135].
This approach exploits energy flow models in terms of thermodynamic energy (i.e.,
ability to dissipate heat) as opposed to stored energy and is not limited to weak sub-
system coupling. Finally, a stochastic energy flow compartmental model (i.e., a model
characterized by conservation laws) predicated on averaging system states over the
statistics of stochastic system exogenous disturbances is developed in [22]. The basic
result demonstrates how compartmental models arise from second-moment analysis
of linear state space systems under the assumption of weak coupling. Even though
these results can be potentially applicable to large-scale dynamical systems with weak
coupling, such connections are not explored in [22].
An alternative approach to analyzing large-scale dynamical systems was intro-
duced by the pioneering work of Šiljak [206] and involves the notion of connective
stability. In particular, the large-scale dynamical system is decomposed into a col-
lection of subsystems with local dynamics and uncertain interactions. Then, each
subsystem is considered independently so that the stability of each subsystem is
combined with the interconnection constraints to obtain a vector Lyapunov func-
tion for the composite large-scale dynamical system guaranteeing connective stability
for the overall system. Moreover, in large-scale systems several Lyapunov functions
arise naturally from the stability properties of each subsystem. An alternative ap-
proach to vector Lyapunov functions for analyzing large-scale dynamical systems is
an input-output approach, wherein stability criteria are derived by assuming that
each subsystem is either finite gain, passive, or conic [7,144,145,221]. In light of the
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fact that energy flow modeling arises naturally in large-scale dynamical systems and
vector Lyapunov functions provide a powerful stability analysis framework for these
systems, it seems natural that dissipativity theory [228,229], on the subsystem level,
should play a key role in unifying these analysis methods.
Energy is a fundamental concept in the analysis of large-scale dynamical sys-
tems and heat (energy) is a fundamental concept of thermodynamics involving the
capacity of hot bodies (more energetic subsystems) to produce work. Hence, thermo-
dynamics is a theory of large-scale dynamical systems. Thermodynamics is a physical
branch of science that deals with laws governing energy flow from one body to an-
other and energy transformations from one form to another. These energy flow laws
are captured by the fundamental principles known as the first and second laws of
thermodynamics. Using energy flow modeling for large-scale dynamical systems, a
systems thermodynamics formalism is developed that brings classical thermodynam-
ics within the framework of modern dynamical systems theory by bringing to bear
some of the hallmark analytical tools from dynamical systems and control theory.
This state space formalism of thermodynamics shows that the behavior of heat, as
described by the conservation equations of thermal transport, and as described by
classical thermodynamics, is derivable from the same principles and is part of the
same scientific discipline.
1.2. Brief Outline of the Dissertation
In the first part of this dissertation we develop a general stability and control
synthesis framework for hybrid and impulsive dynamical systems with extensions of
Lyapunov stability theory and dissipativity theory to hybrid nonnegative and com-
partmental dynamical systems. Specifically, in Chapter 2 we generalize Poincaré’s
theorem to left-continuous dynamical systems, and hence, to hybrid and impulsive
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dynamical systems. Specifically, we develop necessary and sufficient conditions for
stability of periodic orbits based on the stability properties of a fixed point of a
discrete-time dynamical system constructed from a Poincaré return map. Further-
more, we use the Poincaré return maps for impulsive dynamical systems to analyze
the stability of periodic orbits arising in the verge and folio clock escapement mech-
anism. In Chapter 3, we use the notions of Lyapunov and asymptotic stability of
sets [25, 148] to construct lower semicontinuous Lyapunov functions and provide a
Lyapunov function proof of Poincaré’s theorem.
Next, in Chapter 4 we build on the stability results for impulsive dynamical sys-
tems developed in [11, 12, 47, 100, 138, 202, 208] to present partial stability theorems
for nonlinear impulsive dynamical systems. Using these partial stability results, we
present a unification between partial stability of (autonomous) state-dependent im-
pulsive dynamical systems and stability theory for (nonautonomous) time-dependent
impulsive dynamical systems. This unification allows for stability theory of time-
dependent impulsive dynamical systems to be presented as a special case of partial
stability theory for state-dependent impulsive dynamical systems.
In Chapter 5, we use the results of [100, 101] to develop sufficient conditions
for hybrid gain, sector, and disk margins guarantees for nonlinear hybrid dynamical
systems controlled by optimal and inverse optimal hybrid regulators. Furthermore,
we develop a hybrid counterpart of the return difference inequality for continuous-
time systems [53,176] to provide connections between dissipativity and optimality of
nonlinear hybrid controllers.
In Chapters 6 and 7, we develop hybrid robust and adaptive control algorithms for
stabilization of impulsive dynamical systems. Specifically, in Chapter 6, we use the
stability, dissipativity, and optimality framework for hybrid and impulsive dynami-
cal systems developed in [47, 96, 100, 101] to extend some of the results in [186–188]
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to nonlinear impulsive port-controlled Hamiltonian systems. In particular, we de-
velop an energy-based hybrid feedback control framework for nonlinear impulsive
port-controlled Hamiltonian systems that preserves the physical hybrid Hamiltonian
structure at the closed-loop level. In addition, we present an inverse optimal hybrid
feedback control problem that provides a parameterized family of stabilizing hybrid
feedback controllers that minimize a derived hybrid cost functional. The proposed
framework can be used to characterize a class of globally stabilizing energy-based
controllers that preserve the physical Hamiltonian structure at the closed-loop level.
Moreover, in Chapter 7 we develop a direct hybrid adaptive control framework for
nonlinear uncertain impulsive dynamical systems that is Lyapunov-based and guaran-
tees partial asymptotic stability of the closed-loop hybrid system, that is, asymptotic
stability with respect to part of the closed-loop system states associated with the
hybrid plant dynamics. Furthermore, the remainder of the state associated with the
adaptive controller gains is shown to be Lyapunov stable. Next, using the hybrid
invariance principle given in [47, 100], we relax several of the conditions needed for
guaranteeing partial asymptotic stabilization to develop an alternative less restric-
tive hybrid adaptive control framework that guarantees attraction of the closed-loop
system states associated with the hybrid plant dynamics.
For hybrid nonnegative and compartmental dynamical systems, we develop several
basic mathematical results on stability and dissipativity in Chapter 8. Specifically, us-
ing linear Lyapunov functions we develop sufficient conditions for Lyapunov stability
and asymptotic stability for hybrid nonnegative dynamical systems. The consider-
ation of a linear Lyapunov function leads to a new set of Lyapunov-like equations
for examining the stability of linear impulsive nonnegative systems. The motivation
for using a linear Lyapunov function follows from the fact that the state of a non-
negative dynamical system is nonnegative, and hence, a linear Lyapunov function is
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a valid Lyapunov function candidate. Using linear and nonlinear storage functions
with linear hybrid supply rates, we develop new notions of classical dissipativity
theory [228,229] and exponential dissipativity theory [50] for hybrid nonnegative dy-
namical systems.
In Chapter 9, we consider the problem of optimal output feedback zero set-point
stabilization of linear nonnegative dynamical systems. As mentioned above, it fol-
lows from physical considerations that the state trajectories of nonnegative dynamical
systems remain in the nonnegative orthant of the state space for nonnegative initial
conditions. Hence, for linear nonnegative dynamical systems, we extend the optimal
fixed-structure control framework [21, 23] to develop optimal output feedback con-
trollers that guarantee that the trajectories of the closed-loop plant system states
remain in the nonnegative orthant of the state space for nonnegative initial condi-
tions. Even though in certain applications of nonnegative systems, such as active
control of drug delivery systems for clinical pharmacology, we additionally require
control (source) inputs to be nonnegative, in many applications of nonnegative sys-
tems the positivity constraint on the control input is not natural. In addition, we
apply our control framework to control anesthetic drug infusion for maintaining a
desired constant level of depth of anesthesia for noncardiac surgery.
In the second part of this dissertation we address large-scale dynamical systems
to develop generalized stability and dissipativity frameworks via vector Lyapunov
function theory, vector dissipativity theory, and thermodynamic energy flow modeling
for large-scale dynamical systems. Specifically, in Chapter 10 we extend the theory
of vector Lyapunov functions in several directions. In particular, we construct a
generalized comparison system whose vector field can be a function of the comparison
system states as well as the nonlinear dynamical system states. Based on the partial
stability of the comparison system with respect to the comparison system states, a
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conclusion can be drawn regarding Lyapunov, asymptotic, and exponential stability
of the nonlinear dynamical system. In addition, we present a convergence result
reminiscent to the invariance principle that allows us to weaken the hypothesis on the
comparison system while guaranteeing asymptotic stability of the nonlinear dynamical
system via vector Lyapunov functions. Furthermore, we introduce the notion of a
control vector Lyapunov function as a generalization of control Lyapunov functions
and show that asymptotic stabilizability of a nonlinear dynamical system is equivalent
to the existence of a control vector Lyapunov function. Finally, using control vector
Lyapunov functions, we present a universal decentralized feedback stabilizer for a
decentralized affine in the control nonlinear dynamical system with guaranteed gain
and sector margins.
In Chapter 11, we develop vector dissipativity notions for large-scale nonlinear
dynamical systems; a notion not previously considered in the literature. In partic-
ular, we introduce a generalized definition of dissipativity for large-scale nonlinear
dynamical systems in terms of a vector inequality involving a vector supply rate, a
vector storage function, and an essentially nonnegative, semistable dissipation matrix.
In addition, we develop extended Kalman-Yakubovich-Popov conditions in terms of
the local subsystem dynamics and the interconnection constraints. Finally, using the
concepts of vector dissipativity and vector storage functions as candidate vector Lya-
punov functions, we develop feedback interconnection stability results for large-scale
nonlinear dynamical systems.
Using the large-scale dynamical systems perspective, we develop a system theo-
retic foundation for thermodynamics in Chapter 12. Specifically, we derive the laws of
thermodynamics involving the conservation of energy and nonconservation of entropy
using dynamical systems theory notions. We establish the classical Clausius-type in-
equality leading to the law of entropy nonconservation. Furthermore, we introduce
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a new and dual notion to entropy, namely, ectropy, as a measure of the tendency of
a large-scale dynamical system to do useful work and grow more organized. Then,
using the system ectropy as a Lyapunov function candidate, we show that our ther-
modynamically consistent large-scale nonlinear dynamical system model possesses a
continuum of equilibria and is semistable, that is, it has convergent subsystem ener-
gies to Lyapunov stable energy equilibria determined by the large-scale system initial
subsystem energies. In the case where the subsystem energies are proportional to
subsystem temperatures, we show that our dynamical system model leads to tem-
perature equipartition wherein all the system energy is transferred into heat at a
uniform temperature. In addition, the above results are generalized to continuum
thermodynamics involving infinite dimensional energy conservation models. Finally,
in Chapter 13 we give concluding remarks and discuss future extensions.
The notation used in this dissertation is fairly standard. Specifically, R denotes the
set of real numbers, R+ denotes the set of positive numbers, R
n denotes the set of n×1
real column vectors, Rn×m denotes the set of n×m real matrices, Sn denotes the set of
n×n symmetric matrices, Nn (respectively, Pn) denotes the set of n×n nonnegative
(respectively, positive) definite matrices, N denotes the set of nonnegative integers,
(·)T denotes transpose, (·)† denotes the Moore-Penrose generalized inverse, and In
or I denotes the n × n identity matrix. Furthermore, ∂D,
◦
D, and D denote the
boundary, the interior, and the closure of the set D ⊂ Rn, respectively. We write
tr(·) for the trace operator, spec(·) for the spectrum of a square matrix, N (M) for
the null space of M , R(M) for the range space of M , ρ(M) for the spectral radius
of the square matrix M , ind(M) for the index of M , that is, the size of the largest
Jordan block of M associated with λ = 0, where λ ∈ spec(M), λmin(M) (respectively,
λmax(M)) for the minimum (respectively, maximum) eigenvalue of the Hermitian
matrix M , σmin(·) (respectively, σmax(·)) for the minimum (respectively, maximum)
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singular value of a matrix, ‖ · ‖ for the Euclidean vector norm, ln(·) for the natural
log operator, V ′(x) for the Fréchet derivative of V at x, Bǫ(α), α ∈ Rn, ǫ > 0, for
the open ball centered at α with radius ǫ, and dist(p,M) for the smallest distance
from a point p to any point in the set M, that is, dist(p,M) , infx∈M ‖p− x‖. For
x ∈ Rn we write x ≥≥ 0 (respectively, x >> 0) to indicate that every component of
x is nonnegative (respectively, positive). In this case we say that x is nonnegative or




+ denote the nonnegative and positive orthants
of Rn, that is, if x ∈ Rn, then x ∈ Rn+ and x ∈ Rn+ are equivalent, respectively, to
x ≥≥ 0 and x >> 0. Finally, M ≥ 0 (respectively, M > 0) denotes the fact that the
Hermitian matrix M is nonnegative (respectively, positive) definite.
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Chapter 2
A Generalization of Poincaré’s
Theorem to Hybrid and Impulsive
Dynamical Systems
2.1. Introduction
In this chapter we generalize Poincaré’s theorem to left-continuous dynamical sys-
tems, and hence, to hybrid and impulsive dynamical systems. Specifically, we develop
necessary and sufficient conditions for stability of periodic orbits based on the stabil-
ity properties of a fixed point of a discrete-time dynamical system constructed from a
Poincaré return map. As opposed to dynamical systems possessing continuous flows
requiring the construction of a hyperplane that is transversal to a candidate periodic
trajectory necessary for defining the return map, the resetting set which provides a cri-
terion for determining when the states of the left-continuous dynamical system are to
be reset provides a natural candidate for the transversal surface on which the Poincaré
map of a left-continuous dynamical system can be defined. Hence, the Poincaré return
map is defined by a subset of the resetting set that induces a discrete-time mapping
from this subset onto the resetting set. This mapping traces the left-continuous tra-
jectory of the left-continuous dynamical system from a point on the resetting set to
its next corresponding intersection with the resetting set. In the case of impulsive
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dynamical systems possessing sufficiently smooth resetting manifolds, we show the
Poincaré return map can be used to establish a relationship between the stability
properties of an impulsive dynamical system with periodic solutions and the stability
properties of an equilibrium point of an (n− 1)th-order discrete-time system. These
results have been recently employed to analyze the periodic orbits for the verge and
folio clock escapement mechanism [198] which exhibits impulsive dynamics. Finally,
we note that a related approach to the present framework restricted to impulsive
dynamical systems with the additional restriction that the periodic trajectory resets
at the same point on the resetting set is addressed in [91].
2.2. Left-Continuous Dynamical Systems with Periodic So-
lutions
In this section we establish definitions and provide several key results on left-
continuous dynamical systems with periodic solutions. The following definition is con-
cerned with left-continuous dynamical systems, that is, systems with left-continuous
flows [47, 96]. For this definition D ⊆ Rn and Tx0 ⊆ [0,∞), x0 ∈ D, is a dense sub-
set of the semi-infinite interval [0,∞) such that [0,∞)\Tx0 is (finitely or infinitely)
countable.
Definition 2.1 [47, 96]. A left-continuous dynamical system2 on D is the triple
(D, [0,∞), s), where s : [0,∞) ×D → D is such that the following axioms hold:
i) (Left-continuity): s(·, x0) is left-continuous in t, that is, limτ→t− s(τ, x0) =
s(t, x0) for all x0 ∈ D and t ∈ (0,∞).
ii) (Consistency): s(0, x0) = x0 for all x0 ∈ D.
2Right-continuous dynamical systems, that is, systems possessing right-continuous flows, can also
be analogously considered here.
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iii) (Semi-group property): s(τ, s(t, x0)) = s(t + τ, x0) for all x0 ∈ D and t, τ ∈
[0,∞).
iv) (Quasi-continuous dependence): For every x0 ∈ D, there exists Tx0 ⊆ [0,∞)
such that [0,∞)\Tx0 is countable and for every ε > 0 and t ∈ Tx0 , there exists
δ(ε, x0, t) > 0 such that if ‖x0−y‖ < δ(ε, x0, t), y ∈ D, then ‖s(t, x0)−s(t, y)‖ <
ε.
Henceforth, we denote the left-continuous dynamical system (D, [0,∞), s) by G.
Furthermore, we refer to s(t, x0), t ≥ 0, as the trajectory of G corresponding to
x0 ∈ D, and for a given trajectory s(t, x0), t ≥ 0, we refer to x0 ∈ D as an initial
condition of G. The trajectory s(t, x0), t ≥ 0, of G is bounded if there exists γ > 0
such that ‖s(t, x0)‖ < γ, t ≥ 0. Finally, for the remainder of this section we refer to
the left-continuous dynamical system G as the dynamical system G.
The quasi-continuous dependence property iv) is a generalization of the standard
continuous dependence property for dynamical systems with continuous flows to dy-
namical systems with left-continuous flows. Specifically, by letting Tx0 = T x0 =
[0,∞), where T x0 denotes the closure of the set Tx0 , the quasi-continuous dependence
property specializes to the classical continuous dependence of solutions of a given
dynamical system with respect to the system’s initial conditions x0 ∈ D [222]. If, in
addition, x0 = 0, s(t, 0) = 0, t ≥ 0, and δ(ε, 0, t) can be chosen independent of t, then
continuous dependence implies the classical Lyapunov stability of the zero trajectory
s(t, 0) = 0, t ≥ 0. Hence, Lyapunov stability of motion can be interpreted as con-
tinuous dependence of solutions uniformly in t for all t ≥ 0. Conversely, continuous
dependence of solutions can be interpreted as Lyapunov stability of motion for every
fixed time t [222]. Analogously, Lyapunov stability of impulsive dynamical systems
as defined in [138] can be interpreted as quasi-continuous dependence of solutions
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uniformly in t for all t ∈ Tx0 . The following proposition provides sufficient conditions
for G to be a left-continuous dynamical system.
Proposition 2.1 [47]. Let the triple (D, [0,∞), s), where s : [0,∞)×D → D, be
such that Axioms i)–iii) hold and:
iv)
′
For every x0 ∈ D, ε, η > 0, and T ∈ Tx0 , there exists δ(ε, η, x0, T ) > 0 such
that if ‖x0 − y‖ < δ(ε, η, x0, T ), y ∈ D, then for every t ∈ Tx0 ∩ [0, T ] such that
|t− τ | > η, for all τ ∈ [0, T ]\Tx0 , ‖s(t, x0)−s(t, y)‖ < ε. Furthermore, if t ∈ Tx0
is an accumulation point of [0,∞)\Tx0 , then s(t, ·) is continuous at x0.
If Axioms i) − iv)′ hold, then G is a left-continuous dynamical system.
Definition 2.2 [96]. A strong left-continuous dynamical system on D is a left-




Henceforth, we assume that Tx0 in Definition 2.1 is given by Tx0
△
= {t ∈ [0,∞) :
s(t, x0) = s(t
+, x0)} so that [0,∞)\Tx0 corresponds to the (countable) set of resetting
times, where the trajectory s(·, x0) is discontinuous. Next, define
Zx0 , {x ∈ Rn : there exists t ∈ [0,∞)\Tx0 such that x = s(t, x0)}
= s([0,∞)\Tx0 , x0), (2.1)
and Z △= ∪x0∈DZx0 . Henceforth, Z is called the resetting set. Furthermore, let τi(x0),
i ∈ N , where τ0(x0) △= 0 and τ1(x0) < τ2(x0) < · · ·, denote the resetting times, that is,
{τ1(x0), τ2(x0), · · ·} = [0,∞)\Tx0 . Next, we present a key assumption on the resetting
times τi(·), i ∈ N.
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Assumption 2.1. For every i ∈ N , τi(·) is continuous and for every x0 ∈ D,
there exists ε(x0) > 0 such that τi+1(x0) − τi(x0) ≥ ε(x0), i ∈ N.
The next result shows that G is a strong left-continuous dynamical system if and
only if the trajectory of G is jointly continuous between resetting events, that is, for
every ǫ > 0 and k ∈ N there exists δ = δ(ǫ, k) > 0 such that if |t − t′| + ‖x0 −
y‖ < δ, then ‖s(t, x0) − s(t′, y)‖ < ǫ, where x0, y ∈ D, t ∈ (τk(x0), τk+1(x0)], and
t′ ∈ (τk(y), τk+1(y)].
Proposition 2.2. Consider the dynamical system G satisfying Axioms i) − iii)
and Assumption 2.1. Then G is a strong left-continuous dynamical system if and only
if the trajectory s(t, x0), t ≥ 0, of G is jointly continuous between resetting events.
Proof. Assume G is a strong left-continuous dynamical system, let ǫ > 0, and let
k ∈ N . Since, by Assumption 2.1, τk(·) is continuous, it follows that for sufficiently
small δ1 > 0, τk(x) and τk+1(x), x ∈ Bδ1(x0), are well-defined and finite. Hence, it
follows from the strong quasi-continuity property iv)′ that s(t, ·), t ∈ (τk(·), τk+1(·)],
is uniformly bounded on Bδ1(x0). Now, since G is left-continuous it follows that for
ǫ > 0 and k ∈ N there exists δ̂ = δ̂(ǫ, k) > 0 such that if |t− t′| < δ̂, then
‖s(t, x) − s(t′, x)‖ < ǫ
3
, x ∈ Bδ1(x0), t, t′ ∈ (τk(x), τk+1(x)]. (2.2)
Next, it follows from Assumption 2.1 that for every sufficiently small λ > 0 and
k ∈ N , τ k(λ, x0) , infx∈Bλ(x0) τk(x) and τ k(λ, x0) , supx∈Bλ(x0) τk(x) are well defined
and limλ→0 τ k(λ, x0) = limλ→0 τ k(λ, x0) = τk(x0). (Note that τ k(λ, x0) ≤ τk(x) ≤
τ k(λ, x0), for all x ∈ Bλ(x0).) Hence, there exists δ′ = δ′(δ̂) > 0 such that τ k(δ′, x0)−
τ k(δ
′, x0) < δ̂ and τ k+1(δ
′, x0) − τ k+1(δ′, x0) < δ̂. Next, let η > 0 be such that
τ k(δ
′, x0) − τ k(δ′, x0) < τk(x0) − τ k(δ′, x0) + η < δ̂, (2.3)
τ k+1(δ
′, x0) − τ k+1(δ′, x0) < η + τ k+1(δ′, x0) − τk+1(x0) < δ̂. (2.4)
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Then, it follows from the strong quasi-continuity of G that there exists δ′′ = δ′′(ǫ, η, k)
> 0 such that
‖s(t, x0) − s(t, y)‖ <
ǫ
3
, y ∈ Bδ′′(x0), t ∈ (τk(x0) + η, τk+1(x0) − η). (2.5)
Now, if |t−t′|+‖x0−y‖ < δ, where δ = min{δ1, δ′, δ′′, δ̂}, t ∈ (τk(x0)+η, τk+1(x0)−η),
and t′ ∈ (τk(y), τk+1(y)], then it follows from (2.2), (2.5), and triangular inequality
for vector norms that
‖s(t, x0) − s(t′, y)‖ ≤ ‖s(t, x0) − s(t, y)‖ + ‖s(t, y) − s(t′, y)‖ <
2
3
ǫ < ǫ. (2.6)
Finally, if |t− t′|+‖x0−y‖ < δ, where t ∈ (τk(x0), τk+1(x0)]\ (τk(x0)+η, τk+1(x0)−η)
and t′ ∈ (τk(y), τk+1(y)], then conditions (2.3), (2.4) imply that there exists t′′ ∈
(τk(x0) + η, τk+1(x0)− η) such that |t− t′′| < δ̂ and |t′ − t′′| < δ̂. Hence, by (2.2) and
(2.5) it follows that
‖s(t, x0)−s(t′, y)‖ ≤ ‖s(t, x0)−s(t′′, x0)‖+‖s(t′′, x0)−s(t′′, y)‖+‖s(t′′, y)−s(t′, y)‖ < ǫ,
(2.7)
which establishes that G is jointly continuous between resetting events.
To show that joint continuity of s(t, x0), t ≥ 0, between resetting events implies
strong left-continuity of G, let ǫ, η > 0, T ∈ Tx0 , and suppose τk(x0) < T < τk+1(x0).
Then, it follows from the joint continuity of G that there exists δ′ = δ′(ǫ, k) > 0
such that if |t − t′| + ‖x0 − y‖ < δ′, then ‖s(t, x0) − s(t′, y)‖ < ǫ, where x0, y ∈ D,
t ∈ (τk(x0), τk+1(x0)], and t′ ∈ (τk(y), τk+1(y)]. Now, it follows from the Assumption
2.1 that there exists δ′′ = δ′′(x0, η, k) > 0 such that τ k(δ
′′, x0) − τk(x0) < η and
τk+1(x0) − τ k+1(δ′′, x0) < η. Note that the above inequalities guarantee that if t =
t′ ∈ (τk(x0) + η, τk+1(x0) − η), then t ∈ (τk(x0), τk+1(x0)] and t′ ∈ (τk(y), τk+1(y)],
y ∈ Bδ′′(x0). Furthermore, letting δk = δk(ǫ, η, x0, k) = min{δ′, δ′′}, it follows from the
joint continuity of G that for t = t′ ∈ (τk(x0)+η, τk+1(x0)−η), ‖s(t, x0)−s(t, y)‖ < ǫ,
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y ∈ Bδk(x0). Similarly, we can obtain δk−1 = δk−1(ǫ, η, x0, k) > 0 such that an
analogous inequality can be constructed for all y ∈ Bδk−1(x0) and t ∈ (τk−1(x0) +
η, τk(x0)− η). Recursively repeating this procedure for m = k− 2, ..., 1, and choosing
δ = δ(ǫ, η, x0, k) = δ(ǫ, η, x0, T ) = min{δ1, ..., δk}, it follows that ‖s(t, x0)− s(t, y)‖ <
ǫ, y ∈ Bδ(x0), t ∈ [0, T ], and |t − τl(x0)| > η, l = 1, ..., k, which implies that G is a
strong left-continuous dynamical system.
Definition 2.3. A solution s(t, x0) of G is periodic if there exists a finite time
T > 0, known as the period, such that s(t + T, x0) = s(t, x0) for all t ≥ 0. A set
O ⊂ D is a periodic orbit of G if O = {x ∈ D : x = s(t, x0), 0 ≤ t ≤ T} for some
periodic solution s(t, x0) of G.
Note that the set Zx0 is identical for all x0 ∈ O. Furthermore, if for every x0 ∈ Rn
there exists ε(x0) such that τi+1(x0)− τi(x0) ≥ ε(x0), i ∈ N , then it follows that Zx0
contains a finite number of (isolated) points. Finally, for every x0 ∈ O it follows that
τi+N(x0) = τi(x0) + T , i = 2, 3, ..., where N denotes the number of points in Zx0 .
Next, to extend Poincaré’s theorem to hybrid dynamical systems let Ẑ ⊂ Z be
such that O ∩ Ẑ is a singleton. Note that the existence of such an Ẑ is guaranteed
since all the points in O ∩ Z are isolated. Now, we define the Poincaré return map
P : Ẑ → Z by
P (x)
△
= s(τN+1(x), x), x ∈ Ẑ. (2.8)
Note that if p ∈ O∩Ẑ, then s(τN+1(p), p) = p. Furthermore, if Assumption 2.1 holds
then τN+1(·) is continuous and hence it follows that P (·) is well defined. Next, define
the discrete-time system given by
z(k + 1) = P (z(k)), k ∈ N , z(0) ∈ Ẑ. (2.9)
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It is easy to see that p is a fixed point of (2.9). For notational convenience define the
set Θx0,η
△
= {t ∈ Tx0 : |t−τ | > η, τ ∈ [0,∞)\Tx0} denoting the set of all non-resetting
times that are at least a distance η away from the resetting times.
Next, we introduce the notions of Lyapunov and asymptotic stability of a periodic
orbit for the left-continuous dynamical system G.
Definition 2.4. A periodic orbit O of G is Lyapunov stable if for all ǫ > 0 there
exists δ = δ(ǫ) > 0 such that if dist(x0,O) < δ, then dist(s(t, x0),O) < ǫ, t ≥ 0.
Definition 2.5. A periodic orbit O of G is asymptotically stable if it is Lyapunov
stable and there exists δ > 0 such that if dist(x0,O) < δ, then dist(s(t, x0),O) → 0
as t→ ∞.
The following key lemma is needed for the main stability result of this section.
Lemma 2.1. Consider the strong left-continuous dynamical system G. Assume
the point p ∈ Ẑ generates the periodic orbit O , {x ∈ D : x = s(t, p), 0 ≤ t ≤ T},
where s(t, p), t ≥ 0, is the periodic solution with the period T = τN+1(p). Then the
following statements hold:
i) The periodic orbit O is Lyapunov stable if and only if for every ǫ > 0 and
for every pO ∈ O there exists δ′ = δ′(ǫ, pO) > 0 such that if x0 ∈ Bδ′(pO), then
dist(s(t, x0),O) < ǫ, t ≥ 0.
ii) The periodic orbit O is asymptotically stable if and only if it is Lyapunov
stable and for every pO ∈ O there exists δ′ = δ′(pO) > 0 such that if x0 ∈ Bδ′(pO),
then dist(s(t, x0),O) → 0 as t→ ∞.
Proof. i) Necessity is immediate. To show sufficiency, assume that for every
ǫ > 0 and for every pO ∈ O there exists δ′ = δ′(ǫ, pO) > 0 such that if x0 ∈ Bδ′(pO),
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then dist(s(t, x0),O) < ǫ, t ≥ 0. Here, we assume that δ′ = δ′(ǫ, pO) > 0 is the
largest value such that the above distance inequality holds. Next, let δ = δ(ǫ) =
infpO∈O δ
′(ǫ, pO) and suppose, ad absurdum, that δ = 0. In this case, there exists
a sequence {pOk}∞k=1 ∈ O such that limk→∞ δ′(ǫ, pOk) = 0. Since {pOk}∞k=1 is a
bounded sequence, it follows from the Bolzano-Weierstrass theorem [199] that there
exists a convergent subsequence {qOk}∞k=1 ∈ {pOk}∞k=1 such that limk→∞ qOk = q and
limk→∞ δ
′(ǫ, qOk) = 0. Note, that since O is closed and {qOk}∞k=1 ∈ O, it follows that
q ∈ O and hence δ′(ǫ, q) > 0. Thus, it follows that there exists q̃ ∈ {qOk}∞k=1 such that,
for sufficiently small µ > 0, Bδ′(ǫ,q̃)+µ(q̃) ⊂ Bδ′(ǫ,q)(q). Now, since, for every pO ∈ O,
δ′ = δ′(ǫ, pO) > 0 is assumed to be the largest value such that dist(s(t, x0),O) <
ǫ, t ≥ 0, for all x0 ∈ Bδ′(pO), it follows that there exists x′0 ∈ Bδ′(ǫ,q̃)+µ(q̃) and
t′ ≥ 0 such that dist(s(t′, x′0),O) > ǫ. However, since Bδ′(ǫ,q̃)+µ(q̃) ⊂ Bδ′(ǫ,q)(q), then
for x′0 ∈ Bδ′(ǫ,q̃)+µ(q̃) it follows that dist(s(t, x′0),O) < ǫ for all t ≥ 0, which is a
contradiction. Hence, for every ǫ > 0 there exists δ = δ(ǫ) > 0 such that for every
pO ∈ O and x0 ∈ Bδ(pO) it follows that dist(s(t, x0),O) < ǫ, t ≥ 0. Next, given
x0 ∈ D such that dist(x0,O) = infpO∈O ‖x0 − pO‖ < δ, it follows that there exist a
point p∗ ∈ O such that dist(x0,O) ≤ ‖x0 − p∗‖ < δ, which implies that x0 ∈ Bδ(p∗)
and hence dist(s(t, x0),O) < ǫ, t ≥ 0, establishing Lyapunov stability.
ii) The proof is analogous to i) and hence is omitted.
The following theorem generalizes Poincaré’s theorem to strong left-continuous
dynamical systems by establishing a relationship between the stability properties
of the periodic orbit O and the stability properties of an equilibrium point of the
discrete-time system (2.9).
Theorem 2.1. Consider the strong left-continuous dynamical system G with the
Poincaré return map defined by (2.8). Assume that Assumption 2.1 holds and the
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point p ∈ Ẑ generates the periodic orbit O , {x ∈ D : x = s(t, p), 0 ≤ t ≤ T},
where s(t, p), t ≥ 0, is the periodic solution with the period T = τN+1(p) such that
s(τN+1(p), p) = p. Then the following statements hold:
i) p ∈ O ∩ Ẑ is a Lyapunov stable fixed point of (2.9) if and only if the periodic
orbit O of G generated by p is Lyapunov stable.
ii) p ∈ O ∩ Ẑ is an asymptotically stable fixed point of (2.9) if and only if the
periodic orbit O of G generated by p is asymptotically stable.
Proof. i) To show necessity, let ǫ > 0 and note that the set Zp = {x ∈ D :
x = s(τl(p), p) = pl, l = 1, ..., N} contains N points, where p △= p1. Furthermore, let
p+ = limτ→0 s(τ, p) and let ǫ̂ > 0. It follows from joint continuity of solutions of G that
there exists δ̂ = δ̂(p, ǫ̂) such that if ‖x′0−p+‖+|t−t′| < δ̂, then ‖s(t, x′0)−s(t′, p+)‖ < ǫ̂,
where t ∈ (0, τ1(x′0)] and t′ ∈ (0, τ1(p+)]. Next, as shown in the proof of Proposition
2.2, it follows that limλ→0 τ 1(λ, p
+) = limλ→0 τ 1(λ, p
+) = τ1(p
+). Hence, choosing
δ′ = δ′(p, ǫ̂) > 0 such that δ′ < δ̂
2
and τ 1(δ
′, p+) − τ 1(δ′, p+) + µ < δ̂2 , where µ is a
sufficiently small constant, it follows from the joint continuity property that, since
‖x′0 − p+‖ + |t− τ1(p+)| < δ̂,
‖s(t, x′0) − s(τ1(p+), p+)‖ < ǫ̂, x′0 ∈ Bδ′(p+), t ∈ [τ 1(δ′, p+) − µ, τ1(x′0)]. (2.10)
Next, let η̂ > 0 be such that η̂ < τ1(p
+)− τ 1(δ′, p+) + µ. Now, it follows from the
strong quasi-continuous dependence property iv)′ that there exists δ′′ = δ′′(p, ǫ̂) > 0
such that
‖s(t, p+) − s(t, x′0)‖ < ǫ̂, x′0 ∈ Bδ′′(p+), t ∈ [0, τ1(p+) − η̂). (2.11)
Now, let δ̃ = min{δ′, δ′′} and note that τ 1(δ′, p+) ≤ τ 1(δ̃, p+). Since η̂ is such that
τ 1(δ
′, p+) − µ ∈ [0, τ1(p+) − η̂), it follows from (2.10) and (2.11) that
dist(s(t, x′0),O) < ǫ̂, x′0 ∈ Bδ̃(p+), t ∈ [0, τ1(x′0)]. (2.12)
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Using similar arguments as above, it can be shown that the resetting event is con-
tinuous with respect to the state, that is, for δ̃ > 0 there exists δ1 = δ1(δ̃) = δ1(ǫ̂)
such that ‖x+ − p+‖ < δ̃ for all x ∈ Bδ1(p) ∩ Z, where x+ = limτ→0 s(τ, x). Hence, it
follows that for ǫ̂ > 0, there exists δ1 = δ1(ǫ̂) such that
dist(s(t, x′0),O) < ǫ̂, x′0 ∈ Bδ1(p) ∩ Z, t ∈ [0, τ2(x′0)]. (2.13)
Similarly for every point in Zp there exists a neighborhood such that an analogous
condition to (2.13) holds. Specifically, for ǫ > 0 and pN ∈ Zp there exists δN =
δN(ǫ) < ǫ such that dist(s(t, x
′
0),O) < ǫ for all x′0 ∈ BδN (pN) ∩ Z, t ∈ [0, τ2(x′0)].
Analogously, for pN−1 ∈ Zp, there exists δN−1 = δN−1(δN) = δN−1(ǫ) such that
dist(s(t, x′0),O) < δN < ǫ for all x′0 ∈ BδN−1(pN−1) ∩ Z, t ∈ [0, τ2(x′0)]. Recursively
repeating this procedure and using the semi-group property iii), it follows that for
ǫ > 0 there exists δ1 = δ1(ǫ) > 0 such that
dist(s(t, x′0),O) < ǫ, x′0 ∈ Bδ1(p) ∩ Z, t ∈ [0, τN+1(x′0)]. (2.14)
Next, it follows from Lyapunov stability of the fixed point p ∈ Zp of the discrete-




1(δ1) > 0 such that
‖z(k + 1) − p‖ = ‖P (z(k)) − p‖ < δ1 for all z(0) ∈ Bδ′1(p) ∩ Z. Hence, using (2.14)
and the semi-group property iii), it follows that
dist(s(t, x′0),O) < ǫ, x′0 ∈ Bδ′1(p) ∩ Z, t ≥ 0. (2.15)
Using similar arguments as above, for every pO ∈ O there exists δ = δ(ǫ, pO) such
that
dist(s(t, x0),O) < ǫ, x0 ∈ Bδ(pO), t ∈ [0, τm(pO)], (2.16)
where m is the number of resettings required for s(t, x0), t ≥ 0, to reach Bδ′1(p) ∩ Z.
Finally, it follows from (2.16), (2.15), and the semi-group property iii) that
dist(s(t, x0),O) < ǫ, x0 ∈ Bδ(pO), t ≥ 0, (2.17)
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which, using Lemma 2.1, proves Lyapunov stability of the periodic orbit O.
Next, we show sufficiency. Assume that O is a Lyapunov stable periodic orbit.
Furthermore, choose ǫ > 0 and let ǫ̂ ∈ (0, ǫ] be such that there does not exist a point
of Zp in Bǫ̂(p) other than p ∈ Zp. Note that ǫ̂ > 0 exists since Zp is a finite set. Now,
using the fact that G is left-continuous, it follows that for sufficiently small δ̂ > 0
there exists δ̃ = δ̃(δ̂) such that δ̂ ≤ δ̃ < ǫ̂ and
dist(x,O) > δ̂, x ∈ Bǫ̂(p) \ Bδ̃(p) ∩ Z. (2.18)
Here, we let δ̃ > 0 be the smallest value such that (2.18) holds. Note that in this case
lim
δ̂→0
δ̃(δ̂) = 0. (2.19)
Now, it follows from Assumption 2.1 and the joint continuity of solutions of G that
for ǫ̂ > 0 there exists δ′(ǫ̂) > 0 such that
‖s(τN+1(x′0), x′0) − p‖ < ǫ̂, x′0 ∈ Bδ′(p) ∩ Ẑ. (2.20)
Hence, using (2.19), we can choose δ̂ = δ̂(ǫ̂) > 0 such that δ̃(δ̂) ≤ δ′(ǫ̂). Next, it follows
from the Lyapunov stability of O that for δ̂ = δ̂(ǫ̂) > 0 there exists δ = δ(δ̂) = δ(ǫ̂) > 0
such that if x0 ≡ z(0) ∈ Bδ(p)∩Ẑ, then dist(s(t, x0),O) < δ̂, t ≥ 0. Now, using (2.18)
and (2.20), it follows that
‖z(k + 1) − p‖ = ‖P (z(k)) − p‖ = ‖s(τN+1(z(k)), z(k)) − p‖ < δ̃ < ǫ̂ ≤ ǫ,
z(0) ∈ Bδ(p) ∩ Ẑ, k ∈ N , (2.21)
where z(k), k ∈ N , satisfies (2.9). Thus, (2.21) establishes that p ∈ Zp is a Lyapunov
stable fixed point of (2.9).
ii) To show necessity, assume that p ∈ O ∩ Ẑ is an asymptotically stable fixed
point of (2.9). Hence, it follows from i) that the periodic orbit O is Lyapunov stable
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0) → p as k → ∞. Now, Definition 2.5 implies that a periodic
orbit O of G is asymptotically stable if it is Lyapunov stable and there exists δ > 0
such that if dist(x′0,O) < δ, then for every ǫ > 0 there exists T = T (ǫ, x′0) > 0 such
that dist(s(t, x′0),O) < ǫ for all t > T . Next, using similar arguments as in i), for any
ǫ > 0 there exists δ̂ = δ̂(ǫ) > 0 such that
dist(s(t, x′0),O) < ǫ, x′0 ∈ Bδ̂(p) ∩ Ẑ, t ∈ [0, τN+1(x′0)]. (2.22)
Now, it follows from the asymptotic stability of p that for every x′0 ∈ Bδ′(p)∩Ẑ there
exists K = K(δ̂, x′0) = K(ǫ, x
′
0) ∈ N such that
‖s(τ(N+1)·k(x′0), x′0) − p‖ < δ̂, k > K. (2.23)
Choose l > K and let T = T (ǫ, x′0) = τ(N+1)·l(x
′
0). Then, it follows from (2.22) and
(2.23) that for a given ǫ > 0 there exists T = T (ǫ, x′0) > 0 such that
dist(s(t, x′0),O) < ǫ, x′0 ∈ Bδ′(p) ∩ Ẑ, t > T, (2.24)
and hence dist(s(t, x′0),O) → 0 as t→ ∞ for all x′0 ∈ Bδ′(p) ∩ Ẑ.
Finally, using similar arguments as in i) it can be shown that for every pO ∈ O
there exists δ = δ(pO) > 0 such that ‖s(τm(x0), x0) − p‖ < δ′ for all x0 ∈ Bδ(pO),
where m is the number of resettings required for s(t, x0), t ≥ 0, to reach Bδ′(p) ∩ Ẑ.
This argument along with (2.24), the semi-group property iii), and ii) of Lemma 2.1
implies asymptotic stability of the periodic orbit O.
Finally, we show sufficiency. Assume that O is an asymptotically stable periodic
orbit of G. Hence, p ∈ Ẑ is a Lyapunov stable fixed point of (2.9) and there exists
δ > 0 such that if x0 ∈ Bp(δ), then for every sequence {tk}∞k=0 such that tk → ∞ as
k → ∞,
dist(s(tk, x0),O) → 0, k → ∞. (2.25)
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Next, choose δ̂ ∈ (0, δ] such that there are no points of Zp in Bδ̂(p) other than p ∈ Ẑ.
Once again, δ̂ > 0 exists since Zp is a finite set. Since p ∈ Ẑ is a Lyapunov stable fixed
point of (2.9) it follows that for δ̂ > 0 there exists δ̃ = δ̃(δ̂) > 0 such that if z(0) ≡
x0 ∈ Bδ̃(p)∩ Ẑ, then z(k+ 1) = P (z(k)) = s(τ(N+1)·(k+1)(x0), x0) ∈ Bδ̂(p)∩ Ẑ, k ∈ N .
Next, choose a sequence {tk}∞k=0 = {τ(N+1)·k(x0)}∞k=0, x0 ∈ Bδ̃(p) ∩ Ẑ, and note that
τ(N+1)·k(x0) → ∞ as k → ∞. Hence, it follows from (2.25) that
dist(z(k + 1),O) = dist(P (z(k)),O) = dist(s(τ(N+1)·(k+1)(x0), x0),O) → 0, k → ∞,
x0 ∈ Bδ̃(p) ∩ Ẑ. (2.26)
Since p ∈ Zp is the only point of O in Bδ̂(p)∩Ẑ, (2.26) implies that dist(z(k+1), p) → 0
as k → ∞ for all z(0) ≡ x0 ∈ Bδ̃(p)∩ Ẑ, which establishes asymptotic stability of the
fixed point p ∈ Zp of (2.9).
2.3. Specialization to Impulsive Dynamical Systems
In this section we specialize Poincaré’s theorem for strong left-continuous dynami-
cal systems to state-dependent impulsive dynamical systems [11,12,100,101,138,202].
A state-dependent impulsive dynamical system G has the form
ẋ(t) = fc(x(t)), x(0) = x0, x(t) 6∈ Zx, (2.27)
∆x(t) = fd(x(t)), x(t) ∈ Zx, (2.28)
where t ≥ 0, x(t) ∈ D ⊆ Rn,D is an open set, fc : D → Rn, fd : Zx → Rn is
continuous, and Zx ⊂ D is the resetting set. We refer to the differential equation
(2.27) as the continuous-time dynamics, and we refer to the difference equation (2.28)
as the resetting law. We assume that the continuous-time dynamics fc(·) are such
that the solution to (2.27) is jointly continuous in t and x0 between resetting events.
A sufficient condition ensuring this is Lipschitz continuity of fc(·). Alternatively,
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uniqueness of solutions in forward time along with the continuity of fc(·) ensure that
solutions to (2.27) between resetting events are continuous functions of the initial
conditions x0 ∈ D even when fc(·) is not Lipschitz continuous on D (see [60], Theorem
4.3, p. 59). More generally, fc(·) need not be continuous. In particular, if fc(·) is
discontinuous but bounded and x(·) is the unique solution to (2.27) between resetting
events in the sense of Filippov [76], then continuous dependence of solutions with
respect to the initial conditions holds [76]. Finally, note that since the resetting
set Zx is a subset of the state space D and is independent of time, state-dependent
impulsive dynamical systems are time-invariant.
As in Section 2.2, for a particular trajectory x(t) we denote the resetting times
of (2.27), (2.28) by τk(x0), that is, the k
th instant of time at which x(t) intersects
Zx. Thus the trajectory of the system (2.27), (2.28) from the initial condition x(0) =
x0 ∈ D is given by ψ(t, x0) for 0 < t ≤ τ1(x0), where ψ(t, x0) denotes the solution
to the continuous-time dynamics (2.27). If and when the trajectory reaches a state
x1 , x(τ1(x0)) satisfying x1 ∈ Zx, then the state is instantaneously transferred to
x+1 , x1 + fd(x1) according to the resetting law (2.28). The solution x(t), τ1(x0) <
t ≤ τ2(x0), is then given by ψ(t− τ1(x0), x+1 ), and so on for all x0 ∈ D. Note that the
solution x(t) of (2.27), (2.28) is left-continuous, that is, it is continuous everywhere
except at the resetting time τk(x0), and
xk , x(τk(x0)) = lim
ǫ→0+
x(τk(x0) − ǫ), (2.29)
x+k , x(τk(x0)) + fd(x(τk(x0)), (2.30)
for k = 1, 2, ... .
We make the following additional assumptions:
A.1. If x(t) ∈ Z̄x \Zx, where Z̄x denotes the closure of the set Zx, then there exists
ǫ > 0 such that, for all 0 < δ < ǫ, x(t+ δ) 6∈ Zx.
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A.2. If x ∈ Zx, then x+ fd(x) 6∈ Zx.
Assumption A.1 ensures that if a trajectory reaches the closure of Zx at a point
that does not belong to Zx, then the trajectory must be directed away from Zx, that
is, a trajectory cannot enter Zx through a point that belongs to the closure of Zx but
not to Zx. Furthermore, A.2 ensures that when a trajectory intersects the resetting
set Zx, it instantaneously exits Zx. Finally, we note that if x0 ∈ Zx, then the system
initially resets to x+0 = x0 + fd(x0) 6∈ Zx which serves as the initial condition for the
continuous-time dynamics (2.27).
Remark 2.1. It follows from A.2 that resetting removes x(τk(x0)) = xk from
the resetting set Zx. Thus, immediately after resetting occurs, the continuous-time
dynamics (2.27), and not the resetting law (2.28), becomes the active element of the
impulsive dynamical system.
Remark 2.2. It follows from A.1 and A.2 that no trajectory starting outside of
Zx can intersect the interior of Zx. Specifically, it follows from A.1 that a trajectory
can only reach Zx through a point belonging to both Zx and its boundary. And from
A.2, it follows that if a trajectory reaches a point in Zx that is on the boundary
of Zx, then the trajectory is instantaneously removed from Zx. Since a continuous
trajectory starting outside of Zx and intersecting the interior of Zx must first intersect
the boundary of Zx, it follows that no trajectory can reach the interior of Zx.
Remark 2.3. Note that it follows from the definition of τk(·) that τ1(x) > 0,
x 6∈ Zx, and τ1(x) = 0, x ∈ Zx. Furthermore, since for every x ∈ Zx, x+ fd(x) 6∈ Zx,
it follows that τ2(x) = τ1(x) + τ1(x+ fd(x)) > 0.
Remark 2.4. It follows from A.1, A.2, and Remark 2.2 that the resetting times
τk(x0) are well defined and distinct. See [47,100] for further details of this fact.
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It is important to note that since not every bounded solution of an impulsive
dynamical system over a forward time interval can be extended to infinity due to
Zeno solutions, that is, solutions exhibiting infinitely many resettings in a finite time,
we assume that fc(·) and fd(·) are such that existence and uniqueness of solutions for
(2.27), (2.28) are satisfied in forward time. For details see [12,47,138]. In this section
we assume that fc(·) and fd(·) are such that τk(x0) → ∞ as k → ∞ for all x0 ∈ D. In
light of the above, note that the solution to (2.27), (2.28) with initial condition x0 ∈ D
denoted by s(t, x0), t ≥ 0, is i) left-continuous, that is, limτ→t−s(τ, x0) = s(t, x0) for
all x0 ∈ D and t ∈ (0,∞); ii) consistent, that is, s(0, x0) = x0, for all x0 ∈ D; and iii)
satisfies the semi-group property, that is, s(τ, s(t, x0)) = s(t + τ, x0) for all x0 ∈ D





ψ(t, x0), 0 ≤ t ≤ τ1(x0),
ψ(t− τk(x0), s(τk(x0), x0) + fd(s(τk(x0), x0))), τk(x0) < t ≤ τk+1(x0),
ψ(t− τ(x0), s(τ(x0), x0)), t ≥ τ(x0),
(2.31)
where τ(x0) , supk≥0 τk(x0), which implies that s(·, x0) is left-continuous. Further-
more, uniqueness of solutions implies that s(t, x0) satisfies the semi-group property
s(τ, s(t, x0)) = s(t+ τ, x0) for all x0 ∈ D and t, τ ∈ [0,∞).
Next, we present two key assumptions on the structure of the resetting set Zx.
Specifically, we assume that the resetting set Zx is such that the following assumptions
hold:
A.3. There exists a continuously differentiable function X : D → R such that the
resetting set Zx = {x ∈ D : X (x) = 0}; moreover, X ′(x) 6= 0 , x ∈ Zx.
A.4. ∂X (x)
∂x
fc(x) 6= 0, x ∈ Zx.
Remark 2.5. It follows from A.3 that the resetting set Zx is an embedded sub-
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manifold [121] while A.4 assures that the solution of G is not tangent to the resetting
set Zx.
The following lemma states that under the Assumptions A.3 and A.4, the first
resetting time τ1(·) is continuous at x0 ∈ D.
Lemma 2.2. Consider the nonlinear state-dependent impulsive dynamical sys-
tem G given by (2.27), (2.28). Assume that A.3 and A.4 hold. Then τ1(·) is continuous
at x0 ∈ D, where 0 < τ1(x0) <∞.
Proof. Let ǫ > 0, x0 ∈ D, and 0 < τ1(x0) <∞. Note that x∗ , s(τ1(x0), x0) ∈ Zx
and hence it follows from A.3 and A.4 that X ′(x∗) 6= 0 and X ′(x∗)f(x∗) 6= 0. Now,
since ψ(·, x0) is continuous in t, [0, t1] is a compact interval, and Zx is closed, it follows
from (2.31) and the definition of τ1(·) that for any t1 ∈ (0, τ1(x0)),
σ(t1) , inf
0≤t≤t1
dist(s(t, x0),Zx) > 0. (2.32)




X ′(x∗) 6= 0 and X ′(x∗)f(x∗) 6= 0, it follows that dist(x2,Zx) > 0. Now, define
t1 , τ1(x0) − ǫ̂2 and x1 , s(t1, x0) = ψ(t1, x0). Then it follows from the continu-
ous dependence of solutions to (2.27) in time and initial data that there exists δ > 0
such that for all y ∈ Bδ(x0), sup0≤t≤t2 ‖ψ(t, y) − ψ(t, x0)‖ < min{dist(x2,Zx), σ(t1)}.
Hence, for all y ∈ Bδ(x0), it follows that t1 < τ1(y) < t2. Now, taking ǫ̂ < ǫ, it follows
that |τ1(y) − τ1(x0)| < ǫ, establishing the continuity of τ1(·) at x0 ∈ D.
The following proposition shows that under Assumptions A.3 and A.4, the reset-
ting times τk(·) are continuous at x0 ∈ D for all k ∈ N .
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Proposition 2.3. Consider the nonlinear state-dependent impulsive dynamical
system G given by (2.27), (2.28). Assume that A.3 and A.4 hold. Then τk(·) is
continuous at x0 ∈ D, where 0 < τk(x0) <∞, for all k ∈ N .
Proof. First, it follows from Lemma 2.2 that τ1(·) is continuous at x0 ∈ D, where
0 < τ1(x0) <∞. Since fc(·) is such that the solutions to (2.27) are jointly continuous
in t and x0, it follows that ψ(·, ·) is continuous in both its arguments. Furthermore,
note that ψ(τ1(x), x) = s(τ1(x), x), x ∈ D. Next, it follows from the definition of τk(x)
that for every x ∈ D and k ∈ {1, 2, ..., },
τk(x) = τk−j(x) + τj[s(τk−j(x), x) + fd(s(τk−j(x), x))], j = 1, ..., k, (2.33)
where τ0(x) , 0. Hence, since fd(·) is continuous, it follows from (2.33) that τ2(x) =
τ1(x)+τ1[s(τ1(x), x)+fd(s(τ1(x), x))] is also continuous on D. By recursively repeating
this procedure for k = 3, 4, ..., it follows that τk(x) is a continuous function on D for
all k ∈ N .
Since fc(·) and fd(·) are such that the Axioms i)−iii) hold for the state-dependent
impulsive dynamical system G, and G is jointly continuous between resetting events,
then, with Assumptions A.3 and A.4 satisfied, it follows from Propositions 2.2 and
2.3 that the state-dependent impulsive dynamical system G is a strong left-continuous
dynamical system. Hence, the following corollary to Theorem 2.1 is immediate.
Corollary 2.1. Consider the impulsive dynamical system G given by (2.27), (2.28)
with the Poincaré return map defined by (2.8). Assume that A.3 and A.4 hold, and
the point p ∈ Ẑx generates the periodic orbit O △= {x ∈ D : x = s(t, p), 0 ≤ t ≤ T},
where s(t, p), t ≥ 0, is the periodic solution with the period T = τN+1(p) such that
s(τN+1(p), p) = p. Then the following statements hold:
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i) p ∈ O ∩ Ẑx is a Lyapunov stable fixed point of (2.9) if and only if the periodic
orbit O of G generated by p is Lyapunov stable.
ii) p ∈ O ∩ Ẑx is an asymptotically stable fixed point of (2.9) if and only if the
periodic orbit O of G generated by p is asymptotically stable.
Corollary 2.1 gives necessary and sufficient conditions for Lyapunov and asymp-
totic stability of a periodic orbit of the state-dependent impulsive dynamical system
G based on the stability properties of a fixed point of the n-dimensional discrete-time
dynamical system involving the Poincaré map (2.8). Next, as is the case of the clas-
sical Poincaré theorem, we present a specialization of Corollary 2.1 that allows us to
analyze the stability of periodic orbits by replacing the nth-order impulsive dynami-
cal system by an (n− 1)th-order discrete-time system. To present this result assume,
without loss of generality, that ∂X (x)
∂xn
6= 0, x ∈ Zx, where x = [x1, ..., xn]T. Then it fol-
lows from the implicit function theorem [132] that xn = g(x1, ..., xn−1), where g(·) is a
continuously differentiable function at xr , [x1, ..., xn−1]
T such that [xTr , g(xr)]
T ∈ Zx.
Note that in this case P : Ẑx → Zx in (2.9) is given by P (x) , [P1(x), · · ·, Pn(x)]T,
where
Pn(xr, g(xr)) = g(P1(xr, g(xr)), ..., Pn−1(xr, g(xr))). (2.34)
Hence, we can reduce the n-dimensional discrete-time system (2.9) to the (n − 1)-
dimensional discrete-time system given by
zr(k + 1) = Pr(zr(k)), k ∈ N , (2.35)









Note that it follows from (2.34) and (2.36) that p , [pTr , g(pr)]
T ∈ Ẑx is a fixed point
of (2.9) if and only if pr is a fixed point of (2.35).
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Corollary 2.2. Consider the impulsive dynamical system G given by (2.27), (2.28)
with the Poincaré return map defined by (2.8). Assume that A.3 and A.4 hold,
∂X (x)
∂xn
6= 0, x ∈ Zx, and the point p ∈ Ẑx generates the periodic orbit O △= {x ∈ D :
x = s(t, p), 0 ≤ t ≤ T}, where s(t, p), t ≥ 0, is the periodic solution with the period
T = τN+1(p) such that s(τN+1(p), p) = p. Then the following statements hold:
i) For p = [pTr , g(pr)]
T ∈ O ∩ Ẑx, pr is a Lyapunov stable fixed point of (2.35) if
and only if the periodic orbit O is Lyapunov stable.
ii) For p = [pTr , g(pr)]
T ∈ O∩Ẑx, pr is an asymptotically stable fixed point of (2.35)
if and only if the periodic orbit O is asymptotically stable.
Proof. i) To show necessity, assume that pr is a Lyapunov stable fixed point of
(2.35) and let ǫ > 0. Then it follows from the continuity of g(·) that there exists
δ′ = δ′(ǫ) > 0 such that
‖g(xr) − g(pr)‖ <
ǫ
2
, xr ∈ Bδ′(pr). (2.37)
Choosing δ′ < ǫ
2
, it follows from the Lyapunov stability of pr that for δ
′ > 0 there
exists δ = δ(ǫ) < δ′ such that
‖zr(k + 1) − pr‖ = ‖Pr(zr(k)) − pr‖ < δ′ <
ǫ
2
, zr(0) ∈ Bδ(pr), (2.38)
where z(k) = [zr(k)
T, g(zr(k))]
T ∈ Zx, k ∈ N , satisfies (2.9). Hence, if z(0) ∈ Bδ(p) ∩
Ẑx, that is,
‖z(0) − p‖ = ‖[zr(0)T, g(zr(0))]T − [pTr , g(pr)]T‖ ≤ ‖[zr(0)T, 0]T − [pTr , 0]T‖
+‖[0, ..., 0, g(zr(0))]T − [0, ..., 0, g(pr)]T‖ < δ, (2.39)
then it follows from (2.39) that zr(0) ∈ Bδ(pr). Hence, using (2.34), (2.37), and (2.38),
it follows that
‖z(k + 1) − p‖ = ‖P (z(k)) − p‖ = ‖[PTr (zr(k)), Pn(zr(k), g(zr(k)))]T − [pTr , g(pr)]T‖
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≤ ‖[PTr (zr(k)), 0]T − [pTr , 0]T‖





Thus, for a given ǫ > 0 there exists δ = δ(ǫ) > 0 such that if z(0) ∈ Bδ(p) ∩ Ẑx, then
‖z(k + 1) − p‖ < ǫ, which establishes Lyapunov stability of p for the discrete-time
system (2.9). Now, Lyapunov stability of the periodic orbit O follows as a direct
consequence of Theorem 2.1.
Next, to show sufficiency, assume that the periodic orbit O is Lyapunov stable. In
this case, it follows from Theorem 2.1 that p = [pTr , g(pr)]
T ∈ O ∩ Ẑx is a Lyapunov
stable fixed point of (2.9). Hence, for every ǫ > 0 there exists δ′ = δ′(ǫ) > 0 such that
‖z(k + 1) − p‖ = ‖P (z(k)) − p‖ < ǫ, k ∈ N , z(0) ∈ Bδ′(p) ∩ Ẑx. (2.41)
Now, it follows from the continuity of g(·) that for δ′ > 0 there exists δ = δ(ǫ) > 0
such that
‖g(xr) − g(pr)‖ <
δ′
2
, xr ∈ Bδ(pr). (2.42)
Choosing δ < δ
′
2
and zr(0) ∈ Bδ(pr), it follows from (2.42) that







that is, z(0) ∈ Bδ′(p)∩ Ẑx. Hence, it follows from (2.41), (2.43), and (2.40) that for a
given ǫ > 0, there exists δ = δ(ǫ) > 0 such that ‖zr(k+1)−pr‖ = ‖Pr(zr(k))−pr‖ < ǫ
for all zr(0) ∈ Bδ(pr), which establishes Lyapunov stability of pr for (2.35).
ii) To show necessity, assume that pr is an asymptotically stable fixed point of
(2.35). Now, it follows from i) that p = [pTr , g(pr)]
T ∈ O ∩ Ẑx is a Lyapunov stable
fixed point of (2.9) and there exists δ > 0 such that
‖zr(k + 1) − pr‖ = ‖Pr(zr(k)) − pr‖ → 0, k → ∞, zr(0) ∈ Bδ(pr). (2.44)
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If z(0) ∈ Bδ(p)∩Ẑx, then, as shown in i), zr(0) ∈ Bδ(pr). Hence, it follows from (2.44),
the continuity of g(·), and representation given in (2.40) and (2.34) that ‖z(k + 1) −
p‖ → 0 as k → ∞ for all z(0) ∈ Bδ(p) ∩ Ẑx. This establishes asymptotic stability of
p for (2.9). Now, asymptotic stability of the periodic orbit O of G follows as a direct
consequence of Theorem 2.1.
Finally, to show sufficiency, assume that the periodic orbit O is asymptotically
stable. In this case, it follows from Theorem 2.1 that p = [pTr , g(pr)]
T ∈ O ∩ Ẑx is
an asymptotically stable fixed point of (2.9) and, by i), pr is a Lyapunov stable fixed
point of (2.35). Hence, there exists δ′ > 0 such that
‖z(k + 1) − p‖ = ‖P (z(k)) − p‖
= ‖[PTr (zr(k)), Pn(zr(k), g(zr(k)))]T − [pTr , g(pr)]T‖ → 0,
k → ∞, z(0) ∈ Bδ′(p) ∩ Ẑx. (2.45)
Using similar arguments as in i), we can find δ > 0 such that if zr(0) ∈ Bδ(pr), then
z(0) ∈ Bδ′(p) ∩ Ẑx. Thus it follows from (2.45) that
‖zr(k + 1) − pr‖ = ‖Pr(zr(k)) − pr‖ → 0, k → ∞, zr(0) ∈ Bδ(pr), (2.46)
which establishes asymptotic stability of pr for (2.35).
2.4. Limit Cycle Analysis of the Verge and Foliot Clock Es-
capement Using Impulsive Differential Equations and
Poincaré Maps
In the remainder of this chapter we use the results of Section 2.3 to analyze the
verge and foliot clock escapement. Specifically, we provide a detailed model of the
verge and foliot escapement for arbitrary values of the coefficient of restitution. We
show that impulsive differential equations are well-suited for modeling the dynamics
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of this system. Furthermore, we analyze the obtained model of the escapement to
characterize the periodic orbit arising in the closed-loop dynamics. One of the main
results is an expression for the average angular velocity of the crown gear in terms
of the mechanical parameters and applied torque. Finally, we use Poincaré maps for
impulsive dynamical systems to analyze the stability of periodic orbits arising in the
escapement mechanism.
2.5. Modelling
The verge and foliot escapement mechanism shown in Figure 2.1 consists of two
rigid bodies rotating on bearings. For simplicity we assume that these bearings are
frictionless. The crown gear has teeth spaced equally around its perimeter. The
verge and foliot, which henceforth will be referred to as the verge, has two paddles
that engage the teeth of the crown gear through alternating collisions. We ignore
sliding of the paddles along the crown gear teeth, which may occur in practice. For
the orientation shown in Figure 2.1, there is an upper paddle and a lower paddle.
Collisions involving the upper paddle impart a positive torque impulse to the
verge, while those involving the lower paddle impart a negative torque impulse to
the verge. Each collision imparts a negative torque impulse which acts to retard the
motion of the crown gear. The mechanism is driven by a constant torque applied
to the crown gear. This torque is usually provided by a mass hanging from a rope
which is wound around the shaft. The verge spins freely at all times except at the
instant a collision takes place. Energy is assumed to leave the system only through
the collisions. The amount of energy lost during each collision is a function of the
system geometry as well as the coefficient of restitution e realized in the collision.
The crown gear and verge have inertias Ic and Iv, contact radii rc and rv, and
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Figure 2.1: Verge and foliot escapement mechanism. The angular velocities of the
crown gear and verge are θ̇c and θ̇v, respectively, with the sign convention shown.
There is a constant torque τ applied to the crown gear with positive direction shown.
angular velocities θ̇c and θ̇v, respectively. The velocities immediately before and after
a collision are denoted by the subscripts 0 and 1, respectively, as in θ̇c0 and θ̇c1 . The













F (θc(t), θv(t), θ̇c(t), θ̇v(t)) , upper,
− rv
Iv
F (θc(t), θv(t), θ̇c(t), θ̇v(t)) , lower,
(2.48)
where the first expression in (2.48) applies to collisions between the crown gear and the
upper paddle, and the second expression applies to collisions between the crown gear
and the lower paddle. The function F (θc(t), θv(t), θ̇c(t), θ̇v(t)) is the collision force,
which is zero when the crown gear and verge are not in contact and is impulsive at
the instant of impact. The collision force function F acts equally and oppositely on





















Figure 2.2: System block diagram showing the interconnection of the crown gear
and verge rigid bodies through the collision block.




F (θc(t), θv(t), θ̇c(t), θ̇v(t)) . (2.50)
A system diagram is shown in Figure 2.2.
To determine the collision force function, we integrate (2.47) and (2.50) across a
collision event to obtain










































which is an expression of conservation of linear momentum at the instant of a collision.
Expression (2.53) can be rewritten as








are the effective crown gear mass and effective verge
mass, respectively, and Vc , rcθ̇c and Vv , σrvθ̇v are the tangential velocities of the
crown gear and the verge, respectively.
The coefficient of restitution e relates the linear velocities of the crown gear and
the verge before and after the collision according to
Vc1 − Vv1 = −e(Vc0 − Vv0) , (2.55)

















∆θ̇c , θ̇c1 − θ̇c0 , ∆θ̇v , θ̇v1 − θ̇v0 , (2.58)
are the impulsive changes in angular velocity when a collision occurs. These quantities
depend on the geometry as well as the velocities immediately before the collision. The
integral of the impulsive force function over a collision event is
∫ t1
t0
F (s) ds =
McMv (1 + e)
Mv +Mc
(Vc0 − Vv0) , (2.59)
where t0 is a time slightly before the collision and t1 is a time slightly after the
collision.
2.6. Impulsive Differential Equations
In this section we rewrite the equations of motion of the escapement mechanism in
the form of an impulsive differential equation. As noted in subsection 2.3, an impulsive
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differential equation is described by three components; namely, a continuous-time
differential equation, which governs the system state between impulses, an impulse
equation, which models an impulsive jump defined by a resetting function at the
instant an impulse occurs, and a resetting criterion, which defines a set of resetting
events in which the impulse equation is active. These components can be written in
the form
ẋ(t) = fc(x(t)), x(t) 6∈ Zx, (2.60)
∆x(t) = fd(x(t)), x(t) ∈ Zx, (2.61)
where t ≥ 0, x(t) ∈ Rn, fc : Rn → Rn is locally Lipschitz continuous; fd : Rn → Rn
is continuous; and Zx ⊂ Rn is the resetting set. For the remainder of this section we
refer to (2.60), (2.61) as the impulsive dynamical system G.
To describe the dynamics of the verge and foliot escapement mechanism as an
impulsive differential equation, define the state
x = [ x1 x2 x3 x4 ]
T , [ θc θv θ̇c θ̇v ]
T, (2.62)
where x1 is the position of the crown gear, that is, the counterclockwise angle swept
by the line connecting the center of the crown gear and the zeroth tooth from the
12 o’clock position; x2 is the position of the verge, that is, the deviation of the mean
line of the angular offset between two paddles from the vertical plane perpendicular
to the plane of the crown gear; x3 is the angular velocity of the crown gear; and x4 is
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where, for m = 0, ..., n,
Zupperx m = {x : rc sin(x1 −mαc) = rv tan(x2 + αv/2), rcx3 − rvx4 > 0 ,
(m− 1/2)αc + 2pπ ≤ x1 ≤ (m+ 1/2)αc + 2pπ, p ∈ {0, 1, 2, . . .}}, (2.67)
Z lowerx m = {x : rc sin(mαc − x1) = rv tan(−x2 + αv/2), rcx3 + rvx4 > 0 ,
(m− 1/2)αc + (2p− 1)π ≤ x1 ≤ (m+ 1/2)αc + (2p− 1)π,
p ∈ {0, 1, 2, . . .}}, (2.68)
where αc is the angle between neighboring teeth on the crown gear, αv is the angular
offset of the paddles about the vertical axis, m is the index of the crown gear tooth
involved in the collision, and p is the number of full rotations of the crown gear. The
crown gear teeth are numbered from 0 to n clockwise, or opposite the direction of
increasing θc, beginning at θc = 0. There must be an odd number of crown gear teeth
for the mechanism to function correctly, and thus n is even.
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2.7. Characterization of Periodic Orbits
In this section we characterize periodic orbits of G. First we integrate the continuous-
time dynamics (2.63) to obtain




θv2 = θv0 + θ̇v1∆t , (2.70)
where θc2 and θv2 are evaluated immediately before the next collision and ∆t is the
elapsed time between two successive collisions. For an initial collision involving the
upper paddle we have
rc sin(θc0 −mαc) = rv tan(θv0 + αv/2) . (2.71)
The index m′ of the crown gear tooth involved in the subsequent lower collision is
given by
m′ = m+ π/αc + 1/2 , (2.72)
so that the condition
rc sin(mαc + π + αc/2 − θc2) = rv tan(−θv2 + αv/2) (2.73)
must be satisfied at the lower collision. Substituting (2.69) and (2.70) into (2.73)
yields
rc sin(θc0 + θ̇c1∆t+
τ
2Ic
∆t2 − (m+ 1
2




A small angle approximation of (2.71) and (2.74) implies







∆t2 − (m+ 1
2











rcαc = −rvθ̇v1∆t− 2rvθv0 . (2.77)










[(2 + e)Mc − eMv] rcθ̇c0
Mv +Mc
+ σ
[(2 + e)Mv − eMc] rvθ̇v0
Mv +Mc
. (2.79)




(e2 − 1) (rv θ̇v0 − σrc θ̇c0)2 . (2.80)
Next, we specify conditions that characterize a periodic orbit in the (θ̇c, θ̇v) plane.
The first condition
θ̇v1 = −θ̇v0 (2.81)
requires the verge to reverse direction at every collision. This condition ensures that
the absolute value of the verge speed is constant with time. On the other hand, the
crown gear will lose speed with every collision and then gain speed between collisions.
Thus, the second condition




requires the crown gear speed to be the same before each collision. The third condition
θv0 = −θv2 (2.83)
requires the range of motion of the verge between collisions to be centered at θv0 = 0.
This condition keeps the motion of the verge from wandering out of the range of
angles within which the mechanism will work properly. A representative periodic
orbit satisfying (2.81), (2.82), and (2.83) is shown in Figure 2.3.
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Figure 2.3: Velocity phase portrait of a representative periodic orbit. Instant 0 is
prior to a collision with the upper paddle, 1 is after the collision, 2 is prior to the
successive lower paddle collision, and 3 is after the second collision. The continuous-
time trajectories are shown with solid lines and the impulsive jumps are shown with
dashed lines. The average crown gear velocity is shown with a vertical dotted line.
Next, we derive some properties of periodic orbits satisfying (2.81), (2.82), and





To obtain an expression for θ̇c as a function of the applied torque and geometric













Figure 2.4 shows the sensitivity of θ̇c to changes in the parameters e and Mv.
The crown gear velocity before a collision is given by
θ̇c0 =
(1 − e)Mc + 2Mv
(1 − e)(Mc +Mv)
θ̇c , (2.86)
and the crown gear velocity after a collision is given by
θ̇c1 =
(1 − e)Mc − 2 eMv
(1 − e)(Mc +Mv)
θ̇c . (2.87)
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Figure 2.4: θ̇c versus e for several values of Mv. The system parameters are Mv =
0.10, 0.25, 0.40, 0.55, 0.70, 0.85, and 1.00, increasing from the top curve to the bottom
curve, Mc = 1, rc = 1, τ = 1, and αc = 1.












where the verge velocity is positive following a collision involving the upper paddle
and negative following a collision involving the lower paddle. Finally, the period of





2.8. Limit Cycle Analysis of the Clock Escapement Mecha-
nism
In this section we use the results of Section 2.3 to show that the periodic orbit
generated by the escapement mechanism is asymptotically stable. For convenience
we denote the periodic orbit values of θ̇c1, θ̇c0, and θ̇v given by (2.87), (2.86), and
(2.88) by a, b, and ±c, respectively. The following assumption is needed.





It follows from (2.83) that between consecutive collisions on the periodic orbit, the
mean line of the angular offset between two paddles sweeps an angle of αv, that is,
αv = c∆t. This assures the existence of a fixed point of (2.35) for the escapement
mechanism. Furthermore, Assumption 2.2 assures that X : D → R is continuously
differentiable. To see this, note that X (·) is determined by (2.67) and (2.68). Now,
in order for X (·) to be continuously differentiable we need to avoid x2 + αv2 = ±π2





+ ǫ), where ǫ > 0 is small, it follows that in order to avoid the singularity
±π
2
we need to make sure that αv +ǫ 6= π2 which can be achieved by assuming αv < π2 .
Without loss of generality, suppose that the trajectory s(t, x0), t ≥ 0, of G starts
from a point in the four-dimensional state space associated with the upper paddle col-
lision such that its projection onto the three-dimensional subspace lies in a sufficiently
small neighborhood of the point (x2, x3, x4) = (−αv2 , b,−c). Then, we can construct
a three-dimensional discrete-time system that identifies the next point (x2, x3, x4) on
the trajectory right before the next upper paddle collision. This iterative procedure















where f2(·, ·, ·), f3(·, ·, ·), and f4(·, ·, ·) are given in the Appendix A. It follows from
(2.81)–(2.83) that the point (−αv
2
, b,−c) is a fixed point of (2.90). Next, it follows
from standard discrete-time stability theory that if ρ(J(−αv
2












































and ρ(·) denotes spectral radius, then the point (x2, x3, x4) = (−αv2 , b,−c) is a locally
asymptotically stable fixed point of (2.90).
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2 (x̂2(k), x̂3(k), x̂4(k))
f
(n)
3 (x̂2(k), x̂3(k), x̂4(k))
f
(n)







i (x̂2(k), x̂3(k), x̂4(k)), i = 2, 3, 4, denotes the n-time composition operator of
fi(·, ·, ·), i = 2, 3, 4, with f2(·, ·, ·), f3(·, ·, ·), and f4(·, ·, ·) and n is the number of the
crown gear teeth. Note that (x̂2, x̂3, x̂4) = (−αv2 , b,−c) is a fixed point of (2.92).
Proposition 2.4. Consider the impulsive dynamical system G. If ρ(J(−αv
2
, b,−c))
< 1, then the point (x̂2, x̂3, x̂4) = (−αv2 , b,−c) is a locally asymptotically stable
fixed point of (2.92). Alternatively, if ρ(J(−αv
2
, b,−c)) > 1, then the fixed point
(−αv
2
, b,−c) of (2.92) is unstable.
Proof. Given a continuously differentiable function f : Rn → Rn, consider the
N -time composition operator of f(·) with itself, that is, h(x) , f (N)(x), x ∈ Rn, N ∈

























, x ∈ Rn,
(2.93)
where f 0(x) , x. Next, since (−αv
2
, b,−c) is a fixed point of the system (2.90), it
follows that the Jacobian matrix Ĵ(x̂2(k), x̂3(k), x̂4(k)) of the discrete-time system
(2.92) evaluated at the fixed point (−αv
2
, b,−c) is given by the N -time product of
J(−αv
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Now, it follows that if ρ(J(−αv
2
, b,−c)) < 1, then ρ(Ĵ(−αv
2
, b,−c)) < 1, which implies
that (−αv
2
, b,−c) is a locally asymptotically stable fixed point of (2.92). Alternatively,
if ρ(J(−αv
2
, b,−c)) > 1, then ρ(Ĵ(−αv
2
, b,−c)) > 1, which implies that the fixed point
(−αv
2
, b, −c) of (2.92) is unstable.
Next, it follows from the uniqueness of solutions of G and the fact that the initial
conditions (x′1, x2, x3, x4) and (x1, x2, x3, x4), where x1 = x
′
1 +2π, give rise to identical
solutions for G, that the point x0 = (0,−αv2 , b,−c) is a fixed point for the discrete-time
system capturing the state of G immediately before every (np + 1)-th upper paddle
collision for p = 0, 1, 2, .... Note that whenever an upper paddle collision occurs, the
position of the crown gear is completely defined by the position of the verge, and the
relation between them results from the collision condition, that is, x1 = f1(x2), where
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f
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Next, we identify the periodic orbit generated by the point x0 = (0,−αv2 , b,−c).
For any point on this orbit with (x3, x4) = (z, c), z ∈ (a, b], it follows that z = a+ τIc tz,
where tz is time spanned for the crown gear to restore its velocity from the value of


























where x10 = lαc, l = 0, 1, 2, ..., n−1. Similarly, every point on the orbit with (x3, x4) =




























αc, l = 0, 1, 2, ..., n−1. Since the initial conditions (x′1, x2, x3, x4) and
(x1, x2, x3, x4), where x1 = x
′
1 + 2π, give rise to identical solutions for G, it follows
that O , {y ∈ R4 : y = xz} ∪ {y ∈ R4 : y = x′z} is the periodic orbit of G. The
expressions given by (2.98) and (2.99) imply that points x0 = (x10,−αv2 , b,−c) ∈ Zx





, b, c) ∈ Zx generate O. Next, we show that O is locally asymptotically
stable. For this result let D be a sufficiently small neighborhood of O for which the
state of G is defined.




, b,−c)) < 1, then the periodic orbit O of G generated by x0 =




, b,−c)) > 1, then the periodic orbit O of G generated by x0 =
(x10,−αv2 , b, −c) ∈ Zx or x0 = (x′10, αv2 , b, c) ∈ Zx is unstable.
Proof. First, we show that the assumptions of Corollary 2.2 hold for G. To see
that Assumption A.3 holds, note that for Zupperx m given by (2.67) with a small angle
approximation, X ′(x) = [rc,−rv, 0, 0] 6= 0, x ∈ Zupperx m , and ∂X (x)∂x1 6= 0, x ∈ Z
upper
x m .
Furthermore, for Z lowerx m given by (2.68) with a small angle approximation, X ′(x) =
[rc, rv, 0, 0] 6= 0, x ∈ Z lowerx m , and ∂X (x)∂x1 6= 0, x ∈ Z
lower
x m . Note, that in both cases X (·) is
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a continuously differentiable function by Assumption 2.2. To see that Assumption A.4
holds, note that LfcX (x) = rcx3−rvx4 > 0, x ∈ Zupperx m , and LfcX (x) = rcx3 +rvx4 >
0, x ∈ Z lowerx m . Next, to show i) assume that ρ(J(−αv2 , b,−c)) < 1. Then it follows from
Proposition 2.4 that the fixed point (−αv
2
, b,−c) of (2.92) is locally asymptotically
stable and by Corollary 2.2 the periodic orbit O of G is locally asymptotically stable.
Finally, the proof to ii) follows analogously.
The condition ρ(J(−αv
2
, b,−c)) < 1 guarantees local asymptotic stability of the
escapement mechanism. Alternatively, it follows from physical considerations that
for each choice of clock parameters, if the value of the coefficient of restitution e is
sufficiently close to 1, then the escapement mechanism dissipates less energy during
a collision event than it gains from the rotational torque between collisions. This
leads to instability of the mechanism. However, the Jacobian matrix J is sufficiently
complex that we have been unable to show analytically the explicit dependence of
the spectral radius of J on the parameter e.
2.9. Numerical Example
In this section we numerically integrate the equations of motion (2.63)−(2.68) to
illustrate convergence of the trajectories to a limit cycle. We choose the parameters
τ = 1 N · m, e = 0.05, Ic = 10 kg · m2, Iv = 0.15 kg · m2, rc = 1 m, rv = 0.3 m, and
αc = 24 deg. For these parameters it follows from (2.85)−(2.89) that the periodic
orbit has an average crown gear velocity of 0.257 rad/sec, a crown gear velocity of
0.297 rad/sec prior to collisions, a crown gear velocity of 0.216 rad/sec after collisions,
a verge speed of 0.813 rad/sec, and a period of 1.63 sec. Furthermore, the eigenvalues
of the Jacobian matrix (2.91) are λ1 = −0.7191, λ2 = 0.2072, and λ3 = −0.0149,
which implies that the fixed point (−αv
2
, b,−c) of (2.92) is locally asymptotically
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Figure 2.5: Escapement phase portrait from four initial conditions showing conver-
gence to a periodic orbit. Initial conditions are (θ̇c, θ̇v) = (0.5, 3), (0.5,−3), (0, 3),
and (0,−3). The average crown gear velocity from (2.85) is plotted with a dotted
line.
stable and hence by Theorem 2.2 the periodic orbit of the escapement mechanism is
asymptotically stable. An initial verge position of θv0 = 0 is chosen for all simulations.
We assume that the verge and the crown gear are in contact at the start of the
simulation, which determines the crown gear’s initial position.
For a collection of four initial conditions, Figure 2.5 shows the trajectories of the
system in terms of the verge and crown gear velocities θ̇v and θ̇c. For each choice of
initial conditions it can be seen that the trajectory approaches a periodic orbit, which
is discontinuous due to the impulsive nature of the collisions. Numerical computation
of the amplitude and period of this orbit from the simulation data yields 0.257 rad/sec
and 1.63 sec, respectively, which agrees with the values given by (2.85) and (2.89).
The kinetic energy time histories of the verge, crown gear, and total system are
shown in Figure 2.6 for the system considered in Figure 2.5. It can be seen that
the verge kinetic energy converges, whereas the crown gear and total system kinetic
energies converge to periodic signals.
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For two values of the coefficient of restitution, Figure 2.7 shows the time history
of the crown gear velocity θ̇c as it approaches the periodic orbit given by (2.85) and
(2.89). The average velocity and orbit period are 0.2449 rad/sec and 1.7104 sec,
respectively, for e = 0.1, and 0.1354 rad/sec and 3.0942 sec, respectively, for e = 0.6.
A full orbit cycle appears as two consecutive saw-tooth patterns in Figure 2.7.
Finally, instability of the escapement mechanism implies that the escapement
mechanism gains more energy from the rotational torque between collisions than it
loses during collisions. To illustrate that ρ(J(−αv
2
, b,−c)) > 1 leads to an unsta-
ble limit cycle, let τ = 10 N · m, e = 0.05, Ic = 7 kg · m2, Iv = 0.15 kg · m2,
rc = 3 m, rv = 0.3 m, and αc = 24 deg, so that the eigenvalues of the Jacobian
matrix (2.91) are λ1 = 1.8559, λ2 = 0.1775, and λ3 = 0.0046. Since the fixed point
(−αv
2
, b,−c) of the discrete-time system (2.92) is unstable, it follows from Theorem
2.2 that the periodic orbit of the escapement mechanism is also unstable. Figure 2.8
shows the non-converging velocity phase portrait of the system. Finally, Figure 2.9
shows ρ(J(−αv
2
, b,−c)) versus the coefficient of restitution e for several values of the
torque τ .
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Figure 2.6: Verge, crown gear, and total kinetic energy time histories starting from
rest.

























Figure 2.7: Time histories of the crown gear velocity θ̇c starting from rest with
coefficients of restitution of 0.1 and 0.6. The values of θ̇c from (2.85) are plotted as
dotted lines.
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Figure 2.8: Velocity phase portrait for the unstable escapement.























Coefficient of restitution, e
Figure 2.9: ρ(J(−αv
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A Lyapunov Function Proof of
Poincaré’s Theorem
3.1. Introduction
Poincaré’s theorem [196] provides a powerful tool in analyzing the stability prop-
erties of periodic orbits and limit cycles of n-dimensional dynamical systems in the
case where the trajectory of the system can be relatively easily integrated. Specifi-
cally, Poincaré’s theorem provides necessary and sufficient conditions for stability of
periodic orbits based on the stability properties of a fixed point of a discrete-time
dynamical system constructed from a Poincaré return map. In particular, for a given
candidate periodic trajectory, an (n− 1)-dimensional hyperplane is constructed that
is transversal to the periodic trajectory and which defines the Poincaré return map.
Trajectories starting on the hyperplane which are sufficiently close to a point on the
periodic orbit will intersect the hyperplane after a time approximately equal to the pe-
riod of the periodic orbit. This mapping traces the system trajectory from a point on
the hyperplane to its next corresponding intersection with the hyperplane. Hence, us-
ing system analytic arguments along with the somewhat involved Hartman-Grobman
theorem [114], the Poincaré return map can be used to establish a relationship be-
tween the stability properties of a dynamical system with periodic solutions and the
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stability properties of an equilibrium point of an (n − 1)-dimensional discrete-time
system. In this chapter, using the notions of Lyapunov and asymptotic stability of
sets [25, 148], we construct lower semicontinuous Lyapunov functions to provide a
Lyapunov function proof of Poincaré’s theorem.
3.2. Mathematical Preliminaries
In this section we establish definitions needed in the further development of this
chapter. Specifically, we consider the nonlinear dynamical system
ẋ(t) = f(x(t)), x(0) = x0, t ∈ Ix0 , (3.1)
where x(t) ∈ D ⊆ Rn, t ∈ Ix0 , is the system state vector, D is an open set, f : D →
R
n, and Ix0 = [0, τx0), 0 < τx0 ≤ ∞, is the maximal interval of existence for the
solution x(·) of (3.1). A function x : Ix0 → D is said to be a solution to (3.1) on
the interval Ix0 ⊆ [0,∞) with initial condition x(0) = x0, if x(t) satisfies (3.1) for
all t ∈ Ix0 . We assume that the dynamics f(·) are such that the solution to (3.1) is
unique for every initial condition in D and jointly continuous in t and x0. A sufficient
condition ensuring this is Lipschitz continuity of f(·).
For the following definitions we denote the solution x(·) to (3.1) with initial
condition x0 ∈ D by s(t, x0) and we let the map st : D → D be defined by
st(x0) , s(t, x0), x0 ∈ D, for a given t ∈ Ix0 .
Definition 3.1. Consider the nonlinear dynamical system G given by (3.1). The
trajectory s(t, x0) ∈ D ⊆ Rn, t ∈ Ix0 , of G denotes the solution to (3.1) corresponding
to the initial condition x(0) = x0 evaluated at time t. The trajectory s(t, x0), t ∈ Ix0 ,
of G is bounded if there exists γ > 0 such that ‖s(t, x0)‖ < γ, t ∈ Ix0 .
Furthermore, we assume that all solutions to (3.1) are bounded over Ix0 , and
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hence, by the Peano-Cauchy theorem [112, p.p. 16, 17] can be extended to infinity.
Definition 3.2. Consider the nonlinear dynamical system G given by (3.1). A
set M ⊆ D is a positively invariant set for the dynamical system G if st(M) ⊆ M,
for all t ≥ 0, where st(M) , {st(x0) : x0 ∈ M}. A set M ⊆ D is an invariant set
for the dynamical system G if st(M) = M for all t ∈ R.
The following definition introduces two types of stability of (3.1) with respect to
a compact positively invariant set.
Definition 3.3. Let D0 ∈ D be a compact positively invariant set for the non-
linear dynamical system (3.1). D0 is Lyapunov stable if for all ǫ > 0 there exists
δ = δ(ǫ) > 0 such that if dist(x0,D0) < δ, then dist(s(t, x0),D0) < ǫ, t ≥ 0. D0
is asymptotically stable if D0 is Lyapunov stable and there exists ǫ > 0 such that if
dist(x0,D0) < ǫ, then dist(s(t, x0),D0) → 0 as t→ ∞.
Next, we introduce the notions of periodic solutions and periodic orbits for (3.1).
Definition 3.4. A solution s(t, x0) of (3.1) is periodic if there exists a finite time
T > 0 such that s(t + T, x0) = s(t, x0) for all t ≥ 0. A set O ⊂ D is a periodic orbit
of (3.1) if O = {x ∈ D : x = s(t, x0), 0 ≤ t ≤ T} for some periodic solution s(t, x0) of
(3.1).
Finally, the following definitions are used in this section.
Definition 3.5. Let Dc ⊂ D. A function V : Dc → R is lower semicontinu-
ous on Dc if for every sequence {xn}∞n=0 ∈ Dc such that limn→∞ xn = x, V (x) ≤
lim infn→∞ V (xn).
Definition 3.6. A function V : D → R is positive definite on D \ D0, where
D0 ⊂ D, if V (x) = 0, x ∈ D0, and V (x) > 0, x ∈ D \ D0.
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3.3. A Unification Between Lyapunov’s Second Method and
Poincaré’s Theorem
In this section we provide a Lyapunov function proof of Poincaré’s theorem. To
proceed, we assume that for the point p ∈ D, the dynamical system (3.1) has a
periodic solution s(t, p), t ≥ 0, with period T > 0 that generates the periodic orbit
O , {x ∈ D : x = s(t, p), 0 ≤ t ≤ T}. Note that O is a compact invariant set.
Furthermore, as is standard in Poincaré’s method [132], we assume that there exists
a continuously differentiable function X : D → R such that the (n − 1) dimensional
hyperplane defined by H , {x ∈ D : X (x) = 0} contains the point x = p and
X ′(p) 6= 0. In addition, we assume that the hyperplane H is not tangent to the
periodic orbit O at x = p; that is, X ′(p)f(p) 6= 0. Next, define the local section
S ⊂ H such that p ∈ S, X ′(x) 6= 0, x ∈ S, and all trajectories of (3.1) starting in S
are not tangent to H; that is, X ′(x)f(x) 6= 0, x ∈ S. Note that a trajectory s(t, p)
will intersect S at p in T seconds. Furthermore, let
U , {x ∈ S : there exists τ(x) > 0 such that s(τ(x), x) ∈ S
and s(t, x) 6∈ S, 0 < t < τ(x)}. (3.2)
Finally, define the Poincaré return map P : U → S by
P (x) , s(τ(x), x), x ∈ U . (3.3)
Next, define D1 , {x ∈ D : there exists τ(x) > 0 such that s(τ(x), x) ∈ S}.
The existence of D1 is guaranteed by continuous dependence of solutions of (3.1)
on initial data; moreover, for every x ∈ O there exists δ = δ(x) > 0 such that
Bδ(x) ⊂ D1 and hence O ⊂
◦
D1. Similarly, define Dα , {x ∈ D1 : s(τ(x), x) ∈ Sα}










Figure 3.1: Visualization of the Poincaré return map
The function τ : D1 → R+ defines the time required for the trajectory s(t, x), x ∈ D1,
to return to the local section S. Note that τ(x) > 0, x ∈ U . The following lemma
shows that τ(·) is continuous at x ∈ D1 \ H.
Lemma 3.1. Consider the nonlinear dynamical system (3.1). Assume that the
point p ∈ D1 generates the periodic orbit O , {x ∈ D1 : x = s(t, p), 0 ≤ t ≤ T},
where s(t, p), t ≥ 0, is the periodic solution with period T ≡ τ(p). Then the function
τ : D1 → R+ is continuous on D1 \ H.
Proof. Let ǫ > 0 and x ∈ D1 \ H. Note that x∗ , s(τ(x), x) ∈ S and hence
X ′(x∗) 6= 0 and X ′(x∗)f(x∗) 6= 0. Now, since s(·, x) is continuous in t, [0, t1] is a
compact interval, and S is closed, it follows from the definition of τ(·) that for any
t1 ∈ (0, τ(x)),
σ(t1) , inf
0≤t≤t1
dist(s(t, x),S) > 0. (3.4)




X ′(x∗) 6= 0 and X ′(x∗)f(x∗) 6= 0, it follows that dist(x2,S) > 0. Now, define t1 ,
τ(x)− ǫ̂
2
and x1 , s(t1, x). Then it follows from the continuous dependence of solutions
to (3.1) in time and initial data that there exists δ > 0 such that for all y ∈ Bδ(x),
sup0≤t≤t2 ‖s(t, y) − s(t, x)‖ < min{dist(x2,S), σ(t1)}. Hence, for all y ∈ Bδ(x), it
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follows that t1 < τ(y) < t2. Now, taking ǫ̂ < ǫ, it follows that |τ(y) − τ(x)| < ǫ,
establishing the continuity of τ(·) at x ∈ D1 \ H.
Finally, define the discrete-time dynamical system given by
z(k + 1) = P (z(k)), z(0) ∈ U , k ∈ N . (3.5)
Clearly x = p is a fixed point of (3.5) since T = τ(p) and hence p = P (p). The follow-
ing theorem is a direct application of the standard discrete-time Lyapunov stability
theorem for general dynamical systems to the dynamical system (3.5).
Theorem 3.1. The equilibrium solution z(k) ≡ p to (3.5) is Lyapunov (respec-
tively, asymptotically) stable if and only if there exist a scalar α > 0 and a lower semi-
continuous (respectively, continuous) function V : Sα → R such that V (·) is continu-
ous at x = p, V (p) = 0, V (x) > 0, x ∈ Sα, x 6= p, and V (P (x)) − V (x) ≤ 0, x ∈ Uα
(respectively, V (P (x)) − V (x) < 0, x ∈ Uα, x 6= p).
The following theorem gives sufficient conditions for Lyapunov and asymptotic
stability of a positively invariant set with respect to (3.1) in terms of a lower semi-
continuous Lyapunov function. For a proof of this result see [148,149].
Theorem 3.2 [148,149]. Consider the nonlinear dynamical system (3.1). Assume
that the point p ∈ D generates the periodic orbit O , {x ∈ D : x = s(t, p), 0 ≤
t ≤ T}, where s(t, p), t ≥ 0, is periodic solution with period T ≡ τ(p) such that
O ⊂
◦
D0 ⊆ D. Furthermore, assume that there exists a lower semicontinuous, positive-
definite (on D0 \ O) function V : D0 → R such that V (·) is continuous on O and
V (s(t, x)) ≤ V (s(τ, x)), 0 ≤ τ ≤ t, x ∈ D0. (3.6)
Then O is Lyapunov stable. If, in addition, for all x ∈ D0, x 6∈ O, there exists an
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increasing unbounded sequence {tn}∞n=0, with t0 = 0, such that
V (s(tn+1, x)) < V (s(tn, x)), n = 0, 1, ... , (3.7)
then O is asymptotically stable.
The following theorem provides a converse to Theorem 3.2. For this result define
the notation Or , {x ∈ D1 : dist(x,O) < r}, r > 0, to denote an r open neighborhood
of O.
Theorem 3.3. Consider the nonlinear dynamical system (3.1). If the periodic
orbit O generated by the point p ∈ D is Lyapunov stable, then there exists a lower
semicontinuous, positive-definite (on D0 \ O) function V : D0 → R, where D0 ⊆ D,
such that O ⊂
◦
D0, V (·) is continuous on O, and
V (s(t, x)) ≤ V (s(τ, x)), 0 ≤ τ ≤ t, x ∈ D0. (3.8)
If the periodic orbit O generated by the point p ∈ D is asymptotically stable, then
there exists a continuous, positive-definite (on D0 \ O) function V : D0 → R such
that inequality (3.8) is strictly satisfied.
Proof. Let ǫ > 0. Since the periodic orbit O is Lyapunov stable it follows that
there exists δ = δ(ǫ) > 0 such that if x0 ∈ Oδ, then s(t, x0) ∈ Oǫ, t ≥ 0. Now,
let D0 , {y ∈ Oǫ : there exists t ≥ 0 and x0 ∈ Oδ such that y = s(t, x0)}. Note
that D0 ⊆ Oǫ, D0 is positively invariant set, and Oδ ⊆ D0. Hence, O ⊂
◦
D0. Next,
define V (x) , supt≥0 dist(s(t, x),O), x ∈ D0, and since D0 is positively invariant and
bounded it follows that V (·) is well defined on D0. Now, since O is invariant, x ∈ O
implies V (x) = 0, x ∈ O. Furthermore, V (x) ≥ dist(s(0, x),O) > 0, x ∈ D0, x 6∈ O.
Next, since f(·) in (3.1) is such that for every x ∈ D0, s(t, x), t ≥ 0, is the unique
solution to (3.1), it follows that s(t, x) = s(t− τ, s(τ, x)), 0 ≤ τ ≤ t. Hence, for every
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t, τ ≥ 0, such that t ≥ τ ,





dist(s(τ + θ, x),O)
≥ sup
θ≥t−τ
dist(s(τ + θ, x),O)
= sup
θ≥t−τ




= V (s(t, x)), (3.9)
which proves (3.8). Next, let pO ∈ O. Since the periodic orbit O is Lyapunov stable
it follows that for every ǫ̂ > 0 there exists δ̂ = δ̂(ǫ) > 0 such that if x0 ∈ Bδ̂(pO), then
s(t, x0) ∈ Oǫ̂/2, t ≥ 0, which implies that V (x0) = supt≥0 dist(s(t, x0),O) ≤ ǫ̂2 . Hence,
for every point pO ∈ O and ǫ̂ > 0 there exists δ̂ = δ̂(ǫ̂) such that if x0 ∈ Bδ̂(pO),
then V (x0) < ǫ̂ establishing that V (·) is continuous on O. Finally, to show that
V (·) is lower semicontinuous everywhere on D0, let x ∈ D0, let ǫ̂ > 0, and note
that since V (x) , supt≥0 dist(s(t, x),O), there exists T = T (x, ǫ̂) > 0 such that
V (x)− dist(s(T, x),O) < ǫ̂. Now, consider a sequence {xi}∞i=1 ∈ D0 such that xi → x
as i → ∞. Next, since s(t, ·) is continuous for every t ≥ 0 and dist(·,O) : D0 → R
is continuous, it follows that dist(s(T, x),O) = limi→∞ dist(s(T, xi),O) which implies
that
V (x) < dist(s(T, x),O) + ǫ̂
= lim
i→∞





dist(s(t, xi),O) + ǫ̂
= lim inf
i→∞
V (xi) + ǫ̂, (3.10)
which, since ǫ̂ > 0 is arbitrary, further implies that V (x) ≤ lim infi→∞ V (xi). Thus,
since {xi}∞i=1 is an arbitrary sequence converging to x, it follows that V (·) is lower
semicontinuous on D0.
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The existence of a continuous, positive-definite (on D0 \ O) function V : D0 → R







dist(s(t, s(τ, x)),O)e−τdτ, x ∈ DA, (3.11)
where DA is a domain of attraction of O. For details see Theorem 2.2, p. 66, of [25].
The next theorem presents the main result of this section.
Theorem 3.4. Consider the nonlinear dynamical system (3.1) with the Poincaré
map defined by (3.3). Assume that the point p ∈ D generates the periodic orbit
O , {x ∈ D : x = s(t, p), 0 ≤ t ≤ T}, where s(t, p), t ≥ 0, is the periodic solution
with period T ≡ τ(p). Then the following statements hold:
i) p ∈ D is a Lyapunov stable fixed point of (3.5) if and only if the periodic orbit
O generated by p is Lyapunov stable.
ii) p ∈ D is an asymptotically stable fixed point of (3.5) if and only if the periodic
orbit O generated by p is asymptotically stable.
Proof. i) To show necessity, assume that x = p is a Lyapunov stable fixed point of
(3.5). Then it follows from Theorem 3.1 that for sufficiently small α > 0 there exists
a lower semicontinuous function Vd : Sα → R such that Vd(·) is continuous at x = p,
Vd(p) = 0, Vd(x) > 0, x ∈ Sα, x 6= p, and Vd(P (x))−Vd(x) ≤ 0, x ∈ Uα. Next, define
a function V : Dα → R such that V (x) = Vd(s(τ(x), x)), x ∈ Dα. It follows from the
definition of τ(·), Lemma 3.1, and the joint continuity of solutions of (3.1) that V (·) is
a lower semicontinuous function on Dα and V (x) = 0, x ∈ O, V (x) > 0, x ∈ Dα \ O,
where O ⊂
◦
Dα. Alternatively, it follows from the Lyapunov stability of the fixed point
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x = p of (3.5) that for ǫ > 0 such that Bǫ(p) ∩ S ⊂ Uα, there exists δ = δ(ǫ) > 0
such that z(k) ∈ Bǫ(p) ∩ S, k ∈ N , for all z(0) ∈ Bδ(p) ∩ S, where z(k) ∈ N satisfies
(3.5). Now, define Dδ , {x ∈ Dα : s(τ(x), x) ∈ Bδ(p) ∩ S} and O ⊂
◦
Dδ. Hence,
V (s(t, x)) ≤ V (s(τ, x)), 0 ≤ τ ≤ t, for any x ∈ Dδ ⊆ Dα. Now, to show that V (·)
is continuous on O let pO ∈ O be such that pO 6= p and consider any arbitrary se-
quence {xn}∞n=0 ∈ Dα such that limn→∞ xn = pO. Then, since τ(·) is continuous on
D1 \ H, it follows that limn→∞ τ(xn) = τ(pO) and, by joint continuity of solutions
of (3.1), s(τ(xn), xn) → s(τ(pO), pO) = p as n → ∞. Now, since Vd(·) is continu-
ous at x = p, it follows that limn→∞ V (xn) = limn→∞ Vd(s(τ(xn), xn)) = Vd(p) = 0
which, since {xn}∞n=0 is arbitrary, implies continuity of V (·) at any point pO ∈ O,
pO 6= p. Next, we show the continuity of V (·) at x = p. Note, that V (·) is not
necessarily continuous at every point of S but x = p. Consider any arbitrary se-
quence {xn}∞n=0 ∈ Dα such that limn→∞ xn = p. For this sequence we have one of
the following three cases: either limn→∞ τ(xn) = 0, limn→∞ τ(xn) = T , or there ex-
ist subsequences {xnk}∞k=0 and {xnm}∞m=0 such that {xnk}∞k=0 ∪ {xnm}∞m=0 = {xn}∞n=0,
xnk → p, τ(xnk) → 0, as k → ∞, and xnm → p, τ(xnm) → T , as m→ ∞. We assume
the latter case, since the analysis for the first two cases follows immediately from the
arguments for pO ∈ O, pO 6= p, presented above. The characterization of both subse-
quences and joint continuity of solutions of (3.1) yield s(τ(xnk), xnk) → s(0, p) = p and
s(τ(xnm), xnm) → s(T, p) = p, as k → ∞, and m→ ∞, respectively. Now, since Vd(·)
is continuous at x = p, it follows that limk→∞ V (xnk) = limk→∞ Vd(s(τ(xnk), xnk)) =
Vd(p) = 0 and limm→∞ V (xnm) = limm→∞ Vd(s(τ(xnm), xnm)) = Vd(p) = 0, and thus
limn→∞ V (xn) = V (p) = 0, which implies that V (·) is continuous at x = p and hence
V (·) is continuous on O. Finally, since all the assumptions of Theorem 3.2 hold, the
periodic orbit O is Lyapunov stable.
To show sufficiency, assume that the periodic orbit O generated by the point p ∈ D
71
is Lyapunov stable. Then it follows from the Theorem 3.3 that there exists a lower
semicontinuous, positive-definite (on D0 \ O) function V : D0 → R such that (3.8) is
satisfied. Now, for sufficiently small α > 0, construct a function Vd : Sα → R such
that Vd(x) = V (x), x ∈ Sα. Thus, in this case the sufficient conditions of Theorem
3.1 are satisfied for Vd(·) which implies that the point x = p is a Lyapunov stable
fixed point of (3.5).
ii) To show necessity, assume that x = p is an asymptotically stable fixed point
of (3.5). Then it follows from Theorem 3.1 that there exists a continuous function
Vd : Sα → R such that Vd(p) = 0, Vd(x) > 0, x ∈ Sα, x 6= p, and Vd(P (x)) −
Vd(x) < 0, x ∈ Uα, x 6= p. Next, as in i), construct the lower semicontinuous
function V : Dα → R such that V (x) = Vd(s(τ(x), x)), x ∈ Dα, V (x) = 0, x ∈ O,
V (x) > 0, x ∈ Dα, x 6∈ O, V (s(t, x)) ≤ V (s(τ, x)), 0 ≤ τ ≤ t, for any x ∈ Dδ ⊆ Dα,
and V (·) is continuous on O. Furthermore, for any x ∈ Dδ define an increasing
unbounded sequence {tn}∞n=0 such that t0 = 0 and tk = τ(z(k − 1)), k = 1, 2, ...,
where z(·) satisfies (3.5). Then it follows from the definition of the function V (·)
that V (s(tn+1, x)) < V (s(tn, x)), n ∈ N , establishing that all the conditions of the
Theorem 3.2 hold, and hence the periodic orbit O is asymptotically stable.
To show sufficiency, assume that the periodic orbit O generated by the point p ∈ D
is asymptotically stable. Then it follows from the Theorem 3.3 that there exists a
continuous, positive-definite (on D0 \ O) function V : D0 → R such that (3.8) is
strictly satisfied. Now, for sufficiently small α > 0, construct a function Vd : Sα → R
such that Vd(x) = V (x), x ∈ Sα. Thus, the sufficient conditions of Theorem 3.1 are
satisfied for Vd(·) which implies that the point x = p is an asymptotically stable fixed
point of (3.5).
Theorem 3.4 is a re-statement of the classical Poincaré theorem. However, in
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proving necessary and sufficient conditions for Lyapunov and asymptotic stability
of the periodic orbit O, we constructed explicit Lyapunov functions in the proof
of Theorem 3.4. Specifically, in order to show necessity of Poincaré’s theorem via
Lyapunov’s second method we constructed the lower semicontinuous (respectively,
continuous), positive definite (on Dα \ O) Lyapunov function
V (x) = Vd(s(τ(x), x)), x ∈ Dα, (3.12)
where the existence of the lower semicontinuous (respectively, continuous), positive
definite (on Sα\p) function Vd : Sα → R is guaranteed by the Lyapunov (respectively,
asymptotic) stability of a fixed point p ∈ D of (3.5). Alternatively, in the proof
of sufficiency, Lyapunov (respectively, asymptotic) stability of the periodic orbit O
implies the existence of the lower semicontinuous (respectively, continuous), positive
definite (on D0 \ O) Lyapunov function given by
V (x) = sup
t≥0







dist(s(t, s(τ, x)),O)e−τdτ, x ∈ DA, (3.14)
respectively. Using the Lyapunov function Vd(x) = V (x), x ∈ Sα, we showed the
stability of a fixed point p ∈ D of (3.5).
Theorem 3.4 presents necessary and sufficient conditions for Lyapunov and as-
ymptotic stability of a periodic orbit of the nonlinear dynamical system (3.1) based
on the stability properties of a fixed point of the n-dimensional discrete-time dy-
namical system (3.5) involving the Poincaré map (3.3). Next, using a Lyapunov
function proof, we present a classical corollary to Poincaré’s theorem that allows us
to analyze the stability of periodic orbits by replacing the nth-order nonlinear dy-
namical system by an (n − 1)th-order discrete-time system. To present this result
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assume, without loss of generality, that ∂X (x)
∂xn
6= 0, x ∈ Sα, where x = [x1, ..., xn]T
and α > 0 is sufficiently small. Then it follows from the implicit function theo-
rem [132] that xn = g(x1, ..., xn−1), where g(·) is a continuously differentiable function
at xr , [x1, ..., xn−1]
T such that [xTr , g(xr)]
T ∈ Sα. Note that in this case P : Uα → Sα
in (3.5) is given by P (x) , [P1(x), · · ·, Pn(x)]T, where
Pn(xr, g(xr)) = g(P1(xr, g(xr)), ..., Pn−1(xr, g(xr))). (3.15)
Hence, we can reduce the n-dimensional discrete-time system (3.5) to the (n − 1)-
dimensional discrete-time system given by
zr(k + 1) = Pr(zr(k)), k ∈ N , (3.16)









Note that it follows from (3.15) and (3.17) that p , [pTr , g(pr)]
T ∈ Sα is a fixed point
of (3.5) if and only if pr is a fixed point of (3.16). To present the following result define
Srα , {xr ∈ Rn−1 : [xTr , g(xr)]T ∈ Sα} and Urα , {xr ∈ Srα : [xTr , g(xr)]T ∈ Uα}.
Corollary 3.1. Consider the nonlinear dynamical system (3.1) with the Poincaré
return map defined by (3.3). Assume that ∂X (x)
∂xn
6= 0, x ∈ Sα, and the point p ∈ Sα
generates the periodic orbit O , {x ∈ D : x = s(t, p), 0 ≤ t ≤ T}, where s(t, p),
t ≥ 0, is the periodic solution with the period T = τ(p) such that s(τ(p), p) = p.
Then the following statements hold:
i) For p = [pTr , g(pr)]
T ∈ Sα, pr is a Lyapunov stable fixed point of (3.16) if and
only if the periodic orbit O is Lyapunov stable.
ii) For p = [pTr , g(pr)]
T ∈ Sα, pr is an asymptotically stable fixed point of (3.16) if
and only if the periodic orbit O is asymptotically stable.
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Proof. i) To show necessity, assume that pr ∈ Srα is a Lyapunov stable fixed point
of (3.16). Then it follows from Theorem 3.1 that there exists a lower semicontinuous
function Vr : Srα → R such that Vr(·) is continuous at pr, Vr(pr) = 0, Vr(xr) > 0, xr 6=
pr, xr ∈ Srα, and Vr(Pr(xr)) − Vr(xr) ≤ 0, xr ∈ Urα. Define V : Sα → R such that
V (x) = Vr(xr), xr ∈ Srα. To show that V (·) is continuous at p ∈ Sα, consider an
arbitrary sequence {xk}∞k=1 such that xk ∈ Sα and xk → p as k → ∞. Then, xrk → pr
as k → ∞ and, since Vr(·) is continuous at pr, limk→∞ V (xk) = limk→∞ Vr(xrk) =
Vr(pr) = V (p). Hence, V (·) is continuous at p ∈ Sα. Similarly, for the sequence
defined above V (x) = Vr(xr) ≤ lim infk→∞ Vr(xrk) = lim infk→∞ V (xk), x ∈ Sα,
which implies that V (·) is lower semicontinuous. Next, note that V (p) = Vr(pr) = 0
and suppose, ad absurdum, there exists x 6= p such that x ∈ Sα and V (x) = 0. Then,
Vr(xr) = 0 and xr = pr, which implies that xn = g(pr) and x = p, leading to a
contradiction. Hence, V (x) > 0, x 6= p, x ∈ Sα. Next, note that
V (P (x)) − V (x) = Vr(P1(x), ..., Pn−1(x)) − Vr(xr)
= Vr(P1(xr, g(xr)), ..., Pn−1(xr, g(xr))) − Vr(xr)
= Vr(Pr(xr)) − Vr(xr)
≤ 0, x ∈ Uα, (3.18)
and hence by Theorem 3.1 the point p ∈ Sα is a Lyapunov stable fixed point of (3.5).
Finally, Lyapunov stability of the periodic orbit O follows from Theorem 3.4.
To show sufficiency, assume that the periodic orbit O is Lyapunov stable. Then,
it follows from Theorem 3.4 that the point p ∈ Sα is a Lyapunov stable fixed point
of (3.5). Hence, it follows from Theorem 3.1 that there exists a lower semicontinuous
function V : Sα → R such that V (·) is continuous at p ∈ Sα, V (p) = 0, V (x) >
0, x 6= p, x ∈ Sα, and V (P (x)) − V (x) ≤ 0, x ∈ Uα. Next, define Vr : Srα → R such
that Vr(xr) = V (xr, g(xr)). The proofs of continuity of Vr(·) at pr ∈ Srα and lower
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semicontinuity of Vr(·) follow similarly as in the proof of necessity. Next, note that
Vr(pr) = V (pr, g(pr)) = V (p) = 0 and suppose, ad absurdum, there exists xr 6= pr such
that xr ∈ Srα and Vr(xr) = 0. Then, V (xr, g(xr)) = 0 and x = [xTr , g(xr)]T = p, which
implies that xr = pr, leading to a contradiction. Hence, Vr(xr) > 0, xr 6= pr, xr ∈ Srα.
Finally, using (3.15), it follows that
Vr(Pr(xr)) − Vr(xr) = V (Pr(xr), g(Pr(xr))) − V (xr, g(xr))
= V (Pr(xr), Pn(xr, g(xr))) − V (x)
= V (P (x)) − V (x)
≤ 0, xr ∈ Urα, (3.19)
and hence by Theorem 3.1 the point pr ∈ Srα is a Lyapunov stable fixed point of
(3.16).
ii) The proof is analogous to i) and hence is omitted.
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Chapter 4
A Unification Between Partial
Stability of State-Dependent
Impulsive Systems and Stability
Theory for Time-Dependent
Impulsive Systems
4.1. Partial Stability of State-Dependent Impulsive Dynam-
ical Systems
In this chapter we build on the stability results for impulsive dynamical systems
developed in [11,12,47,100,138,202,208] to present partial stability theorems for non-
linear impulsive dynamical systems. Using these partial stability results, we present
a unification between partial stability of (autonomous) state-dependent impulsive dy-
namical systems and stability theory for (nonautonomous) time-dependent impulsive
dynamical systems.
First, however, in this section we establish definitions and introduce the notion
of partial stability [52, 200, 225] for nonlinear state-dependent impulsive dynamical
systems [100]. Consider the nonlinear state-dependent impulsive dynamical system
ẋ1(t) = f1c(x1(t), x2(t)), x1(0) = x10, (x1(t), x2(t)) 6∈ Zx, (4.1)
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ẋ2(t) = f2c(x1(t), x2(t)), x2(0) = x20, (x1(t), x2(t)) 6∈ Zx, (4.2)
∆x1(t) = f1d(x1(t), x2(t)), (x1(t), x2(t)) ∈ Zx, (4.3)
∆x2(t) = f2d(x1(t), x2(t)), (x1(t), x2(t)) ∈ Zx, (4.4)
where t ≥ 0, x1 ∈ D, D ⊆ Rn1 such that 0 ∈
◦
D, x2 ∈ Rn2 , ∆x1(t) = x1(t+) − x1(t),
∆x2(t) = x2(t
+) − x2(t), f1c : D × Rn2 → Rn1 is such that for every x2 ∈ Rn2 ,
f1c(0, x2) = 0 and f1c(·, x2) is locally Lipschitz in x1, f2c : D × Rn2 → Rn2 is such
that for every x1 ∈ D, f2c(x1, ·) is locally Lipschitz in x2, f1d : D × Rn2 → Rn1 is
continuous and f1d(0, x2) = 0 for all x2 ∈ Rn2 , f2d : D×Rn2 → Rn2 is continuous, and
Zx ⊂ D × Rn2 is the resetting set. We refer to the differential equations (4.1), (4.2)
as the continuous-time dynamics, and we refer to the difference equations (4.3), (4.4)
as the resetting law. Finally, note that since the resetting set Zx is a subset of the
state space D×Rn2 and is independent of time, state-dependent impulsive dynamical
systems are time-invariant.
For a particular trajectory x(t) , [xT1 (t), x
T
2 (t)]
T, t ≥ 0, we let tk (= τk(x10, x20))
denote the kth instant of time at which x(t) intersects Zx, and we call the times tk
the resetting times. We let Assumptions A.1 and A.2 established in subsection 2.3
hold for the system (4.1)–(4.4). Specifically,
A.1. If x(t) ∈ Zx \ Zx, then there exists ε > 0 such that, for all 0 < δ < ε,
x(t+ δ) 6∈ Zx.













T = x(tk) + fd(x1(tk), x2(tk)), according to the resetting law
(4.3), (4.4), which serves as the initial condition for the continuous-time dy-
namics (4.1), (4.2).
As shown in [100], Assumptions A.1 and A.2 imply that the resetting times tk, k ∈ N ,
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are well defined and distinct. Since the resetting times are well defined and distinct,
and since the solution to (4.1), (4.2) exists and is unique, it follows that the solution
x(t), t ≥ 0, to (4.1)–(4.4) also exists and is unique over a forward time interval.
However, as discussed in [100], the analysis of impulsive dynamical systems can be
quite involved. In particular, such systems can exhibit Zenoness, beating, as well
as confluence wherein solutions exhibit infinitely many resettings in a finite-time,
encounter the same resetting surface a finite or infinite number of times in zero time,
and coincide after a given point in time. Furthermore, due to Zeno solutions, not every
bounded solution of an impulsive dynamical system over a forward time interval can
be extended to infinity. In this section we allow for the possibility of confluence and
Zeno solutions, however, A.2 precludes the possibility of beating.
The following definition introduces seven types of partial stability; that is, stability
with respect to x1, for the nonlinear state-dependent impulsive dynamical system
(4.1)–(4.4). For this definition and the remainder of this section we assume, without





T 6∈ Zx so that the continuous-time dynamics
(4.1), (4.2) are active until the first resetting time. If x0 ∈ Zx, then it follows from
Assumption A.2 that the system initially resets to x+0 which serves as the initial
condition for the continuous-time dynamics (4.1), (4.2).
Definition 4.1. i) The nonlinear state-dependent impulsive dynamical sys-
tem (4.1)–(4.4) is Lyapunov stable with respect to x1 if, for every ε > 0 and
x20 ∈ Rn2 , there exists δ = δ(ε, x20) > 0 such that ‖x01‖ < δ implies that
‖x1(t)‖ < ε for all t ≥ 0.
ii) The nonlinear state-dependent impulsive dynamical system (4.1)–(4.4) is Lya-
punov stable with respect to x1 uniformly in x20 if, for every ε > 0, there exists
δ = δ(ε) > 0 such that ‖x01‖ < δ implies that ‖x1(t)‖ < ε for all t ≥ 0 and for
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all x20 ∈ Rn2 (see Figure 4.1 (a)).
iii) The nonlinear state-dependent impulsive dynamical system (4.1)–(4.4) is as-
ymptotically stable with respect to x1 if it is Lyapunov stable with respect to
x1 and, for every x20 ∈ Rn2 , there exists δ = δ(x20) > 0 such that ‖x01‖ < δ
implies that limt→∞ x1(t) = 0.
iv) The nonlinear state-dependent impulsive dynamical system (4.1)–(4.4) is as-
ymptotically stable with respect to x1 uniformly in x20 if it is Lyapunov stable
with respect to x1 uniformly in x20 and there exists δ > 0 such that ‖x01‖ < δ
implies that limt→∞ x1(t) = 0 for all x20 ∈ Rn2 (see Figure 4.1 (b)).
v) The nonlinear state-dependent impulsive dynamical system (4.1)–(4.4) is glob-
ally asymptotically stable with respect to x1 uniformly in x20 if it is Lyapunov
stable with respect to x1 uniformly in x20 and limt→∞ x1(t) = 0 for all x10 ∈ Rn1
and x20 ∈ Rn2 .
vi) The nonlinear state-dependent impulsive dynamical system (4.1)–(4.4) is ex-
ponentially stable with respect to x1 uniformly in x20 if there exist scalars
α, β, δ > 0 such that ‖x01‖ < δ implies that ‖x1(t)‖ ≤ α‖x10‖e−βt, t ≥ 0,
for all x20 ∈ Rn2 .
vii) The nonlinear state-dependent impulsive dynamical system (4.1)–(4.4) is glob-
ally exponentially stable with respect to x1 uniformly in x20 if there exist scalars
α, β > 0 such that ‖x1(t)‖ ≤ α‖x10‖e−βt, t ≥ 0, for all x10 ∈ Rn1 and x20 ∈ Rn2 .
Next, we present sufficient conditions for partial stability of the nonlinear state-
dependent impulsive dynamical system (4.1)–(4.4). For notational convenience define






















Figure 4.1: (a) Partial Lyapunov stability with respect to x1. (b) Partial asymptotic
stability with respect to x1. x1 = [y1 y2]




thermore, recall the definitions of class K and class K∞ functions [132,222] and define
V̇ (x1, x2) , V
′(x1, x2)fc(x1, x2), (x1, x2) 6∈ Zx, (4.5)
∆V (x1, x2) , V (x1 + f1d(x1, x2), x2 + f2d(x1, x2)) − V (x1, x2), (x1, x2) ∈ Zx,
(4.6)
for a given continuously differentiable function V : D×Rn2 → R. Finally, we assume
that the solution (x1(t), x2(t)) to (4.1)–(4.4) exists and is unique for all t ≥ 0. It
is important to note that unlike standard theory (see for example Theorem 2.4 of
[132]) the existence of a Lyapunov function V (x1, x2) satisfying the conditions in
Theorem 4.1 below is not sufficient to ensure that all solutions of (4.1)–(4.4) starting
in D × Rn2 can be extended to infinity since neither of the states of (4.1)–(4.4) serve
as an independent variable. We do note however that continuous differentiability of
f1c(·, ·) and f2c(·, ·) and continuity of f1d(·, ·) and f2d(·, ·) provide a sufficient condition
for the existence and uniqueness of solutions to (4.1)–(4.4) for all t ≥ 0.
Theorem 4.1. Consider the nonlinear state-dependent impulsive dynamical sys-
tem given by (4.1)–(4.4). Then the following statements hold:
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i) If there exists a continuously differentiable function V : D × Rn2 → R and a
class K function α(·) such that
V (0, x2) = 0, x2 ∈ Rn2 , (4.7)
α(‖x1‖) ≤ V (x1, x2), (x1, x2) ∈ D × Rn2 , (4.8)
V̇ (x1, x2) ≤ 0, (x1, x2) ∈ D × Rn2 , (x1, x2) 6∈ Zx, (4.9)
∆V (x1, x2) ≤ 0, (x1, x2) ∈ Zx, (4.10)
then the nonlinear state-dependent impulsive dynamical system given by (4.1)–
(4.4) is Lyapunov stable with respect to x1.
ii) If there exists a continuously differentiable function V : D×Rn2 → R and class
K functions α(·), β(·) satisfying (4.8)–(4.10) and
V (x1, x2) ≤ β(‖x1‖), (x1, x2) ∈ D × Rn2 , (4.11)
then the nonlinear state-dependent impulsive dynamical system given by (4.1)–
(4.4) is Lyapunov stable with respect to x1 uniformly in x20.
iii) If there exists a continuously differentiable function V : D×Rn2 → R and class
K functions α(·), β(·), γ(·) satisfying (4.8), (4.10), (4.11), and
V̇ (x1, x2) ≤ −γ(‖x1‖), (x1, x2) ∈ D × Rn2 , (x1, x2) 6∈ Zx, (4.12)
then the nonlinear state-dependent impulsive dynamical system given by (4.1)–
(4.4) is asymptotically stable with respect to x1 uniformly in x20.
iv) If D = Rn1 and there exists a continuously differentiable function V : Rn1 ×
R
n2 → R, a class K function γ(·), and class K∞ functions α(·), β(·) satisfying
(4.8) and (4.10)–(4.12), then the nonlinear state-dependent impulsive dynamical
system given by (4.1)–(4.4) is globally asymptotically stable with respect to x1
uniformly in x20.
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v) If there exists a continuously differentiable function V : D × Rn2 → R and
positive constants α, β, γ, p ≥ 1 satisfying (4.10) and
α‖x1‖p ≤ V (x1, x2) ≤ β‖x1‖p, (x1, x2) ∈ D × Rn2 , (4.13)
V̇ (x1, x2) ≤ −γ‖x1‖p, (x1, x2) ∈ D × Rn2 , (x1, x2) 6∈ Zx, (4.14)
then the nonlinear state-dependent impulsive dynamical system given by (4.1)–
(4.4) is exponentially stable with respect to x1 uniformly in x20.
vi) If D = Rn1 and there exists a continuously differentiable function V : Rn1 ×
R
n2 → R and positive constants α, β, γ, p ≥ 1 satisfying (4.10), (4.13), and
(4.14), then the nonlinear state-dependent impulsive dynamical system given
by (4.1)–(4.4) is globally exponentially stable with respect to x1 uniformly in
x20.
Proof. i) Prior to the first resetting time t1 , τ1(x0), V (x1(t), x2(t)) is given by
V (x1(t), x2(t)) = V (x1(0), x2(0)) +
∫ t
0
V ′(x1(τ), x2(τ))fc(x1(τ), x2(τ))dτ,
t ∈ [0, t1]. (4.15)
Between consecutive resetting times tk , τk(x0) and tk+1 , τk+1(x0), we can deter-
mine the value of V (x1(t), x2(t)) as its initial value plus the integral of its rate of
change along the trajectory x(t); that is,




V ′(x1(τ), x2(τ))fc(x1(τ), x2(τ))dτ, t ∈ (tk, tk+1], (4.16)
for k = 1, 2, ... . Adding and subtracting V (x1(tk), x2(tk)) to and from the right hand
side of (4.16) yields
V (x1(t), x2(t)) = V (x1(tk), x2(tk))
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+[V (x1(tk) + f1d(x1(tk), x2(tk)), x2(tk) + f2d(x1(tk), x2(tk)))
−V (x1(tk), x2(tk))] +
∫ t
tk
V ′(x1(τ), x2(τ))fc(x1(τ), x2(τ))dτ
(4.17)
for all t ∈ (tk, tk+1] and in particular at time tk+1,
V (x1(tk+1), x2(tk+1)) = V (x1(tk), x2(tk))
+[V (x1(tk) + f1d(x1(tk), x2(tk)), x2(tk) + f2d(x1(tk), x2(tk)))
−V (x1(tk), x2(tk))] +
∫ tk+1
tk
V ′(x1(τ), x2(τ))fc(x1(τ), x2(τ))dτ.
(4.18)
By recursively substituting (4.18) into (4.17) and ultimately into (4.16), we obtain
V (x1(t), x2(t)) = V (x1(0), x2(0)) +
∫ t
0




[V (x1(ti) + f1d(x1(ti), x2(ti)), x2(ti) + f2d(x1(ti), x2(ti)))
−V (x1(ti), x2(ti))], t ≥ 0, (4.19)
where N[0,t) , {i ∈ N : 0 ≤ ti < t}. From (4.19) and (4.10) we obtain
V (x1(t), x2(t)) ≤ V (x1(0), x2(0)) +
∫ t
0
V ′(x1(τ), x2(τ))fc(x1(τ), x2(τ))dτ, t ≥ 0.
(4.20)
Furthermore, it follows from (4.20) that
V (x1(t), x2(t)) ≤ V (x1(s), x2(s)) +
∫ t
s
V ′(x1(τ), x2(τ))fc(x1(τ), x2(τ))dτ, t > s,
(4.21)
which, using (4.9), implies that V (x1(t), x2(t)), t ≥ 0, is a nonincreasing function of
time.





= α(ε), and define Dη △= {x1 ∈ Bε : V (x1, x20) < η}. Since V (·, ·) is
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continuous and V (0, x20) = 0 it follows that Dη is nonempty and there exists δ =
δ(ε, x20) > 0 such that V (x1, x20) < η, x1 ∈ Bδ, and hence Bδ ⊆ Dη. Next, since
V (x1(t), x2(t)) is a nonincreasing function of time then for every x10 ∈ Bδ ⊆ Dη it
follows that
α(‖x1(t)‖) ≤ V (x1(t), x2(t)) ≤ V (x10, x20) < η = α(ε),
and thus x1(t) ∈ Bε, t ≥ 0, establishing Lyapunov stability with respect to x1.
ii) Let ε > 0 and let Bε and η be given as in the proof of i). Now, let δ = δ(ε) > 0
be such that β(δ) = α(ε). Hence, it follows from (4.11) that for all (x10, x20) ∈
Bδ × Rn2 ,
α(‖x1(t)‖) ≤ V (x1(t), x2(t)) ≤ V (x10, x20) < β(δ) = α(ε),
and thus x1(t) ∈ Bε, t ≥ 0.
iii) Lyapunov stability uniformly in x20 follows from ii). Next, let ε > 0 and
δ = δ(ε) > 0 be such that for every x10 ∈ Bδ, x1(t) ∈ Bε, t ≥ 0, (the existence of
such a (δ, ε) pair follows from uniform Lyapunov stability) and assume that (4.12)
holds. Since (4.12) implies (4.9) it follows that for every x10 ∈ Bδ, V (x1(t), x2(t))
is a nonincreasing function of time and, since V (·, ·) is bounded from below, it fol-
lows from the Bolzano-Weierstass theorem [199] that there exists L ≥ 0 such that
limt→∞ V (x1(t), x2(t)) = L. Now, suppose for some x10 ∈ Bδ, ad absurdum, L > 0.
Since V (·, ·) is continuously differentiable and V (0, x2) = 0 for all x2 ∈ Rn2 it follows
that DL △= {x1 ∈ Bε : V (x1, x2) ≤ L for all x2 ∈ Rn2} is nonempty and x1(t) 6∈ DL,
t ≥ 0. Thus, as in the proof of i), there exists δ̂ > 0 such that Bδ̂ ⊂ DL. Hence, it
follows from (4.10) and (4.12) that for the given x10 ∈ Bδ and t ≥ 0,







[V (x1(ti) + f1d(x1(ti), x2(ti)), x2(ti) + f2d(x1(ti), x2(ti)))
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−V (x1(ti), x2(ti))]




≤ V (x10, x20) − γ(δ̂)t. (4.22)
Letting t ≥ V (x10,x20)−L
γ(δ̂)
it follows that V (x1(t), x2(t)) ≤ L which is a contradic-
tion. Hence, L = 0, and, since x10 ∈ Bδ was chosen arbitrarily, it follows that
V (x1(t), x2(t)) → 0 as t → ∞ for all x10 ∈ Bδ. Now, since V (x1(t), x2(t)) ≥
α(‖x1(t)‖) ≥ 0 it follows that α(‖x1(t)‖) → 0 or, equivalently, x1(t) → 0, t → ∞,
establishing asymptotic stability with respect to x1.
iv) Let δ > 0 be such that ‖x10‖ < δ. Since α(·) is a class K∞ function, it follows
that there exists ε > 0 such that β(δ) < α(ε). Now, it follows from (4.10) and (4.12)
that V (x1(t), x2(t)) is a nonincreasing function of time and hence it follows from
(4.11) that α(‖x1(t)‖) ≤ V (x1(t), x2(t)) ≤ V (x10, x20) ≤ β(δ) < α(ε), t ≥ 0. Hence
x1(t) ∈ Bε, t ≥ 0. Now, the proof follows as in the proof of iii).
v) Let ε > 0 and Bε be given as in the proof of i) and let η △= αε and let
δ = η
β
. Now, (4.14) implies that V̇ (x1, x2) ≤ 0 and hence, using (4.10), it follows
that V (x1(t), x2(t)) is a nonincreasing function of time and, as in the proof of ii),






T 6∈ Zx, it follows from (4.13) and (4.14) that for all (x10, x20) ∈ Bδ×Rn2 ,
V̇ (x1(t), x2(t)) ≤ −γ‖x1(t)‖p ≤ −
γ
β
V (x1(t), x2(t)), 0 ≤ t ≤ t1,
which implies that
V (x1(t), x2(t)) ≤ V (x10, x20)e−
γ
β
t, 0 ≤ t ≤ t1. (4.23)
Similarly, between the first and second resetting times
V̇ (x1(t), x2(t)) ≤ −γ‖x1(t)‖p ≤ −
γ
β
V (x1(t), x2(t)), t1 < t ≤ t2,
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which, using (4.10) and (4.23), yields















= V (x10, x20)e
− γ
β
t, t1 < t ≤ t2. (4.24)
Recursively repeating the above arguments for tk < t ≤ tk+1, k = 3, 4, ... , it follows
that
V (x1(t), x2(t)) ≤ V (x10, x20)e−
γ
β
t, t ≥ 0. (4.25)
Now, it follows from (4.13) and (4.25) that for all t ≥ 0
















t, t ≥ 0,
establishing exponential stability with respect to x1 uniformly in x20.
vi) The proof follows as in iv) and v).
Remark 4.1. By setting n1 = n and n2 = 0, Theorem 4.1 specializes to the case
of nonlinear state-dependent impulsive dynamical systems [100] of the form
ẋ1(t) = f1c(x1(t)), x1(0) = x10, x1(t) 6∈ Zx1 ,
∆x1(t) = f1d(x1(t)), x1(t) ∈ Zx1 . (4.26)
In this case, Lyapunov (respectively, asymptotic) stability with respect to x1 and
Lyapunov (respectively, asymptotic) stability with respect to x1 uniformly in x20
are equivalent to Lyapunov (respectively, asymptotic) stability of nonlinear state-
dependent impulsive dynamical systems. Furthermore, note that in this case there
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exists a continuously differentiable function V : D → R such that (4.8), (4.10),
(4.11), (4.12) hold if and only if V (·) is such that V (0) = 0, V (x1) > 0, x1 ∈ D,
x1 6= 0, V ′(x1)f1c(x1) < 0, x1 6∈ Zx1 , x1 6= 0, and ∆V (x1) ≤ 0, x1 ∈ Zx1 [100]. In
addition, if D = Rn1 , then there exist class K∞ functions α(·), β(·) and a continuously
differentiable function V (·) such that (4.8), (4.10), (4.11), (4.12) hold if and only if
V (·) is such that V (0) = 0, V (x1) > 0, x1 ∈ Rn1 , x1 6= 0, V ′(x1)f1c(x1) < 0, x1 6∈ Zx1 ,
x1 6= 0, ∆V (x1) ≤ 0, x1 ∈ Zx1 , and V (x1) → ∞ as ‖x1‖ → ∞. Hence, in this
case, Theorem 4.1 collapses to the Lyapunov stability theorem for state-dependent
impulsive dynamical systems given in [100] (see Theorem 2).
4.2. Stability of Time-Dependent Impulsive Dynamical Sys-
tems
In this section we use the results of Section 4.1 to prove the results on Lya-
punov’s direct method for nonlinear time-dependent impulsive dynamical systems
[11, 138, 202, 208] thereby providing a unification between partial stability theory for
state-dependent impulsive dynamical systems and stability theory for time-dependent
impulsive dynamical systems. Specifically, we consider the time-dependent impulsive
dynamical system
ẋ(t) = fc(x(t), t), x(t0) = x0, t 6= tk, (4.27)
∆x(t) = fd(x(t), t), t = tk, (4.28)
where t ≥ t0, t0 < t1 < t2 < · · · are prescribed resetting times, x(t) ∈ D, t ≥ t0,
D ⊆ Rn such that 0 ∈
◦
D, fc : D× [t0, t̂) → Rn is such that fc(·, ·) is jointly continuous
in x and t, fc(0, t) = 0 for every t ∈ [t0, t̂), fc(·, t) is locally Lipschitz in x uniformly
in t for all t in compact subsets of [0,∞), fd : D × [t0, t̂) → Rn is such that fd(·, ·) is
jointly continuous in x and t, and fd(0, t) = 0 for every t ∈ [t0, t̂). Note that under
the above assumptions the solution to the continuous-time dynamics (4.27) exists
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and is unique, which, due to continuity of the resetting dynamics (4.28), implies
that the solution x(t), t ≥ t0, to (4.27), (4.28) exists and is unique over the interval
[t0, t̂). Since time-dependent impulsive dynamical systems involve impulses at a fixed
sequence of times, they are time-varying systems. The following definition provides
seven types of stability for the nonlinear time-dependent impulsive dynamical system
(4.27), (4.28).
Definition 4.2 [11]. i) The nonlinear time-dependent impulsive dynamical sys-
tem (4.27), (4.28) is Lyapunov stable if, for every ε > 0 and t0 ∈ [0,∞), there exists
δ = δ(ε, t0) > 0 such that ‖x0‖ < δ implies that ‖x(t)‖ < ε for all t ≥ t0.
ii) The nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
uniformly Lyapunov stable if for every ε > 0, there exists δ = δ(ε) > 0 such that
‖x0‖ < δ implies that ‖x(t)‖ < ε for all t ≥ t0 and for all t0 ∈ [0,∞).
iii) The nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
asymptotically stable if it is Lyapunov stable and, for every t0 ∈ [0,∞), there exists
δ = δ(t0) > 0 such that ‖x0‖ < δ implies that limt→∞ x(t) = 0.
iv) The nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
uniformly asymptotically stable if it is uniformly Lyapunov stable and there exists
δ > 0 such that ‖x0‖ < δ implies that limt→∞ x(t) = 0 for all t0 ∈ [0,∞).
v) The nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is glob-
ally uniformly asymptotically stable if it is uniformly Lyapunov stable and limt→∞ x(t) =
0 for all x0 ∈ Rn and t0 ∈ [0,∞).
vi) The nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
(uniformly) exponentially stable if there exist scalars α, β, δ > 0 such that ‖x0‖ < δ
implies that ‖x(t)‖ ≤ α‖x0‖e−βt, t ≥ t0 and t0 ∈ [0,∞).
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vii) The nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
globally (uniformly) exponentially stable if there exist scalars α, β > 0 such that
‖x(t)‖ ≤ α‖x0‖e−βt, t ≥ t0, for all x0 ∈ Rn and t0 ∈ [0,∞).
Next, using Theorem 4.1 we present sufficient conditions for stability of the non-
linear time-dependent impulsive dynamical system (4.27), (4.28). For the following
result define
V̇ (x, t) ,
∂V
∂x
(x, t)fc(x, t) +
∂V
∂t
(x, t), t 6= tk, (4.29)
∆V (x, t) , V (x+ fd(x, t), t) − V (x, t), t = tk, (4.30)
for a given continuously differentiable function V : D × [0,∞) → R.
Theorem 4.2. Consider the nonlinear time-dependent impulsive dynamical sys-
tem given by (4.27), (4.28). Then the following statements hold:
i) If there exists a continuously differentiable function V : D × [0,∞) → R and a
class K function α(·) such that
V (0, t) = 0, t ∈ [0,∞), (4.31)
α(‖x‖) ≤ V (x, t), (x, t) ∈ D × [0,∞), (4.32)
V̇ (x, t) ≤ 0, (x, t) ∈ D × [0,∞), t 6= tk, (4.33)
∆V (x, t) ≤ 0, x ∈ D, t = tk, (4.34)
then the nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
Lyapunov stable.
ii) If there exists a continuously differentiable function V : D × [0,∞) → R and
class K functions α(·), β(·) satisfying (4.32)–(4.34) and
V (x, t) ≤ β(‖x‖), (x, t) ∈ D × [0,∞), (4.35)
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then the nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
uniformly Lyapunov stable.
iii) If there exists a continuously differentiable function V : D × [0,∞) → R and
class K functions α(·), β(·), γ(·) satisfying (4.32), (4.34), (4.35), and
V̇ (x, t) ≤ −γ(‖x‖), (x, t) ∈ D × [0,∞), t 6= tk, (4.36)
then the nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
uniformly asymptotically stable.
iv) If D = Rn and there exists a continuously differentiable function V : Rn ×
[0,∞) → R, a class K function γ(·), and class K∞ functions α(·), β(·) sat-
isfying (4.32) and (4.34)–(4.36), then the nonlinear time-dependent impulsive
dynamical system (4.27), (4.28) is globally uniformly asymptotically stable.
v) If there exists a continuously differentiable function V : D × [0,∞) → R and
positive constants α, β, γ, p ≥ 1 satisfying (4.34) and
α‖x‖p ≤ V (x, t) ≤ β‖x‖p, (x, t) ∈ D × [0,∞), (4.37)
V̇ (x, t) ≤ −γ‖x‖p, (x, t) ∈ D × [0,∞), t 6= tk, (4.38)
then the nonlinear time-dependent impulsive dynamical system (4.27), (4.28) is
uniformly exponentially stable.
vi) If D = Rn and there exists a continuously differentiable function V : Rn ×
[0,∞) → R and positive constants α, β, γ, p ≥ 1 satisfying (4.34), (4.37), and
(4.38), then the nonlinear time-dependent impulsive dynamical system (4.27),
(4.28) is globally uniformly exponentially stable.
Proof. Let n1 = n, n2 = 1, x1(t− t0) = x(t), x2(t− t0) = t, f1c(x1, x2) = fc(x, t),
f2c(x1, x2) = 1, f1d(x1, x2) = fd(x, t), f2d(x1, x2) = 0, and Zx = D × T , where
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T , {t1, t2, ...} denotes the set of prescribed resetting times. Now, note that with
τ = t − t0, the solution x(t), t ≥ t0, to the nonlinear time-dependent impulsive
dynamical system (4.27), (4.28) is equivalently characterized by the solution x1(τ),
τ ≥ 0, to the nonlinear state-dependent impulsive dynamical system
ẋ1(τ) = f1c(x1(τ), x2(τ)), x1(0) = x0, (x1(τ), x2(τ)) 6∈ Zx, (4.39)
ẋ2(τ) = 1, x2(0) = t0, (x1(τ), x2(τ)) 6∈ Zx, (4.40)
∆x1(τ) = f1d(x1(τ), x2(τ)), (x1(τ), x2(τ)) ∈ Zx, (4.41)
∆x2(τ) = 0, (x1(τ), x2(τ)) ∈ Zx, (4.42)
where τ ≥ 0 and ẋ1(·) and ẋ2(·) denote differentiation with respect to τ . Furthermore,
note that since fc(0, t) = 0, fd(0, t) = 0, t ≥ t0, it follows that f1c(0, x2) = 0
and f1d(0, x2) = 0 for all x2 ∈ Rn2 , respectively. Next, note that the resetting set
Zx = D × T consists of hyperplanes in Rn1+n2 parallel to Rn1 such that when the
trajectory (x1(τ), x2(τ)), τ ≥ 0, intersects one of these hyperplanes the system resets
according to the resetting law (4.41), (4.42) to another point on the hyperplane.
Hence, (4.39)–(4.42) satisfy Assumptions A.1 and A.2. To see this, note that since
Zx \Zx = D×T \D×T = ∂D×Ø and (x1(τ), x2(τ)) 6∈ ∂D×Ø, τ ≥ 0, then A.1 is
satisfied automatically. Furthermore, since ∂Zx ∩Zx = ∂D×T ∩D×T = Ø×T , it
follows that (x1(τ), x2(τ)) 6∈ ∂Zx ∩ Zx, and hence A.2 holds automatically. Now the
result is a direct consequence of Theorem 4.1.
In light of Theorem 4.2 it follows that Theorem 4.1 can be trivially extended
to address partial stability for state/time-dependent impulsive dynamical systems.
Specifically, consider the state/time-dependent impulsive dynamical system given by
ẋ1(t) = f1c(x1(t), x2(t), t), x1(t0) = x10, (x1(t), x2(t), t) 6∈ Zx × [0,∞) ∪ D × T ,
(4.43)
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ẋ2(t) = f2c(x1(t), x2(t), t), x2(t0) = x20, (x1(t), x2(t), t) 6∈ Zx × [0,∞) ∪ D × T ,
(4.44)
∆x1(t) = f1d(x1(t), x2(t), t), (x1(t), x2(t), t) ∈ Zx × [0,∞) ∪ D × T , (4.45)
∆x2(t) = f2d(x1(t), x2(t), t), (x1(t), x2(t), t) ∈ Zx × [0,∞) ∪ D × T , (4.46)
where t ≥ t0, x1 ∈ D, D ⊆ Rn1 such that 0 ∈
◦
D, x2 ∈ Rn2 , f1c : D×Rn2×[t0, t1) → Rn1
is such that for all x2 ∈ Rn2 and t ∈ [t0, t1), f1c(0, x2, t) = 0 and for every x2 ∈ Rn2
and t ∈ [t0, t1), f1c(·, x2, t) is locally Lipschitz in x1, f2c : D × Rn2 × [t0, t1) → Rn2
is such that for every x1 ∈ D, f2c(x1, ·, ·) is locally Lipschitz in x2, f1d : D × Rn2 ×
[t0, t1) → Rn1 is continuous and f1d(0, x2, t) = 0 for all x2 ∈ Rn2 and t ∈ [t0, t1),
f2d : D × Rn2 × [t0, t1) → Rn2 is continuous, Zx ⊂ D × Rn2 , and T = {t1, t2, ...}
is the set of prescribed resetting times. Next, let x̂1(t − t0) = x1(t), x̂2(t − t0) =
[xT2 (t) t]
T, f̂1c(x̂1, x̂2) = f1c(x1, x2, t), f̂2c(x̂1, x̂2) = [f
T
2c(x1, x2, t) 1]
T, f̂1d(x̂1, x̂2) =
f1d(x1, x2, t), f̂2d(x̂1, x̂2) = [f
T
2d(x1, x2, t) 0]
T, and Ẑx = Zx×[0,∞)∪D×T . Now, note
that with τ = t − t0, the solution (x1(t), x2(t)), t ≥ t0, to the nonlinear state/time-
dependent impulsive dynamical system (4.43)–(4.46) is equivalently characterized by
the solution (x̂1(τ), x̂2(τ)), τ ≥ 0, to the nonlinear (autonomous) state-dependent
impulsive dynamical system
˙̂x1(τ) = f̂1c(x̂1(τ), x̂2(τ)), x̂1(0) = x10, (x̂1(τ), x̂2(τ)) 6∈ Ẑx, (4.47)
˙̂x2(t) = f̂2c(x̂1(τ), x̂2(τ)), x̂2(0) = [x
T
20 t0]
T, (x̂1(τ), x̂2(τ)) 6∈ Ẑx, (4.48)
∆x̂1(τ) = f̂1d(x̂1(τ), x̂2(τ)), (x̂1(τ), x̂2(τ)) ∈ Ẑx, (4.49)
∆x̂2(t) = f̂2d(x̂1(τ), x̂2(τ)), (x̂1(τ), x̂2(τ)) ∈ Ẑx, (4.50)
where ˙̂x1(·) and ˙̂x2(·) denote differentiation with respect to τ . Hence, Theorem 4.1 can
be used to derive sufficient conditions for partial stability results for the nonlinear
state/time-dependent impulsive dynamical systems of the form (4.43)–(4.46). Of
course, in this case it is important to note that partial stability may be uniform with
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respect to either or both of x20 and t0.
94
Chapter 5
On the Equivalence Between
Dissipativity and Optimality of
Nonlinear Hybrid Controllers
5.1. Introduction
In a recent two-part paper, the authors in [100, 101] developed a general frame-
work for hybrid feedback systems by addressing stability, dissipativity, optimality,
and inverse optimality of impulsive dynamical systems. In particular, [101] considers
a hybrid feedback optimal control problem over an infinite horizon involving a hybrid
nonlinear-nonquadratic performance functional. The performance functional involves
a continuous-time cost for addressing performance of the continuous-time system dy-
namics and a discrete-time cost for addressing performance at the resetting instants.
Furthermore, the hybrid cost functional can be evaluated in closed-form as long as the
nonlinear-nonquadratic cost functional considered is related in a specific way to an
underlying Lyapunov function that guarantees asymptotic stability of the nonlinear
closed-loop hybrid system. This Lyapunov function is shown to be a solution to a
steady-state, hybrid Hamilton-Jacobi-Bellman equation and thus guaranteeing both
optimality and stability of the feedback controlled impulsive system. The overall
framework provides the foundation for extending linear-quadratic feedback control
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methods to nonlinear impulsive dynamical systems.
For continuous-time nonlinear systems with continuous flows, the problem of guar-
anteed stability margins for optimal and inverse optimal regulators is well known [13,
175,176]. Specifically, nonlinear inverse optimal controllers that minimize a meaning-
ful nonlinear-nonquadratic performance criterion involving a nonlinear-nonquadratic,
nonnegative-definite function of the state and a quadratic positive definite function of
the control are known to possess sector margin guarantees to component decoupled
input nonlinearities lying in the conic sector (1
2
,∞). These results also hold for disk
margin guarantees where asymptotic stability of the closed-loop system is guaran-
teed in the face of a dissipative dynamic input operator. In addition, an equivalence
between dissipativity with respect to a quadratic supply rate and optimality of a
nonlinear regulator also holds [176].
In this chapter we use the results of [100, 101] to develop sufficient conditions for
hybrid gain, sector, and disk margins guarantees for nonlinear hybrid dynamical sys-
tems controlled by optimal and inverse optimal hybrid regulators. Furthermore, we
develop a hybrid counterpart of the return difference inequality for continuous-time
systems [53,176] to provide connections between dissipativity and optimality of non-
linear hybrid controllers. In particular, we show that unlike the case for continuous-
time systems with continuous flows, the equivalence between dissipativity and opti-
mality of hybrid controllers breaks down. However, we do show that optimal hybrid
controllers imply dissipativity with respect to a quadratic supply rate.
5.2. Mathematical Preliminaries
In this section we establish definitions and several key results used later in the
chapter. Specifically, we consider state-dependent impulsive dynamical systems G of
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the form
ẋ(t) = fc(x(t)) +Gc(x(t))uc(t), x(0) = x0, x(t) 6∈ Zx, (5.1)
∆x(t) = fd(x(t)) +Gd(x(t))ud(t), x(t) ∈ Zx, (5.2)
yc(t) = hc(x(t)) + Jc(x(t))uc(t), x(t) 6∈ Zx, (5.3)
yd(t) = hd(x(t)) + Jd(x(t))ud(t), x(t) ∈ Zx, (5.4)
where t ≥ 0, x(t) ∈ Rn, uc(t) ∈ Rmc , ud(tk) ∈ Rmd , tk denotes the kth instant of time
at which x(t) intersects Zx for a particular trajectory x(t), yc(t) ∈ Rlc , yd(tk) ∈ Rld ,
fc : R
n → Rn is Lipschitz continuous and satisfies fc(0) = 0, Gc : Rn → Rn×mc ,
fd : Zx → Rn is continuous, Gd : Zx → Rn×md , hc : Rn → Rlc and satisfies hc(0) = 0,
Jc : R
n → Rlc×mc , hd : Zx → Rld , Jd : Zx → Rld×md , and Zx ⊂ Rn is the resetting
set. Here we assume that if x ∈ Zx then x + fd(x) + Gd(x)ud 6∈ Zx, ud ∈ Rmd . In
addition, we assume that if at time t the trajectory x(t) ∈ Zx\Zx, then there exists
ε > 0 such that for 0 < δ < ε, x(t+ δ) 6∈ Zx.
Definition 5.1 [100]. An impulsive dynamical system G given by (5.1)–(5.4) is
zero-state observable if (uc(t), ud(tk)) ≡ (0, 0) and (yc(t), yd(tk)) ≡ (0, 0) imply x(t) ≡
0. An impulsive dynamical system G is completely reachable if for all xi ∈ Rn, there
exist a finite time ti ≤ 0, square integrable inputs uc(t) defined on [ti, 0], and inputs
ud(tk) defined on k ∈ N[ti,0)
△
= {k : ti ≤ tk < 0}, such that the state x(t), t ≥ ti, can
be driven from x(ti) = xi to x(0) = 0.
For the impulsive dynamical system G given by (5.1)–(5.4) a function (rc(uc, yc),
rd(ud, yd)), where rc : R
mc×Rlc → R and rd : Rmd×Rld → R are such that rc(0, 0) = 0
and rd(0, 0) = 0, is called a hybrid supply rate [100] if rc(uc, yc) is locally integrable;




|rc(uc(s), yc(s))| ds < ∞, t, t̂ ≥ 0. Note that since all input-output
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pairs ud(tk) ∈ Rmd , yd(tk) ∈ Rld , are defined for discrete instants, rd(·, ·) satisfies
∑
k∈N[t,t̂)
|rd(ud(tk), yd(tk))| <∞, where k ∈ N[t,t̂).
Definition 5.2 [100]. An impulsive dynamical system G of the form (5.1)–(5.4)
is dissipative with respect to the hybrid supply rate (rc, rd) if there exists a continuous
nonnegative-definite function Vs : R
n → R called a storage function, such that the
hybrid dissipation inequality







is satisfied for all 0 ≤ t0 < T <∞, and where x(t), t ≥ t0, is a solution to (5.1)–(5.4)
with (uc, ud) ∈ Rmc × Rmd and x(t0) = x0.
The following result proven in [100] gives necessary and sufficient conditions for
dissipativity over an interval t ∈ (tk, tk+1] involving the consecutive resetting times tk
and tk+1.
Theorem 5.1 [100]. G is dissipative with respect to the supply rate (rc, rd) if and
only if there exists a continuous nonnegative-definite function Vs : R
n → R such that,
for all k ∈ N ,
Vs(x(t̂)) − Vs(x(t)) ≤
∫ t̂
t
rc(uc(s), yc(s))ds, tk < t ≤ t̂ ≤ tk+1, (5.6)
Vs(x(tk) + fd(x(tk)) +Gd(x(tk))ud(tk)) − Vs(x(tk)) ≤ rd(ud(tk), yd(tk)). (5.7)
If in Theorem 5.1 Vs(x(·)) is continuously differentiable a.e. on [t0,∞) except on
an unbounded closed discrete set T c = {t1, t2, . . .}, where T c is the set of times when
jumps occur for x(t), then an equivalent statement for dissipativeness of the impulsive
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dynamical system G with respect to the hybrid supply rate (rc, rd) is
V̇s(x(t)) ≤ rc(uc(t), yc(t)), tk < t ≤ tk+1, (5.8)
∆Vs(x(tk)) ≤ rd(ud(tk), yd(tk)), k ∈ N , (5.9)
where V̇s(·) denotes the total derivative of Vs(x(t)) along the state trajectories x(t), t ∈





Vs(x(tk)) = Vs(x(tk) + fd(x(tk)) + Gd(x(tk))ud(tk)) − Vs(x(tk)), k ∈ N , denotes the
difference of the storage function Vs(x) at the resetting times tk, k ∈ N , of the
impulsive dynamical system (5.1)–(5.4).
Next, we consider feedback interconnections of dissipative impulsive dynamical
systems. Specifically, consider the impulsive dynamical system G given by (5.1)–(5.4)
with the nonlinear feedback system Gc given by
ẋc(t) = fcc(xc(t)) +Gcc(ucc(t), xc(t))ucc(t), xc(0) = xc0, xc(t) 6∈ Zcxc , (5.10)
∆xc(t) = fdc(xc(t)) +Gdc(udc(t), xc(t))udc(t), xc(t) ∈ Zcxc , (5.11)
ycc(t) = hcc(xc(t)) + Jcc(ucc(t), xc(t))ucc(t), xc(t) 6∈ Zcxc , (5.12)
ydc(t) = hdc(xc(t)) + Jdc(udc(t), xc(t))udc(t), xc(t) ∈ Zcxc , (5.13)
where t ≥ 0, xc(t) ∈ Rnc , ucc(t) ∈ Ucc ⊆ Rmcc , udc(tk) ∈ Udc ⊆ Rmdc , ycc(t) ∈ Rlcc ,
ydc(tk) ∈ Rldc , fcc : Rnc → Rnc is Lipschitz continuous and satisfies fcc(0) = 0, Gcc :
R
mcc × Rnc → Rnc×mcc , fdc : Zcxc → Rnc is continuous, Gdc : Rmdc ×Zcxc → Rnc×mdc ,
Jcc : R
mcc × Rnc → Rlcc×mcc , hcc : Rnc → Rlcc and satisfies hcc(0) = 0, Jdc : Rmdc ×
Zcxc → Rldc×mdc , hdc : Zcxc → Rldc , mcc = lc, mdc = ld, lcc = mc, ldc = md, and Zcxc ⊂
R
nc is such that Assumptions A2 and A3 of [100] hold. Note that with the feedback
interconnection given by Figure 5.1, (ucc, udc) = (yc, yd) and (ycc, ydc) = (−uc,−ud).
Furthermore, even though the input-output pairs of the feedback interconnection
shown in Figure 5.1 consist of two-vector inputs/two-vector outputs, at any given
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instant of time a single-vector input/single-vector output is active. Here, we assume
that the negative feedback interconnection of G and Gc is well posed; that is, det[Imc +
Jcc(yc, xc)Jc(x)] 6= 0 and det[Imd + Jdc(yd, xc)Jd(x)] 6= 0 for all yc, yd, x, and xc. The
following result gives sufficient conditions for asymptotic stability of the negative
feedback interconnection given by Figure 5.1. For the statement of this result and
several of the results in this section, we assume quasi-continuous dependence property
established in Definition 2.1 for the closed-loop trajectories of all negative feedback






Figure 5.1: Feedback interconnection of G and Gc
Theorem 5.2 [101]. Let Qc ∈ Slc , Sc ∈ Rlc×mc , Rc ∈ Smc , Qd ∈ Sld , Sd ∈ Rld×md ,
Rd ∈ Smd , Qcc ∈ Slcc , Scc ∈ Rlcc×mcc , Rcc ∈ Smcc , Qdc ∈ Sldc , Sdc ∈ Rldc×mdc , and Rdc ∈
S
mdc . Consider the closed-loop system consisting of the nonlinear impulsive dynamical
systems G given by (5.1)–(5.4) and Gc given by (5.10)–(5.13) and assume G and Gc
are zero-state observable. Furthermore, assume G is dissipative with respect to the









2yTd Sdud + u
T
dRdud) and has a radially unbounded storage function Vs(·), and Gc is











dcRdcudc) and has a
radially unbounded storage function Vsc(·). Finally, assume there exists a scalar
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Qc + σRcc −Sc + σSTcc







Qd + σRdc −Sd + σSTdc




Then the negative feedback interconnection of G and Gc is globally asymptotically
stable.
The following corollary to Theorem 5.2 is necessary for the main results of this
section.
Corollary 5.1. Consider the closed-loop system consisting of the nonlinear im-
pulsive dynamical systems G given by (5.1)–(5.4) and Gc given by (5.10)–(5.13) and
assume G and Gc are zero-state observable. Let ac, bc, acc, bcc, δc, ad, bd, adc, bdc, δd ∈ R
be such that bc, bd > 0, 0 < ac + bc, 0 < ad + bd, 0 < 2δc < bc − ac, 0 < 2δd <
bd − ad, acc = ac + δc, adc = ad + δd, bcc = bc − δc, bdc = bd − δd, and let
Mc ∈ Rmc×mc and Md ∈ Rmd×md be positive definite. If G is dissipative with re-
spect to the quadratic supply rate (rc(uc, yc), rd(ud, yd)) = (
acbc
ac+bc













uTdMdud) and has a radially unbounded
storage function and Gc is dissipative with respect to the quadratic supply rate













dcMdudc) and has a radially unbounded storage function,
then the negative feedback interconnection of G and Gc is globally asymptotically
stable.









Mc, Qcc = − 1acc+bccMc, Scc =
1
2










Md, Qdc = − 1adc+bdcMd, Sdc =
1
2
Md, and Rdc = − adcbdcadc+bdcMd.
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In this case, Q̂c and Q̂d given by (5.14) satisfy Q̂c < 0 and Q̂d < 0 so that all the
conditions of Theorem 5.2 are satisfied.
Now, we consider impulsive nonlinear systems G of the form given by (5.1)–(5.4)
with lc = mc, ld = md, Jc(x) ≡ 0, Jd(x) ≡ 0, hc(x) = −φc(x), and hd(x) = −φd(x),
where φc : R
n → Rmc and φd : Zx → Rmd are such that G is asymptotically stable
with (uc, ud) = (−yc,−yd). Furthermore, we assume that the system G is zero-state
observable. In this case, G becomes
ẋ(t) = fc(x(t)) +Gc(x(t))uc(t), x(0) = x0, x(t) 6∈ Zx, (5.15)
∆x(t) = fd(x(t)) +Gd(x(t))ud(t), x(t) ∈ Zx, (5.16)
yc(t) = −φc(x(t)), x(t) 6∈ Zx, (5.17)
yd(t) = −φd(x(t)), x(t) ∈ Zx. (5.18)
Next, we define the hybrid robustness margins for G given by (5.15)–(5.18). Specifi-
cally, consider the negative feedback interconnection of G and ∆(·, ·) given in Figure
5.2, where ∆ : Rmc × Rmd → Rmc × Rmd is either a linear operator ∆(yc, yd) =
(∆cyc,∆dyd), a nonlinear static operator ∆(yc, yd) = (σc(yc), σd(yd)), or a dynamic
operator ∆(·, ·). In this case, (uc, ud) = (−∆c(yc),−∆d(yd)). Furthermore, we as-
sume that in the nominal case ∆(·, ·) is such that (uc, ud) = (−∆c(yc),−∆d(yd)) =
(−yc,−yd) so that the nominal closed-loop system is asymptotically stable.
Definition 5.3. Let αc, βc, αd, βd ∈ R be such that 0 ≤ αc < 1 < βc < ∞
and 0 ≤ αd < 1 < βd < ∞. Then the nonlinear impulsive system G given by







Figure 5.2: Feedback interconnection of G and ∆(·, ·)
feedback interconnection of G and ∆(yc, yd) = (∆cyc,∆dyd) is globally asymptotically
stable for all ∆c = diag(k1c, · · · , kmcc), where kic ∈ (αc, βc), i = 1, . . . ,mc, and ∆d =
diag(k1d, · · · , kmdd), where kid ∈ (αd, βd), i = 1, . . . ,md.
Definition 5.4. Let αc, βc, αd, βd ∈ R be such that 0 ≤ αc < 1 < βc < ∞ and
0 ≤ αd < 1 < βd <∞. Then the nonlinear impulsive system G given by (5.15)−(5.18)
is said to have a hybrid sector margin ((αc, βc), (αd, βd)) if the negative feedback
interconnection of G and ∆(yc, yd) = (σc(yc), σd(yd)) is globally asymptotically stable
for all static nonlinearities σc : R
mc → Rmc and σd : Rmd → Rmd such that σc(0) = 0,
σd(0) = 0, σc(yc) = [σ1c(y1c), · · · , σmcc(ymcc)], σd(yd) = [σ1d(y1d), · · · , σmdd(ymdd)],
αcy
2
ic < σic(yic)yic < βcy
2
ic, for all yic 6= 0, i = 1, . . . ,mc, and αdy2id < σid(yid)yid <
βdy
2
id, for all yid 6= 0, i = 1, . . . ,md.
Definition 5.5. Let αc, βc, αd, βd ∈ R be such that 0 ≤ αc < 1 < βc < ∞
and 0 ≤ αd < 1 < βd < ∞. Then the nonlinear impulsive system G given by
(5.15)−(5.18) is said to have a hybrid disk margin ((αc, βc), (αd, βd)) if the nega-
tive feedback interconnection of G and ∆(yc, yd) = (∆c(yc),∆d(yd)) is globally as-
ymptotically stable for all dynamic operators ∆(·, ·) such that ∆(·, ·) is zero-state
observable and there exists ε > 0 such that ∆(·, ·) is dissipative with respect to
the hybrid supply rate (rc, εrd), where rc(uc, uc) = u
T
c yc − 1α̂c+β̂cy
T




rd(ud, ud) = u
T
d yd − 1α̂d+β̂dy
T
d yd − α̂dβ̂dα̂d+β̂du
T
dud, and where α̂c = αc + δ, β̂c = βc − δ, and
δ ∈ R such that 0 < 2δ < min{(βc − αc), (βd − αd)}.
Remark 5.1. Note that if G has a hybrid disk margin ((αc, βc), (αd, βd)) then G
has hybrid gain and sector margins ((αc, βc), (αd, βd)).
5.3. Gain, Sector, and Disk Margins of Optimal Hybrid Reg-
ulators
In this section we derive the robustness margins for an optimal hybrid regulator
that minimizes a hybrid performance functional involving a continuous-time cost for
addressing performance of the continuous-time system dynamics and a discrete-time
cost for addressing performance at the resetting instants. Specifically, we consider
the impulsive nonlinear system given by (5.15), (5.16) with a nonlinear-nonquadratic
performance criterion












where L1c : R
n → R and satisfies L1c(x) ≥ 0, x ∈ Rn, R2c : Rn → Pmc , L1d : Zx → R
and satisfies L1d(x) ≥ 0, x ∈ Zx, and R2d : Zx → Pmd . The optimal nonlinear
hybrid feedback controller (uc, ud) = (φc(x), φd(x)) that minimizes the nonlinear-
nonquadratic performance criterion (5.19) is given in [101]. For the statement of the
following result define the set of regulation hybrid controllers by
C(x0) , {(uc(·), ud(·)) : (uc(·), ud(·)) is admissible and x(·) given by
(5.15), (5.16) satisfies x(t) → 0 as t→ ∞}.
Theorem 5.3 [101]. Consider the nonlinear impulsive controlled system (5.15)
and (5.16) with performance functional (5.19). Assume there exists a continuously
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differentiable function V : Rn → R, and functions P12 : Zx → R1×md and P2 : Zx →
N
md such that V (0) = 0, V (x) > 0, x ∈ Rn, x 6= 0,
V ′(x)[fc(x) − 12Gc(x)R−12c (x)GcT(x)V ′T(x)] < 0, x 6∈ Zx, x 6= 0, (5.20)
V (x+ fd(x) − 12Gd(x)(R2d(x) + P2(x))−1PT12(x)) − V (x) ≤ 0, x ∈ Zx, (5.21)
V (x+ fd(x) +Gd(x)ud) = V (x+ fd(x)) + P12(x)ud + u
T
dP2(x)ud, x ∈ Zx, (5.22)
where ud is admissible, and
V (x) → ∞ as ‖x‖ → ∞. (5.23)
Then the zero solution x(t) ≡ 0 of the closed-loop system
ẋ(t) = fc(x(t)) +Gc(x(t))φc(x(t)), x(0) = x0, x(t) 6∈ Zx, (5.24)
∆x(t) = fd(x(t)) +Gd(x(t))φd(x(t)), x(t) ∈ Zx, (5.25)
is globally asymptotically stable with the hybrid feedback control law
φc(x) = −12R−12c (x)GcT(x)V ′T(x), x 6∈ Zx, (5.26)
φd(x) = −12(R2d(x) + P2(x))−1PT12(x), x ∈ Zx, (5.27)
and performance functional (5.19), with
L1c(x) = φ
T
c (x)R2c(x)φc(x) − V ′(x)fc(x), (5.28)
L1d(x) = φ
T
d (x)(R2d(x) + P2(x))φd(x) − V (x+ fd(x)) + V (x), (5.29)
is minimized in the sense that
J(x0, φc(x(·)), φd(x(·))) = min
(uc(·),ud(·))∈C(x0)
J(x0, uc(·), ud(·)), x0 ∈ Rn. (5.30)
Finally,
J(x0, φc(x(·)), φd(x(·))) = V (x0), x0 ∈ Rn. (5.31)
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The following key lemma is needed for developing the main result of this section.
Lemma 5.1. Consider the impulsive nonlinear dynamical system G given by
(5.15)–(5.18) where (φc(x), φd(x)) is a stabilizing optimal hybrid control law given by
(5.26), (5.27) and where V (x), P12(x), and P2(x) are such that V (0) = 0, V (x) > 0,
x ∈ Rn, x 6= 0, and satisfy (5.20)–(5.23). Then for all admissible uc(·) ∈ Rmc and
ud(·) ∈ Rmd , the solution x(t), t ≥ 0, to (5.15), (5.16) satisfies
V (x(t̂)) − V (x(t)) ≤
∫ t̂
t
{[uc(s) + yc(s)]TR2c(x(s))[uc(s) + yc(s)]
−uTc (s)R2c(x(s))uc(s)}ds, tk < t < t̂ ≤ tk+1, (5.32)
V (x(t+k )) − V (x(tk)) ≤ {[ud(tk) + yd(tk)]T(R2d(x(tk)) + P2(x(tk)))[ud(tk)
+yd(tk)] − uTd (tk)R2d(x(tk))ud(tk)}, k ∈ N . (5.33)
Proof. Note that it follows from (5.28) that for all x ∈ Rn\Zx and uc ∈ Rmc ,
uTc R2c(x)uc ≤ L1c(x) + uTc R2c(x)uc
= φTc (x)R2c(x)φc(x) − V ′(x)fc(x) + uTc R2c(x)uc
= yTc R2c(x)yc + 2y
T
c R2c(x)uc − V ′(x)[fc(x) +Gc(x)uc] + uTc R2c(x)uc
= [uc + yc]
TR2c(x)[uc + yc] − V ′(x)[fc(x) +Gc(x)uc],
which implies that, for all admissible uc(·) ∈ Rmc and t ≥ 0, t 6= tk, k ∈ N ,
uTc (t)R2c(x(t))uc(t) ≤ [uc(t) + yc(t)]TR2c(x(t))[uc(t) + yc(t)] − V̇ (x(t)).
Now, integrating over [t, t̂] yields (5.32).
Next, it follows from (5.29) that for all x ∈ Zx and ud ∈ Rmd ,
uTdR2d(x)ud ≤ L1d(x) + uTdR2d(x)ud
= φTd (x)(R2d(x) + P2(x))φd(x) − V (x+ fd(x)) + V (x) + uTdR2d(x)ud
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= yTd (R2d(x) + P2(x))yd + 2y
T
d (R2d(x) + P2(x))ud
−V (x+ fd(x) +Gd(x)ud) + V (x) + uTdR2d(x)ud + uTdP2(x)ud
= [ud + yd]
T(R2d(x) + P2(x))[ud + yd] − V (x+ fd(x) +Gd(x)ud)
+V (x),
which implies (5.33), for all admissible ud(tk) ∈ Rmd , k ∈ N .
Note that with R2c(x) ≡ Imc and R2d(x) ≡ Imd conditions (5.32) and (5.33) are
precisely the hybrid counterpart of the return difference condition for continuous-time
and discrete-time systems [53, 54, 176]. However, for continuous-time systems with
continuous flows an optimal feedback control law φ(x) satisfying the return difference
condition is equivalent to the fact that the continuous-time nonlinear affine system
with input u and output y = −φ(x) is dissipative with respect to the quadratic supply
rate [u + y]T[u + y] − uTu. Hence, using the nonlinear Kalman-Yakubovich-Popov
lemma [116], one can show that a feedback control law φ(x) satisfies the return differ-
ence inequality if and only if φ(x) is optimal with respect to a performance criterion
involving a nonnegative-definite weighting function on the state and a quadratic pos-
itive definite function of the control. Alternatively, in the hybrid case, (5.32) and
(5.33) are not equivalent to the dissipativity of (5.15)–(5.18) due to the presence of
P2(x) in (5.33). However, it follows from Lemma 5.1 and Theorem 5.1 that (5.32)
and (5.33) do imply that if (φc(x), φd(x)) is a stabilizing optimal hybrid control law,
then G is dissipative with respect to a quadratic hybrid supply rate. A similar remark
holds for discrete-time optimal controllers [54].
Next, we present our main result which provides hybrid disk margins for the




















where P2 : Zx → Nmd satisfies (5.21) and (5.22).
Theorem 5.4. Consider the impulsive nonlinear dynamical system G given by
(5.15)–(5.18) where (φc(x), φd(x)) is an optimal stabilizing control law given by
(5.26), (5.27) and where V (x), P12(x), and P2(x) are such that V (0) = 0, V (x) > 0,
x ∈ Rn, x 6= 0, and satisfy (5.20)–(5.23). Then the impulsive nonlinear dynamical
system G given by (5.15)–(5.18) is dissipative with respect to the hybrid supply rate












































Proof. Note that for all admissible uc(·) ∈ Rmc and ud(·) ∈ Rmd , it follows from
Lemma 5.1 that the solution x(t), t ≥ 0, to (5.15), (5.16) satisfies (5.32) and (5.33)
which implies that
V (x(t̂)) − V (x(t)) ≤
∫ t̂
t
{γc[uc(s) + yc(s)]T[uc(s) + yc(s)]
−γ
c
uTc (s)uc(s)}ds tk < t < t̂ ≤ tk+1,
and
V (x(t+k )) − V (x(tk)) ≤ {γd[ud(tk) + yd(tk)]T[ud(tk) + yd(tk)]
−γ
d
uTd (tk)ud(tk)}, k ∈ N .
Hence, with the storage function Vs(x) =
1
2γc
V (x), it follows from Theorem 5.1 that














yTd yd). Now, the result follows immediately















Remark 5.2. Note that in the case where R2c(x) ≡ Imc it follows that θc = 1.
Hence, the continuous-time dynamics of G have a disk margin of (1
2
,∞). This of










Next, we provide an alternative result that guarantees hybrid sector and gain
margins for the case where R2c(x), x ∈ Rn, is diagonal.
Theorem 5.5. Consider the impulsive nonlinear dynamical system G given by
(5.15)–(5.18) where (φc(x), φd(x)) is an optimal stabilizing control law given by (5.26),
(5.27) and where V (x), P12(x), and P2(x) are such that V (0) = 0, V (x) > 0, x ∈ Rn,
x 6= 0, and satisfy (5.20)–(5.23). Furthermore, letR2c(x) = diag(r1(x), r2(x), · · · , rmc(x)),
where ri : R
n → (0,∞), i = 1, . . . ,mc. If G is zero-state observable, then the impul-


















Proof. Let ∆(yc, yd) = (σc(yc), σd(yd)), where σc : R
mc → Rmc and σd :
R
md → Rmd are static nonlinearities such that σc(0) = 0, σd(0) = 0, σc(yc) =
[σ1c(y1c), · · · , σmcc(ymcc)]T, σd(yd) = [σ1d(y1d), · · · , σmdd(ymdd)]T, 12y2ic < σic(yic)yic <
∞, for all yic 6= 0, i = 1, . . . ,mc, and αdy2id < σid(yid)yid < βdy2id, for all yid 6=






; or, equivalently, (σid(yid) −
αdyid)(σid(yid) − βdyid) < 0, for all yid 6= 0, i = 1, . . . ,md. In this case, the closed-
loop system (5.15)–(5.18) with (uc, ud) = (−σc(yc),−σd(yd)) is given by
ẋ(t) = fc(x(t)) −Gc(x(t))σc(−φc(x(t))), x(0) = x0, x(t) 6∈ Zx, (5.36)
∆x(t) = fd(x(t)) −Gd(x(t))σd(−φd(x(t))), x(t) ∈ Zx. (5.37)
Next, consider the Lyapunov function candidate V (x), x ∈ Rn, satisfying (5.20)–
(5.23) and let V̇ (x) and ∆V (x) denote the Lyapunov derivative along the closed-loop
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state trajectories when x(t) 6∈ Zx and the Lyapunov difference along the closed-loop
state trajectories when x(t) ∈ Zx, respectively. Now, it follows from (5.20)–(5.23)
that, for x 6∈ Zx,
V̇ (x) = V ′(x)fc(x) − V ′(x)Gc(x)σc(−φc(x))
≤ V ′(x)fc(x) − V ′(x)Gc(x)σc(−φc(x)) + L1c(x)







ri(x)yic(yic − 2σic(yic)) ≤ 0,
and, for x ∈ Zx,
∆V (x) = V (x+ fd(x) −Gd(x)σd(−φd(x))) − V (x) ≤ V (x+ fd(x))
−P12(x)σd(−φd(x)) + σTd (−φd(x))P2(x)σd(−φd(x)) − V (x) + L1d(x)
= φTd (x)(R2d(x) + P2(x))φd(x) + 2φ
T
d (x)(R2d(x) + P2(x))σd(−φd(x))
+σTd (−φd(x))P2(x)σd(−φd(x))
= [σd(yd) − yd]T(R2d(x) + P2(x))[σd(yd) − yd] − σTd (yd)R2d(x)σd(yd)
≤ γd[σd(yd) − yd]T[σd(yd) − yd] − γdσ
T
d (yd)σd(yd)




(σid(yid) − αdyid)(σid(yid) − βdyid) ≤ 0,
which, using Theorem 3.2 of [100], implies that the closed-loop system (5.36), (5.37)
is Lyapunov stable. Next, let R △= {x ∈ Rn : x 6∈ Zx, V̇ (x) = 0} ∪ {x ∈ Rn : x ∈
Zx, ∆V (x) = 0}. Now, note that V̇ (x) = 0 for all x ∈ Rn\Zx if and only if yc = 0
and ∆V (x) = 0 for all x ∈ Zx if and only if yd = 0. Since G is zero-state observable
it follows that M △= {0} is the largest invariant set contained in R. Hence, it follows
from Theorem 3.1 of [48] that x(t) → M = {0} as t → ∞. Thus, the closed-loop
system (5.36), (5.37) is globally asymptotically stable for all σc(·) and σd(·) such that
1
2
y2ic < σic(yic)yic < ∞, yic 6= 0, i = 1, . . . ,mc, and αdy2id < σid(yid)yid < βdy2id,
yid 6= 0, i = 1, . . . ,md, which implies that the nonlinear impulsive system G given by
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Remark 5.3. Note that in the case where R2c(x), x ∈ Rn, is diagonal, Theorem
5.5 guarantees larger hybrid gain and sector margins than the hybrid gain and sector
margin guarantees provided by Theorem 5.4. However, Theorem 5.5 does not provide
disk margin guarantees.
5.4. Specialization to Linear Impulsive Dynamical Systems
In this section we specialize our main results to the case of linear impulsive dy-
namical systems. First, however, we recall the specialization of Theorem 5.3 to linear
impulsive systems. For the following result let Ac ∈ Rn×n, Bc ∈ Rn×mc , Ad ∈ Rn×n,
Bd ∈ Rn×md , R1c ∈ Rn×n, R2c ∈ Rmc×mc , R1d ∈ Rn×n, and R2d ∈ Rmd×md be given,
where R1c, R2c, R1d, and R2d are positive definite.
Corollary 5.2 [101]. Consider the linear controlled impulsive system
ẋ(t) = Acx(t) +Bcuc(t), x(0) = x0, x(t) 6∈ Zx, (5.38)
∆x(t) = (Ad − In)x(t) +Bdud(t), x(t) ∈ Zx, (5.39)
with quadratic hybrid performance functional












where (uc(·), ud(·)) is an admissible hybrid control. Furthermore, assume there exists
a positive-definite matrix P ∈ Rn×n such that
0 = xT(ATc P + PAc +R1c − PBcR−12c BTc P )x, x 6∈ Zx, (5.41)
0 = xT(ATdPAd − P +R1d − ATdPBd(R2d +BTd PBd)−1BTd PAd)x, x ∈ Zx. (5.42)
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Then, the zero solution x(t) ≡ 0 to (5.38), (5.39) is globally asymptotically stable
with the hybrid feedback controller
uc = φc(x) = −R−12c BTc Px, x 6∈ Zx, (5.43)
ud = φd(x) = −(R2d +BTd PBd)−1BTd PAdx, x ∈ Zx, (5.44)
and
J(x0, φc(·), φd(·)) = xT0 Px0, x0 ∈ Rn. (5.45)
Furthermore,
J(x0, φc(·), φd(·)) = min
(uc(·),ud(·))∈C(x0)
J(x0, uc(·), ud(·)), (5.46)
where C(x0) is the set of regulation hybrid controllers for (5.38), (5.39) and x0 ∈ Rn.
Next, we present our main results of this section which provides hybrid disk mar-














where P ∈ Pn satisfies (5.41) and (5.42).
Corollary 5.3. Consider the linear impulsive system given by (5.38), (5.39),
(5.17), and (5.18) where (φc(x), φd(x)) is an optimal stabilizing control law given by
(5.43), (5.44). Then the linear impulsive dynamical system given by (5.38), (5.39),
(5.17), and (5.18) is dissipative with respect to the hybrid supply rate (rc(uc, yc),














































Proof. The result is a direct consequence of Theorem 5.4 with fc(x) = Acx,
fd(x) = Adx, Gc(x) = Bc, Gd(x) = Bd, V (x) = x
TPx, L1c = x
TR1cx, R2c(x) = R2c,
L1d = x
TR1dx, R2d(x) = R2d, P12(x) = x
TATdPBd, and P2(x) = B
T
d PBd.
Finally, the next result specializes Theorem 5.5 to linear impulsive systems.
Corollary 5.4. Consider the linear impulsive system given by (5.38), (5.39),
(5.17), and (5.18) where (φc(x), φd(x)) is an optimal stabilizing control law given
by (5.43), (5.44). Furthermore, let R2c ∈ Pmc be diagonal. Then the linear impulsive


















Proof. The result is a direct consequence of Theorem 5.5 with fc(x) = Acx,
fd(x) = Adx, Gc(x) = Bc, Gd(x) = Bd, V (x) = x
TPx, L1c = x
TR1cx, R2c(x) = R2c,
L1d = x
TR1dx, R2d(x) = R2d, P12(x) = x









In this chapter, we use the stability, dissipativity, and optimality framework for hy-
brid and impulsive dynamical systems developed in [47, 96, 100, 101] to extend some
of the results in [186–188] to nonlinear impulsive port-controlled Hamiltonian sys-
tems. Specifically, we develop an energy-based hybrid feedback control framework for
nonlinear impulsive port-controlled Hamiltonian systems that preserves the physical
hybrid Hamiltonian structure at the closed-loop level. In particular, we present suf-
ficient conditions for hybrid feedback stabilization that preserve the physical hybrid
Hamiltonian structure at the closed-loop level while providing a shaped Hamiltonian
energy function as a Lyapunov function for the closed-loop hybrid system. These
sufficient conditions consist of a hybrid system of two partial differential equations
involving the continuous-time dynamics and the resetting (discrete-time) dynamics.
We emphasize that our approach is constructive in nature providing a hybrid system
of partial differential equations whose solutions, when they exist, characterize the
set of all desired shaped Hamiltonian energy functions that can be assigned while
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preserving the hybrid Hamiltonian structure at the closed-loop system level.
Unlike the passivity-based control framework developed in [186–188] for port-
controlled Hamiltonian systems with continuous flows, our approach does not achieve
stabilization via hybrid system passivation in the sense of [96, 100]. However, un-
der certain conditions on the open and closed-loop dissipation matrix functions, the
closed-loop energy function over the continuous-time trajectories is equal to the dif-
ference between the physical energy of the hybrid system and the energy supplied
by hybrid controller; while the closed-loop energy function at the resetting instants
is nonincreasing. In addition, we present an inverse optimal hybrid feedback control
problem that provides a parameterized family of stabilizing hybrid feedback con-
trollers that minimize a derived hybrid cost functional. The performance functional
is shown to explicitly depend on the impulsive port-controlled Hamiltonian dynamics,
the Hamiltonian function of the closed-loop hybrid system, and the stabilizing energy-
based hybrid feedback control law wherein the coupling is introduced via a hybrid
Hamilton-Jacobi-Bellman equation. Hence, by varying the closed-loop Hamiltonian,
the system interconnection and dissipation matrix functions, and the performance
functional, the proposed framework can be used to characterize a class of globally
stabilizing energy-based controllers that preserve the physical Hamiltonian structure
at the closed-loop level. Finally, we note that the development of some parts in this
section closely parallels that given in [187] and [219] and can be viewed as an extension
of the results of [186–188] to hybrid systems.
6.2. Impulsive Port-Controlled Hamiltonian Systems
In a recent series of papers [47, 96, 100, 101] a unified nonlinear dynamical sys-
tems framework for a general class of hybrid and impulsive systems was developed.
Specifically, stability, dissipativity, stability of feedback interconnections, and opti-
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mality were addressed for hybrid and impulsive dynamical systems. In this section
we use these results to extend some of the developments presented in [186–188] to
nonlinear impulsive port-controlled Hamiltonian systems. We begin by considering
an input/state-dependent [100] hybrid port-controlled Hamiltonian system G given by






+Gc(x(t))uc(t), x(0) = x0,
(x(t), uc(t)) 6∈ Z, (6.1)







(x(t), uc(t)) ∈ Z, (6.2)
yc(t) = hc(x(t)) + Jc(x(t))uc(t), (x(t), uc(t)) 6∈ Z, (6.3)
yd(t) = hd(x(t)) + Jd(x(t))ud(t), (x(t), uc(t)) ∈ Z, (6.4)
where t ≥ 0, x(t) ∈ D ⊆ Rn, D is an open set, ∆x(t) △= x(t+) − x(t), uc(t) ∈
Uc ⊆ Rmc , ud(tk) ∈ Ud ⊆ Rmd , tk denotes the kth instant of time at which (x(t), uc(t))
intersects Z for a particular trajectory x(t) and input uc(t), yc(t) ∈ Yc ⊆ Rlc , yd(tk) ∈
Yd ⊆ Rld , H : D → R is a continuously differentiable Hamiltonian function for
the impulsive system (6.1)–(6.4), Jc : D → Rn×n is such that Jc(x) = −J Tc (x),
Rc : D → Sn, where Sn denotes the set of n × n symmetric matrices, is such that






, x ∈ D, is Lipshitz continuous, Gc :
D → Rn×mc , Jd : D → Rn×n is such that Jd(x) = −J Td (x), Rd : D → Sn is such






, x ∈ D, is continuous, Gd : D →
R
n×mc , hc : D → Rlc , Jc : D → Rlc×mc , hd : D → Rld , Jd : D → Rld×md , and
Z , Zx × Zuc ⊂ D × Uc is the resetting set. The skew-symmetric matrix functions
Jc(x) and Jd(x), x ∈ D, capture the internal hybrid system interconnection structure,
the input matrix functions Gc(x) and Gd(x), x ∈ D, capture hybrid interconnections
with the environment, and the symmetric nonnegative definite matrix functions Rc(x)
and Rd(x), x ∈ D, capture hybrid system dissipation. Here, we assume that uc(·) and
116
ud(·) are restricted to the class of admissible inputs consisting of measurable functions
such that (uc(t), ud(tk)) ∈ Uc × Ud for all t ≥ 0 and k ∈ N[0,t) △= {k : 0 ≤ tk < t}.
We refer to the differential equation (6.1) as the continuous-time dynamics, and we
refer to the difference equation (6.2) as the resetting law. We denote the solution to
(6.1), (6.2) with initial condition x0 ∈ D by s(t, x0), t ≥ 0, and the set of the resetting
times tk ≡ τk(x0) for a particular trajectory s(·, x0) by [0,∞) \ Tx0,uc , {t1, t2, ...},
where Tx0,uc is a dense subset of the semi-infinite interval [0,∞) such that T cx0,uc ,
[0,∞)\Tx0,uc is (finitely or infinitely) countable. For notational convenience we write
T and T c for Tx0,uc and T cx0,uc , respectively.
Note that the solution x(t), t ≥ 0, of (6.1) and (6.2) is left-continuous. Fur-
thermore, as shown in [47, 100], if the resetting set is such that it removes the pair
(tk, x(tk)) from the resetting set and if no trajectory can intersect the interior of Z,
then the resetting times tk, k ∈ N , where N denotes the set of nonnegative integers,
are well defined and distinct. Since the resetting times are well defined and distinct,
and since the solution to (6.1) exists and is unique, it follows that the solution of the
impulsive port-controlled Hamiltonian system (6.1), (6.2) also exists and is unique
over a forward time interval. However, as discussed in [100], the analysis of impulsive
dynamical systems can be quite involved. In particular, such systems can exhibit
Zenoness, beating, as well as confluence wherein solutions exhibit infinitely many
resettings in a finite-time, encounter the same resetting surface a finite or infinite
number of times in zero time, and coincide after a given point in time. Furthermore,
due to Zeno solutions, not every bounded solution of an impulsive dynamical system
over a forward time interval can be extended to infinity. In this section we assume
that assumptions A1 and A2 established in [100] hold, and hence, we allow for the
possibility of confluence and Zeno solutions, however, we preclude the possibility of
beating.
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It is important to note that in our hybrid system formulation (6.1), (6.2) we assume
that the impact model dynamics (6.2) is Hamiltonian. For mechanical systems with
collisions this is without loss of generality. To see this let x = [qT, q̇T]T, where q ∈ Rn̂
represents generalized positions and q̇ ∈ Rn̂ represents generalized velocities, and
n̂ = n
2
, and note that the impact dynamics are given by













where T (q, q̇) = 1
2
q̇TM(q)q̇ is the system kinetic energy, M(q) > 0, q ∈ Rn̂, is the
system inertia matrix function, I : Rn̂×Rn̂ → Rn̂×n̂ is an impact matrix function, and
tk, t
+
k are the instants before and after collisions, respectively. The impact function
I(·, ·) can be quite difficult to characterize since solid impacts can involve stress waves,
expansions in colliding solids, and reflections from solid boundaries. To capture the
dynamics of these waves it is often necessary to use partial differential equations. For
an additional discussion on impact dynamics see [35, 36]. However, assuming that
across a collision event the generalized system velocities change according to the law
of conservation of momentum and the generalized velocities account for the loss of
































where H(q, q̇) = T (q, q̇)+V (q) denotes the total system energy and V (q) is the system
potential energy. Next, note that the matrix functionM−1(q)I(q, q̇)−M−1(q), (q, q̇) ∈
R
n̂ × Rn̂, can be represented as a sum of a skew-symmetric matrix function and a
negative semi-definite matrix function if and only if
(IT(q, q̇) − In̂)M−1(q) +M−1(q)(I(q, q̇) − In̂) ≤ 0, (q, q̇) ∈ Rn̂ × Rn̂. (6.7)
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Now, assuming that the kinetic energy after the impact is less than or equal to the
kinetic energy before the impact; that is,
T (q(t+k ), q̇(t
+
k )) ≤ T (q(tk), q̇(tk)), (6.8)
it follows from (6.6) and (6.8), since (6.8) holds for arbitrary q, q̇ ∈ Rn̂, that
M(q)IT(q, q̇)M−1(q)I(q, q̇)M(q) ≤M(q), (q, q̇) ∈ Rn̂ × Rn̂, (6.9)
which is equivalent to
σmax[M
− 1
2 (q)I(q, q̇)M 12 (q)] ≤ 1, (q, q̇) ∈ Rn̂ × Rn̂, (6.10)
where σmax(·) denotes maximum singular value. Now, it follows from (6.10) that
M−
1
2 (q)I(q, q̇)M 12 (q) +M 12 (q)IT(q, q̇)M− 12 (q)
≤ σmax[M−
1
2 (q)I(q, q̇)M 12 (q) +M 12 (q)IT(q, q̇)M− 12 (q)]In̂
≤ 2σmax[M−
1
2 (q)I(q, q̇)M 12 (q)]In̂




2 (q)I(q, q̇)M 12 (q) +M 12 (q)IT(q, q̇)M− 12 (q) − 2In̂ ≤ 0, (q, q̇) ∈ Rn̂ × Rn̂,(6.12)
which is equivalent to (6.7) and thus the impact dynamics (6.6) can be written in a
Hamiltonian form







Finally, we note that Gd(x)ud in (6.2) provides the additional flexibility of including
an impulsive control to the impact dynamics. See [233] for additional details.
Assuming that the Hamiltonian energy function H(·) is lower bounded, it can
be shown (with an additional structural constraint on H(·)) that impulsive port-
controlled Hamiltonian systems provide a hybrid energy balance in terms of the stored
119
or, accumulated energy, hybrid supplied system energy, dissipated energy over the
continuous-time dynamics, and dissipated energy at the resetting instants. To see
this, let the hybrid inputs and hybrid outputs be dual (conjugated) variables so















(x(t), uc(t)) ∈ Z, and assume H(·) is such that3























x ∈ D, ud ∈ Ud. (6.14)
Now, computing the rate of change of the Hamiltonian along the system state tra-
jectories x(t), t ∈ (tk, tk+1], and the Hamiltonian difference at the resetting times
tk, k ∈ N , yields the set of energy conservation equations given by4









, tk < t ≤ tk+1, (6.15)










k ∈ N . (6.16)
Specifically, (6.15) shows that the rate of change in energy, or power, over the time
interval t ∈ (tk, tk+1] is equal to the system power input minus the internal system
power dissipated; while (6.16) shows that the change of energy at the resetting times
tk, k ∈ N , is equal to the supplied system energy at the resetting times minus the
dissipated energy at the resetting times. Using Theorem 6 of [100], (6.15) and (6.16)
3The structural constraint on the Hamiltonian given by (6.14) is natural for nonnegative and
compartmental dynamical systems where the state vector is restricted to the nonnegative orthant
of the state space [99, 105]. For these systems the Hamiltonian represents the total mass/energy in
the system and is a linear function of the state.
4Note that (6.15) holds even if H(·) does not satisfy the structural constraint (6.14).
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, t ≥ 0. (6.17)
Equation (6.17) shows that the stored or accumulated system energy is equal to
the energy supplied to the system via the hybrid external inputs uc and ud minus
the energy dissipated over the continuous-time dynamics and the resetting instants.












 ≤ H(x(0)), (6.18)
which shows that the energy that can be extracted from the impulsive port-controlled
Hamiltonian system through the hybrid input-output ports is less than or equal the
initial energy stored in the system. Hence, impulsive port-controlled Hamiltonian
systems with the structural constraint (6.14) are passive systems in the sense of [100].
6.3. Energy-Based Hybrid Feedback Control
In this section we present an energy-based hybrid feedback control framework for
nonlinear impulsive port-controlled Hamiltonian systems that preserves the Hamil-
tonian structure at the closed-loop level. In particular, we obtain constructive suf-
ficient conditions for feedback stabilization of an arbitrary equilibrium point in D
that provide a shaped energy function for the closed-loop system while preserving
a hybrid Hamiltonian structure at the closed-loop level. To address the energy-
based hybrid feedback control problem let φc : D → Uc and φd : D → Ud. If
(uc(t), ud(tk)) = (φc(x(t)), φd(x(tk))), then (uc(·), ud(·)) is a hybrid feedback control.
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Note that with the hybrid feedback control law (uc(t), ud(tk)) = (φc(x(t)), φd(x(tk))),
the resetting set Z can be equivalently rewritten as a state-dependent manifold
Z = Zx∩{x ∈ D : φc(x) ∈ Zuc}. Henceforth, we assume that the closed-loop system
(6.1), (6.2) with hybrid feedback controller (uc(t), ud(tk)) = (φc(x(t)), φd(x(tk))) is
such that the closed-loop system trajectories satisfy the quasi-continuous dependence
property established in Definition 2.1. Necessary and sufficient conditions that guar-
antee that the trajectories of nonlinear impulsive dynamical system G given by (6.1),
(6.2) satisfy the quasi-continuous dependence property are given in [47]. In partic-
ular, as shown in [47, 180], sufficient conditions that guarantee that the trajectories
of the closed-loop nonlinear impulsive dynamical system satisfy the quasi-continuous
dependence property are Lipschitz continuity of the continuous-time, closed-loop dy-
namics and the existence of a continuously differentiable function X : D → R such












6= 0, x ∈ Z. The last condition
ensures that the solution s(t, x0), t ≥ 0, of the closed-loop system is not tangent to
the resetting set Z for all initial conditions x0 ∈ D. For further discussion on the
quasi-continuous dependence property see [47,100,180].
Next, we provide constructive sufficient conditions for energy-based hybrid feed-
back control of impulsive port-controlled Hamiltonian systems. Here we restrict
our attention to state-dependent impulsive port-controlled Hamiltonian system (6.1)–
(6.4); that is, Zuc = Uc. Specifically, we seek hybrid feedback controllers (uc(t), ud(tk)) =
(φc(x(t)), φd(x(tk))), where φc : D → Uc and φd : Zx → Ud, such that the closed-loop
system has the form













, x(0) = x0, x(t) 6∈ Zx, (6.19)
122













, x(t) ∈ Zx, (6.20)
where Hs : D → R is a shaped Hamiltonian function for the closed-loop system
(6.19), (6.20), Jcs : D → Rn×n is a shaped interconnection matrix function for the
continuous-time closed-loop system and satisfies Jcs(x) = −J Tcs (x), Rcs : D → Sn is
a shaped dissipation matrix function for the continuous-time closed-loop system and
satisfies Rcs(x) ≥ 0, x ∈ D, Jds : Zx → Rn×n is a shaped interconnection matrix
function for the closed-loop resetting dynamics and satisfies Jds(x) = −J Tds(x), and
Rds : Zx → Sn is a shaped dissipation matrix function for the closed-loop resetting
dynamics and satisfies Rds(x) ≥ 0, x ∈ Zx.
Theorem 6.1. Consider the nonlinear impulsive port-controlled Hamiltonian sys-
tem given by (6.1), (6.2). Assume there exist functions φc : D → Uc, φd : Zx → Ud,
Hs, Hc : D → R, Jcs, Jca : D → Rn×n, Rcs, Rca : D → Rn×n, Jds, Jda : Zx → Rn×n,
and Rds, Rda : Zx → Rn×n such that Hs(x) = H(x) + Hc(x) is continuously dif-
ferentiable, Jcs(x) = Jc(x) + Jca(x), Jcs(x) = −J Tcs (x), Rcs(x) = Rc(x) + Rca(x),
Rcs(x) = RTcs(x) ≥ 0, x ∈ D; Jds(x) = Jd(x) + Jda(x), Jds(x) = −J Tds(x), Rds(x) =
Rd(x) + Rda(x), Rds(x) = RTds(x) ≥ 0, x ∈ Zx, and




































































x ∈ Zx. (6.26)
Then the equilibrium solution x(t) ≡ xe of the closed-loop system (6.19), (6.20) is
Lyapunov stable. If, in addition, Dc ⊆ D is a compact positively invariant set with
respect to (6.19), (6.20) and the largest invariant set contained in



























is M = {xe}, then the equilibrium solution x(t) ≡ xe of the closed-loop system (6.19),
(6.20) is locally asymptotically stable and Dc is a subset of the domain of attraction
of (6.19), (6.20).
Proof. First, note that for Z = Zx, it follows from Assumptions A1 and A2
of [100] that the resetting times tk (= τk(x0)) are well defined and distinct for every
trajectory of (6.19), (6.20). Conditions (6.25), (6.26) imply that with hybrid feedback
controller (uc(t), ud(tk)) = (φc(x(t)), φd(x(tk))) the closed-loop system (6.1), (6.2)
has a Hamiltonian structure given by (6.19), (6.20). Furthermore, it follows from
(6.21)–(6.23) that the energy function Hs(·) has a global minimum at x = xe. Hence,
x = xe is an equilibrium point of the closed-loop system. Next, consider the Lyapunov
function candidate for the closed-loop system (6.19), (6.20) given by V (x) = Hs(x)−
Hs(xe). Now, the corresponding Lyapunov derivative of V (x) along the closed-loop
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state trajectories x(t), t ∈ (tk, tk+1], is given by









≤ 0, x(t) 6∈ Zx,
(6.28)
and the Lyapunov difference of V (x) at the resetting times tk, k ∈ N , is given by
∆V (x(t)) , V (x(t+)) − V (x(t))
= Hs
(







−Hs(x(t)), x(t) ∈ Zx, (6.29)

















≤ 0, x(t) ∈ Zx. (6.30)
Thus, it follows from Theorem 2 of [100] that the equilibrium solution x(t) ≡ xe
of (6.19), (6.20) is Lyapunov stable. Asymptotic stability of the closed-loop system
follows immediately from the generalization of the invariance principle for impulsive
dynamical systems given by Theorem 4 of [100].
Remark 6.1. Theorem 6.1 presents constructive sufficient conditions for hybrid
feedback stabilization that preserve the physical hybrid Hamiltonian structure at the
closed-loop level while providing a shaped Hamiltonian energy function as a Lyapunov
function for the closed-loop system. These sufficient conditions consist of a system of
two partial differential equations parameterized by the auxiliary energy function (Hc),
the auxiliary interconnection matrix functions (Jca,Jda), and auxiliary dissipation
matrix functions (Rca,Rda), and whose solutions characterize the set of all desired
shaped energy functions that can be assigned while preserving the system hybrid
Hamiltonian structure at the closed-loop level.
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Remark 6.2. To apply Theorem 6.1, we fix the structure of the interconnection
(Jcs,Jds) and dissipation (Rcs,Rds) matrix functions and solve for the closed-loop
energy function Hs. Although in this case solving (6.24)–(6.26) appear formidable,
they are, in fact, quite tractable since the partial differential equations are parameter-
ized via the interconnection and dissipation matrix functions which can be chosen by
the control designer to satisfy system physical constraints. Alternatively, we can fix
the shaped Hamiltonian Hs and solve for the interconnection and dissipation matrix
functions. In this case, we do not need to solve a set of partial differential equations
but rather a set of algebraic equations.
Remark 6.3. If rank Gc(x) = mc, x 6∈ Zx, rank Gd(x) = md, x ∈ Zx, rank[Gc(x)
bc(x)] = rankGc(x) = mc, x 6∈ Zx, and rank[Gd(x) bd(x)] = rankGd(x) = md,
x ∈ Zx, where


























then an explicit expression for the stabilizing hybrid feedback controller satisfy-
ing (6.25), (6.26) is given by φc(x) = (G
T
c (x)Gc(x))




−1GTd (x) bd(x), x ∈ Zx. Alternatively, if rank[Gc(x) bc(x)] =
rankGc(x) < mc, x 6∈ Zx, and rank[Gd(x) bd(x)] = rankGd(x) < md, x ∈ Zx, then
the hybrid feedback controller φc(x) = G
+
c (x)bc(x) + [Imc − G+c (x)Gc(x)]zc, where
(·)+ denotes the Moore-Penrose generalized inverse, zc ∈ Rmc , and x 6∈ Zx, and
φd(x) = G
+
d (x)bd(x) + [Imd − G+d (x)Gd(x)]zd, where zd ∈ Rmd and x ∈ Zx, satisfies
(6.25), (6.26).
Remark 6.4. If for a certain class of systems the discrete-time dynamics cannot
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be written in a port-controlled Hamiltonian form, then we can simply take
∆x(tk) = fd(x(tk)) +Gd(x(tk))ud(tk), (6.33)
where fd : Zx → Rn is continuous. In this case, Theorem 6.1 holds with (6.21), (6.24),
and (6.26) replaced by the more general condition
∆Hs(x) = Hs(x+ fd(x) +Gd(x)φd(x)) −Hs(x) ≤ 0, x ∈ Zx, (6.34)
for the shaped Hamiltonian function for the closed-loop system. Furthermore, the set
given in (6.27) becomes
R , {x ∈ Dc : x 6∈ Zx, Ḣs(x) = 0} ∪ {x ∈ Dc : x ∈ Zx, ∆Hs(x) = 0}. (6.35)
Under certain conditions on the system dissipation, the hybrid energy-based con-
troller given by Theorem 6.1 provides an energy balance over the continuous-time tra-







0, x ∈ D. In this case, the continuous-time closed-loop dynamics are given by






, x(0) = x0, x(t) 6∈ Zx. (6.36)




































, tk < t ≤ tk+1, (6.37)
or, equivalently using (6.15),
Ḣs(x(t)) = Ḣ(x(t)) − uTc (t)yc(t), tk < t ≤ tk+1. (6.38)
Now, integrating (6.38) yields
Hs(x(t)) = H(x(t)) −
∫ t
t̂
uTc (s)yc(s)ds+ κ(t̂), tk < t̂ ≤ t ≤ tk+1, (6.39)
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where κ(t̂) , Hs(x(t̂)) − H(x(t̂)), which shows that the closed-loop energy function
Hs(·) over the continuous-time trajectories is equal to the difference between the
physical energy H(·) of the hybrid system and the energy supplied by the hybrid
controller modulo κ(·). Furthermore, it follows from (6.24) that at the resetting
times tk, ∆Hs(x(tk)) ≤ 0, k ∈ N .
6.4. Inverse Optimal Energy-Based Control for Impulsive
Port-Controlled Hamiltonian Systems
In this section we present results for characterizing energy-based hybrid feedback
controllers that guarantee closed-loop stability and minimize a hybrid nonlinear-
nonquadratic performance functional over the infinite horizon while preserving a
closed-loop hybrid Hamiltonian structure. To present these results, consider the gen-
eral nonlinear impulsive dynamical system
ẋ(t) = Fc(x(t), uc(t)), x(0) = x0, x(t) 6∈ Zx, (6.40)
∆x(t) = Fd(x(t), ud(t)), x(t) ∈ Zx, (6.41)
where Fc : D × Uc → Rn is Lipschitz continuous, Fd : Zx × Ud → Rn is continuous,
Zx ⊂ D, and uc(·) and ud(·) are restricted to the class of admissible hybrid controls
such that (uc(·), ud(·)) ∈ (Uc, Ud). If (uc(t), ud(t)) = (φc(x(t)), φd(x(tk))), where
φc : D → Uc and φd : Zx → Ud, and x(t), t ≥ 0, and x(tk), k ∈ N , satisfy (6.40),
(6.41), respectively, then the closed-loop state-dependent impulsive dynamical system
has the form
ẋ(t) = Fc(x(t), φc(x(t))), x(0) = x0, x(t) 6∈ Zx, (6.42)
∆x(t) = Fd(x(t), φd(x(t))), x(t) ∈ Zx, (6.43)
where Fc(xe, φc(xe)) = 0, xe ∈ D. The optimal nonlinear hybrid feedback controller
(uc, ud) = (φc(x), φd(x)) that minimizes a nonlinear-nonquadratic hybrid performance
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criterion is given in [101]. For the statement of this result define the set of regulation
hybrid controllers by
C(x0) , {(uc(·), ud(·)) : (uc(·), ud(·)) is admissible and x(·) given by
(6.40), (6.41) satisfies x(t) → xe as t→ ∞}. (6.44)
Theorem 6.2 [101]. Consider the nonlinear controlled impulsive system (6.40),
(6.41) with hybrid performance functional







where Lc : D × Uc → R and Ld : Zx × Ud → R are given. Assume there exists a
continuously differentiable function V : D → R and a hybrid control law φc : D → Uc
and φd : Zx → Ud such that Fc(xe, φc(xe)) = 0, V (xe) = 0, V (x) > 0, x ∈ D, x 6= xe,
and
V ′(x)Fc(x, φc(x)) ≤ 0, x 6∈ Zx, (6.46)
V (x+ Fd(x, φd(x))) − V (x) ≤ 0, x ∈ Zx, (6.47)
Hc(x, φc(x)) = 0, x 6∈ Zx, (6.48)
Hd(x, φd(x)) = 0, x ∈ Zx, (6.49)
Hc(x, uc) ≥ 0, x 6∈ Zx, uc ∈ Uc, (6.50)
Hd(x, ud) ≥ 0, x ∈ Zx, ud ∈ Ud, (6.51)
where
Hc(x, uc) , Lc(x, uc) + V
′(x)Fc(x, uc), (6.52)
Hd(x, ud) , Ld(x, ud) + V (x+ Fd(x, ud)) − V (x). (6.53)
Then, with the hybrid feedback control (uc(·), ud(·)) = (φc(x(·)), φd(x(·))), the equi-
librium solution x(t) ≡ xe of the closed-loop system (6.42), (6.43) is Lyapunov stable.
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Furthermore, if Dc ⊆ D is a compact positively invariant set and the largest invari-
ant set contained in R , {x ∈ Dc : x 6∈ Zx, V ′(x)Fc(x, φc(x)) = 0} ∪ {x ∈ Dc :
x ∈ Zx, V (x + Fd(x, φd(x))) = V (x)} is M = {xe}, then the equilibrium solution
x(t) ≡ xe of the closed-loop system (6.42), (6.43) is locally asymptotically stable.
Moreover, if x0 ∈ Dc, then
J(x0, φc(x(·)), φd(x(·))) = V (x0), x0 ∈ Dc, (6.54)
and the hybrid feedback control (uc(·), ud(·)) = (φc(x(·)), φd(x(·))) minimizes J(x0,
uc(·), ud(·)) in the sense that
J(x0, φc(x(·)), φd(x(·))) = min
(uc(·),ud(·))∈C(x0)
J(x0, uc(·), ud(·)). (6.55)
Finally, if D = Rn, Uc = Rmc , Ud = Rmd , and V (x) → ∞ as ‖x‖ → ∞, then the
equilibrium solution x(t) ≡ xe of the closed-loop system (6.42), (6.43) is globally
asymptotically stable.
Next, we specialize Theorem 6.2 to impulsive port-controlled Hamiltonian sys-
tems. In particular, we present an inverse optimal hybrid feedback control problem
wherein we avoid the complexity in solving the steady-state hybrid Hamilton-Jacobi-
Bellman equations (6.48) and (6.49) by parametrizing a family of stabilizing hy-
brid controllers that minimize some derived hybrid cost functional [101] as opposed
to minimizing a given hybrid cost functional. The performance integrand provides
flexibility in specifying the control law and explicitly depends on the impulsive port-
controlled Hamiltonian dynamics, the Hamiltonian function of the closed-loop system,
and the stabilizing energy-based hybrid feedback control law wherein the coupling is
introduced via the hybrid Hamilton-Jacobi-Bellman equation. Hence, by varying
the shaped Hamiltonian, the interconnection and dissipation matrix functions, and
the performance integrand, the proposed framework can be used to characterize a
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class of globally stabilizing energy-based hybrid controllers that preserve the hybrid
Hamiltonian structure at the closed-loop level. In addition, as shown in [102], the
inverse optimal energy-based hybrid controllers guarantee hybrid disc, sector, and
gain margins to multiplicative input uncertainty and hence guarantee robustness to
unmodelled actuator dynamics.
Consider the impulsive port-controlled Hamiltonian system given by (6.1), (6.2)
with the hybrid performance criterion (6.45). Furthermore, consider performance
integrands Lc(x, uc) and Ld(x, ud) of the form
Lc(x, uc) = L1c(x) + L2c(x)uc + u
T
c R2c(x)uc, (6.56)
Ld(x, ud) = L1d(x) + L2d(x)ud + u
T
dR2d(x)ud, (6.57)
where L1c : D → R and satisfies L1c(x) ≥ 0, x ∈ D, L2c : D → R1×mc , R2c : D → Pmc ,
where Pmc denotes the set of mc ×mc positive definite matrices, L1d : Zx → R and
satisfies L1d(x) ≥ 0, x ∈ Zx, L2d : Zx → R1×md , R2d : Zx → Pmd so that (6.45)
becomes
J(x0, uc(·), ud(·)) =
∫ ∞
0








Corollary 6.1. Consider the impulsive port-controlled Hamiltonian system given
by (6.1), (6.2) with performance functional (6.58). Assume there exist functions
Hs, Hc : D → R, Jcs, Jca : D → Rn×n, Rcs, Rca : D → Rn×n, Jds, Jda : Zx →
R
n×n, and Rds, Rda : Zx → Rn×n such that Hs(x) = H(x) + Hc(x) is continuously
differentiable, Jcs(x) = Jc(x) + Jca(x), Jcs(x) = −J Tcs (x), Rcs(x) = Rc(x) + Rca(x),
Rcs(x) = RTcs(x) ≥ 0, x ∈ D; Jds(x) = Jd(x) + Jda(x), Jds(x) = −J Tds(x), Rds(x) =





(x) > 0, x ∈ D, (6.59)































































x ∈ Zx. (6.61)
Then the equilibrium solution x(t) ≡ xe of the closed-loop system given by (6.19),





































x ∈ Zx. (6.63)
If, in addition, Dc ⊆ D is a compact positively invariant set with respect to (6.19),
(6.20) and the largest invariant set contained in



























is M = {xe}, then the equilibrium solution x(t) ≡ xe of the closed-loop system (6.19),






































is minimized in the sense that
J(x0, φc(x(·)), φd(x(·))) = min
(uc(·),ud(·))∈C(x0)
J(x0, uc(·), ud(·)), x0 ∈ Dc. (6.67)
In addition, J(x0, φc(x(·)), φd(x(·))) = Hs(x0) −Hs(xe), x0 ∈ Dc. Finally, if D = Rn,
Uc = R
mc , Ud = R
md , and Hs(x) → ∞ as ‖x‖ → ∞, then the above results are
global.
Proof. It follows from (6.60) and (6.61) that the closed-loop system (6.1), (6.2)
has a Hamiltonian structure given by (6.19), (6.20). Furthermore, (6.21), (6.22),
and (6.59) imply that the energy function Hs(·) has a global minimum at x = xe
and hence x = xe is an equilibrium point of the closed-loop system. Now, using the
Lyapunov function candidate V (x) = Hs(x)−Hs(xe) with condition (6.24), Lyapunov
and asymptotic stability of the closed-loop system follow as in the proof of Theorem
6.1. Next, with L1c(x) and L1d(x) given by (6.65) and (6.66), respectively, and φc(x)
and φd(x) given by (6.62) and (6.63), respectively, (6.48) and (6.49) hold. Finally,
since
Hc(x, uc) = Hc(x, uc) −Hc(x, φc(x)) = [uc − φc(x)]TR2c(x)[uc − φc(x)], x 6∈ Zx,
(6.68)
Hd(x, ud) = Hd(x, ud) −Hd(x, φd(x))










[ud − φd(x)], x ∈ Zx,
(6.69)
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where R2c(x) > 0, x 6∈ Zx, and R2d(x)+ 12GTd (x)∂
2Hs
∂x2
(x)Gd(x) > 0, x ∈ Zx, conditions
(6.50) and (6.51) hold. The result now follows as a direct consequence of Theorem
6.2.
Remark 6.5. In the case where L2c(x) ≡ 0, L2d(x) ≡ 0, and R2c(x), x 6∈ Zx,
is a diagonal weighting function, the hybrid controller (6.62) and (6.63) guaran-

























. For details see [102].
6.5. Energy-Based Hybrid Dynamic Compensation via the
Energy-Casimir Method
In this section we consider energy-based hybrid dynamic control for impulsive
port-controlled Hamiltonian systems wherein energy shaping is achieved by combining
the physical energy of the plant and the emulated energy of the controller. For
systems with continuous flows, this approach has been extensively studied by Ortega
et al. [184, 185] to design Euler-Lagrange controllers for potential energy shaping of
mechanical systems. We begin by considering the input/state-dependent hybrid port-
controlled Hamiltonian system G given by (6.1)–(6.4) with mc = lc, md = ld, and the


















, (x(t), uc(t)) ∈ Z. (6.71)
Furthermore, we consider the input/state-dependent impulsive port-controlled Hamil-
tonian feedback control system Gc given by






+Gcc(xc(t))ucc(t), xc(0) = xc0,
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(xc(t), ucc(t)) 6∈ Zc, (6.72)

























, (xc(t), ucc(t)) ∈ Zc, (6.75)
where t ≥ 0, xc(t) ∈ Rnc , ucc(t) ∈ Ucc ⊆ Rmcc , udc(tk) ∈ Udc ⊆ Rmdc , ycc(t) ∈ Ycc ⊆
R
lcc , ydc(tk) ∈ Ydc ⊆ Rldc , mcc = lcc, mdc = ldc, Hc : Rnc → R is a continuously
differentiable Hamiltonian function of the feedback control system Gc, Jcc : Rnc →
R
nc×nc is such that Jcc(xc) = −J Tcc(xc), Rcc : Rnc → Snc is such that Rcc(xc) ≥






, xc ∈ Rnc , is Lipshitz continuous, Gcc :
R
nc → Rnc×mcc , Jdc : Rnc → Rnc×nc is such that Jdc(xc) = −J Tdc(xc), Rdc : Rnc → Snc






xc ∈ Rnc , is
continuous, Gdc : R
nc → Rnc×mdc , mcc = lc, mdc = ld, lcc = mc, ldc = md, and
Zc , Zcxc × Zcucc ⊂ Rnc × Ucc is the resetting set for the system Gc. Here, we
assume that ucc(·) and udc(·) are restricted to the class of admissible inputs consisting
of measurable functions such that (ucc(t), udc(tk)) ∈ Ucc × Udc for all t ≥ 0 and
k ∈ N[0,t) △= {k : 0 ≤ tk < t}. Finally, for the nonlinear dynamical system (6.72)
we assume that the required properties for the existence and uniqueness of solutions
are satisfied such that (6.72) has a unique solution for all t ∈ R [12, 138]. Note
that with the feedback interconnection given by Figure 6.1, (ucc, udc) = (yc, yd) and
(ycc, ydc) = (−uc,−ud). Furthermore, even though the input-output pairs of the
feedback interconnection shown on Figure 6.1 consist of two-vector inputs/two-vector








Figure 6.1: Feedback interconnection of port-controlled Hamiltonian systems G and
Gc
Next, we define the closed-loop resetting set
Z̃x̃ , Zx ×
{



















Note that since the negative feedback interconnection of G and Gc is well posed, it
follows that Z̃x̃ is well defined and depends on the closed-loop states x̃ , [xTxTc ]T.
Let T cx0,uc denote the set of resetting times of G, let Tx0,uc denote the complement of
T cx0,uc ; that is, Tx0,uc = [0,∞) \ T cx0,uc , let T cxc0,ucc denote the set of resetting times of
Gc and let Txc0,ucc denote the complement of T cxc0,ucc ; that is, Txc0,ucc = [0,∞) \T cxc0,ucc .
Furthermore, let T̃ c , T cx0,uc ∪ T cxc0,ucc and tk ∈ T̃ c, k ∈ N , so that tk = τk(x̃0)
denoting the resetting times for the feedback system are well defined and distinct
for every closed-loop trajectory. As in Section 6.3, here we assume that the solution
s(t, x̃0) to the dynamical system resulting from the feedback interconnection of G and
Gc is such that it satisfies the quasi-continuous dependence property.
With the feedback interconnection given by (ucc, udc) = (yc, yd) and (ycc, ydc) =























































 , x̃(t) ∈ Z̃x̃. (6.78)
It can be seen from (6.77), (6.78) that by relating the controller state variables xc to
the plant state variables x, one can shape the Hamiltonian function H(·)+Hc(·) so as
to preserve the hybrid Hamiltonian structure under dynamic feedback for part of the
closed-loop system associated with the plant dynamics. Since the closed-loop hybrid
dynamical system (6.77), (6.78) is Hamiltonian involving skew-symmetric intercon-
nection matrix function terms and nonnegative definite dissipation matrix function
terms, we can establish the existence of Energy-Casimir functions [26, 219] (i.e., dy-
namical invariants) that are independent of the closed-loop Hamiltonian and relate
the controller states to the plant states. Since Energy-Casimir functions are com-
posed of integrals of motion, it follows that these functions are constant along the
trajectories of the closed-loop system (6.77), (6.78). Furthermore, since the controller
Hamiltonian Hc(·) can be assigned, the Energy-Casimir method can be used to con-
struct suitable Lyapunov functions for the closed-loop system.
To proceed, consider the candidate vector Energy-Casimir function E : D×Rnc →
R
nc , where E(·, ·) is continuously differentiable and has the form
E(x, xc) = xc − F (x), x ∈ D, xc ∈ Rnc , (6.79)
where F : D → Rnc is continuously differentiable and satisfies
F (x+ y) = F (x) +
∂F
∂x
(x)y, x, y ∈ D. (6.80)
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To ensure that the candidate vector Energy-Casimir function E(·, ·) is constant along
the trajectories of (6.77), (6.78) we require that
Ė(x(t), xc(t)) = ẋc(t) −
∂F
∂x
(x(t))ẋ(t) = 0, x̃(t) 6∈ Z̃x̃, (6.81)
∆E(x(t), xc(t)) , E(x(t
+), xc(t
+)) − E(x(t), xc(t))
= ∆xc(t) − F (x(t+)) + F (x(t)) = 0, x̃(t) ∈ Z̃x̃. (6.82)
Using (6.80), we can arrive at a set of sufficient conditions which guarantee that
(6.81), (6.82) hold. Specifically, it follows from (6.77) and (6.78) that (6.81) and






c (x) − ∂F∂x (x)(Jc(x) −Rc(x))
]T
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d (x) − ∂F∂x (x)(Jd(x) −Rd(x))
]T
[

















 , x̃(t) ∈ Z̃x̃. (6.84)
























dc(xc) = 0, x ∈ D, xc ∈ Rnc . (6.88)
The following proposition summarizes the above results.
Proposition 6.1. Consider the feedback interconnection of the port-controlled
Hamiltonian systems G and Gc given by (6.1), (6.2), (6.70), (6.71) and (6.72)–(6.75),
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respectively. If there exists a continuously differentiable function F : D → Rnc









− Jcc(xc) = 0, (6.89)



















− Jdc(xc) = 0, (6.93)










(x)Jd(x) −Gdc(xc)GTd (x) = 0, (6.96)
then
E(x̃(t)) = xc(t) − F (x(t)) = c, t ≥ 0, (6.97)
where c ∈ Rnc and x̃(t) = [xT(t), xTc (t)]T satisfies (6.77), (6.78).
















= Jcc(xc) + Rcc(xc), x ∈ D, xc ∈ Rnc . (6.98)
Next, using the fact that the sum of a skew-symmetric and symmetric matrix is zero



















= 0, x ∈ D, xc ∈ Rnc . (6.100)
Now, since Rc(x) ≥ 0, x ∈ D, and Rcc(xc) ≥ 0, x ∈ Rnc , it follows that (6.99),
(6.100) are equivalent to (6.89)–(6.91). Hence, it follows that (6.85) can be rewritten
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as (6.92). Analogously, it can be shown that (6.87) and (6.88) are equivalent to
(6.93)–(6.96). The equivalence between (6.85)–(6.88) and (6.89)–(6.96) proves the
result.
Remark 6.6. Note that conditions (6.89)–(6.96) are necessary and sufficient for
(6.85)–(6.88) to hold, which, in turn, provide sufficient conditions for guaranteeing
that the vector Energy-Casimir function E(·, ·) is constant along the trajectories of
the closed-loop system (6.77), (6.78). The constant vector c ∈ Rnc in (6.97) depends
on the initial conditions for the plant and controller states.
For the statement of the next result we consider the feedback interconnection of the
two state-dependent impulsive port-controlled Hamiltonian systems G and Gc given
by (6.1), (6.2), (6.70), (6.71) and (6.72)–(6.75), where Zuc = Uc and Zcucc = Ucc,
respectively. In this case the resetting set for the closed-loop system is given by
Zx̃ , Zx ∪ Zcxc . Furthermore, if conditions (6.89)–(6.96) are satisfied, then the
controller state variables along the trajectories of the closed-loop system given by
(6.77) and (6.78) can be represented in terms of the plant state variables as xc(t) =
F (x(t)) + c, t ≥ 0, x(t) ∈ D, c ∈ Rnc . Hence, the resetting set Zx̃ for the closed-
loop system can be redefined as Ẑx = Zx ∪ {x ∈ D : F (x) + c ∈ Zcxc}. In this
case, it follows that the continuous-time closed-loop system associated with the plant
dynamics is given by






























, x(0) = x0, x(t) 6∈ Ẑx, (6.101)
and, similarly, the resetting closed-loop system associated with the plant dynamics is
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given by






, x(t) ∈ Ẑx, (6.102)
where Hs(x) = H(x) + Hc(F (x) + c), x ∈ D, is the shaped Hamiltonian function for
the closed-loop system (6.101)–(6.102).
Next, we use the existence of the vector Energy-Casimir function to construct
stabilizing hybrid dynamic controllers that guarantee that the hybrid closed-loop
system associated with the hybrid plant dynamics preserves the hybrid Hamiltonian
structure without the need for solving a set of partial differential equations.
Theorem 6.3. Consider the feedback interconnection of the state-dependent im-
pulsive port-controlled Hamiltonian systems G and Gc given by (6.1), (6.2), (6.70),
(6.71) and (6.72)–(6.75), respectively. Assume there exists a continuously differen-
tiable function F : D → Rnc satisfying (6.80) such that conditions (6.89)–(6.96) hold
for all (x, xc) ∈ D × Rnc , and assume that the Hamiltonian function Hc : Rnc → R
of the hybrid feedback controller Gc is such that Hs : D → R is given by Hs(x) =
H(x) + Hc(F (x) + c), x ∈ D, and condition (6.21) holds. If
∂Hc
∂x
(F (xe) + c) = −
∂H
∂x
(xe), xe ∈ D, (6.103)
∂2Hc
∂x2
(F (xe) + c) > −
∂2H
∂x2
















≤ 0, x ∈ Ẑx,
(6.105)
then the equilibrium solution x(t) ≡ xe of the system (6.101), (6.102) is Lyapunov
stable. If, in addition, Dc ⊆ D is a compact positively invariant set with respect to
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(6.101), (6.102) and the largest invariant set contained in



























is M = {xe}, then the equilibrium solution x(t) ≡ xe of the closed-loop system
(6.101), (6.102) is locally asymptotically stable.
Proof. Conditions (6.80) and (6.89)–(6.96) imply that the closed-loop dynam-
ics of the impulsive port-controlled Hamiltonian system G and the hybrid controller
Gc associated with the plant states can be written in the form given by (6.101),
(6.102). Now, using identical arguments as in the proof of Theorem 6.1, condi-
tions (6.103) and (6.104) guarantee the existence of the Lyapunov function candidate
V (x) = Hs(x)−Hs(xe), x ∈ D, which, along with (6.105), guarantees Lyapunov sta-
bility of the equilibrium solution x(t) ≡ xe of the closed-loop system (6.101), (6.102).
Asymptotic stability of x(t) ≡ xe follows from Theorem 4 of [100].
As in the static hybrid controller case, the hybrid dynamic controller given by
Theorem 6.3 also provides an energy balance interpretation over the continuous-time
trajectories of the controlled system. To see this, note that since by (6.90) Rcc(xc) =
0, xc ∈ Rnc , it follows that the controller Hamiltonian Hc(·) satisfies
Ḣc(F (x(t)) + c) = yTcc(t)yc(t) = −uTc (t)yc(t), tk < t ≤ tk+1. (6.107)
Now, it follows that
Ḣs(x(t)) = Ḣ(x(t)) + Ḣc(F (x(t)) + c) = Ḣ(x(t)) − uTc (t)yc(t), tk < t ≤ tk+1,
which yields (6.39). Moreover, it follows from (6.105) that at the resetting times tk,
∆Hs(x(tk)) ≤ 0, k ∈ N .
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6.6. Illustrative Numerical Examples
6.6.1. Constrained Inverted Pendulum
Consider the constrained inverted pendulum shown in Figure 6.2, where m = 1 kg
and L = 1 m. In the case where |θ(t)| < θc, the system is governed by the dynamic
equation of motion
θ̈(t) − g sin θ(t) = u(t), θ(0) = θ0, θ̇(0) = θ̇0, t ≥ 0, (6.108)
where g denotes the gravitational acceleration and u(·) is a (thruster) control force.
At the instant of collision with the vertical constraint |θ(t)| = θc, the system resets
according to the resetting law
θ(t+k ) = θ(tk), θ̇(t
+
k ) = −eθ̇(tk), (6.109)
where e ∈ [0, 1) is the coefficient of restitution. Defining x1 = θ and x2 = θ̇, we
can rewrite the continuous-time dynamics and the resetting dynamics in state space












Jd(x) = 0, Rd(x) =
[
0 0
0 (1 + e)
]
, Gd(x) = 0, D = {x ∈ R2 : |x1| ≤ θ0}, Zx = {x ∈
R
2 : x1 = θc, x2 > 0} ∪ {x ∈ R2 : x1 = −θc, x2 < 0}, and Hamiltonian function H(·)
corresponding to the total energy in the system given by H(x) = x22
2
+ g cos x1.
Next, to stabilize the equilibrium point xe = [θe, 0]
T, where |θe| < θc, we assign






(x1−θe)2 function for the closed-loop system.





, x ∈ D, x 6∈ Zx. In this
case, it follows from (6.25) that the continuous-time feedback controller is given by
u = φc(x) = x2 + (x1 − θe) + g sin x1, x ∈ D, x 6∈ Zx. Note that since Gd(x) = 0, it is
impossible to shape the resetting dynamics. Next, note that Ḣs(x) = −x22 ≤ 0, x ∈ D,





≤ 0, x ∈ Zx. Hence, R , {x ∈ D : x 6∈ Zx, Ḣs =
0} ∪ {x ∈ D : x ∈ Zx, ∆Hs = 0} = {x ∈ D : x2 = 0}. Finally, since for every
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x ∈ R, ẋ2 6= 0 if and only x1 6= θe, it follows that the largest invariant set contained
in R is given by M = {xe} and hence the equilibrium solution x(t) ≡ [θe, 0]T is
asymptotically stable.
With e = 0.5, θc = 30
o, and θe = 15
o, Figure 6.3 shows the phase portrait of
the impulsive port-controlled Hamiltonian system. Figure 6.4 shows the control force
versus time and the shaped Hamiltonian versus time. Note that the control force and






Figure 6.2: Constrained in-
verted pendulum















Figure 6.3: Phase portrait of the con-
strained inverted pendulum
6.6.2. Two Carts with Buffer Constraints
Consider the two-mass, two-spring system with buffer constraints of length L
2
shown in Figure 6.5. A control force u(·) acts on mass 2 with the goal to stabilize
the position of the second mass. Between collisions the system dynamics, with state
variables defined in Figure 6.5, are given by
m1q̈1(t) + (k1 + k2)q1(t) − k2q2(t) = 0, q1(0) = q01, q̇1(0) = q̇01, t ≥ 0, (6.110)
m2q̈2(t) − k2q1(t) + k2q2(t) = u(t), q2(0) = q02, q̇2(0) = q̇02. (6.111)
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Figure 6.5: Two-mass system with con-
straint buffers
At the instant of a collision, the velocities of the masses change according to the law






k ) = m1q̇1(tk) +m2q̇2(tk), (6.112)
q̇1(t
+
k ) − q̇2(t+k ) = −e(q̇1(tk) − q̇2(tk)), (6.113)
where e ∈ [0, 1) is the coefficient of restitution. Solving (6.112) and (6.113) for q̇1(t+k )
and q̇2(t
+
k ), the resetting dynamics are given by
∆q̇1(tk) = q̇1(t
+
k ) − q̇1(tk) = −
(1 + e)m2
m1 +m2
(q̇1(tk) − q̇2(tk)), (6.114)
∆q̇2(tk) = q̇2(t
+
k ) − q̇2(tk) =
(1 + e)m1
m1 +m2
(q̇1(tk) − q̇2(tk)). (6.115)
Defining x1 = q1, x2 = q̇1, x3 = q2, and x4 = q̇2, we can rewrite (6.110), (6.111),
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(6.114), and (6.115) in state space form (6.1), (6.2) with x = [x1, x2, x3, x4]
T, Rc(x) =
0, Gc(x) = [0, 0, 0, 1]
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m2






























D = R4, Zx = {x ∈ R4 : x1 − x3 = L, x2 > x4}, and Hamiltonian function H(·)
















x3e, with steady-state control value of uc ss =
k1k2
m2(k1+k2)
x3e, we assign the






















0 0 0 0
0 0 0 0
0 0 0 0






, x ∈ D. (6.117)
In this case, it follows from (6.25) that the continuous-time feedback controller is
given by uc = φc(x) =
k1k2
m2(k1+k2)
x3e − x4, x ∈ D, x 6∈ Zx. Note that since Gd(x) = 0,
we can only shape the continuous-time dynamics. Next, note that Ḣs(x) = −m2x24 ≤
0, x ∈ D, x 6∈ Zx, and ∆Hs(x) = (e
2−1)m1m2(x2−x4)2
2(m1+m2)
≤ 0, x ∈ Zx. Hence, R , {x ∈
D : x 6∈ Zx, Ḣs = 0} ∪ {x ∈ D : x ∈ Zx, ∆Hs = 0} = {x ∈ D : x 6∈ Zx, x4 = 0} ∪ Ø.
Now, if M ⊆ R is the largest invariant set contained in R, then for any x0 ∈ M,
x4(t) ≡ 0, which implies that x1(t) − x3(t) + k1k1+k2x3e = 0 and ẋ3(t) = 0, t ≥ 0.
In this case, it follows that ẋ1(t) = 0 and hence ẋ2(t) = 0, t ≥ 0. Hence, the only
point that belongs to M is xe = [ k2(k1+k2)x3e, 0, x3e, 0]
T which implies that xe is an
asymptotically stable equilibrium point of the closed-loop system.
With m1 = 1.5 kg, m2 = 0.8 kg, k1 = 0.1 N/m, k2 = 0.3 N/m, L = 0.4 m,
x3e = 3 m, and e = 0.5, Figure 6.6 shows the phase portrait of x2 versus x4 of
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the impulsive port-controlled Hamiltonian system. Figures 6.7 and 6.8 show, respec-
tively, the positions and velocities of the masses versus time. Finally, Figure 6.9 shows
the control force versus time and the shaped Hamiltonian versus time.




















Figure 6.6: Phase portrait of x2 versus x4

































Figure 6.7: Mass positions versus time
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Figure 6.8: Mass velocities versus time





































Figure 6.9: Control signal and the shaped Hamiltonian versus time
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Chapter 7




One of the fundamental problems in feedback control design is the ability of the
control system to guarantee robust stability and robust performance with respect to
system uncertainties in the design model. To this end, adaptive control along with
robust control theory have been developed to address the problem of system uncer-
tainty in control-system design. Even though adaptive control algorithms have been
extensively developed in the literature for both continuous-time and discrete-time
systems [73,78,88,89,107,125,129,137,178,179,197,220,234], hybrid adaptive control
algorithms for hybrid dynamical systems are nonexistent. In this chapter we develop
a direct hybrid adaptive control framework for nonlinear uncertain impulsive dynam-
ical systems. In particular, a Lyapunov-based hybrid adaptive control framework
is developed that guarantees partial asymptotic stability of the closed-loop hybrid
system; that is, asymptotic stability with respect to part of the closed-loop system
states associated with the hybrid plant dynamics. Furthermore, the remainder of the
state associated with the adaptive controller gains is shown to be Lyapunov stable.
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Next, using the hybrid invariance principle given in [47, 100], we relax several of the
conditions needed for guaranteeing partial asymptotic stabilization to develop an al-
ternative less restrictive hybrid adaptive control framework that guarantees attraction
of the closed-loop system states associated with the hybrid plant dynamics. In this
case, the remainder of the state associated with the hybrid adaptive controller gains
is shown to be bounded. In the case where the nonlinear hybrid system is represented
in a hybrid normal form, the nonlinear hybrid adaptive controllers are constructed
without requiring knowledge of the hybrid system dynamics. Finally, we note that
since impulsive dynamical systems involve a hybrid formulation of continuous-time
and discrete-time dynamics, our results build on our adaptive control algorithms for
continuous-time and discrete-time systems presented in [106,107,147].
7.2. Mathematical Preliminaries
In this section we review some basic concepts on impulsive dynamical systems [11,
47, 100, 138, 202]. Specifically, we consider controlled state-dependent [100] impulsive
dynamical systems G of the form
ẋ(t) = fc(x(t)) +Gc(x(t))uc(t), x(0) = x0, x(t) 6∈ Zx, (7.1)
∆x(t) = fd(x(t)) +Gd(x(t))ud(t), x(t) ∈ Zx, (7.2)
where t ≥ 0, x(t) ∈ D ⊆ Rn, D is an open set with 0 ∈ D, ∆x(t) , x(t+) − x(t),
uc(t) ∈ Uc ⊆ Rmc , ud(tk) ∈ Ud ⊆ Rmd , tk denotes the kth instant of time at which
x(t) intersects Zx for a particular trajectory x(t), fc : D → Rn is Lipschitz continuous
and satisfies fc(0) = 0, Gc : D → Rn×mc , fd : Zx → Rn is continuous, Gd : Zx →
R
n×md is such that rankGd(x) = md, x ∈ Zx, and Zx ⊂ D is the resetting set.
Here, we assume that uc(·) and ud(·) are restricted to the class of admissible inputs
consisting of measurable functions such that (uc(t), ud(tk)) ∈ Uc × Ud for all t ≥ 0
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and k ∈ N[0,t) , {k : 0 ≤ tk < t}, where the constrained set Uc × Ud is given with
(0, 0) ∈ Uc × Ud. We refer to the differential equation (7.1) as the continuous-time
dynamics, and we refer to the difference equation (7.2) as the resetting law. In this
section we assume that Assumptions A.1 and A.2 established in subsection 2.3 hold
for all uc(·) ∈ Uc and ud(·) ∈ Ud; that is, the resetting set is such that resetting
removes x(tk) from the resetting set and no trajectory can intersect the interior of
Zx. Hence, as shown in [100], the resetting times are well defined and distinct. Since
the resetting times are well defined and distinct and since the solution to (7.1) exists
and is unique it follows that the solution of the impulsive dynamical system (7.1),
(7.2) also exists and is unique over a forward time interval.
Next, we provide a key result from [47, 100] involving an invariant set stability
theorem for hybrid dynamical systems. Specifically, consider the impulsive dynamical
system (7.1), (7.2) with hybrid adaptive feedback controllers uc(·) and ud(·) so that
the closed-loop hybrid system G̃ has the form
˙̃x(t) = f̃c(x̃(t)), x̃(0) = x̃0, x̃(t) 6∈ Zx̃, (7.3)
∆x̃(t) = f̃d(x̃(t)), x̃(t) ∈ Zx̃, (7.4)
where t ≥ 0, x̃(t) ∈ D̃ ⊆ Rñ, x̃(t) denotes the closed-loop state involving the system
state and the adaptive gains, f̃c : D̃ → Rñ and f̃d : D̃ → Rñ denote the closed-loop
continuous-time and resetting dynamics, respectively, with f̃c(x̃e) = 0, where x̃e ∈
D̃\Zx̃ denotes the closed-loop equilibrium point, and ñ denotes the dimension of the
closed-loop system state. Henceforth, we assume that the hybrid adaptive feedback
controllers uc(·) and ud(·) are such that the trajectories of the closed-loop hybrid
system (7.3), (7.4) satisfy the quasi-continuous dependence property established in
Definition 2.1.
Theorem 7.1 [47, 100]. Consider the nonlinear impulsive dynamical system G̃
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given by (7.3), (7.4), assume D̃c ⊂ D̃ is a compact positively invariant set with
respect to (7.3), (7.4), and assume that there exists a continuously differentiable
function V : D̃c → R such that
V ′(x̃)f̃c(x̃) ≤ 0, x̃ ∈ D̃c, x̃ 6∈ Zx̃, (7.5)
V (x̃+ f̃d(x̃)) ≤ V (x̃), x̃ ∈ D̃c, x̃ ∈ Zx̃. (7.6)
Let R , {x̃ ∈ D̃c : x̃ 6∈ Zx̃, V ′(x̃)f̃c(x̃) = 0} ∪ {x̃ ∈ D̃c : x̃ ∈ Zx̃, V (x̃ + f̃d(x̃)) =
V (x̃)} and let M denote the largest invariant set contained in R. If x̃0 ∈ D̃c, then
x̃(t) → M as t → ∞. Finally, if D̃ = Rñ and V (x̃) → ∞ as ‖x̃‖ → ∞, then
x̃(t) → M as t→ ∞ for all x̃0 ∈ Rñ.
7.3. Hybrid Adaptive Stabilization for Nonlinear Hybrid
Dynamical Systems
In this section we consider the problem of hybrid adaptive stabilization for nonlin-
ear uncertain hybrid systems. Specifically, we consider the controlled state-dependent
impulsive dynamical system (7.1), (7.2) with D = Rn, Uc = Rmc , and Ud = Rmd .
Theorem 7.2. Consider the nonlinear uncertain hybrid dynamical system G given
by (7.1), (7.2). Assume there exist a matrix Kcg ∈ Rmc×sc , a continuously dif-
ferentiable function Vs : R
n → R, and continuous functions Ĝc : Rn → Rmc×mc ,
Fc : R
n → Rsc , and ℓc : Rn → Rpc such that Vs(·) is positive definite, radially
unbounded, Vs(0) = 0, ℓc(0) = 0, Fc(0) = 0, and, for all x ∈ Rn\Zx,




fcs(x) , fc(x) +Gc(x)Ĝc(x)KcgFc(x). (7.8)
Furthermore, assume there exist a matrix Kdg ∈ Rmd×sd , continuous functions Ĝd :
Zx → Rmd×md , Fd : Zx → Rsd , ℓd : Zx → Rpd , matrix functions P1u : Zx → R1×md ,
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P2u : Zx → Nmd , and positive constants ε, µ, and ν such that Ĝd(x), x ∈ Zx, is
invertible, ĜTd (x)P2u(x)Ĝd(x) ≤ νImd , x ∈ Zx, and, for all x ∈ Zx and ud ∈ Rmd ,
Vs(x+ fd(x) +Gd(x)ud) = Vs(x+ fd(x)) + P1u(x)ud + u
T
dP2u(x)ud, (7.9)
0 ≥ Vs(x+ fds(x)) − Vs(x) + ℓTd (x)ℓd(x) + εP1u(x)Ĝd(x)ĜTd (x)PT1u(x), (7.10)
FTd (x)Fd(x) ≤ γ̄xTx, (7.11)
Vs(x) ≥ µxTx, (7.12)
where
fds(x) , fd(x) +Gd(x)Ĝd(x)KdgFd(x). (7.13)
Finally, let c > 0, Qc ∈ Pmc , Qd ∈ Pmd , Y ∈ Psc , and λmax(Qd) < 2. Then the hybrid
adaptive feedback control law
uc(t) = Ĝc(x(t))Kc(t)Fc(x(t)), x(t) 6∈ Zx, (7.14)
ud(t) = Ĝd(x(t))Kd(t)Fd(x(t)), x(t) ∈ Zx, (7.15)
where Kc(t) ∈ Rmc×sc , t ≥ 0, and Kd(t) ∈ Rmd×sd , t ≥ 0, with update laws








Kc(0) = Kc0, x(t) 6∈ Zx, (7.16)
∆Kc(t) = 0, x(t) ∈ Zx, (7.17)
K̇d(t) = 0, Kd(0) = Kd0, x(t) 6∈ Zx, (7.18)




d(x(t))[∆x(t) − fds(x(t))]FTd (x(t)),
x(t) ∈ Zx, (7.19)
where ∆Kc(t) , Kc(t
+) −Kc(t) and ∆Kd(t) , Kd(t+) −Kd(t), guarantees that the
solution (x(t), Kc(t), Kd(t)) ≡ (0, Kcg, Kdg) of the closed-loop hybrid system given
by (7.1), (7.2), (7.14)–(7.19) is Lyapunov stable and ℓc(x(t)) → 0 as t → ∞. If, in
addition, ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0, and W , {x ∈ Zx : ℓTd (x)ℓd(x) = 0} =
Ø, then x(t) → 0 as t→ ∞ for all x0 ∈ Rn.
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Proof. First, define K̃d(t) , Kd(t) −Kdg and ũd(t) , K̃d(t)Fd(x(t)). Note that
with uc(t), t ≥ 0, and ud(tk), k ∈ N , given by (7.14) and (7.15), respectively, it
follows that the closed-loop hybrid system (7.1), (7.2) is given by
ẋ(t) = fc(x(t)) +Gc(x(t))Ĝc(x(t))Kc(t)Fc(x(t)), x(0) = x0, x(t) 6∈ Zx, (7.20)
∆x(t) = fd(x(t)) +Gd(x(t))Ĝd(x(t))Kd(t)Fd(x(t)), x(t) ∈ Zx, (7.21)
or, equivalently, using (7.8) and (7.13),
ẋ(t) = fcs(x(t)) +Gc(x(t))Ĝc(x(t))(Kc(t) −Kcg)Fc(x(t)),
x(0) = x0, x(t) 6∈ Zx, (7.22)
∆x(t) = fds(x(t)) +Gd(x(t))Ĝd(x(t))(Kd(t) −Kdg)Fd(x(t))
= fds(x(t)) +Gd(x(t))Ĝd(x(t))ũd(t), x(t) ∈ Zx. (7.23)
Furthermore, note that adding and subtracting Kdg to and from (7.19) and using
(7.23) it follows that
K̃d(t






= K̃d(t) − 1c+FTd (x(t))Fd(x(t))QdK̃d(t)Fd(x(t))F
T
d (x(t)), x(t) ∈ Zx. (7.24)
To show Lyapunov stability of the closed-loop hybrid system (7.16)–(7.18) and (7.22)–
(7.24), consider the Lyapunov function candidate
V (x,Kc, Kd) = ln(1 + Vs(x)) + trQ
−1
c (Kc −Kcg)Y −1(Kc −Kcg)T














Note that V (0, Kcg, Kdg) = 0 and, since Vs(·), Qc, Qd, and Y are positive defi-
nite and a > 0, V (x,Kc, Kd) > 0 for all (x,Kc, Kd) 6= (0, Kcg, Kdg). In addition,
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V (x,Kc, Kd) is radially unbounded. Now, using (7.7), (7.16), and (7.18), it follows
that the Lyapunov derivative along the closed-loop system trajectories over the time
interval t ∈ (tk, tk+1], k ∈ N , is given by



























≤ 0, tk < t ≤ tk+1. (7.27)
Furthermore, using (7.9), (7.10), (7.17), and (7.24), the Lyapunov difference along
the closed-loop system trajectories at the resetting times tk, k ∈ N , is given by
∆V (x(tk), Kc(tk), Kd(tk))




k )) − V (x(tk), Kc(tk), Kd(tk))
= ln
(



















Vs(x(tk) + fds(x(tk))) + P1u(x(tk))Ĝd(x(tk))ũd(tk)
+ũTd (tk)Ĝ
T
d (x(tk))P2u(x(tk))Ĝd(x(tk))ũd(tk) − Vs(x(tk))
]
· [1 + Vs(x(tk))]−1
)





































where in (7.28) we used ln a− ln b = ln a
b









(7.28) and collecting terms yields
















































(c+ FTd (x(tk))Fd(x(tk)))(1 + Vs(x(tk)))
, k ∈ N ,
(7.29)
where






(c+ FTd (x)Fd(x))Imd . (7.30)
Noting that 2Imd − Qd > 0, since by assumption λmax(Qd) < 2, and a is given by
(7.26), it follows that

















≥ 0, x ∈ Zx. (7.31)
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Hence, the Lyapunov difference given by (7.29) yields













≤ 0, k ∈ N . (7.32)
Now, it follows from Theorem 1 of [100] that (7.27) and (7.32) imply that the solution
(x(t), Kc(t), Kd(t)) ≡ (0, Kcg, Kdg) to (7.16)–(7.18) and (7.22)–(7.24) is Lyapunov
stable. Furthermore, if ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0, and W = Ø, then it follows
from Theorem 7.1 with R = M = {(x,Kc, Kd) ∈ Rn × Rmc×sc × Rmd×sd : x = 0}
that x(t) → 0 as t→ ∞ for all x0 ∈ Rn.
Remark 7.1. Note that in the case where ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0,
and W = Ø, the conditions in Theorem 7.2 imply that x(t) → 0 as t→ ∞ and hence
it follows from (7.16) that (x(t), Kc(t), Kd(t)) → M , {(x,Kc, Kd) ∈ Rn × Rmc×sc ×
R
md×sd : x = 0, K̇c = 0} as t→ ∞. Furthermore, if x(t), t ≥ 0, intersects Zx infinitely
many times, then (x(t), Kc(t), Kd(t)) → M , {(x,Kc, Kd) ∈ Rn ×Rmc×sc ×Rmd×sd :
x = 0, K̇c = 0, Kd(t
+) = Kd(t)} as t→ ∞.
It is important to note that the hybrid adaptive control law (7.14)–(7.19) does not
require explicit knowledge of the gain matrices Kcg, Kdg and the positive constants
ν, γ̄, ε, and µ. Theorem 7.2 simply requires the existence of Kcg, Kdg, ν, γ̄, ε, and µ
along with the construction of Fc(x), Fd(x), Ĝc(x), Ĝd(x), and Vs(x) such that (7.7),
(7.9)–(7.12) hold. Furthermore, no specific structure on the nonlinear dynamics fc(x)
and fd(x) is required to apply Theorem 7.2. However, if (7.1) and (7.2) are such that



































Ac0 ∈ R(n−mc)×n and Ad0 ∈ R(n−md)×n are known matrices of zeros and ones capturing
a multivariable controllable canonical form representation [55], fcu : R
n → Rmc and
fdu : R
n → Rmd are unknown functions with fcu(0) = 0 and fTdu(x)fdu(x) ≤ γuxTx,
x ∈ Zx, where γu > 0, Gcs : Rn → Rmc×mc , and Gds : Rn → Rmd×md , then we
can always construct functions Vs : R
n → R, with Vs(0) = 0, Ĝc : Rn → Rmc×mc ,
Ĝd : R
n → Rmd×md , Fc : Rn → Rsc , with Fc(0) = 0, and Fd : Rn → Rsd such that
(7.7), (7.9)–(7.12) hold without requiring knowledge of the hybrid system dynamics.
To see this assume that fcu(x) and fdu(x) are unknown and are parameterized as
fcu(x) = Θcfcn(x) and fdu(x) = Θdfdn(x), where fcn : R
n → Rqc and fdn : Rn → Rqd
with fcn(0) = 0 and f
T
dn(x)fdn(x) ≤ γnxTx, x ∈ Zx, where γn > 0, and Θc ∈ Rmc×qc
and Θd ∈ Rmd×qd are matrices of uncertain constant parameters.
Next, to apply Theorem 7.2 to the uncertain nonlinear hybrid system (7.1) and
(7.2) with fc(x), fd(x), Gc(x), and Gd(x) given by (7.33) and (7.34), let Kcg ∈ Rmc×sc
and Kdg ∈ Rmd×sd , where sc = qc + rc and sd = qd + rd, be given by
Kcg = [ Θcn − Θc, Φcn ], Kdg = [ Θdn − Θd, Φdn ], (7.35)













where f̂cn : R
n → Rrc and f̂dn : Rn → Rrd satisfying f̂cn(0) = 0 and f̂Tdu(x)f̂du(x) ≤
γ̂nx




cs (x) and Ĝd(x) = G
−1
ds (x),
fcs(x) = fc(x) +Gc(x)Ĝc(x)KcgFc(x)
















fds(x) = fd(x) +Gd(x)Ĝd(x)KdgFd(x)








Θdnfdn(x) − Θfdn(x) + Φdnf̂dn(x)
]






Now, since Θcn ∈ Rmc×qc , Θdn ∈ Rmd×qd , Φcn ∈ Rmc×rc , and Φdn ∈ Rmd×rd are
arbitrary constant matrices and f̂cn : R
n → Rrc and f̂dn : Rn → Rrd are arbitrary
functions we can always construct Kcg, Kdg, Vs(x), Fc(x), and Fd(x) without knowl-
edge of fc(x) and fd(x) such that (7.7), (7.9), (7.10), (7.12) hold, while (7.11) is
satisfied with γ̄ ≥ γn + γ̂n. In particular, choosing Θcnfcn(x) + Φcnf̂cn(x) = Âcx
and Θdnfdn(x) + Φdnf̂dn(x) = Âdx, where Âc ∈ Rmc×n and Âd ∈ Rmd×n, it follows
that (7.37) and (7.38) have the form fcs(x) = Acx and fds(x) = (Ad − In)x, respec-












are in multivariable controllable
canonical form. Hence, we can choose Âc and Âd such that Ac is Hurwitz and Ad is
Schur. Now, it follows from standard converse Lyapunov theory that there exists a
positive-definite matrix P satisfying the Lyapunov equation
0 = ATc P + PAc +Rc, (7.39)
where Rc is positive definite. If, in addition, for Gd(x) ≡ Bd ∈ Rn×md , P satisfies the
Riccati inequality
0 ≥ ATdPAd − P +Rd + 4εATdPBdBTd PAd, (7.40)
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where ε > 0 and Rd is positive definite, then (7.7), (7.9), (7.10), and (7.12) are
satisfied with Vs(x) = x
TPx, Ĝd(x) ≡ Imd , P1u(x) = 2xTATdPBd, P2u(x) = BTd PBd,
and µ ≤ λmin(P ). Hence, the hybrid adaptive feedback controller (7.14) and (7.15)
with update laws (7.16), or, equivalently,
K̇c(t) = − 12(1+xT(t)Px(t))QcĜTc (x(t))GTc (x(t))Px(t)FTc (x(t))Y, (7.41)
and (7.17)–(7.19) guarantees global asymptotic stability of the nonlinear hybrid un-
certain dynamical system (7.1) and (7.2) where fc(x), fd(x), Gc(x), and Gd(x) are
given by (7.33) and (7.34) with Gds(x) ≡ Bds ∈ Rmd×md . Note that since Rc and
Rd are arbitrary, (7.39) and (7.40) can be cast as a linear matrix inequality (LMI)
feasibility problem involving P > 0, ATc P + PAc < 0, and
[




Finally, as mentioned above, it is important to note that it is not necessary to utilize
a feedback linearizing function Fc(x) and Fd(x) to produce linear functions fcs(x) and
fds(x). However, as shown above, when the hybrid system is in a hybrid normal form
given by (7.33), (7.34), the feedback linearizing functions Fc(x) and Fd(x) provide
considerable simplification in constructing Vs(x) necessary in computing the hybrid
update law (7.16).
Note that by choosing Θdn = Φdn = 0 considerable simplification occurs in the











x = 0, x ∈ Zx,
and hence the update law (7.19) can be simplified as






d (x(t)), x(t) ∈ Zx.
(7.42)
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Furthermore, it is also important to note that Theorem 7.2 is not restricted to hybrid
dynamical systems satisfying the linear growth constraint fTd (x)fd(x) ≤ γ̂xTx, x ∈
Zx, γ̂ > 0. Theorem 7.2 can be used to construct hybrid adaptive controllers so long
as the function Fd(x) satisfies (7.11) and we can construct a function Vs(x) such that
(7.7), (7.9)–(7.12) hold. Finally, in the case where Zx is a bounded set, there always
exists γ̂ > 0 such that fTd (x)fd(x) ≤ γ̂xTx, x ∈ Zx, holds. This implies that in this
case we can always construct Fd(x) such that (7.11) is satisfied.
Next, we consider the case where fc(x), fd(x), Gc(x), and Gd(x) are uncertain.
Specifically, we assume that Gc(x) and Gd(x) are such that Gcs(x) and Gds(x) are un-
known and are parameterized as Gcs(x) = BcuGcn(x) and Gds(x) = BduGdn(x), where
Gcn : R
n → Rmc×mc and Gdn : Rn → Rmd×md are known and satisfy detGcn(x) 6= 0,
x ∈ Rn\Zx, detGdn(x) 6= 0, x ∈ Zx, and Bcu ∈ Rmc×mc and Bdu ∈ Rmd×md ,
with detBcu 6= 0 and detBdu 6= 0, are unknown symmetric sign-definite matrices
but a bound α for the maximum singular value of Bdu is known and the sign def-


















for Bdu < 0.
Corollary 7.1. Consider the nonlinear uncertain hybrid dynamical system G
given by (7.1) and (7.2) with fc(x), fd(x), Gc(x), and Gd(x) given by (7.33), (7.34),
and Gcs(x) = BcuGcn(x) and Gds(x) = BduGdn(x), where Bcu ∈ Rmc×mc and Bdu ∈
R
md×md are unknown symmetric matrices and the sign definiteness of Bcu and Bdu
are known and σmax(Bdu) < α, α > 0. Assume there exist a matrix Kcg ∈ Rmc×sc ,
a continuously differentiable function Vs : R
n → R, and continuous functions Ĝc :
R
n → Rmc×mc , Fc : Rn → Rsc , and ℓc : Rn → Rpc such that Vs(·) is positive definite,
radially unbounded, Vs(0) = 0, ℓc(0) = 0, Fc(0) = 0, and, for all x ∈ Rn\Zx, (7.7)
holds. Furthermore, assume that there exist a matrix Kdg ∈ Rmd×sd , continuous
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functions Ĝd : Zx → Rmd×md , Fd : Zx → Rsd , ℓd : Zx → Rpd , matrix functions
P1u : Zx → R1×md , P2u : Zx → Nmd , and positive constants ε, µ, and ν such that
Ĝd(x), x ∈ Zx, is invertible, α̂−2ĜTd (x)P2u(x)Ĝd(x) ≤ νIm, x ∈ Zx, where α̂ ≥ α/2,
and, for all x ∈ Zx and ud ∈ Rmd , (7.9)–(7.12) hold. Finally, let c > 0 and Y ∈ Psc .
Then the hybrid adaptive feedback control law
uc(t) = G
−1
cn (x(t))Kc(t)Fc(x(t)), x(t) 6∈ Zx, (7.43)
ud(t) = α̂
−1G−1dn (x(t))Kd(k)Fd(x(t)), x(t) ∈ Zx, (7.44)
where Kc(t) ∈ Rm×sc , t ≥ 0, and Kd(t) ∈ Rm×sd , t ≥ 0, with update laws





T(x(t))FTc (x(t))Y, Kc(0) = Kc0, x(t) 6∈ Zx, (7.45)
∆Kc(t) = 0, x(t) ∈ Zx, (7.46)
K̇d(t) = 0, Kd(0) = Kd0, x(t) 6∈ Zx, (7.47)
∆Kd(t) = − 1c+FTd (x(t))Fd(x(t))Bd
T
0[∆x(t) − fds(x(t))]FTd (x(t)), x(t) ∈ Zx, (7.48)
guarantees that the solution (x(t), Kc(t), Kd(t)) ≡ (0, Kcg, Kdg) of the closed-loop
hybrid system given by (7.1), (7.2), (7.43)–(7.48) is Lyapunov stable. If, in addition,
ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0, and W , {x ∈ Zx : ℓTd (x)ℓd(x) = 0} = Ø, then
x(t) → 0 as t→ ∞ for all x0 ∈ Rn.
Proof. The result is a direct consequence of Theorem 7.2. First, let Ĝc(x) =
G−1cn (x) and Ĝd(x) = α̂
−1G−1dn (x) so that Gc(x)Ĝcn(x) = [0m×(n−m), Bcu]
T and Gd(x)
·Ĝdn(x) = [0m×(n−m), α̂−1Bdu]T, and let Kcg = B−1cu [Θcn − Θc, Φcn] and Kdg =
α̂B−1du [Θdn − Θd, Φdn]. Next, since Qc and Qd are arbitrary positive definite matrices
with λmax(Qd) < 2, Qc in (7.16) and Qd in (7.19) can be replaced by qc|Bcu|−1 and
α̂−1|Bdu|−1, respectively, where qc is a positive constant, |Bcu| = (B2cu)
1
2 , and |Bdu| =
(B2du)
1
2 , where (·) 12 denotes the (unique) positive definite square root. Now, since Bcu




c and Bdu = UdDBduU
T
d , where Uc and Ud are orthogonal and DBcu and
DBdu are real diagonal. Hence, |Bcu|−1ĜTc (x)GTc (x) = [0mc×(n−mc), Imc ] = BcT0 and
α̂−1|Bdu|−1ĜTd (x)GTd (x) = [0md×(n−md), Imd ] = BdT0 , where Imc = Imc for Bcu > 0,
Imc = −Imc for Bcu < 0, Imd = Imd for Bdu > 0, and Imd = Imd for Bdu < 0. Now,
(7.16) and (7.19) imply (7.45) and (7.48), respectively.
7.4. Hybrid Adaptive Attraction Control for Nonlinear Hy-
brid Dynamical Systems
In this section we relax several of the structural conditions given in Theorem 7.2,
needed for guaranteeing partial asymptotic stabilization, to develop hybrid adaptive
controllers with less restrictive conditions guaranteeing attraction of the closed-loop
system states associated with the hybrid plant dynamics. Specifically, we develop
hybrid adaptive attraction controllers without the linear growth assumption (7.11)
nor the structural constraints (7.9) and (7.12). Here, once again we consider the
controlled state-dependent impulsive dynamical system (7.1), (7.2) with D = Rn,
Uc = Rmc , and Ud = Rmd .
Theorem 7.3. Consider the nonlinear uncertain hybrid dynamical system G given
by (7.1), (7.2). Assume there exist a matrix Kcg ∈ Rmc×sc , a continuously dif-
ferentiable function Vs : R
n → R, and continuous functions Ĝc : Rn → Rmc×mc ,
Fc : R
n → Rsc , and ℓc : Rn → Rpc such that Vs(·) is positive definite, radially un-
bounded, Vs(0) = 0, ℓc(0) = 0, Fc(0) = 0, and, for all x ∈ Rn\Zx, (7.7) holds.
Furthermore, assume there exist a matrix Kdg ∈ Rmd×sd and continuous functions
Ĝd : Zx → Rmd×md and Fd : Zx → Rsd such that Ĝd(x), x ∈ Zx, is invertible and, for
all x ∈ Zx,
0 > Vs(x+ fds(x)) − Vs(x), (7.49)
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where fds(x) is given by (7.13). Finally, let c > 0, Qc ∈ Pmc , Qd ∈ Pmd , Y ∈ Psc , and
λmax(Qd) < 2. Then the hybrid adaptive feedback control law
uc(t) = Ĝc(x(t))Kc(t)Fc(x(t)), x(t) 6∈ Zx, (7.50)
ud(t) = Ĝd(x(t))Kd(t)Fd(x(t)), x(t) ∈ Zx, (7.51)
where Kc(t) ∈ Rmc×sc , t ≥ 0, and Kd(t) ∈ Rmd×sd , t ≥ 0, with update laws
K̇c(t) = −12QcĜTc (x(t))GTc (x(t))V ′s T(x(t))FTc (x(t))Y,
Kc(0) = Kc0, x(t) 6∈ Zx, (7.52)
∆Kc(t) = 0, x(t) ∈ Zx, (7.53)
K̇d(t) = 0, Kd(0) = Kd0, x(t) 6∈ Zx, (7.54)




d(x(t))[∆x(t) − fds(x(t))]FTd (x(t)),
x(t) ∈ Zx, (7.55)
where ∆Kc(t) , Kc(t
+) −Kc(t) and ∆Kd(t) , Kd(t+) −Kd(t), guarantees that the
solution (x(t), Kc(t), Kd(t)), t ≥ 0, of the closed-loop hybrid system given by (7.1),
(7.2), (7.50)–(7.55) satisfies ℓc(x(t)) → 0 as t → 0 for all x0 ∈ Rn. If, in addition,
ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0, then x(t) → 0 as t→ ∞ for all x0 ∈ Rn.
Proof. First, define K̃d(t) , Kd(t) − Kdg and w̃(t) , Gd(x(t))Ĝd(x(t))K̃d(t)
·Fd(x(t)). Note that with uc(t), t ≥ 0, and ud(tk), k ∈ N , given by (7.50) and (7.51),
respectively, it follows that the closed-loop hybrid system (7.1), (7.2) is given by
ẋ(t) = fc(x(t)) +Gc(x(t))Ĝc(x(t))Kc(t)Fc(x(t)), x(0) = x0, x(t) 6∈ Zx, (7.56)
∆x(t) = fd(x(t)) +Gd(x(t))Ĝd(x(t))Kd(t)Fd(x(t)), x(t) ∈ Zx, (7.57)
or, equivalently, using (7.8) and (7.13),
ẋ(t) = fcs(x(t)) +Gc(x(t))Ĝc(x(t))(Kc(t) −Kcg)Fc(x(t)),
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x(0) = x0, x(t) 6∈ Zx, (7.58)
∆x(t) = fds(x(t)) +Gd(x(t))Ĝd(x(t))(Kd(t) −Kdg)Fd(x(t))
= fds(x(t)) + w̃(t), x(t) ∈ Zx. (7.59)
Furthermore, note that adding and subtracting Kdg to and from (7.55) and using
(7.59) it follows that
K̃d(t






= K̃d(t) − 1c+FTd (x(t))Fd(x(t))QdK̃d(t)Fd(x(t))F
T
d (x(t)), x(t) ∈ Zx. (7.60)
To show convergence of the plant states for the closed-loop hybrid system (7.52)–
(7.54) and (7.58)–(7.60) consider the Lyapunov-like function
V (x,Kc, Kd) = Vs(x)+trQ
−1
c (Kc−Kcg)Y −1(Kc−Kcg)T+tr(Kd−Kdg)TQ−1d (Kd−Kdg).
(7.61)
Note that V (0, Kcg, Kdg) = 0 and, since Vs(·), Qc, Qd, and Y are positive definite,
V (x,Kc, Kd) > 0 for all (x,Kc, Kd) 6= (0, Kcg, Kdg). In addition, V (x,Kc, Kd) is
radially unbounded. Now, using (7.7), (7.52), and (7.54), it follows that the time
derivative of V (x,Kc, Kd) along the closed-loop system trajectories over the time
interval t ∈ (tk, tk+1], k ∈ N , is given by














(Kc(t) −Kcg)Fc(x(t))V ′s (x(t))Gc(x(t))Ĝc(x(t))
]
= −ℓTc (x(t))ℓc(x(t))
≤ 0, tk < t ≤ tk+1. (7.62)
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Now, suppose there exists kmax > 0 such that k ≤ kmax; that is, the closed-
loop system trajectory x(t), t ≥ 0, intersects the resetting set Zx a finite number of
times. In this case, the closed-loop hybrid system possesses a continuous flow for all
t > tkmax and hence it follows from Theorem 2 of [51] that ℓc(x(t)) → 0 as t → ∞.
If, in addition, ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0, then x(t) → 0 as t → ∞ for all
x0 ∈ Rn. Alternatively, suppose a trajectory x(t), t ≥ 0, intersects the resetting set
Zx infinitely many times. In this case, consider the partial Lyapunov-like function
VKd(Kd) = tr(Kd −Kdg)TQ−1d (Kd −Kdg). (7.63)
Note that since Qd is positive definite, VKd(Kd) > 0, Kd ∈ Rmd×sd , Kd 6= Kdg. Now,
using (7.60), the difference of VKd(Kd) along the closed-loop system trajectories at






k )) − VKd(x(tk), Kd(tk))
= tr
(











−tr K̃Td (tk)Q−1d K̃d(tk)






















where in (7.64) we used
FTd (x)Fd(x)
c+FTd (x)Fd(x)
< 1 and 2Imd − Qd > 0, since by assumption
λmax(Qd) < 2. Hence, VKd(x(tk), K(tk)), k ∈ N , is a nonincreasing and bounded func-
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tion of k. Thus, it follows from the monotone convergence theorem (see Theorem 8.6 of
[6]) that limk→∞ VKd(x(tk), Kd(tk)) exists which implies that ∆VKd(x(tk), Kd(tk)) → 0
as k → ∞. Now, it follows from (7.64) that K̃d(tk)Fd(x(tk)) → 0 as k → ∞ and
hence w̃(tk) → 0 as k → ∞. Next, to show that x(t) → 0 as t→ ∞, note that, since
w̃(tk) → 0 as k → ∞, there exists k∗ ≥ 0 such that for all k ≥ k∗,
0 ≥ Vs(x(tk) + fds(x(tk)) + w̃(tk)) − Vs(x(tk)) (7.65)
holds and hence there exist Ẑx ⊂ Zx and Kd ⊂ Rmd×sd such that
0 ≥ Vs(x+fds(x)+Gd(x)Ĝd(x)K̃dFd(x))−Vs(x), (x,Kd) ∈ Ẑx×Kd ⊂ Zx×Rmd×sd ,
(7.66)
and dist(x(tk), Ẑx) → 0 as k → ∞ and dist(K̃d(tk),Kd) → 0 as k → ∞. Hence, it
follows that the difference of V (x,Kc, Kd) along the closed-loop system trajectories
at the resetting times tk, k ≥ k∗, is given by






k )) − V (x(tk), Kc(tk), Kd(tk))
= Vs(x(tk) + fds(x(tk)) + w̃(tk)) − Vs(x(tk))
+∆VKd(x(tk), Kd(tk))
≤ 0, k ≥ k∗. (7.67)
Next, for t ≥ tk∗ , define the translated closed-loop hybrid system
˙̂x(τ) = fc(x̂(τ)) +Gc(x̂(τ))Ĝc(x̂(τ))K̂c(τ)Fc(x̂(τ)),
x̂(0) = x(t+k∗), x̂(τ) 6∈ Zx, (7.68)
∆x̂(τ) = fd(x̂(τ)) +Gd(x̂(τ))Ĝd(x̂(τ))K̂d(τ)Fd(x̂(τ)), x̂(τ) ∈ Zx, (7.69)
˙̂
Kc(τ) = −12QcĜTc (x̂(τ))GTc (x̂(τ))V ′s T(x̂(τ))FTc (x̂(τ))Y, K̂c(0) = Kc(t+k∗),
x̂(τ) 6∈ Zx, (7.70)
∆K̂c(τ) = 0, x̂(τ) ∈ Zx, (7.71)
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˙̂
Kd(τ) = 0, K̂d(0) = Kd(t
+
k∗), x̂(τ) 6∈ Zx, (7.72)




d(x̂(τ))[∆x̂(τ) − fds(x̂(τ))]FTd (x̂(τ)),
x̂(τ) ∈ Zx, (7.73)
where τ , t − tk∗ ≥ 0, x̂(τ) , x(t − tk∗), K̂c(τ) , Kc(t − tk∗), and K̂d(τ) ,
Kd(t − tk∗). Furthermore, define Rc , {(x̂, K̂c, K̂d) ∈ Rn × Rmc×sc × Rmd×sd : x̂ 6∈
Zx, V̇ (x̂, K̂c, K̂d) = 0} = {(x̂, K̂c, K̂d) ∈ Rn×Rmc×sc ×Rmd×sd : x̂ 6∈ Zx, ℓTc (x̂)ℓc(x̂) =
0} and Rd , {(x̂, K̂c, K̂d) ∈ Rn × Rmc×sc × Rmd×sd : x̂ ∈ Zx, ∆V (x̂, K̂c, K̂d) = 0}.
Now, let M denote the largest invariant set contained in R , Rc ∪Rd and note that
since w̃(tk) → 0 as k → ∞ it follows that for (x̂, K̂c, K̂d) ∈ M∩ (Ẑx ×Rmc×sc ×Kd),
Gd(x̂)Ĝd(x̂)K̃dFd(x̂) = 0, K̃dFd(x̂) = 0, and Vs(x̂ + fds(x̂)) − Vs(x̂) = 0. However,
since (7.66) holds for all x ∈ Zx, M = Rc ∪Ø and hence it follows from Theorem 7.1
that the solution (x̂(τ), K̂c(τ), K̂d(τ)), τ ≥ 0, to (7.68)–(7.73) satisfies ℓc(x̂(τ)) → 0
as τ → ∞ and hence ℓc(x(t)) → 0 as t → ∞. Furthermore, if ℓTc (x)ℓc(x) > 0,
x ∈ Rn\Zx, x 6= 0, then x(t) → 0 as t→ ∞ for all x0 ∈ Rn.
Remark 7.2. Note that in the case where ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0,
the conditions in Theorem 7.3 imply that x(t) → 0 as t → ∞ and hence it follows
from (7.52) that (x(t), Kc(t), Kd(t)) → M , {(x,Kc, Kd) ∈ Rn × Rmc×sc × Rmd×sd :
x = 0, K̇c = 0} as t → ∞. Furthermore, if x(t), t ≥ 0, intersects Zx infinitely many
times, then (x(t), Kc(t), Kd(t)) → M , {(x,Kc, Kd) ∈ Rn × Rmc×sc × Rmd×sd : x =
0, K̇c = 0, Kd(t
+) = Kd(t)} as t→ ∞.
Remark 7.3. In the case where ud(t) ≡ 0, Condition (7.49) can be replaced by
0 ≥ Vs(x+ fd(x)) − Vs(x). (7.74)
Furthermore, taking Fd(x) = 0, x ∈ Zx, and Kd(t) ≡ 0, (7.65) holds for all k ∈ N .
In this case, since V (x(t), Kc(t), Kd(t)) is nonincreasing for all t ≥ 0, V (x,Kc, Kd)
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is a Lyapunov function and hence the closed-loop hybrid system (7.52)–(7.54) and
(7.58)–(7.60) is Lyapunov stable and x(t) → 0 as t→ ∞.
As shown in Section 7.3, if (7.1) and (7.2) are such that (7.33) and (7.34) hold,
then we can always construct functions Vs : R
n → R, Fc : Rn → Rsc , and Fd : Rn →
R
sd , with Fc(0) = 0, such that (7.7) and (7.49) hold without requiring knowledge
of the hybrid system dynamics. Specifically, parameterizing fcu(x) and fdu(x) as in
Section 7.3 and choosing Θcnfcn(x) + Φcnf̂cn(x) = Âcx and Θdnfdn(x) + Φdnf̂dn(x) =
Âdx, where Âc ∈ Rmc×n and Âd ∈ Rmd×n, it follows that (7.37) and (7.38) have the












are in multivariable controllable canonical form. Hence, we
can choose Âc and Âd such that Ac is Hurwitz and Ad is Schur. Now, it follows
from standard converse Lyapunov theory that there exists a positive-definite matrix
P satisfying the Lyapunov equation
0 = ATc P + PAc +Rc, (7.75)
where Rc is positive definite. If, in addition, P satisfies
0 = ATdPAd − P +Rd, (7.76)
where Rd is positive definite, then (7.7) and (7.49) hold with Vs(x) = x
TPx. Hence,
the hybrid adaptive feedback controller (7.50) and (7.51) with update laws (7.52), or,
equivalently,
K̇c(t) = −QcĜTc (x(t))GTc (x(t))Px(t)FTc (x(t))Y, (7.77)
and (7.53)–(7.55) guarantees global attraction of the nonlinear hybrid uncertain dy-
namical system (7.1) and (7.2) where fc(x), fd(x), Gc(x), and Gd(x) are given by
(7.33) and (7.34). Note that since Rc and Rd are arbitrary, (7.75) and (7.76) can be
cast as a linear matrix inequality feasibility problem involving P > 0, ATc P+PAc < 0,
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and ATdPAd − P < 0. Finally, as mentioned in Section 7.3, it is important to note
that it is not necessary to utilize a feedback linearizing function Fc(x) and Fd(x) to
produce a linear fcs(x) and fds(x). However, as shown above, when the hybrid system
is in a hybrid normal form given by (7.33), (7.34), the feedback linearizing functions
Fc(x) and Fd(x) provide considerable simplification in constructing Vs(x) necessary
in computing the hybrid update law (7.52).
Finally, if fc(x), fd(x), Gc(x), and Gd(x) are uncertain and Gc(x) and Gd(x)
are such that Gcs(x) and Gds(x) are unknown and are parameterized as Gcs(x) =
BcuGcn(x) and Gds(x) = BduGdn(x), where Gcn : R
n → Rmc×mc and Gdn : Rn →
R
md×md are known and satisfy detGcn(x) 6= 0, x ∈ Rn\Zx, detGdn(x) 6= 0, x ∈ Zx,
and Bcu ∈ Rmc×mc and Bdu ∈ Rmd×md , with detBcu 6= 0 and detBdu 6= 0, are
unknown symmetric sign-definite matrices but a bound α for the maximum singular
value of Bdu is known and the sign definiteness of Bcu and Bdu are known, then we
have the following result. For the statement of this result recall the definitions of Bc0
for Bcu > 0 and Bcu < 0 and Bd0 for Bdu > 0 and Bdu < 0 given in Section 7.3.
Corollary 7.2. Consider the nonlinear uncertain hybrid dynamical system G
given by (7.1) and (7.2) with fc(x), fd(x), Gc(x), and Gd(x) given by (7.33), (7.34),
and Gcs(x) = BcuGcn(x) and Gds(x) = BduGdn(x), where Bcu ∈ Rmc×mc and Bdu ∈
R
md×md are unknown symmetric matrices and the sign definiteness of Bcu and Bdu
are known and σmax(Bdu) < α, α > 0. Assume there exist a matrix Kcg ∈ Rmc×sc ,
a continuously differentiable function Vs : R
n → R, and continuous functions Ĝc :
R
n → Rmc×mc , Fc : Rn → Rsc , and ℓc : Rn → Rpc such that Vs(·) is positive definite,
radially unbounded, Vs(0) = 0, ℓc(0) = 0, Fc(0) = 0, and, for all x ∈ Rn\Zx, (7.7)
holds. Furthermore, assume that there exist a matrix Kdg ∈ Rmd×sd and continuous
functions Ĝd : Zx → Rmd×md and Fd : Zx → Rsd such that Ĝd(x), x ∈ Zx, is invert-
ible and, for all x ∈ Zx, (7.49) holds. Finally, let c > 0 and Y ∈ Psc . Then the hybrid
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adaptive feedback control law
uc(t) = G
−1
cn (x(t))Kc(t)Fc(x(t)), x(t) 6∈ Zx, (7.78)
ud(t) = α̂
−1G−1dn (x(t))Kd(k)Fd(x(t)), x(t) ∈ Zx, (7.79)
where Kc(t) ∈ Rm×sc , t ≥ 0, Kd(t) ∈ Rm×sd , t ≥ 0, and α̂ ≥ α/2, with update laws
K̇c(t) = −BcT0V ′s T(x(t))FTc (x(t))Y, Kc(0) = Kc0, x(t) 6∈ Zx, (7.80)
∆Kc(t) = 0, x(t) ∈ Zx, (7.81)
K̇d(t) = 0, Kd(0) = Kd0, x(t) 6∈ Zx, (7.82)
∆Kd(t) = − 1c+FTd (x(t))Fd(x(t))Bd
T
0[∆x(t) − fds(x(t))]FTd (x(t)), x(t) ∈ Zx, (7.83)
guarantees that the solution (x(t), Kc(t), Kd(t)) of the closed-loop hybrid system
given by (7.1), (7.2), (7.78)–(7.83) satisfies ℓc(x(t)) → 0 as t → ∞. If, in addition,
ℓTc (x)ℓc(x) > 0, x ∈ Rn\Zx, x 6= 0, then x(t) → 0 as t→ ∞ for all x0 ∈ Rn.
Proof. The proof is identical to the proof of Corollary 7.1 and hence is omitted.
7.5. Illustrative Numerical Examples
In this section we present two numerical examples to demonstrate the utility of
the proposed hybrid adaptive control framework for hybrid adaptive stabilization and
hybrid adaptive attraction, respectively.
Example 7.1. Consider the nonlinear uncertain controlled hybrid system given

































where µ, α, β, a1, a2, a3, bc, bd ∈ R are unknown. Furthermore, assume that the reset-
ting set Zx is given by
Zx = {x ∈ R2 : X (x) = 0, x2 > 0}, (7.86)
where X : R2 → R is a continuously differentiable function given by X (x) = x1.
It can be easily verified that the resetting set Zx satisfies Assumptions A.1 and A.2
established in subsection 2.3. Furthermore, X ′(x) 6= 0, x ∈ Zx, and for the closed-
loop hybrid system corresponding to the continuous-time dynamics given by (7.1)
and (7.14), X ′(x)ẋ = x2 6= 0, x ∈ Zx, and hence the closed-loop hybrid system
trajectories satisfy the quasi-continuous dependence property [47, 180]. Here, we
















, where θc1, θc2, θc3, θd1, θd2, and θd3 are unknown constants. Furthermore,
we assume that sign bc and sign bd are known and |bd| < 2. Next, let Ĝc(x) = 1,
















[θcn1 − θc1, θcn2 − θc2,−θc3] , and Kdg = 1bd [−θd1,−θd2,−θd3, φdn1 , φdn2 ], where θn1 ,
θn2 , φdn1 , φdn2 are arbitrary scalars, so that














































2(1 + |x2|) + xTx ≤
3xTx, x ∈ R2, and thus (7.11) is satisfied with γ̄ = 3. Now, with the proper choice
of θcn1 , θcn2 , φdn1 , and φdn2 , it follows from Corollary 7.1 that the hybrid adaptive
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Figure 7.1: Phase portraits of uncontrolled and controlled hybrid system
feedback controller (7.43) and (7.44) guarantees that x(t) → 0 as t→ ∞. Specifically,
here we choose θcn1 = −1, θcn2 = −2, φdn1 = −0.1, φdn2 = −0.1, so that (7.7) and












x, ℓd(x) = Ldx, (7.89)
where Ld ∈ R2×2 is such that LTdLd ≤ 0.3433I2.
With µ = 2, α = 1, β = 1, a1 = −5, a2 = −2, a3 = 3, γ = 1, bc = 3,
bd = 1.4, α̂ = 1, Y = I3, and initial conditions x(0) = [1, 1]
T, Kc(0) = [0, 0, 0], and
Kd(0) = 01×5, Figure 7.1 shows the phase portraits of the uncontrolled and controlled
hybrid system. Figures 7.2 and 7.3 show the state trajectories versus time and the
control signals versus time, respectively. Finally, Figure 7.4 shows the adaptive gain
history versus time.
Example 7.2. Consider the nonlinear uncertain controlled hybrid system given


















































Figure 7.2: State trajectories versus
time




















Figure 7.3: Control signals versus time





















































Figure 7.4: Adaptive gain history versus time
where µ, α, β, a1, a2, a3, bc, bd ∈ R are unknown. Furthermore, assume that the re-
setting set Zx is given by (7.86). Here, we assume that fc(x) and fd(x) are un-














, where θc1, θc2, θc3, θd1, θd2,
and θd3 are unknown constants. Furthermore, we assume that sign bc and sign bd are

















[−θd1,−θd2,−θd3, φdn1 , φdn2 ], where θn1 , θn2 , φdn1 , φdn2 are arbitrary scalars, so that



































Note that Fd(x) need not satisfy the linear growth condition (7.11). Now, with the
proper choice of θcn1 , θcn2 , φdn1 , and φdn2 , it follows from Corollary 7.2 that the hybrid
adaptive feedback controller (7.78) and (7.79) guarantees that x(t) → 0 as t → ∞.
Specifically, here we choose θcn1 = −1, θcn2 = −2, φdn1 = −0.1, φdn2 = −0.1, so that













With µ = 2, α = 1, β = 1, a1 = −5, a2 = −2, a3 = 3, γ = 1, bc = 3,
bd = 1.4, α̂ = 1, Y = 0.1I3, and initial conditions x(0) = [1, 1]
T, Kc(0) = [0, 0, 0], and
Kd(0) = 01×5, Figure 7.5 shows the phase portraits of the uncontrolled and controlled
hybrid system. Figures 7.6 and 7.7 show the state trajectories versus time and the
control signals versus time, respectively. Finally, Figure 7.8 shows the adaptive gain
history versus time.
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Figure 7.5: Phase portraits of uncontrolled and controlled hybrid system





















Figure 7.6: State trajectories versus
time





















Figure 7.7: Control signals versus time



























































Complex biological and physiological systems typically possess a multiechelon hi-
erarchical hybrid structure. For example, in physiological systems the blood pressure
and blood flow to different tissues of the human body are controlled to provide suffi-
cient oxygen to the cells of each organ. Certain organs such as the kidneys normally
require higher blood flows than is necessary to satisfy basic oxygen needs. However,
during stress (such as hemorrhage) when perfusion pressure falls, perfusion of certain
regions (e.g., brain and heart) takes precedence over perfusion of other regions and
hierarchical controls (overriding controls) shut down flow to these other regions.
In this chapter we develop several basic mathematical results on stability and
dissipativity of hybrid nonnegative and compartmental dynamical systems. Specifi-
cally, using linear Lyapunov functions we develop sufficient conditions for Lyapunov
stability and asymptotic stability for hybrid nonnegative dynamical systems. The
consideration of a linear Lyapunov function leads to a new set of Lyapunov-like
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equations for examining the stability of linear impulsive nonnegative systems. The
motivation for using a linear Lyapunov function follows from the fact that the state of
a nonnegative dynamical system is nonnegative and hence a linear Lyapunov function
is a valid Lyapunov function candidate.
Next, using linear and nonlinear storage functions with linear hybrid supply rates
we develop new notions of classical dissipativity theory [228,229] and exponential dis-
sipativity theory [50] for hybrid nonnegative dynamical systems. The overall approach
provides a new interpretation of a mass balance for hybrid nonnegative systems with
linear hybrid supply rates and linear and nonlinear storage functions. Specifically,
we show that dissipativity of a hybrid nonnegative dynamical system involving a lin-
ear storage function and a linear hybrid supply rate implies that the system mass
transport (respectively, change in system mass) is equal to the supplied system flux
(respectively, mass) over the continuous-time dynamics (respectively, the resetting
instants) minus the expelled system flux (respectively, mass) over the continuous-
time dynamics (respectively, the resetting instants). In addition, we develop new
Kalman-Yakubovich-Popov equations for hybrid nonnegative systems for character-
izing dissipativity with linear and nonlinear storage functions and linear hybrid supply
rates.
Finally, using concepts of dissipativity and exponential dissipativity for hybrid
nonnegative dynamical systems, we develop feedback interconnection stability results
for nonlinear nonnegative impulsive systems. Specifically, general stability criteria are
given for Lyapunov and asymptotic stability of feedback hybrid nonnegative systems.
These results can be viewed as a generalization of the positivity and the small gain
theorems [117] to hybrid nonnegative systems with linear supply rates involving net
input-output system flux.
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8.2. Stability Theory for Nonlinear Hybrid Nonnegative
Dynamical Systems
In this section we provide sufficient conditions for stability of state-dependent
impulsive nonnegative dynamical systems; that is, state-dependent impulsive dynam-
ical systems [100] whose solutions remain in the nonnegative orthant for nonnegative
initial conditions. First however, we establish definitions that are necessary for devel-
oping the main results of this and the subsequent chapters. The following definition
introduces the notion of Z-, M -, essentially nonnegative, compartmental, and non-
negative (respectively, positive) matrices.
Definition 8.1 [16, 22,99]. Let A ∈ Rn×n. A is a Z-matrix if A(i,j) ≤ 0, i, j =
1, . . . , n, i 6= j, where A(i,j) denotes the (i, j)th entry of A. A is an M-matrix (re-
spectively, a nonsingular M-matrix) if A is a Z-matrix and all the principal minors
of A are nonnegative (respectively, positive). A is essentially nonnegative if −A is
a Z-matrix; that is, A(i,j) ≥ 0, i, j = 1, . . . , n, i 6= j. A is compartmental if A is
essentially nonnegative and
∑n
i=1A(i,j) ≤ 0, j = 1, ..., n. Finally, A is nonnegative5
(respectively, positive) if A(i,j) ≥ 0 (respectively, A(i,j) > 0), i, j = 1, . . . , n, which is
written as A ≥≥ 0 or A >> 0, respectively.
The following definitions introduce the notions of essentially nonnegative and non-
negative vector fields.
Definition 8.2. Let fc = [fc1, · · · , fcn]T : D → Rn, where D is an open subset
of Rn that contains R
n
+. Then fc is essentially nonnegative if fci(x) ≥ 0, for all
i = 1, . . . , n, and x ∈ Rn+ such that xi = 0, where xi denotes the ith entry of x.
5In this dissertation it is important to distinguish between a square nonnegative (respectively,
positive) matrix and a nonnegative-definite (respectively, positive-definite) matrix.
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Definition 8.3. Let fd = [fd1, · · · , fdn]T : D → Rn, where D is an open subset of
R
n that contains R
n
+. Then fd is nonnegative if fdi(x) ≥ 0, for all i = 1, . . . , n, and
x ∈ Rn+.
Note that if fc(x) = Acx, where Ac ∈ Rn×n, then fc is essentially nonnegative if
and only if Ac is essentially nonnegative. Similarly, if fd(x) = (Ad−In)x, where Ad ∈
R
n×n, then x+ fd(x) is nonnegative for all x ∈ Rn+ if and only if Ad is nonnegative.
In the first part of this section we consider nonlinear state-dependent impulsive
dynamical systems of the form
ẋ(t) = fc(x(t)), x(0) = x0, x(t) 6∈ Zx, (8.1)
∆x(t) = fd(x(t)), x(t) ∈ Zx, (8.2)
where t ≥ 0, x(t) ∈ D ⊆ Rn, D is an open subset of Rn that contains Rn+ with
0 ∈ D, ∆x(t) △= x(t+) − x(t), fc : D → Rn is Lipschitz continuous and satisfies
fc(0) = 0, fd : D → Rn is continuous, and Zx ⊂ D is the resetting set. We refer
to the differential equation (8.1) as the continuous-time dynamics, and we refer to
the difference equation (8.2) as the resetting law. Note that since the resetting set
Zx is a subset of the state space Rn+ and is independent of time, state-dependent
impulsive dynamical systems are time-invariant. For a particular trajectory x(t), we
let τk(x0) denote the k
th instant of time at which x(t) intersects Zx, and we call the
times τk(x0) the resetting times. Thus the trajectory of the system (8.1), (8.2) from
the initial condition x(0) = x0 is given by s(t, x0) for 0 < t ≤ τ1(x0). If and when
the trajectory reaches a state x1
△
= x(τ1(x0)) satisfying x1 ∈ Zx, then the state is
instantaneously transferred to x+1
△
= x1 + fd(x1) according to the resetting law (8.2).
The trajectory x(t), τ1(x0) < t ≤ τ2(x0), is then given by s(t− τ1(x0), x+1 ), and so on.
Note that the solution x(t) of (8.1), (8.2) is left-continuous; that is, it is continuous
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everywhere except at the resetting times τk(x0), and
xk
△
= x(τk(x0)) = lim
ε→0+
x(τk(x0) − ε), (8.3)
x+k
△
= x(τk(x0)) + fd(x(τk(x0))), (8.4)
for k = 1, 2, . . .. Furthermore, we assume that Assumptions A.1 and A.2 established
in subsection 2.3 hold for the system (8.1), (8.2).
Next, we present a result which shows that R
n
+ is an invariant set for (8.1), (8.2)
if fc : D → Rn is essentially nonnegative and fd : D → Rn is such that x + fd(x) is
nonnegative for all x ∈ Rn+.
Proposition 8.1. Suppose R
n
+ ⊂ D. If fc : D → Rn is essentially nonnegative
and fd : Zx → Rn is such that x + fd(x) is nonnegative, then Rn+ is an invariant set
with respect to (8.1), (8.2).
Proof. Consider the continuous-time dynamical system given by
ẋc(t) = fc(xc(t)), xc(0) = xc0, t ≥ 0. (8.5)
Now, it follows from Theorem 3.1 of [19] (see also Proposition 6.1 of [99]) that since
fc : D → Rn is essentially nonnegative, Rn+ is an invariant set with respect to (8.5);
that is, if xc0 ∈ Rn+ then xc(t) ∈ R
n
+, t ≥ 0. Now, since with xc0 = x0, x(t) = xc(t),
0 ≤ t ≤ τ1(x0), it follows that x(t) ∈ Rn+, 0 ≤ t ≤ τ1(x0). Next, since fd : Zx → Rn is
such that x+fd(x) is nonnegative it follows that x
+
1 = x(τ1(x0))+fd(x(τ1(x0))) ∈ R
n
+.
Now, since s(t, x0) = s(t − τ1(x0), x+1 ), τ1(x0) < t ≤ τ2(x0), with xc0 = x+1 , it
follows that x(t) = xc(t − τ1(x0)) ∈ Rn+, τ1(x0) < t ≤ τ2(x0), and hence x+2 =
x(τ2(x0)) + fd(x(τ2(x0))) ∈ R
n
+. Repeating this procedure for τi(x0), i = 3, 4, . . ., it
follows that R
n
+ is an invariant set with respect to (8.1), (8.2).
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Remark 8.1. It is important to note that unlike continuous-time nonnegative
systems [99] and discrete-time nonnegative systems [98], Proposition 8.1 provides
only sufficient conditions assuring that R
n
+ is an invariant set with respect to (8.1),
(8.2). To see this, let Zx = ∂Rn+ and assume x + fd(x), x ∈ Zx, is nonnegative.
Then, R
n
+ remains invariant with respect to (8.1), (8.2) irrespective of whether fc(·)
is essentially nonnegative or not.
Next, we specialize Proposition 8.1 to linear state-dependent impulsive dynamical
systems of the form
ẋ(t) = Acx(t), x(0) = x0, x(t) 6∈ Zx, (8.6)
∆x(t) = (Ad − In)x(t), x(t) ∈ Zx, (8.7)
where t ≥ 0, x(t) ∈ Rn+, Ac ∈ Rn×n is essentially nonnegative, Ad ∈ Rn×n is nonneg-
ative, and Zx ⊂ Rn+. Note that in this case Assumption A.2 implies that if x ∈ Zx,
then Adx 6∈ Zx.
Proposition 8.2. Let Ac ∈ Rn×n and Ad ∈ Rn×n. If Ac is essentially nonnegative
and Ad is nonnegative, then R
n
+ is an invariant set with respect to (8.6), (8.7).
Proof. The proof is a direct consequence of Proposition 8.1 with fc(x) = Acx
and fd(x) = (Ad − In)x.
The following definition introduces several types of stability corresponding to the




Definition 8.4. Let R
n
+ be invariant with respect to (8.1), (8.2) and let xe ∈ R
n
+.
Then, the equilibrium solution x(t) ≡ xe of the hybrid nonnegative dynamical system
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(8.1), (8.2) is Lyapunov stable if for every ε > 0 there exists δ = δ(ε) > 0 such
that if x0 ∈ Bδ(xe) ∩ Rn+, then x(t) ∈ Bε(xe) ∩ R
n
+, t ≥ 0. The equilibrium solution
x(t) ≡ xe of the hybrid nonnegative dynamical system (8.1), (8.2) is asymptotically
stable if it is Lyapunov stable and there exists δ > 0 such that if x0 ∈ Bδ(xe) ∩ Rn+,
then limt→∞ x(t) = xe Finally, the equilibrium solution x(t) ≡ xe of the hybrid
nonnegative dynamical system (8.1), (8.2) is globally asymptotically stable if the
previous statement holds for all x0 ∈ R
n
+.
Next, we present several key results on stability of nonlinear hybrid nonnegative
dynamical systems. We note that standard Lyapunov stability theorems [100] and
invariant set theorems [47, 100] for nonlinear hybrid dynamical systems can be used
directly with the required sufficient conditions verified on R
n
+.
Theorem 8.1. Suppose there exists a continuously differentiable function V :
R
n
+ → [0,∞) satisfying V (xe) = 0, V (x) > 0, x 6= xe, and
V ′(x)fc(x) ≤ 0, x 6∈ Zx, (8.8)
V (x+ fd(x)) ≤ V (x), x ∈ Zx. (8.9)
Then the equilibrium solution x(t) ≡ xe of the hybrid nonnegative dynamical system
(8.1), (8.2) is Lyapunov stable. Furthermore, if the inequality (8.8) is strict for all
x 6= xe, then the equilibrium solution x(t) ≡ xe of the hybrid nonnegative dynamical
system (8.1), (8.2) is asymptotically stable. Finally, if V (x) → ∞, as ‖x‖ → ∞, then
the above results are global.
Proof. The proof is identical to the proof of Theorem 2 of [100] with D = Rn+
and Zx ⊂ Rn+.
Next, we present a generalized Krasovskii-LaSalle invariant set stability theorem
for nonlinear hybrid dynamical systems. For this result we assume that the trajec-
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tories of the system (8.1), (8.2) satisfy the quasi-continuous dependence property
established in Definition 2.1.
Theorem 8.2. Consider the hybrid nonnegative dynamical system G given by
(8.1), (8.2), assume Dc ⊂ Rn+ is a compact positively invariant set with respect
to (8.1), (8.2), and assume that there exists a continuously differentiable function
V : Dc → R such that
V ′(x)fc(x) ≤ 0, x ∈ Dc, x 6∈ Zx, (8.10)
V (x+ fd(x)) ≤ V (x), x ∈ Dc, x ∈ Zx. (8.11)
Let R , {x ∈ Dc : x 6∈ Zx, V ′(x)fc(x) = 0}∪{x ∈ Dc : x ∈ Zx, V (x+fd(x)) = V (x)}
and let M denote the largest invariant set contained in R. If x0 ∈ Dc, then x(t) → M
as t→ ∞.
Proof. The proof is a direct consequence of Theorem 3 of [100] with D = Rn+.
Finally, we give sufficient conditions for Lyapunov stability and asymptotic stabil-
ity for linear hybrid nonnegative dynamical systems using linear Lyapunov functions.
Theorem 8.3. Consider the linear hybrid dynamical system given by (8.6), (8.7)
where Ac ∈ Rn×n is essentially nonnegative and Ad ∈ Rn×n is nonnegative. Then the
following statements hold:
i) If there exists vectors p, rc, rd ∈ Rn such that p >> 0, rc ≥≥ 0, and rd ≥≥ 0,
satisfy
0 = xT(ATc p+ rc), x 6∈ Zx, (8.12)
0 = xT(ATd p− p+ rd), x ∈ Zx, (8.13)
then the zero solution x(t) ≡ 0 to (8.6), (8.7) is Lyapunov stable.
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ii) If there exist vectors p, rc, rd ∈ Rn such that p >> 0, rc >> 0, and rd ≥≥ 0
satisfy (8.12), (8.13), then the zero solution x(t) ≡ 0 to (8.6), (8.7) is asymp-
totically stable.
Proof. The result is a direct consequence of Theorem 8.1 with V (x) = pTx,
fc(x) = Acx, and fd(x) = (Ad−In)x. Specifically, in this case, V ′(x)fc(x) = pTAcx =
−rTc x ≤ 0, x 6∈ Zx, and V (x+ fd(x))− V (x) = pTAdx− pTx = −rTd x ≤ 0, x ∈ Zx, so
that all the conditions of Theorem 8.1 are satisfied which proves Lyapunov stability.
In the case where rc >> 0 it follows that V
′(x)fc(x) = p
TAcx = −rTc x < 0, x 6∈ Zx,
which proves asymptotic stability.
Remark 8.2. For asymptotic stability, conditions (8.12) and (8.13) are implied
by p >> 0, ATc p << 0, and (Ad − In)Tp ≤≤ 0 which can be solved using a linear
matrix inequality (LMI) feasibility problem [28]. Specifically, for a given rc ∈ Rn and
rd ∈ Rn, note that there exists p ∈ Rn such that
0 = ATc p+ rc, (8.14)
0 = ATd p− p+ rd, (8.15)












Now, there exist p >> 0, rc >> 0, and rd ≥≥ 0 such that (8.12), (8.13) are satisfied
if and only if p >> 0 and −Ap ≥≥ 0.
8.3. Hybrid Compartmental Dynamical Systems
In this section, we specialize the results of Section 8.2 to hybrid compartmen-

































Figure 8.1: Nonlinear hybrid compartmental interconnected subsystem model.
dynamical systems are a special case of hybrid nonnegative dynamical systems. To
see this, let xi(t), i = 1, . . . , n, denote the mass (and hence a nonnegative quantity)
of the ith subsystem of the hybrid compartmental system shown in Figure 8.1, let
acii(x) ≥ 0, x 6∈ Zx, denote the rate of flow of material loss of the ith continuous-time
subsystem, let wci(t) ≥ 0, t ≥ 0, i = 1, . . . , n, denote the rate of mass inflow supplied
to the ith continuous-time subsystem, and let φcij(x(t)), t ≥ 0, i 6= j, i, j = 1, . . . , n,
denote the net mass flow (or flux) from the jth continuous-time subsystem to the ith
continuous-time subsystem given by φcij(x(t)) = acij(x(t))−acji(x(t)), where the rate
of material flows are such that acij(x) ≥ 0, x 6∈ Zx, i 6= j, i, j = 1, . . . , n. Similarly,
for the resetting dynamics, let adii(x) ≥ 0, x ∈ Zx, denote the material loss of the ith
discrete-time subsystem, let wdi(tk) ≥ 0, i = 1, . . . , n, denote the mass inflow sup-
plied to the ith discrete-time subsystem, and let φdij(tk), i 6= j, i, j = 1, . . . , n, denote
the net mass exchange from the jth discrete-time subsystem to the ith discrete-time
subsystem given by φdij(x(tk)) = adij(x(tk)) − adji(x(tk)), where tk = τk(x0) and the
material flows are such that adij(x) ≥ 0, x ∈ Zx, i 6= j, i, j = 1, . . . , n. Hence, a mass
balance for the whole hybrid compartmental system yields




φcij(x(t)) + wci(t), x(t) 6∈ Zx, i = 1, . . . , n, (8.17)
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φdij(x(t)) + wdi(t), x(t) ∈ Zx, i = 1, . . . , n, (8.18)
or, equivalently,
ẋ(t) = fc(x(t)) + wc(t), x(0) = x0, x(t) 6∈ Zx, (8.19)
∆x(t) = fd(x(t)) + wd(t), x(t) ∈ Zx, (8.20)
where x(t) , [x1(t), · · · , xn(t)]T, wc(t) , [wc1(t), · · · , wcn(t)]T, wd(t) , [wd1(t), · · · ,
wdn(t)]
T, and for i, j = 1, . . . , n,




[acij(x) − acji(x)], (8.21)




[adij(x) − adji(x)]. (8.22)
Since all mass flows as well as compartment sizes are nonnegative, it follows that
for all i = 1, . . . , n, fci(x) ≥ 0 for all x 6∈ Zx whenever xi = 0 and whatever the values
of xj, j 6= i, and xi + fdi(x) ≥ 0 for all x ∈ Zx. The above physical constraints are
implied by acij(x) ≥ 0, acii(x) ≥ 0, x 6∈ Zx, adij(x) ≥ 0, adii(x) ≥ 0, x ∈ Zx, wci ≥ 0,
wdi ≥ 0, for all i, j = 1, . . . , n, and if xi = 0, then acii(x) = 0 and acji(x) = 0 for all
i, j = 1, . . . , n, so that ẋi ≥ 0. In this case, fc(x), x 6∈ Zx, is essentially nonnegative
and x + fd(x) ≥ 0, x ∈ Zx, and hence the hybrid compartmental model given by
(8.17), (8.18) is a hybrid nonnegative dynamical system. Taking the total mass of the
compartmental system V (x) = eTx =
∑n
i=1 xi, where e
T , [1, 1, ..., 1], as a Lyapunov
function for the undisturbed (wc(t) ≡ 0 and wd(tk) ≡ 0) system (8.17), (8.18) and
















































≤ 0, x ∈ Zx,
which, by Theorem 8.1, shows that the zero solution x(t) ≡ 0 of the nonlinear hybrid
compartmental system given by (8.17), (8.18) is Lyapunov stable. If (8.17), (8.18)
with wc(t) ≡ 0 and wd(tk) ≡ 0 has losses (outflows) from all compartments over the
continuous-time dynamics, then acii(x) > 0, x 6∈ Zx, x 6= 0, and by Theorem 8.1 the
zero solution x(t) ≡ 0 to (8.17), (8.18) is asymptotically stable.
It is interesting to note that in the linear case acii(x) = aciixi, φcij(x) = acijxj −
acjixi, adii(x) = adiixi, and φdij(x) = adijxj − adjixi, where acij ≥ 0, and adij ≥ 0,
i, j = 1, ..., n, so that (8.19), (8.20) become
ẋ(t) = Acx(t) + wc(t), x(0) = x0, x(t) 6∈ Zx, (8.23)
∆x(t) = (Ad − In)x(t) + wd(t), x(t) ∈ Zx, (8.24)
where for i, j = 1, ..., n,
Ac(i,j) =
{
−∑nl=1 acli, i = j
acij, i 6= j, (8.25)
Ad(i,j) =
{
1 −∑nl=1 adli, i = j
adij, i 6= j. (8.26)
Note that since at any given instant of time compartmental mass can only be trans-
ported, stored, or discharged but not created and the maximum amount of mass that
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can be transported and/or discharged cannot exceed the mass in a compartment, it
follows that 1 ≥ ∑nl=1 adli. Thus Ac is an essentially nonnegative matrix and Ad is
a nonnegative matrix and hence the hybrid compartmental model given by (8.19),
(8.20) is a hybrid nonnegative dynamical system.
The hybrid compartmental system (8.17), (8.18) with no inflows; that is, wci(t) ≡ 0
and wdi(tk) ≡ 0, i = 1, . . . , n, is said to be inflow-closed. Alternatively, if (8.17), (8.18)
possesses no losses (outflows) it is said to be outflow-closed. A hybrid compartmental
system is said to be closed if it is inflow-closed and outflow-closed. Note that for
a closed-system V̇ (x) = 0, x 6∈ Zx, and ∆V (x) = 0, x ∈ Zx, which shows that
the total mass inside a closed system is conserved. Alternatively, in the case where
acii(x) 6= 0, x 6∈ Zx, adii(x) 6= 0, x ∈ Zx, wci(t) 6= 0, and wdi(tk) 6= 0, i = 1, . . . , n, it
follows that (8.17), (8.18) can be equivalently written as






+ wc(t), x(t) 6∈ Zx, (8.27)






+ wd(t), x(t) ∈ Zx, (8.28)
where Jcn(x) and Jdn(x) are skew-symmetric matrix functions with Jcn(i,i)(x) = 0,
Jdn(i,i)(x) = 0, Jcn(i,j)(x) = acij(x) − acji(x), and Jdn(i,j)(x) = adij(x) − adji(x), i 6= j,
Dc(x) = diag[ac11(x), ac22(x), · · · , acnn(x)] ≥≥ 0, and Dd(x) = diag[ad11(x), ad22(x),
· · · , adnn(x)] ≥≥ 0, x ∈ R
n
+. Hence, a linear hybrid compartmental system is a
hybrid port-controlled Hamiltonian system with a Hamiltonian H(x) = V (x) = eTx
representing the total mass in the system, Dc(x) representing the outflow dissipation
over the continnuous-time dynamics, Dd(x) representing the outflow dissipation at
the resetting instants, wc(t) representing the supplied flux to the system over the
continuous-time dynamics, and wd(tk) representing the supplied mass to the system
at the resetting instants. This observation shows that hybrid compartmental systems
are conservative systems. This will be further elaborated on in the following sections.
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8.4. Dissipativity Theory for Hybrid Nonnegative Dynamical
Systems
In this section we extend the notion of dissipativity to nonlinear impulsive non-
negative dynamical systems. Specifically, we consider nonlinear impulsive dynamical
systems G of the form
ẋ(t) = fc(x(t)) +Gc(x(t))uc(t), x(0) = x0, (x(t), uc(t)) 6∈ Z, (8.29)
∆x(t) = fd(x(t)) +Gd(x(t))ud(t), (x(t), uc(t)) ∈ Z, (8.30)
yc(t) = hc(x(t)) + Jc(x(t))uc(t), (x(t), uc(t)) 6∈ Z, (8.31)
yd(t) = hd(x(t)) + Jd(x(t))ud(t), (x(t), uc(t)) ∈ Z, (8.32)
where t ≥ 0, x(t) ∈ D ⊆ Rn, D is an open set with 0 ∈ D, ∆x(t) △= x(t+) − x(t),
uc(t) ∈ Uc ⊆ Rmc , ud(tk) ∈ Ud ⊆ Rmd , tk denotes the kth instant of time at which
(x(t), uc(t)) intersects Z ⊂ D × Uc for a particular trajectory x(t) and input uc(t),
yc(t) ∈ Yc ⊆ Rlc , yd(tk) ∈ Yd ⊆ Rld , fc : D → Rn is Lipschitz continuous and
satisfies fc(0) = 0, Gc : D → Rn×mc , fd : D → Rn is continuous, Gd : D → Rn×md ,
hc : D → Rlc and satisfies hc(0) = 0, Jc : D → Rlc×mc , hd : D → Rld , Jd : D →
R
ld×md , and Z = Zx × Zuc ⊂ D × Uc. Here, we assume that uc(·) and ud(·) are
restricted to the class of admissible inputs consisting of measurable functions such
that (uc(t), ud(tk)) ∈ Uc × Ud for all t ≥ 0 and k ∈ N[0,t) △= {k : 0 ≤ tk < t}, where
the constraint set Uc × Ud is given with (0, 0) ∈ Uc × Ud. Furthermore, we assume
that the set Z △= {(x, uc) : X (x, uc) = 0}, where X : D × Uc → R. In addition,
we assume that the system functions fc(·), fd(·), Gc(·), Gd(·), hc(·), hd(·), Jc(·), and
Jd(·) are continuously differentiable mappings. Finally, for the nonlinear dynamical
system (8.29) we assume that the required properties for the existence and uniqueness
of solutions are satisfied such that (8.29) has a unique solution for all t ∈ R [12,138].
Next, we provide definitions and several results concerning dynamical systems of
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the form (8.29)–(8.32) with nonnegative inputs and nonnegative outputs.
Definition 8.5. The nonlinear dynamical system G given by (8.29)–(8.32) with
x(0) = 0 is input-output6 nonnegative if the hybrid output (yc(t), yd(tk)), t ≥ 0, k ∈ N ,
is nonnegative for every nonnegative hybrid input (uc(t), ud(tk)), t ≥ 0, k ∈ N .
Definition 8.6. The nonlinear dynamical system G given by (8.29)–(8.32) is non-
negative if for every x(0) ∈ Rn+ and nonnegative hybrid input (uc(t), ud(tk)), t ≥ 0,
k ∈ N , the solution x(t), t ≥ 0, to (8.29), (8.30) and the hybrid output (yc(t), yd(tk)),
t ≥ 0, k ∈ N , are nonnegative.
Proposition 8.3. Consider the nonlinear dynamical system G given by (8.29)–
(8.32). If fc : D → Rn is essentially nonnegative, fd : D → Rn is such that x+ fd(x)
is nonnegative for all x ∈ Rn+, Gc(x) ≥≥ 0, Gd(x) ≥≥ 0, hc(x) ≥≥ 0, hd(x) ≥≥ 0,
Jc(x) ≥≥ 0, and Jd(x) ≥≥ 0, x ∈ Rn+, then G is nonnegative.
Proof. The proof is similar to the proof of Proposition 8.1 and hence is omitted.
For the impulsive dynamical system G given by (8.29)–(8.32) a function (sc(uc, yc),
sd(ud, yd)), where sc : Uc×Yc → R and sd : Ud×Yd → R are such that sc(0, 0) = 0 and
sd(0, 0) = 0, is called a hybrid supply rate if sc(uc, yc) is locally integrable; that is, for
all input-output pairs uc(t) ∈ Uc, yc(t) ∈ Yc, sc(·, ·) satisfies
∫ t̂
t
|sc(uc(s), yc(s))| ds <
∞, t, t̂ ≥ 0. Note that since all input-output pairs ud(tk) ∈ Ud, yd(tk) ∈ Yd, are defined
for discrete instants, sd(·, ·) satisfies
∑
k∈N[t,t̂)
|sd(ud(tk), yd(tk))| < ∞, where k ∈
N[t,t̂)
△
= {k : t ≤ tk < t̂}. The following definition introduces the notion of dissipativity
and exponential dissipativity for a nonlinear hybrid nonnegative dynamical system.
6The outputs here refer to measured outputs or observations and may have nothing to do with
material outflows of the nonnegative compartmental system.
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Definition 8.7. The impulsive dynamical system G given by (8.29)–(8.32) is ex-
ponentially dissipative (respectively, dissipative) with respect to the hybrid supply
rate (sc, sd) if there exists a continuous, nonnegative-definite function Vs : R
n
+ → R+
called a storage function and a scalar ε > 0 (respectively, ε = 0) such that Vs(0) = 0
and the dissipation inequality







T ≥ t0, (8.33)
is satisfied for all T ≥ t0. The impulsive dynamical system given by (8.29)–(8.32)
is lossless with respect to the hybrid supply rate (sc, sd) if the dissipation inequality
(8.33) is satisfied as an equality with ε = 0 for all T ≥ t0.
The following result gives necessary and sufficient conditions for dissipativity over
an interval t ∈ (tk, tk+1] involving the consecutive resetting times tk and tk+1. First,
however, the following definition is required.
Definition 8.8. An impulsive dynamical system G given by (8.29)–(8.32) is zero-
state observable if (uc(t), ud(tk)) ≡ (0, 0) and (yc(t), yd(tk)) ≡ (0, 0), k ∈ N , imply
x(t) ≡ 0. An impulsive dynamical system G given by (8.29)–(8.32) is strongly zero-
state observable if uc(t) ≡ 0, yc(t) ≡ 0 implies x(t) ≡ 0. An impulsive dynamical
system G is completely reachable if for all (t0, xi) ∈ R × D, there exist a finite time
ti ≤ t0, square integrable inputs uc(t) defined on [ti, t0], and inputs ud(tk) defined on
k ∈ N[ti,t0), such that the state x(t), t ≥ ti, can be driven from x(ti) = 0 to x(t0) = xi.
Finally, an impulsive system G is minimal if it is zero-state observable and completely
reachable.
Theorem 8.4. Assume G is completely reachable. Then G is dissipative with
respect to the hybrid supply rate (sc, sd) if and only if there exists a continuous,
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nonnegative-definite function Vs : R
n
+ → R+ such that, for all k ∈ N ,
Vs(x(t̂)) − Vs(x(t)) ≤
∫ t̂
t
sc(uc(s), yc(s))ds, tk < t ≤ t̂ ≤ tk+1, (8.34)
Vs(x(tk) + fd(x(tk)) +Gd(x(tk))ud(tk)) − Vs(x(tk)) ≤ sd(ud(tk), yd(tk)). (8.35)
Furthermore, G is exponentially dissipative with respect to the hybrid supply rate
(sc, sd) if and only if there exists a continuous, nonnegative-definite function Vs :
R
n
+ → R+ such that
eεt̂Vs(x(t̂)) − eεtVs(x(t)) ≤
∫ t̂
t
eεssc(uc(s), yc(s))ds, tk < t ≤ t̂ ≤ tk+1, (8.36)
Vs(x(tk) + fd(x(tk)) +Gd(x(tk))ud(tk)) − Vs(x(tk)) ≤ sd(ud(tk), yd(tk)). (8.37)
Finally, G is lossless with respect to the hybrid supply rate (sc, sd) if and only if there
exists a continuous, nonnegative-definite function Vs : R
n
+ → R+ such that (8.34) and
(8.35) are satisfied as equalities.
Proof. The proof is identical to the proof of Theorem 6 of [100].
Remark 8.3. If Vs(·) is continuously differentiable then an equivalent statement
for dissipativeness of the impulsive dynamical system G with respect to the hybrid
supply rate (sc, sd) is
V̇s(x(t)) ≤ sc(uc(t), yc(t)), tk < t ≤ tk+1, (8.38)
∆Vs(x(tk)) ≤ sd(ud(tk), yd(tk)), k ∈ N , (8.39)
where V̇s(·) denotes the total derivative of Vs(x(t)) along the state trajectories x(t),
t ∈ (tk, tk+1], of the impulsive dynamical system (8.29)–(8.32) and ∆Vs(x(tk)) △=
Vs(x(t
+
k )) − Vs(x(tk)) = Vs(x(tk) + fd(x(tk)) + Gd(x(tk))ud(tk)) − Vs(x(tk)), k ∈ N ,
denotes the difference of the storage function Vs(x) at the resetting times tk, k ∈ N , of
the impulsive dynamical system (8.29)–(8.32). Furthermore, an equivalent statement
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for exponential dissipativeness of the impulsive dynamical system G with respect to
the supply rate (sc, sd) is given by
V̇s(x(t)) + εVs(x(t)) ≤ sc(uc(t), yc(t)), tk < t ≤ tk+1, (8.40)
and (8.39).
The following result presents Kalman-Yakubovich-Popov conditions for hybrid
nonnegative dynamical systems with linear hybrid supply rates of the form (sc(uc, yc),
sd(ud, yd)) = (q
T




d yd + r
T
d ud), where qc ∈ Rlc , qc 6= 0, rc ∈ Rmc , rc 6= 0,
qd ∈ Rld , qd 6= 0, rd ∈ Rmd , and rd 6= 0. For the remainder of the section we assume
that Uc = R
mc
+ , Ud = R
md
+ , and Z = Zx×R
mc
so that resetting occurs only when x(t)
intersects Zx.
Theorem 8.5. Let qc ∈ Rlc , rc ∈ Rmc , qd ∈ Rld , and rd ∈ Rmd . Consider the
nonlinear hybrid dynamical system G given by (8.29)–(8.32) where fc : D → Rn is
essentially nonnegative, fd : Zx → Rn is such that x+fd(x) nonnegative, Gc(x) ≥≥ 0,
Gd(x) ≥≥ 0, hc(x) ≥≥ 0, hd(x) ≥≥ 0, Jc(x) ≥≥ 0, and Jd(x) ≥≥ 0, x ∈ Rn+. If there
exist functions Vs : R
n
+ → R+, ℓc : R
n
+ → R+, ℓd : R
n









+ , and a scalar ε > 0 (respectively, ε = 0) such that Vs(·) is continuously
differentiable, nonnegative definite, Vs(0) = 0,
Vs(x+fd(x)+Gd(x)ud) = Vs(x+fd(x))+V
′





0 = V ′s (x)fc(x) + εVs(x) − qTc hc(x) + ℓc(x), x 6∈ Zx, (8.42)
0 = V ′s (x)Gc(x) − qTc Jc(x) − rTc + WTc (x), x 6∈ Zx, (8.43)
0 = Vs(x+ fd(x)) − Vs(x) − qTd hd(x) + ℓd(x), x ∈ Zx, (8.44)
0 = V ′s (x+ fd(x))Gd(x) − qTd Jd(x) − rTd + WTd (x), x ∈ Zx, (8.45)
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then the nonlinear impulsive system G given by (8.29)–(8.32) is exponentially dissipa-
tive (respectively, dissipative) with respect to the linear hybrid supply rate (sc(uc, yc),
sd(ud, yd)) = (q
T




d yd + r
T
d ud).
Proof. For any admissible input uc(·), t, t̂ ∈ R, tk < t ≤ t̂ ≤ tk+1, and k ∈ N , it
follows from (8.42), (8.43) that for all x 6∈ Zx and uc ∈ R
mc
+ ,
V̇s(x) + εVs(x) = V
′
s (x)(fc(x) +Gc(x)uc) + εVs(x)
= qTc hc(x) − ℓc(x) + qTc Jc(x)uc + rTc uc −WTc (x)uc
= qTc yc + r
T
c uc − ℓc(x) −WTc (x)uc
≤ qTc yc + rTc uc
= sc(uc, yc). (8.46)
Next, it follows from (8.44), (8.45), and the structural storage function constraint
(8.41) that for all x ∈ Zx and ud ∈ Rmd+ ,
∆Vs(x) = Vs(x+ fd(x) +Gd(x)ud) − Vs(x)
= Vs(x+ fd(x)) − Vs(x) + V ′s (x+ fd(x))Gd(x)ud
= qTd hd(x) − ℓd(x) + qTd Jd(x)ud + rTd ud −WTd (x)ud
= sd(ud, yd) − ℓd(x) −WTd (x)ud
≤ sd(ud, yd). (8.47)
Now, using (8.46) and (8.47) the result follows from Theorem 8.4.
Remark 8.4. The structural constraint (8.41) on the system storage function
is similar to the structural constraint invoked in standard nonlinear discrete-time
dissipativity theory [41, 49] and hybrid dissipativity theory [100]. However, since
Vs : R
n
+ → R+, we can take a first-order Taylor expansion in (8.41) as opposed to the
second-order Taylor expansion given in [41,49,100].
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Remark 8.5. As in standard dissipativity theory with quadratic supply rates
[116], the concepts of linear supply rates and linear storage functions provide a gen-
eralized mass balance interpretation. Specifically, using (8.42)–(8.45), it follows that
for t̂ ≥ t ≥ 0 and k ∈ N[t,t̂)
∫ t̂
t





[qTd yd(tk) + r
T
d ud(tk)]
= Vs(x(t̂)) − Vs(x(t)) +
∫ t̂
t




[ℓTd (x(tk))x(tk) + WTd (x(tk))ud(tk)], (8.48)
which can be interpreted as a generalized mass balance equation where Vs(x(t̂)) −
Vs(x(t)) is the stored mass of the nonlinear hybrid dynamical system, the second
path-dependent term on the right corresponds to the expelled mass of the nonnegative
system over the continuous-time dynamics, and the third discrete term on the right
correspond to the expelled mass at the resetting instants. Equivalently, it follows
from Theorem 8.4 that (8.48) can be rewritten as
V̇s(x(t)) = q
T
c yc(t) + r
T




d yd(tk) + r
T
d ud(tk) − [ℓTd (x(tk))x(tk) + WTd (x(tk))ud(tk)], k ∈ N ,
(8.50)
which yields a set of generalized mass conservation equations. Specifically, (8.49) and
(8.50) show that the system mass transport (respectively, change in system mass) over
the interval t ∈ (tk, tk+1] (respectively, the resetting instants) is equal to the supplied
system flux (respectively, mass) minus the expelled system flux (respectively, mass).
Remark 8.6. Note that if a nonnegative dynamical system G is dissipative with




d yd + r
T
d ud) with a continu-
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ously differentiable, positive-definite storage function and if qc ≤≤ 0, qd ≤≤ 0, and
(uc(t), ud(tk)) ≡ (0, 0), it follows that V̇s(x(t)) ≤ qTc yc(t) ≤ 0, t ≥ 0, and ∆Vs(x(tk)) ≤
qTd yd(tk) ≤ 0, k ∈ N . Hence, the undisturbed ((uc(t), ud(tk)) ≡ (0, 0)) system G is
Lyapunov stable. Furthermore, if a nonnegative dynamical system G is exponentially




d yd + r
T
d ud)
with a continuously differentiable, positive-definite storage function and qc ≤≤ 0,
qd ≤≤ 0, and (uc(t), ud(tk)) ≡ (0, 0), it follows that V̇s(x(t)) ≤ −ǫVs(x(t))+ qTc yc(t) <
0, x(t) 6= 0, t ≥ 0, where ǫ > 0, and ∆Vs(x(tk)) ≤ qTd yd(tk) ≤ 0, k ∈ N . Hence, the
undisturbed ((uc(t), ud(tk)) ≡ (0, 0)) system G is asymptotically stable.
Next, we provide necessary and sufficient conditions for the case where G given
by (8.29)–(8.32) is lossless with respect to the linear hybrid supply rate of the form
(sc(uc, yc), sd(ud, yd)) = (q
T




d yd + r
T
d ud).
Theorem 8.6. Let qc ∈ Rlc , rc ∈ Rmc , qd ∈ Rld , and rd ∈ Rmd . Consider the
nonlinear hybrid dynamical system G given by (8.29)–(8.32) where fc : D → Rn
is essentially nonnegative, fd : Zx → Rn is such that x + fd(x) is nonnegative,
Gc(x) ≥≥ 0, Gd(x) ≥≥ 0, hc(x) ≥≥ 0, hd(x) ≥≥ 0, Jc(x) ≥≥ 0, and Jd(x) ≥≥ 0,
x ∈ Rn+. Then G is lossless with respect to the supply rate (sc(uc, yc), sd(ud, yd)) =




d yd + r
T
d ud) if and only if there exists a function Vs : R
n
+ → R+ such
that Vs(·) is continuously differentiable, nonnegative definite, Vs(0) = 0, and for all
x ∈ Zx, ud ∈ R
md
+ , (8.41) holds, and
0 = V ′s (x)fc(x) − qTc hc(x), x 6∈ Zx, (8.51)
0 = V ′s (x)Gc(x) − qTc Jc(x) − rTc , x 6∈ Zx, (8.52)
0 = Vs(x+ fd(x)) − Vs(x) − qTd hd(x), x ∈ Zx, (8.53)
0 = V ′s (x+ fd(x))Gd(x) − qTd Jd(x) − rTd , x ∈ Zx. (8.54)
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Proof. Sufficiency follows as in the proof of Theorem 8.5. To show necessity,
suppose that the nonlinear impulsive dynamical system G is lossless with respect to
the linear supply rate (sc, sd). Then, it follows that for all k ∈ N ,
Vs(x(t̂)) − Vs(x(t)) =
∫ t̂
t
sc(uc(s), yc(s))ds, tk < t ≤ t̂ ≤ tk+1, (8.55)
and
Vs(x(tk) + fd(x(tk)) +Gd(x(tk))ud(tk)) = Vs(x(tk)) + sd(ud(tk), yd(tk)). (8.56)
Now, dividing (8.55) by t̂− t+ and letting t̂→ t+, (8.55) is equivalent to
V̇s(x(t)) = V
′
s (x(t))[fc(x(t)) +Gc(x(t))uc(t)] = sc(uc(t), yc(t)), tk < t ≤ tk+1. (8.57)
Next, with t = 0, it follows from (8.57) that
V ′s (x0)[fc(x0) +Gc(x0)uc(0)] = sc(uc(0), yc(0)), x0 6∈ Zx, uc(0) ∈ R
mc
+ . (8.58)
Since x0 6∈ Zx is arbitrary, it follows that
V ′s (x)[fc(x) +Gc(x)uc] = q
T
c yc + r
T
c uc




c Jc(x))uc, x 6∈ Zx, uc ∈ R
mc
+ .
Now, setting uc = 0 yields (8.51) which further yields (8.52). Next, it follows from
(8.56) with k = 1 that
Vs(x(t1) + fd(x(t1)) +Gd(x(t1))ud(t1)) = Vs(x(t1)) + sd(ud(t1), yd(t1)). (8.59)
Now, since the continuous-time dynamics (8.29) are Lipschitz, it follows that for
arbitrary x ∈ Zx there exists x0 6∈ Zx such that x(t1) = x. Hence, it follows from
(8.59) that
Vs(x+ fd(x) +Gd(x)ud) = Vs(x) + q
T
d yd + r
T
d ud
= Vs(x) + q
T





x ∈ Zx, ud ∈ Rmd+ . (8.60)
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Since the right-hand-side of (8.60) is linear in ud it follows that Vs(x+fd(x)+Gd(x)ud)
is linear in ud and hence there exists P1ud : R
n
+ → R1×md such that
Vs(x+ fd(x) +Gd(x)ud) = Vs(x+ fd(x)) + P1ud(x)ud. (8.61)
Since Vs(·) is continuously differentiable, applying a Taylor series expansion on (8.61)









= V ′s (x+ fd(x))Gd(x). (8.62)
Now, using (8.61) and equating coefficients of equal powers in (8.60) yields (8.53),
(8.54).
Next, we provide a key definition for hybrid nonnegative dynamical systems which
are dissipative with respect to very special supply rate.
Definition 8.9. A hybrid nonnegative dynamical system G of the form (8.29)–
(8.32) is nonaccumulative (respectively, exponentially nonaccumulative) if G is dissipa-
tive (respectively, exponentially dissipative) with respect to the supply rate (sc(uc, yc),
sd(ud, yd)) = (e
Tuc − eTyc, eTud − eTyd).
If G is nonaccumulative, then it follows that
V̇s(x(t)) ≤ eTuc(t) − eTyc(t), tk < t ≤ tk+1, (8.63)
∆Vs(x(tk)) ≤ eTud(tk) − eTyd(tk), k ∈ N . (8.64)
If the components uci(·), i = 1, . . . ,mc, and udi(·), i = 1, . . . ,md, of uc(·) and ud(·),
respectively, denote flux and mass inputs of the hybrid system G and the components
yci(·), i = 1, . . . , lc, and ydi(·), i = 1, . . . , ld, of yc(·) and yd(·), respectively, denote flux
and mass outputs of the hybrid system G, then nonaccumulativity implies that the
system mass transport (respectively, change in system mass) is always less than or
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equal to the difference between the system flux (respectively, mass) input and system
flux (respectively, mass) output.
Next, we show that all hybrid compartmental systems with measured outputs
corresponding to material outflows are nonaccumulative. Specifically, consider (8.27),
(8.28) with storage function Vs(x) = e











= [ad11(x), ad22(x), · · · , adnn(x)]T.











= eTwc − eTyc + eTJcn(x)e












= eTwd − eTyd + eTJdn(x)e
= eTwd − eTyd, x ∈ Zx, (8.66)
which shows that all hybrid compartmental systems are lossless with respect to the
linear supply rate (sc, sd) = (e
Twc − eTyc, eTwd − eTyd). Alternatively, if the hybrid
outputs yc and yd correspond to a partial observation of the material outflows, then
it can easily be shown that the nonlinear hybrid compartmental system is dissipative
with respect to the supply rate (sc, sd) = (e
Twc − eTyc, eTwd − eTyd).
8.5. Specialization to Linear Impulsive Dynamical Systems
In this section we specialize the results of Section 8.4 to the case of linear impulsive
dynamical systems. Specifically, setting fc(x) = Acx, Gc(x) = Bc, hc(x) = Ccx,
Jc(x) = Dc, fd(x) = (Ad − In)x, Gd(x) = Bd, hd(x) = Cdx, and Jd(x) = Dd,
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the nonnegative state-dependent impulsive dynamical system given by (8.29)–(8.32)
specializes to
ẋ(t) = Acx(t) +Bcuc(t), x(t) 6∈ Zx, (8.67)
∆x(t) = (Ad − In)x(t) +Bdud(t), x(t) ∈ Zx, (8.68)
yc(t) = Ccx(t) +Dcuc(t), x(t) 6∈ Zx, (8.69)
yd(t) = Cdx(t) +Ddud(t), x(t) ∈ Zx, (8.70)
where Ac ∈ Rn×n is essentially nonnegative, Bc ∈ Rn×mc , Cc ∈ Rlc×n, Dc ∈ Rlc×mc ,
Ad ∈ Rn×n is nonnegative, Bd ∈ Rn×md , Cd ∈ Rld×n, and Dd ∈ Rld×md .
Theorem 8.7. Let qc ∈ Rlc , rc ∈ Rmc , qd ∈ Rld , and rd ∈ Rmd . Consider the
linear impulsive dynamical system G given by (8.67)–(8.70) and assume that Ac is
essentially nonnegative, Ad is nonnegative, Bc ≥≥ 0, Bd ≥≥ 0, Cc ≥≥ 0, Cd ≥≥ 0,
Dc ≥≥ 0, and Dd ≥≥ 0. If there exist vectors p ∈ Rn+, lc ∈ R
n
+, ld ∈ R
n
+, wc ∈ R
mc
+ ,
wd ∈ Rmd+ and a scalar ǫ > 0 (respectively, ǫ = 0) such that
0 = xT(ATc p+ ǫp− CTc qc + lc), x 6∈ Zx, (8.71)
0 = BTc p−DTc qc − rc + wc, (8.72)
0 = xT(ATd p− p− CTd qd + ld), x ∈ Zx, (8.73)
0 = BTd p−DTd qd − rd + wd, (8.74)
then the linear impulsive dynamical system G given by (8.67)–(8.70) is exponentially
dissipative (respectively, dissipative) with respect to the linear supply rate (sc(uc, yc),
sd(ud, yd)) = (q
T




d yd + r
T
d ud).
Proof. The proof follows from Theorem 8.5 with fc(x) = Acx, Gc(x) = Bc,
hc(x) = Ccx, Jc(x) = Dc, fd(x) = (Ad−In)x, Gd(x) = Bd, hd(x) = Cdx, Jd(x) = Dd,
Vs(x) = p
Tx, ℓc(x) = l
T
c x, ℓd(x) = l
T
d x, Wc(x) = wc, Wd(x) = wd.
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Remark 8.7. For a given lc ∈ Rn, wc ∈ Rmc , ld ∈ Rn, and wd ∈ Rmd , note that



















CTc qc − lc
DTc qc + rc − wc
CTd qd − ld






then there exists p ∈ Rn such that (8.71)–(8.74) are satisfied. Now, if there exists
p ∈ Rn such that inequalities
p ≥≥ 0, (8.76)








DTc qc + rc
CTd qd






are satisfied, then there exist lc ≥≥ 0, wc ≥≥ 0, ld ≥≥ 0, and wd ≥≥ 0 such that
(8.71)–(8.74) hold. Equations (8.76), (8.77) comprise a set of 3n + mc + md linear
inequalities with pi, i = 1, ..., n, variables and hence the feasibility of p ≥≥ 0 such
that (8.76), (8.77) hold can be checked by standard linear matrix inequality (LMI)
techniques [28].
Next, we provide sufficient conditions for the case where G given by (8.67)–(8.70)





d yd + r
T
d ud).
Theorem 8.8. Let qc ∈ Rlc , rc ∈ Rmc , qd ∈ Rld , and rd ∈ Rmd . Consider the
linear impulsive dynamical system G given by (8.67)–(8.70) and assume that Ac is
essentially nonnegative, Ad is nonnegative, Bc ≥≥ 0, Bd ≥≥ 0, Cc ≥≥ 0, Cd ≥≥ 0,
Dc ≥≥ 0, and Dd ≥≥ 0. If there exist p ∈ Rn+ such that
0 = xT(ATc p− CTc qc), x 6∈ Zx, (8.79)
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0 = BTc p−DTc qc − rc, (8.80)
0 = xT(ATd p− p− CTd qd), x ∈ Zx, (8.81)
0 = BTd p−DTd qd − rd, (8.82)
then the linear impulsive dynamical system G given by (8.67)–(8.70) is lossless with
respect to the linear supply rate (sc(uc, yc), sd(ud, yd)) = (q
T




d yd + r
T
d ud).
Proof. The proof follows from Theorem 8.6 with fc(x) = Acx, Gc(x) = Bc,
hc(x) = Ccx, Jc(x) = Dc, fd(x) = (Ad−In)x, Gd(x) = Bd, hd(x) = Cdx, Jd(x) = Dd,
and Vs(x) = p
Tx.
8.6. Feedback Interconnections of Nonlinear Hybrid Non-
negative Dynamical Systems
In this section we consider stability of feedback interconnections of hybrid non-
negative dynamical systems. We begin by considering the nonlinear impulsive hybrid
dynamical system G given by (8.29)-(8.32) with the nonlinear impulsive nonnegative
feedback system Gc given by
ẋc(t) = fcc(xc(t)) +Gcc(xc(t))ucc(t), xc(0) = xc0, (xc(t), ucc(t)) 6∈ Zc, (8.83)
∆xc(t) = fdc(xc(t)) +Gdc(xc(t))udc(t), (xc(t), ucc(t)) ∈ Zc, (8.84)
ycc(t) = hcc(xc(t)), (xc(t), ucc(t)) 6∈ Zc, (8.85)
ydc(t) = hdc(xc(t)), (xc(t), ucc(t)) ∈ Zc, (8.86)
where t ≥ 0, xc(t) ∈ Rnc+ , ∆xc(t)
△
= xc(t
+) − xc(t), ucc(t) ∈ Ucc ⊆ Rmcc+ , udc(tk) ∈
Udc ⊆ Rmdc+ , tk denotes the kth instant of time at which (xc(t), ucc(t)) intersects
Zc ⊂ R
nc
+ × Ucc for a particular trajectory xc(t) and input ucc(t), ycc(t) ∈ Ycc ⊆ R
lcc
+ ,
ydc(tk) ∈ Ydc ⊆ Rldc+ , fcc : Rnc → Rnc is Lipschitz continuous and is essentially
nonnegative, Gcc : R
nc → Rnc×mcc and satisfies Gcc(xc) ≥≥ 0, xc ∈ Rnc+ , fdc : Rnc →
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R
nc is continuous and is such that xc + fdc(xc) is nonnegative for all xc ∈ Rnc+ , Gdc :
R
nc → Rnc×mdc and satisfies Gdc(xc) ≥≥ 0, xc ∈ Rnc+ , hcc : Rnc → Rlcc and satisfies
hcc(xc) ≥≥ 0, xc ∈ Rnc+ , hdc : Rnc → Rldc and satisfies hdc(xc) ≥≥ 0, xc ∈ R
nc
+ ,
mcc = lc, mdc = ld, lcc = mc, ldc = md, and Zc , Zcxc × Zcucc ⊂ R
nc
+ × Ucc.
Here, we assume that ucc(·) and udc(·) are restricted to the class of admissible inputs
consisting of measurable functions such that (ucc(t), udc(tk)) ∈ Ucc × Udc for all t ≥ 0
and k ∈ N[0,t) △= {k : 0 ≤ tk < t}, where the constraint set Ucc × Udc is given
with (0, 0) ∈ Ucc × Udc. Furthermore, we assume that the set Zc = {(xc, ucc) :
Xc(xc, ucc) = 0}, where Xc : Rnc+ × Ucc → R. In addition, we assume that the system
functions fcc(·), fdc(·), Gcc(·), Gdc(·), hcc(·), and hdc(·) are continuously differentiable
mappings. Finally, for the nonlinear dynamical system (8.83) we assume that the
required properties for the existence and uniqueness of solutions are satisfied such that






Figure 8.2: Feedback interconnection of G and Gc
interconnection given by Figure 8.2, (ucc, udc) = (yc, yd) and (ycc, ydc) = (uc, ud).
Furthermore, even though the input-output pairs of the feedback interconnection
shown on Figure 8.2 consist of two-vector inputs/two-vector outputs, at any given
instant of time a single-vector input/single-vector output is active. Next, we define
the closed-loop resetting set
Z̃x̃ , Zx × {xc ∈ Rnc : hcc(xc) ∈ Zuc}
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∪Zcxc × {(x, xc) ∈ D × Rnc : hc(x) + Jc(x)hcc(xc) ∈ Zcucc}. (8.87)
Note that since the positive feedback interconnection of G and Gc is well posed, it
follows that Z̃x̃ is well defined and depends on the closed-loop states x̃ , [xTxTc ]T.
As in Section 8.2, here we assume that the solution s(t, x̃0) to the dynamical system
resulting from the feedback interconnection of G and Gc is such that it satisfies the
quasi-continuous dependence property.
The following theorem gives sufficient conditions for Lyapunov and asymptotic
stability of the positive feedback interconnection given by Figure 8.2. For the state-
ment of this result let T cx0,uc denote the set of resetting times of G, let Tx0,uc denote
the complement of T cx0,uc ; that is, Tx0,uc = [0,∞) \ T cx0,uc , let T cxc0,ucc denote the set
of resetting times of Gc and let Txc0,ucc denote the complement of T cxc0,ucc ; that is,
Txc0,ucc = [0,∞) \ T cxc0,ucc .
Theorem 8.9. Let qc ∈ Rlc , rc ∈ Rmc , qd ∈ Rld , rd ∈ Rmd , qcc ∈ Rlcc , rcc ∈
R
mcc , qdc ∈ Rldc , rdc ∈ Rmdc . Consider the nonlinear impulsive nonnegative dy-
namical systems G and Gc given by (8.29)–(8.32) and (8.83)–(8.86), respectively.
Assume G and Gc are dissipative with respect to the linear hybrid supply rates




d yd + r
T








dcudc) and with continu-
ously differentiable, positive definite storage functions Vs(·) and Vsc(·), respectively,
such that Vs(0) = 0 and Vsc(0) = 0. Furthermore, assume there exists a scalar σ > 0
such that qc + σrcc ≤≤ 0, rc + σqcc ≤≤ 0, qd + σrdc ≤≤ 0, and rd + σqdc ≤≤ 0. Then
the following statements hold:
i) The positive feedback interconnection of G and Gc is Lyapunov stable.
ii) If G and Gc are strongly zero-state observable and qc+σrcc << 0 and rc+σqcc <<
0, then the positive feedback interconnection of G and Gc is asymptotically
stable.
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iii) If G is strongly zero-state observable, Gc is exponentially dissipative with re-







rankGcc(0) = mcc, then the positive feedback interconnection of G and Gc is
asymptotically stable.
iv) If G and Gc are exponentially dissipative with respect to linear hybrid supply
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positive feedback interconnection of G and Gc is asymptotically stable.
Proof. Let T̃ c , T cx0,uc ∪ T cxc0,ucc and tk ∈ T̃ c, k ∈ N . Note that it follows
from Assumptions A.1 and A.2 that the resetting times tk = τk(x̃0) for the feedback
system are well defined and distinct for every closed-loop trajectory. Furthermore,
note that the positive feedback interconnection of G and Gc is defined by the closed-


































xc + fdc(xc) +Gdc(xc)hd(x) +Gdc(xc)Jd(x)hdc(xc)
]
(8.91)




+ is an invariant set
with respect to the closed-loop system (8.88), (8.89), and thus x(t) ≥≥ 0, xc(t) ≥≥
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0, uc(t) = ycc(t) ≥≥ 0, ud(tk) = ydc(tk) ≥≥ 0, yc(t) = ucc(t) ≥≥ 0, and yd(tk) =
udc(tk) ≥≥ 0, t ≥ 0, k ∈ N .
i) Consider the Lyapunov function candidate V (x, xc) = Vs(x)+σVsc(xc). Now, the
corresponding Lyapunov derivative of V (x, xc) along the state trajectories (x(t), xc(t)),
t ∈ (tk, tk+1] is given by
V̇ (x(t), xc(t)) = V̇s(x(t)) + σV̇sc(xc(t)) ≤ qTc yc + rTc uc + σ(qTccycc + rTccucc) ≤ 0,
(x(t), xc(t)) 6∈ Z̃x̃, (8.92)
and the Lyapunov difference of V (x, xc) at the resetting times tk, k ∈ N , is given by
∆V (x(tk), xc(tk)) = ∆Vs(x(tk)) + σ∆Vsc(xc(tk)) ≤ qTd yd + rTd ud + σ(qTdcydc + rTdcudc)
≤ 0, (x(t), xc(t)) ∈ Z̃x̃. (8.93)
Now, Lyapunov stability of the positive feedback interconnection of G and Gc follows
as a direct consequence of Theorem 8.1.
ii) With V (x, xc) = Vs(x)+σVsc(xc), Lyapunov stability follows from i). Further-
more, if qc +σrcc << 0 and rc +σqcc << 0, then, using the observability assumptions,
it follows from (8.92), (8.93) that the largest invariant set contained in
R , {(x, xc) ∈ D × Rnc : (x, xc) 6∈ Z̃x̃, V̇ (x, xc) = 0)}
∪{(x, xc) ∈ D × Rnc : (x, xc) ∈ Z̃x̃, ∆V (x, xc) = 0} (8.94)
is given by M = {(0, 0)}. Hence, asymptotic stability of the closed-loop system
follows from Theorem 8.2.
iii) If Gc is exponentially dissipative it follows that for some scalar ǫcc > 0
V̇ (x(t), xc(t)) = V̇s(x(t)) + σV̇sc(xc(t))
≤ −σǫccVsc(xc(t)) + qTc yc + rTc uc + σ(qTccycc + rTccucc)
≤ −σǫccVsc(xc(t)) ≤ 0, (x(t), xc(t)) 6∈ Z̃x̃, (8.95)
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and the Lyapunov difference ∆V (x(tk), xc(tk)), k ∈ N , at the resetting times for
the closed-loop system satisfies (8.93). Since Vsc(xc) is positive definite, note that
V̇ (x, xc) = 0 for all (x, xc) 6∈ Z̃x̃ only if xc = 0. Furthermore, since rankGcc(0) = mcc,
it follows that on every invariant set M contained in R given by (8.94), ucc(t) =
yc(t) ≡ 0 and hence ycc(t) = uc(t) ≡ 0 so that ẋ(t) = fc(x(t)). Now, since G is
strongly zero-state observable it follows that R = {(0, 0)} ∪ {(x, xc) ∈ Rn+ × R
nc
+ :
(x, xc) ∈ Z̃x̃, ∆V (x, xc) = 0} contains no solution other than the trivial solution
(x(t), xc(t)) ≡ (0, 0). Hence, it follows from Theorem 8.2 that the closed-loop system
is asymptotically stable.
iv) Finally, if G and Gc are exponentially dissipative it follows that
V̇ (x(t), xc(t)) = V̇s(x(t)) + σV̇sc(xc(t))
≤ −ǫcVs(x(t)) − σǫccVsc(xc(t)) + qTc yc + rTc uc + σ(qTccycc + rTccucc)
≤ −min{ǫc, ǫcc}V (x(t), xc(t)), (x(t), xc(t)) 6∈ Z̃x̃, (8.96)
and ∆V (x(tk), xc(tk)), (x(t), xc(t)) ∈ Z̃x̃, k ∈ N , satisfies (8.93). Now, Theorem
8.1 implies that the positive feedback interconnection of G and Gc is asymptotically
stable.
Remark 8.8. Theorem 8.9 also holds for the more general architecture of the
feedback system Gc wherein ycc = hcc(xc) + Jcc(xc)ucc and ydc = hdc(xc) + Jdc(xc)udc,
where Jcc : R
nc → Rlcc×mcc , Jdc : Rnc → Rldc×mdc , Jcc(xc) ≥≥ 0, xc 6∈ Zc, and
Jdc(xc) ≥≥ 0, xc ∈ Zc. In this case however, we assume that the positive feedback
interconnection of G and Gc is well posed; that is, det[Imc + Jcc(xc)Jc(x)] 6= 0, (x, xc)
6∈ Z̃x̃, and det[Imd + Jdc(xc)Jd(x)] 6= 0, (x, xc) ∈ Z̃x̃.
The following corollary to Theorem 8.9 addresses linear hybrid supply rates of the
form (sc(uc, yc), sd(ud, yd)) = (e
Tuc−eTyc, eTud−eTyd) and (scc(ucc, ycc), sdc(udc, ydc))
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= (eTucc − eTycc, eTudc − eTydc).
Corollary 8.1. Consider the nonlinear impulsive nonnegative dynamical systems
G and Gc given by (8.29)–(8.32) and (8.83)–(8.86), respectively. Assume G is nonac-
cumulative with a continuously differentiable, positive-definite storage function Vs(·)
and Gc is exponentially nonaccumulative with a continuously differentiable, positive-
definite storage function Vsc(·). Then the following statements hold:
i) If G is strongly zero-state observable and rankGcc(0) = mcc, then the positive
feedback interconnection of G and Gc is asymptotically stable.
ii) If G is exponentially nonaccumulative, then the positive feedback interconnec-
tion of G and Gc is asymptotically stable.
Proof. The proof is a direct consequence of iii) and iv) of Theorem 8.9 with




for Linear Nonnegative Dynamical
Systems
9.1. Introduction
In this chapter we develop optimal output feedback controllers for set-point reg-
ulation of linear nonnegative and compartmental dynamical systems. In particular,
we extend the optimal fixed-structure control framework [21, 23] to develop optimal
output feedback controllers that guarantee that the trajectories of the closed-loop
plant system states remain in the nonnegative orthant of the state space for non-
negative initial conditions. The proposed optimal fixed-structure control framework
is a constrained optimal control methodology that does not seek to optimize a per-
formance measure per se, but rather seeks to optimize performance within a class
of fixed-structure controllers satisfying internal controller constraints that guarantee
the nonnegativity of the closed-loop plant system states. Furthermore, since uncon-
strained optimal controllers are globally optimal but may not guarantee nonnegativity
of the closed-loop plant system states, we additionally characterize domains of attrac-
tion contained in the nonnegative orthant for unconstrained optimal output feedback
controllers [151] that guarantee nonnegativity of the closed-loop plant system trajec-
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tories. Specifically, domains of attraction contained in the nonnegative orthant for
optimal output feedback controllers are computed using closed and open Lyapunov
level surfaces [109]. It is also shown that the domains of attraction predicated on
open Lyapunov level surfaces provide a considerably improved region of asymptotic
stability in the nonnegative orthant as compared to regions of attraction given by
closed Lyapunov level surfaces.
Furthermore, we merge the constrained optimal fixed-structure controller frame-
work with the unconstrained optimal output feedback controller framework to provide
global optimal and suboptimal nonzero set-point stabilization for nonnegative dy-
namical systems. Since in certain applications of nonnegative systems, such as active
control for drug administration in clinical pharmacology, control (source) inputs are
required to be nonnegative, we develop output feedback controllers for nonnegative
systems with nonnegative control inputs. Finally, we apply our control framework to
control anesthetic drug infusion for maintaining a desired constant level of depth of
anesthesia for noncardiac surgery.
9.2. Mathematical Preliminaries
In this section we introduce several definitions and some key results concerning
linear nonnegative dynamical systems [15,16,22,99] that are necessary for developing
the main results of this chapter. The following definition introduces the notion of a
nonnegative function of time.
Definition 9.1. Let T > 0. A real function u : [0, T ] → Rm is a nonnegative
(respectively, positive) function if u(t) ≥≥ 0 (respectively, u(t) >> 0) on the interval
[0, T ].
211
Next, consider the linear nonnegative dynamical system
ẋ(t) = Ax(t), x(0) = x0, t ≥ 0, (9.1)
where x(t) ∈ Rn, t ≥ 0, and A ∈ Rn×n is essentially nonnegative. The solution to
(9.1) is standard and is given by x(t) = eAtx(0), t ≥ 0. The following proposition
proven in [22] (see also [99]) shows that A is essentially nonnegative if and only if the
state transition matrix eAt is nonnegative on [0,∞).
Proposition 9.1. Let A ∈ Rn×n. Then A is essentially nonnegative if and only
if eAt is nonnegative for all t ≥ 0. Furthermore, if A is essentially nonnegative and
x0 ≥≥ 0, then x(t) ≥≥ 0, t ≥ 0, where x(t), t ≥ 0, denotes the solution to (9.1).
The following theorem gives necessary and sufficient conditions for asymptotic sta-
bility of a linear nonnegative dynamical system using quadratic component decoupled
Lyapunov functions.
Theorem 9.1 [99]. Consider the linear dynamical system G given by (9.1) where
A ∈ Rn×n is essentially nonnegative. Then G is asymptotically stable if and only if
there exists a positive diagonal matrix P ∈ Rn×n and an n×n positive-definite matrix
R such that
0 = ATP + PA+R. (9.2)
Next, we consider a subclass of nonnegative systems; namely, compartmental
systems. As discussed in the Introduction, linear compartmental dynamical systems
are of major importance in biological and physiological systems. For example, almost
the entire field of distribution of tracer labelled materials in steady state systems can
be captured by linear compartmental dynamical systems [122]. Recall the definition of
a compartmental matrix given in Definition 8.1 and note that if A is a compartmental
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matrix, then the nonnegative system (9.1) is called an inflow-closed compartmental
system [99, 122, 123]. As shown in [22, 99], if A is a compartmental matrix, then the
entries in A are given by
A(i,j) =
{
−∑nk=1 akj, i = j,
aij, i 6= j, (9.3)
where aii ≥ 0, i ∈ {1, · · · , n}, denotes the loss coefficient of the ith compartment and
aij ≥ 0, i 6= j, i, j ∈ {1, · · · , n}, denotes the transfer coefficient from the jth compart-
ment to the ith compartment. Note that it follows from (9.3) that
∑n
i=1A(i,j) ≤ 0,
j = 1, · · · , n. Recall that an inflow-closed compartmental system possesses a dissipa-
tion property and hence is Lyapunov stable since the total mass in the system given
by the sum of all components of the state x(t), t ≥ 0, is nonincreasing along the
forward trajectories of (9.1). In particular, with V (x) = eTx, where e = [1, 1, · · · , 1]T,




i=1A(i,j)]xj ≤ 0, x ∈ R
n
+. Furthermore, since
ind(A) ≤ 1 (see [22, 99]), where ind(A) denotes the index of A, it follows that A
is semistable; that is, limt→∞ e
At exists. Hence, all solutions of inflow-closed linear
compartmental systems are convergent. Of course, if detA 6= 0, where detA denotes
the determinant of A, then A is asymptotically stable. For details of the above facts
see [22,99].
Next, we show that every asymptotically stable linear nonnegative system is equiv-
alent, modulo a diagonal similarity transformation, to a compartmental system.
Proposition 9.2 [99]. Let A ∈ Rn×n be asymptotically stable. Then A is essen-
tially nonnegative if and only if there exists an invertible diagonal matrix S ∈ Rn×n
such that SAS−1 is a compartmental matrix.
Finally, in this chapter we consider controlled dynamical systems of the form
ẋ(t) = Ax(t) +Bu(t), x(0) = x0, t ≥ 0, (9.4)
213
where x(t) ∈ Rn, t ≥ 0, u(t) ∈ Rm, t ≥ 0, A ∈ Rn×n, and B ∈ Rn×m. The following
definition and proposition are needed for the main results of the chapter.
Definition 9.2. The linear dynamical system given by (9.4) is nonnegative if for
every x(0) ∈ Rn+ and u(t) ≥≥ 0, t ≥ 0, the solution x(t), t ≥ 0, to (9.4) is nonnegative.
Proposition 9.3 [99]. The linear dynamical system given by (9.4) is nonnegative
if and only if A ∈ Rn×n is essentially nonnegative and B ∈ Rn×m is nonnegative.
It follows from Proposition 9.3 that the control input signal Bu(t), t ≥ 0, needs
to be nonnegative to guarantee the nonnegativity of the state of (9.4). This is due
to the fact that when the initial state of (9.4) belongs to the boundary of the non-
negative orthant, a negative input can destroy the nonnegativity of the state of (9.4).
Alternatively, however, if the initial state is in the interior of the nonnegative orthant,
then it follows from continuity of solutions with respect to system initial conditions
that, over a small interval of time, nonnegativity of the state of (9.4) is guaranteed
irrespective of the sign of each element of the control input Bu(t) over this time in-
terval. However, unlike open-loop control wherein lack of coordination between the
input and the state necessitates nonnegativity of the control input, a feedback control
signal predicated on the system state variables allows for the anticipation of loss of
nonnegativity of the state. Hence, state feedback control signals can take negative
values while assuring nonnegativity of the system states. For further discussion of
the above fact see [70].
Since stabilization of nonnegative systems naturally deals with equilibrium points
in the interior of the nonnegative orthant R
n
+, the following proposition provides
necessary conditions for the existence of an interior equilibrium point xe ∈ Rn+ of
(9.4) in terms of the stability properties of the system dynamics matrix A.
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Proposition 9.4. Consider the nonnegative dynamical system (9.4) and assume
there exist xe ∈ Rn+ and ve ∈ R
m
+ such that
0 = Axe +Bve. (9.5)
Then, A is semistable.
Proof. The proof is a direct consequence of Theorem 2.1 of [99] with A replaced
by AT, p = xe, and r = Bve.
It follows from Proposition 9.4 that the existence of an equilibrium point xe ∈ Rn+
for (9.4) implies that the system matrix A is semistable. Hence, if (9.5) holds for
xe ∈ Rn+ and ve ∈ R
m
+ , A is asymptotically stable or 0 ∈ spec(A) is a simple eigenvalue
of A and all other eigenvalues of A have negative real parts since −A is an M -
matrix [16]. In light of the above constraints, it was shown in [70] using Brockett’s
necessary condition for asymptotic stabilizability [32] that if 0 ∈ spec(A), then there
does not exist a continuous stabilizing nonnegative feedback for set-point regulation
in Rn+ for a nonnegative system. However, that is not to say that asymptotic feedback
regulation using discontinuous feedback is not possible.
9.3. Optimal Zero Set-Point Regulation for Nonnegative
Dynamical Systems
In this section we consider the problem of optimal output feedback zero set-point
stabilization of linear nonnegative dynamical systems. As discussed in the Introduc-
tion, it follows from physical considerations that the state trajectories of nonnegative
dynamical systems remain in the nonnegative orthant of the state space for nonneg-
ative initial conditions. Even though in certain applications of nonnegative systems,
such as active control of drug delivery systems for clinical pharmacology, we addi-
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tionally require control (source) inputs to be nonnegative, in many applications of
nonnegative systems the positivity constraint on the control input is not natural.
Hence, in the first part of this chapter we do not place any restriction on the sign
of the control signal and design optimal output feedback controllers that guarantee
that the system states remain in the nonnegative orthant and converge to a desired
equilibrium state.
Consider the following controlled linear dynamical system given by
ẋ(t) = Ax(t) +Bu(t), x(0) = x0, t ≥ 0, (9.6)
y(t) = Cx(t), (9.7)
where x(t) ∈ Rn, t ≥ 0, is the state vector, u(t) ∈ Rm, t ≥ 0, is the control input,
y(t) ∈ Rm, t ≥ 0, is the measurable output, A ∈ Rn×n is essentially nonnegative,







where Bs ∈ Rm×m is invertible, C = [Cs, 0m×(n−m)], where Cs , diag[c1, ..., cm], and
the pair (A,B) is stabilizable. Alternatively, we can assume that Cs is invertible
and not necessarily diagonal. The dynamical system structure (9.6)–(9.8) is natural
for controlled compartmental dynamical systems wherein control inputs correspond
to control inflows to subsystem compartments. For example, such system structures
arise in pharmacokinetic and pharmacodynamic systems. (For details see Section
9.7.) The control input u(·) in (9.6) is restricted to the class of admissible controls
consisting of measurable functions such that u(t) ∈ Rm, t ≥ 0. Here, we assume that
the control input is given by7
u(t) = B−1s Ky(t), (9.9)
7In the case where Cs is invertible but not necessarily diagonal, the control input (9.9) is given




where K ∈ Rm×m and K , diag[k1, ..., km]. Hence, the closed-loop system has the
form
ẋ(t) = Ãx(t), x(0) = x0, t ≥ 0, (9.10)
where Ã , A + BB−1s KC. Clearly Ã is essentially nonnegative and hence it follows
from Proposition 9.1 that the trajectory x(t), t ≥ 0, of the closed-loop system (9.10)
remains in the nonnegative orthant for all initial conditions x0 ∈ R
n
+.






where x0 ∈ Rn+, and R1 ∈ Rn×n and R2 ∈ Rm×m are such that R1 ≥ 0 and R2 >
0. Here, we seek to determine feedback gain matrices K ∈ Rm×m such that the
control law (9.9) stabilizes the closed-loop system (9.10); that is, the closed-loop
system matrix Ã is asymptotically stable, and minimizes (9.11). To eliminate the
explicit dependence of the cost functional on the initial conditions x0 we average the
performance obtained for a linearly independent set of initial conditions. In this case,
the performance functional (9.11) can be rewritten as
J(K) = trPV, (9.12)
where V , E [x0x
T
0 ] and E denotes expectation, and P ≥ 0 is the unique solution to
the Lyapunov equation
0 = ÃTP + PÃ+ R̃, (9.13)
where R̃ , R1 +C
TKTB−Ts R2B
−1
s KC. As in the standard H2-optimal control prob-
lem, the necessary conditions for optimality can now be derived by forming the La-
grangian
L(P,Q,K) = tr{PV +Q[ÃTP + PÃ+ R̃]}, (9.14)
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where Q ∈ Rn×n is a Lagrange multiplier. In particular, representing the gain matrix






where E(i,i) ∈ Rm×m is an elementary matrix with unity in the (i, i) position and zeros




= ÃQ+QÃT + V, (9.16)
∂L
∂Q














s E(j,j), i = 1, ...,m.
(9.18)
The necessary conditions for optimality can now be obtained by equating the
corresponding partial derivatives with zero to yield 2n2 +m equations with 2n2 +m
unknowns. This system of nonlinear algebraic equations can be solved numerically us-
ing a quasi-Newton gradient optimization method [63, 69]. The numerical procedure
includes a constraint-checking subroutine which ensures that at each step of itera-
tion the searched parameters yield a stable closed-loop system. Finally, the optimal
gain matrix K ∈ Rm×m guarantees an asymptotically stable, essentially nonnegative
closed-loop system where the performance functional (9.11) is minimized over the
class of all fixed-structure controllers given by (9.9) with K = diag[k1, ..., km]. Fur-
thermore, it follows from Proposition 9.1 that the state trajectories of the closed-loop
system (9.10) remain in the nonnegative orthant of the state space for all x0 ∈ Rn+.
Remark 9.1. Note that if K ∈ Rm×m in (9.9) is constrained to be essentially
nonnegative, then Ã in (9.10) is essentially nonnegative and hence the trajectory
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x(t), t ≥ 0, of the closed-loop system (9.10) remains in the nonnegative orthant for
all initial conditions x0 ∈ Rn+. In this case, representing the gain matrix K ∈ Rm×m
as K = {K}+ <K>, where {K} = ∑mi=1 kiiE(i,i) is the diagonal portion of K and
<K> is the off-diagonal portion of K, and enforcing <K>(i,j)= k
2
ij leads to a fixed-
structure optimal control problem that guarantees the essential nonnegativity of K
and hence of Ã.
9.4. Optimal Nonzero Set-Point Regulation for Nonnegative
Dynamical Systems
Since stabilization of nonnegative systems typically involves stabilization of equi-
librium points in the interior of the nonnegative orthant, in this section we consider
the problem of optimal output feedback nonzero set-point stabilization of an equilib-
rium point xe ∈ Rn+. Specifically, we consider the controlled linear dynamical system
ẋ(t) = Ax(t) +Bu(t), x(0) = x0, t ≥ 0, (9.19)
y(t) = Cx(t), (9.20)
where x(t) ∈ Rn, t ≥ 0, x0 ∈ Rn+, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rl×n, and the pair
(A,B) is stabilizable with the control input
u(t) = K(y(t) − Cxe) + ve, (9.21)
where K ∈ Rm×l and ve ∈ Rm is a constant vector. Here, it is important to note that
we do not assume that A is essentially nonnegative nor do we assume any internal
structure for B and C. Now, xe ∈ Rn+ is an equilibrium point for the closed-loop
system (9.19), (9.20), and (9.21) if and only if there exists ve ∈ Rm such that
0 = Axe +Bve. (9.22)
Hence, the closed-loop system is given by
ẋ(t) = (A+BKC)(x(t) − xe), x(0) = x0, t ≥ 0. (9.23)
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[(x(t) − xe)TR1(x(t) − xe) + (u(t) − ve)TR2(u(t) − ve)]dt, (9.24)
where R1 ∈ Rn×n, R2 ∈ Rm×m, R1 ≥ 0, R2 > 0, and the pair (A,R1) is observable.
Here, we restrict K ∈ Rm×l to the class of admissible feedback gain matrices so that
K ∈ S , {K ∈ Rm×l : A+BKC is asymptotically stable and CV CT > 0},(9.25)
where V , E [(x0 − xe)(x0 − xe)T]. Now, it follows from standard linear optimal
control theory that a static optimal output feedback controller minimizing (9.24) is
given by [151]
K = −R−12 BTPQCT(CQCT)−1, (9.26)
where the n× n positive-definite matrices P and Q satisfy
0 = (A− SPν)Q+Q(A− SPν)T + V, (9.27)
0 = ATP + PA+R1 − PSP + νT⊥PSPν⊥, (9.28)
where S , BR−12 B
T, ν , QCT(CQCT)−1C, and ν⊥ , In − ν. In this case, the
equilibrium point xe ∈ Rn+ for the closed-loop system (9.23) is globally asymptotically
stable for all x0 ∈ Rn. Furthermore,
V (x) = (x− xe)TP (x− xe), x ∈ Rn, (9.29)
is a Lyapunov function for the closed-loop system (9.23).
Remark 9.2. Note that if C = In, then (9.27) and (9.28) specialize to
0 = ATP + PA+R1 − PSP (9.30)
and the optimal feedback gain K is given by
K = −R−12 BTP. (9.31)
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In this case, the existence of n × n positive-definite P satisfying (9.30) such that
A−SP is asymptotically stable is guaranteed if and only if (A,B) is stabilizable and
(A,R1) is observable.
Note that the closed-loop system (9.23) is given by
ẋ(t) = Ã(x(t) − xe), x(0) = x0, t ≥ 0, (9.32)
where Ã , A − SPν. In general, the optimal output feedback controller (9.26)
does not guarantee that the closed-loop state trajectories of (9.32) will remain in the
nonnegative orthant for all x0 ∈ Rn+. However, since P > 0 and Q > 0 satisfying
(9.27), (9.28) are such that Ã is asymptotically stable, it follows that there exists a
subset DA ⊆ Rn+ such that x(t) ∈ DA ⊆ R
n
+, t ≥ 0, for all x0 ∈ DA. Furthermore, the
control input (9.21), withK ∈ Rm×l given by (9.26), is an optimal stabilizing feedback
control law for all initial conditions in DA. In the case where C = In, K ∈ Rm×n
given by (9.31) is the only optimal stabilizing feedback control law for all x0 ∈ DA. To
characterize the subset DA ⊆ Rn+, define the hyperplanes Γi , {x ∈ Rn : eTi x = 0},




V (x), i ∈ {1, ..., n}, (9.33)
where V (x) is given by (9.29).







Proof. First, let β > 0 be sufficiently large such that the closed set Γβ , {x ∈
Γi : V (x) ≤ β} is not empty. Since V (x) = O(‖x − xe‖2), it follows that Γβ is
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bounded and hence compact. Hence, V (x) has a global minimum on Γβ and hence
on Γi. Thus, suppose x
∗ ∈ Γi solves minx∈Γi V (x). Next, to minimize V (x) subject
to x ∈ Γi form the Lagrangian L(x, λ) , V (x) + λeTi x, where λ ∈ R is a Lagrange









= 2(x∗ − xe)TP + λeTi (9.35)
and hence V (x∗) =
λeTi xe
2
. Next, multiplying (9.35) by P−1ei yields
0 = 2(x∗ − xe)Tei + λeTi P−1ei, (9.36)












The closed set defined by Dcl , {x ∈ Rn : V (x) ≤ VΓ}, where VΓ , mini=1,...,n VΓi ,
is such that Dcl ⊂ Rn+. To see this, suppose, ad absurdum, there exists x∗ ∈ Dcl such
that eTl x
∗ < 0 for some l ∈ {1, .., n}. Then, V (x∗) > VΓl ≥ VΓ which is a contradiction.
Furthermore, note that Dcl is a subset of the domain of attraction for (9.32) since
(A,R1) is observable and hence V̇ (x) = −(x − xe)TR̃(x − xe) < 0, x ∈ Rn, x 6= xe,
where R̃ , R1+ν
TPSPν. The set Dcl ⊂ R
n
+ provides a region of attraction contained
in the nonnegative orthant for the optimal output feedback problem using closed
Lyapunov level surfaces (see Figure 9.1). Next, using open Lyapunov level surfaces
[109] we provide a considerably improved region of attraction DA ⊆ Rn+ for optimal
output feedback control of nonnegative set-point regulation. The following lemma is








eT1 Ã(x − xe) = 0
eT2 Ã(x − xe) = 0
Figure 9.1: Domains of attraction Dcl and DA based on closed and open Lyapunov
surfaces
Lemma 9.1. Let x∗ ∈ Γi be such that VΓi = V (x∗) for i ∈ {1, ..., n}. Then
eTi Ã(x
∗ − xe) > 0. (9.38)
Proof. Since, by assumption, x∗ minimizes V (x) on Γi it follows from (9.35) that
λ = 2V (x
∗)
eTi xe
> 0. Next, since V̇ (x∗) = 2(x∗ − xe)TPÃ(x∗ − xe) = −λeTi Ã(x∗ − xe) < 0,
it follows that eTi Ã(x
∗ − xe) > 0.
Lemma 9.1 implies that at the point x∗ ∈ Γi such that VΓi = V (x∗), the trajectory
of the closed-loop system (9.32) is directed away from the hyperplane Γi and towards
the nonnegative orthant R
n
+. Next, define the intersection of Γi and the hyperplane
eTi Ã(x− xe) = 0, x ∈ Rn, for i ∈ {1, ..., n} by
Si , {x ∈ Γi : eTi Ã(x− xe) = 0}, (9.39)
with associated minimum Lyapunov values
VSi ,
{
minx∈Si V (x), if Si 6= Ø,
∞, if Si = Ø. (9.40)
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−1ÃTei) − (eTi P−1ÃTei)2
. (9.41)
Proof. To minimize V (x) subject to x ∈ Si form the Lagrangian
L(x, λ1, λ2) = V (x) + λ1eTi x+ λ2eTi Ã(x− xe), (9.42)









= 2(x∗ − xe)TP + λ1eTi + λ2eTi Ã. (9.43)
Next, multiplying (9.43) by P−1ei and (9.43) by P
−1ÃTei yields, respectively,







−1ÃTei = 0, (9.45)








−1ÃTei) − (eTi P−1ÃTei)2
. (9.46)
Hence,












−1ÃTei) − (eTi P−1ÃTei)2
. (9.47)




−1ÃTei) − (eTi P−1ÃTei)2 = 0, then the system
of equations (9.44), (9.45) has no solution which implies that Γi and the hyperplane
eTi Ã(x− xe) = 0 have no intersection and hence VSi = ∞.
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Next, we present a result providing a guaranteed subset of the domain of attraction
contained in the nonnegative orthant for (9.32). For the statement of this result define
DA , {x ∈ Rn+ : V (x) < VS}, (9.48)
where VS , mini=1,...,n{VSi}.
Theorem 9.2. Let DA be given by (9.48). Then DA is a subset of the domain of
attraction for (9.32).
Proof. First, we show that DA is an invariant set with respect to (9.32). Suppose
VS < ∞. In this case, in order to show that DA is an invariant set with respect to
(9.32) it suffices to show that eTi Ã(x− xe) > 0 for all x ∈ DA ∩ Γi, i = 1, ..., n. Note
that DA∩Γi = {x ∈ Rn : V (x) < VS , eTi x = 0} is a convex set and hence is connected.
Now, suppose, ad absurdum, there exists x̂ ∈ DA ∩ Γi such that eTi Ã(x̂ − xe) ≤ 0.
Then, since by Lemma 9.1, there exists x∗ ∈ DA ∩ Γi such that eTi Ã(x∗ − xe) > 0,
it follows from the continuity of eTi Ã(x − xe), x ∈ Rn, that there exists x̃ ∈ DA ∩ Γi
such that eTi Ã(x̃ − xe) = 0 and hence V (x̃) ≥ VS which is a contradiction. Hence,
eTi Ã(x − xe) > 0 for all x ∈ DA ∩ Γi, i = 1, ..., n. Next, suppose VS = ∞. In this
case, DA = Rn+ and hence in order to show that DA is an invariant set with respect
to (9.32) it suffices to show that eTi Ã(x − xe) > 0 for all x ∈ ∂R
n
+ ∩ Γi, i = 1, ..., n,
which can be shown using identical arguments as above. Hence, DA is an invariant
set with respect to (9.32). Finally, since V̇ (x) < 0 for all x ∈ Rn \ {xe}, it follows
that x(t) → xe as t → ∞ for all initial conditions in DA, where x(t), t ≥ 0, is the
solution to (9.32).
The following theorem shows that the closure of DA is also a subset of the domain
of attraction for (9.32).
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Theorem 9.3. Let DA be given by (9.48). Then DA is a subset of the domain of
attraction for (9.32).
Proof. Suppose VS <∞. Note that in this case DA = DA∪D′A, where D′A = {x ∈
R
n
+ : V (x) = VS}. Furthermore, by Theorem 9.2, DA is a subset of the domain of
attraction for (9.32). Hence, to show that DA is a subset of the domain of attraction
for (9.32) it need only be shown that for any initial condition x∗ ∈ D′A such that
eTl x
∗ = 0 and eTl Ã(x
∗ − xe) = 0 for some l ∈ {1, ..., n}, the trajectory of (9.32)
moves away from the hyperplane Γl and towards the interior of DA. To show this,
let x∗ ∈ D′A and let s(t, x), t ≥ 0, denote the solution to (9.32) with initial condition
x ∈ Rn+. Now, suppose, ad absurdum, there exists ǫ̂ > 0 such that for all ǫ ∈ (0, ǫ̂],
eTl s(ǫ, x
∗) < 0. Since x∗ ∈ D′A there exists a sequence {x0k}∞k=1 ∈ DA such that
eTl x0k = 0, e
T
l Ã(x0k − xe) > 0, and limk→∞ x0k = x∗. Hence, eTl s(ǫ, x0k) > 0 for all
ǫ ∈ (0, ǫ̂] and k = 1, 2, ... . Since the trajectory of (9.32) is continuous in time and
initial conditions, it follows that
lim
k→∞
eTl s(ǫ, x0k) = e
T
l s(ǫ, x
∗) ≥ 0, ǫ ∈ (0, ǫ̂], (9.49)
which is a contradiction. Moreover, eTl s(ǫ, x
∗) > 0, ǫ ∈ (0, ǫ̂]. To show this, sup-
pose, ad absurdum, that there exists ǫ∗ ∈ (0, ǫ̂] such that eTl s(ǫ∗, x∗) = 0. Hence,
eTl Ã(s(ǫ
∗, x∗) − xe) = 0 and since x∗ solves (9.40) for i = l it follows that
V (s(ǫ∗, x∗)) ≥ V (x∗) = V (s(0, x∗)), (9.50)
which is a contradiction since V (·) is a strictly decreasing function for all initial
conditions in Rn \ {xe}. Hence, eTl s(ǫ, x∗) > 0, ǫ ∈ (0, ǫ̂], which implies that at
x∗ ∈ D′A, the trajectory of (9.32) moves away from the hyperplane Γl and towards the
interior of DA. Hence, DA is an invariant set and since V̇ (x) < 0 for all x ∈ Rn \{xe},
it follows that DA is a subset of the domain of attraction for (9.32).
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Finally, if VS = ∞, then DA = DA = Rn+ and hence the result is a direct conse-
quence of Theorem 9.2.
Remark 9.4. Since Si ⊂ Γi it follows that VSi ≥ VΓi , i = 1, ..., n. Hence, the
domain of attraction predicted by (9.48) will always be larger than or equal to the
domain of attraction predicted by (9.48) with VS = mini=1,...,n{VΓi}. Moreover, the
control law (9.21) with K ∈ Rm×l given by (9.26) is an optimal stabilizing control
law for all initial conditions x0 ∈ DA.
Remark 9.5. Note that in case when VS = ∞, the system (9.32) is asymptoti-
cally stable for all x0 ∈ Rn+ and x(t) ∈ R
n
+, t ≥ 0. Hence, in this case the feedback
control law (9.21) with K ∈ Rm×l given by (9.26) is an optimal stabilizing feedback
control law for all initial conditions in the nonnegative orthant. Furthermore, it fol-
lows from Proposition 9.3 that Ã is essentially nonnegative and −Ãxe is a positive
vector.
9.5. Suboptimal Control and Optimal Fixed-Structure Con-
trol for Nonnegative Dynamical Systems
In Section 9.4 we characterized optimal output feedback controllers for nonnega-
tive dynamical systems that guarantee that the closed-loop state trajectory remains
in the region of attraction DA contained in the nonnegative orthant of the state space
for nonnegative initial conditions contained in DA. In this section we develop sub-
optimal and optimal fixed-structure controllers for nonnegative systems for the case
where x0 ∈ Rn+ \ DA. In particular, we develop time-optimal controllers that guaran-
tee the closed-loop state trajectories x(t), t ≥ 0, enter DA in a finite time t̂ < tf while
assuring that x(t) ∈ Rn+, 0 ≤ t ≤ tf . Once x(t) ∈ ∂DA, t = t̂, we switch the controller
to the optimal static output feedback control law discussed in Section 9.4. Of course,
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such a switching controller scheme would only work if the state of the system can be
accurately measured.
9.5.1. Suboptimal Control for Nonnegative Systems
To develop suboptimal controllers for nonnegative systems for the case where
x0 ∈ Rn+ \DA, let xd(t), t ∈ [0, tf ], be a desired trajectory in the nonnegative orthant
given by
xd(t) = x0 + α(t)(xe − x0), x0 ∈ Rn+ \ DA, 0 ≤ t ≤ tf , (9.51)
where α(t) = t
tf
, t ∈ [0, tf ], and tf > 0. Furthermore, for simplicity of exposition,
assume that m = n and the matrix B ∈ Rn×n is invertible. The case where m 6= n is
discussed below. Hence, ve = −B−1Axe satisfies (9.22) and an open-loop control for
(9.19) that generates the desired trajectory xd(t), t ∈ [0, tf ], is given by
ud(t) = B
−1(ẋd(t) − Axd(t)), 0 ≤ t ≤ tf . (9.52)




[(xd(t) − xe)TR1(xd(t) − xe) + (ud(t) − ve)TR2(ud(t) − ve)]dt. (9.53)









3(xe − x0)TB−TR2B−1(xe − x0)














(xe − x0)TB−TR2B−1(xe − x0)
t3f opt
> 0. (9.55)
Hence, tf = tf opt minimizes the performance functional given by (9.53) with xd(t), t ∈
[0, tf ], given by (9.51). Now, it follows that for all x0 ∈ R
+











− A(x0 + ttf opt (xe − x0))
]
, 0 ≤ t < t̂,
KC(x(t) − xe) + ve, t̂ ≤ t <∞,
(9.56)
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where x(t), t ≥ t̂, is a solution to (9.19) with x(t̂) = xd(t̂), t̂ > 0, such that xd(t̂) ∈
∂DA and K ∈ Rn×l is given by (9.26), stabilizes the equilibrium point xe ∈ Rn+
of (9.19), minimizes the performance functional (9.24) with the lower limit in the




If B ∈ Rn×m and rank[BAxe] = rankB = m, then
ve = −(BTB)−1BTAxe (9.57)
satisfies (9.22). In this case, if rank[BA(t)] = rankB = m, 0 ≤ t ≤ tf opt, where
A(t) , xe−x0
tf opt
− A(x0 + ttf opt (xe − x0)), 0 ≤ t ≤ tf opt, and tf opt is given by (9.54)
with B−TR2B
−1 replaced by B(BTB)−TR2(B






(BTB)−1BTA(t), 0 ≤ t < t̂,
KC(x(t) − xe) + ve, t̂ ≤ t <∞,
(9.58)
where ve is given by (9.57) and K ∈ Rm×l is given by (9.26). Alternatively, if
rank[BAxe] = rankB < m, then
ve = −B+Axe + (Im −B+B)z, (9.59)
where B+ ∈ Rm×n denotes the Moore-Penrose generalized inverse of B and z ∈ Rm,
satisfies (9.22). Furthermore, if rank[BA(t)] = rankB < m, 0 ≤ t ≤ tf opt, where
tf opt is given by (9.54) with B
−TR2B
−1 replaced by (B+)TR2B
+, then the control





B+A(t) + (Im −B+B)z, 0 ≤ t < t̂,
KC(x(t) − xe) + ve, t̂ ≤ t <∞,
(9.60)
where ve is given by (9.59) and K ∈ Rm×l is given by (9.26).
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Alternatively, assuming that the desired trajectory (9.51) is given by the more
general parameterization
xd(t) = x0 + Aα(t)(xe − x0), x0 ∈ R+n \ DA, 0 ≤ t ≤ tf , (9.61)
where Aα(t) , diag[α1(t), ..., αn(t)], t ∈ [0, tf ], the performance functional (9.53) can
be rewritten as
J(x0, tf , α1, ..., αn) =
∫ tf
0
F (x0, α1(t), α̇1(t), ..., αn(t), α̇n(t))dt, (9.62)
where F (·, ..., ·) is the integrand of (9.53) with xd(·) given by (9.61). In this case,
minimizing (9.62) with respect to tf , α1(·), ..., αn(·) subject to
αi(t) ≥ −
eTi x0
eTi (xe − x0)




eTi (xe − x0)
, 0 ≤ t ≤ tf , if eTi (xe − x0) < 0, (9.64)
with αi(0) = 0 and αi(tf) = 1, i = 1, ..., n, results in a classical calculus of variations
problem and can be solved using standard methods [226]. This minimization problem
will in general give a better performance measure as compared to minimizing (9.53)
with xd(·) given by (9.51). As in the minimization problem of (9.53) with xd(·)
given by (9.51), solving for tf , α1(·), ..., and αn(·) yields an open-loop control law
over [0, t̂) that is dependent on the system initial conditions x0. However, unlike the
minimization problem of (9.53) with xd(·) given by (9.51), this may not be practical
in practice since the minimization problem might not have a closed-form solution and
will have to be solved numerically for each initial condition.
Remark 9.6. If in (9.63) and (9.64) eTl (xe − x0) = 0 for some l ∈ {1, ..., n},
then eTl xd(t) = e
T
l x0, t ∈ [0, tf ], and hence the function αl(·) does not appear in
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the performance integrand of (9.62). Hence, the problem of minimizing (9.62) with
respect to tf and αi(·), i = 1, ..., n, reduces to one of minimizing (9.62) with respect
to tf and αi(·), i = 1, ..., n, i 6= l.
9.5.2. Optimal Fixed-Structure Control for Nonnegative Dynamical Sys-
tems
In this subsection we consider an optimal fixed-structure output feedback nonzero
set-point regulation problem wherein the set-point can belong to the boundary of
the nonnegative orthant; that is, xe ∈ Rn+, while guaranteeing x(t) ≥≥ 0, t ≥ 0,
for all x0 ∈ R
n
+. For this problem we consider the linear dynamical system (9.6),
(9.7) with the performance functional (9.24), where A ∈ Rn×n is essentially non-
negative, B ∈ Rn×m is nonnegative and given by (9.8), C = [Cs, 0m×(n−m)], where
Cs , diag[c1, ..., cm], ci ≥ 0, i = 1, ...,m, and the pair (A,B) is stabilizable. Further-
more, we assume there exists ve ∈ Rm+ such that (9.22) is satisfied. Here, we assume
that the feedback control law is given by
u(t) = B−1s K(y(t) − Cxe) + ve, (9.65)
where K ∈ Rm×m and K , diag[−k21, ...,−k2m]. Hence, the closed-loop system has the
form
ẋ(t) = (A+BB−1s KC)x(t) +Bve −BB−1s KCxe = A(x(t) − xe),
x(0) = x0, t ≥ 0, (9.66)
where A , A+BB−1s KC. Clearly A is essentially nonnegative and Bve−BB−1s KCxe
∈ Rn+. Hence, it follows from Proposition 9.3 that the trajectory x(t), t ≥ 0, of (9.66)
remains in the nonnegative orthant for all x0 ∈ R
n
+.
As in Section 9.3, the performance functional (9.24) can be rewritten as
J(K) = trPV, (9.67)
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where
0 = ATP + PA + R,
V , E [(x0 − xe)(x0 − xe)T], and R , R1 + CTKTB−Ts R2B−1s KC. Now, forming the
Lagrangian
L(P ,Q,K) = tr{PV + Q[ATP + PA + R]}, (9.68)
where Q ∈ Rn×n is a Lagrange multiplier, it follows that the gradient expressions of
L(P ,Q, K) with respect to the free parameters are given by
∂L
∂P = AQ + QA
T + V , (9.69)
∂L
∂Q = A









k2j trCQCTET(i,i)B−Ts R2B−1s E(j,j)),
i = 1, ...,m. (9.71)
As in Section 9.3, the optimal gains ki, i = 1, ...,m, can be obtained numerically from
the necessary conditions for optimization (9.69)–(9.71) using a quasi-Newton opti-
mization method. In this case, the control law (9.65) stabilizes the closed-loop system
(9.66), assures that x(t) ≥≥ 0, t ≥ 0, for all x0 ∈ R
n
+, and minimizes (9.24) over the
class of all fixed-structure controllers given by (9.65) with K = diag[−k21, ...,−k2m].
If xe ∈ Rn+, we can further improve system performance by constructing the subset
DA ⊆ Rn+ given by (9.48) of the domain of attraction for (9.66) with B−1s K ∈ Rm×m
replaced by K ∈ Rm×m given by (9.26), where P > 0 and Q > 0 satisfy (9.27), (9.28).
Now, in the case where x0 ∈ DA we use the control law (9.21) and in the case where





B−1s KC(x(t) − xe) + ve, 0 ≤ t < t̂,
KC(x(t) − xe) + ve, t̂ ≤ t <∞,
(9.72)
where x(t), t ≥ 0, is the solution to (9.6) such that x(t̂) ∈ ∂DA and K ∈ Rm×m given
by (9.65) satisfies (9.69)–(9.71).
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Remark 9.7. In general if xe ∈ Rn+, then for all x0 ∈ DA (respectively, x0 ∈
R
n
+ \DA) the control law (9.21) (respectively, (9.72)) will yield better performance as
compared to the fixed-structure control law (9.65).
9.6. Nonnegative Control for Nonnegative Dynamical Sys-
tems
As discussed in the Introduction, control (source) inputs for certain nonnegative
dynamical systems are constrained to be nonnegative as are the system states. Hence,
in this section we develop control laws for essentially nonnegative systems with non-
negative control inputs. However, as noted in Section 9.2, since condition (9.5) is
required to be satisfied for xe ∈ Rn+ and ve ∈ R
m
+ , it follows from Brockett’s necessary
condition for asymptotic stabilizability [70] that there does not exist a continuous
stabilizing nonnegative feedback if 0 ∈ spec(A) and xe ∈ Rn+. Hence, in this section
we assume that A is asymptotically stable and hence, without loss of generality, by
Proposition 9.2 we further assume that A is an asymptotically stable compartmental
matrix. Thus, we proceed with the aforementioned assumptions to design controllers
for compartmental systems that guarantee that limt→∞ x(t) = xe ≥≥ 0, where xe is a
desired set-point in R
n
+ while guaranteeing a nonnegative control input. Furthermore,
we assume that control inputs are injected directly into m separate compartments so
that Bs in (9.8) is given by Bs = diag[b1, ..., bm], where bi ≥ 0, i = 1, ...,m. For com-
partmental systems this assumption is not restrictive since control inputs correspond
to control inflows to each individual compartment.
Theorem 9.4. Consider the linear dynamical system (9.19), (9.20) where A ∈
R
n×n is an asymptotically stable compartmental matrix, B ∈ Rn×m is nonneg-
ative and is given by (9.8) with Bs = diag[b1, ..., bm], bi ≥ 0, i = 1, ...,m, and
C = [Cs, 0m×(n−m)], where Cs , diag[c1, ..., cm], ci ≥ 0, i = 1, ...,m. Assume that
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for a given desired equilibrium point xe ∈ Rn+ there exists ve ∈ R
m
+ such that (9.22)
is satisfied. Then the feedback control law
ui(t) = max{0, ûi(t)}, i = 1, ...,m, (9.73)
where
ûi(t) = k̂ici(xi(t) − xei) + vei, k̂i ≤ 0, i = 1, ...,m, (9.74)
guarantees that the equilibrium solution x(t) ≡ xe of the closed-loop system (9.19),
(9.73) is asymptotically stable for all x0 ∈ Rn+. Furthermore, u(t) ≥≥ 0, t ≥ 0, and
x(t) ≥≥ 0, t ≥ 0, for all x0 ∈ Rn+.
Proof. Since A is essentially nonnegative and asymptotically stable it follows
from Theorem 9.1 that there exists a positive diagonal matrix P , diag[p1, ..., pn]
and a positive-definite matrix R ∈ Rn×n such that
0 = ATP + PA+R. (9.75)
To show asymptotic stability of the closed-loop system (9.19), (9.73) consider the
Lyapunov function candidate V (x) = (x− xe)TP (x − xe). Note that V (xe) = 0 and
since P is positive-defiite V (x) > 0 for all x 6= xe. Furthermore, V (x) is radially
unbounded. Now, letting x(t), t ≥ 0, denote the solution to (9.19) and using (9.22)
it follows that the Lyapunov derivative along the closed-loop system trajectories is
given by
V̇ (x(t)) = 2(x(t) − xe)TP [A(x(t) − xe) +B(u(t) − ve)]
= −(x(t) − xe)TR(x(t) − xe) + 2(x(t) − xe)TPB(u(t) − ve)




pibi(xi(t) − xei)(ui(t) − vei). (9.76)
Now, for the two cases ûi(t) < 0, t ∈ Ix0 , i = 1, ...,m, where Ix0 , {t ∈ [0,∞) :
ûi(t) < 0}, and ûi(t) ≥ 0, t ∈ [0,∞) \ Ix0 , i = 1, ...,m, the last term on the right
hand side of (9.76) gives:
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i) If ûi(t) < 0, t ∈ Ix0 , i = 1, ...,m, then it follows from (9.74) that xi(t) ≥ xei, t ∈
Ix0 , i = 1, ...,m, and hence
pibi(xi(t) − xei)(ui(t) − vei) = −pibivei(xi(t) − xei) ≤ 0, t ∈ Ix0 . (9.77)
ii) Otherwise, ûi(t) ≥ 0, t ∈ [0,∞) \ Ix0 , i = 1, ...,m, and hence
pibi(xi(t) − xei)(ui(t) − vei) = pibik̂ici(xi(t) − xei)2 ≤ 0, t ∈ [0,∞) \ Ix0 . (9.78)
Hence, it follows that in either case
V̇ (x(t)) ≤ −(x(t) − xe)TR(x(t) − xe) < 0, x(t) 6= xe, t ≥ 0, (9.79)
which proves that the equilibrium solution x(t) ≡ xe for the closed-loop system (9.19),
(9.73) is asymptotically stable for all x0 ∈ Rn+.
Finally, u(t) ≥≥ 0, t ≥ 0, is a restatement of (9.73). Now, since Bu(t) ≥≥ 0, t ≥
0, it follows from Proposition 9.3 that x(t) ≥≥ 0, t ≥ 0, for all x0 ∈ Rn+.
Remark 9.8. It follows from Theorem 9.4 that if there exists ve ∈ Rm+ satisfying
(9.22) and k̂i ≤ 0, i = 1, ...,m, then the nonnegative control law (9.73) stabilizes
the equilibrium point xe ∈ R
n
+ for the closed-loop system (9.19), (9.73). Here, we
can choose any values for k̂i so long as k̂i ≤ 0, i = 1, ...,m. However, to improve
system performance we can consider the performance functional (9.24) and solve
for ki, i = 1, ...,m, using the necessary conditions for optimality (9.16)–(9.18) with
V = E [(x0−xe)(x0−xe)T], Bs replaced by Im, and choose k̂i = min{0, ki}, i = 1, ...,m.
9.7. Optimal Fixed-Structure Control for General Anesthe-
sia
To demonstrate the efficacy of the proposed constrained optimal control frame-
work, in this section we develop optimal controllers for general anesthesia. Propofol
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is an intravenous anesthetic that has been used for both induction and maintenance
of general anesthesia [71]. A simple yet effective patient model for the disposition
of propofol is based on the three-compartment mammillary model shown in Figure
9.2 with the first compartment acting as the central compartment and the remain-
ing two compartments exchanging with the central compartment [153]. The three-
compartment mammillary system provides a pharmacokinetic model for a patient
describing the distribution of propofol into the central compartment (identified with
the intravascular blood volume as well as highly perfused organs) and the other var-
ious tissue groups of the body. A mass balance for the whole compartmental system
yields
ẋ1(t) = −(a11 + a21 + a31)x1(t) + a12x2(t) + a13x3(t) + u(t), x1(0) = x10, t ≥ 0,
(9.80)
ẋ2(t) = a21x1(t) − a12x2(t), x2(0) = x20, (9.81)
ẋ3(t) = a31x1(t) − a13x3(t), x3(0) = x30, (9.82)
where x1(t), x2(t), x3(t), t ≥ 0, are the masses in grams of propofol in the central
compartment and compartments 2 and 3, respectively, u(t), t ≥ 0, is the infusion
rate in grams/min of the anesthetic (propofol) into the central compartment, aij ≥
0, i 6= j, i, j = 1, 2, 3, are the rate constants in min−1 for drug transfer between
compartments, and a11 ≥ 0 in min−1 is the rate constant for elimination from the
central compartment.
It has been reported in [227] that a 2.5–6 µg/mℓ blood concentration level of
propofol is required during the maintenance stage in general anesthesia depending on
patient fitness and extent of surgical stimulation. Hence, continuous infusion control
is required for maintaining this desired level of anesthesia. Our objective is to regulate
the propofol concentration level of the central compartment to the desired level of
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Figure 9.2: Compartmental mammillary model for disposition of propofol.
3.4 µg/mℓ while minimizing the propofol infusion rate into the central compartment
and maximizing the convergence rate of the closed-loop system trajectory to the
desired equilibrium. The propofol concentration in the central compartment is given
by x1/Vc, where Vc is the volume in liters of the central compartment. As noted
in [153], Vc can be approximately calculated by Vc = (0.159 ℓ/kg)(M kg), where M
is the weight (mass) in kilograms of the patient. In our control design we assume
M = 70 kg so that the desired level of propofol mass in the central component is
given by xe1 = (4µg/mℓ)(0.159 ℓ/kg)(70 kg) = 44.52 mg. Note that in this case it






xe1, and ve = a11xe1.
Even though propofol concentration levels in the blood plasma are a good indica-
tion of the depth of anesthesia, they cannot be measured in real-time during surgery.
Furthermore, we are more interested in drug effect (depth of hypnosis) rather than
drug concentration. Hence, we consider a more realistic model involving pharmacoki-
netics (drug concentration as a function of time) and pharmacodynamics (drug effect
as a function of concentration) for control of anesthesia. Specifically, we use an elec-
troencephalogram (EEG) signal as a measure of drug effect of anesthetic compounds
on the brain [205]. Since electroencephalography provides real-time monitoring of the
central nervous system activity, it can be used to quantify levels of consciousness and
hence is amenable for feedback (closed-loop) control in general anesthesia. Recently,
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a new EEG indicator, the Bispectral Index (BIS), has been proposed as a measure of
anesthetic effect [174]. This index quantifies the nonlinear relationships between the
component frequencies in the electroencephalogram, as well as analyzing their phase
and amplitude. The BIS signal is a nonlinear monotonically decreasing function of











where BIS0 denotes the base line (awake state) value and, by convention, is typically
assigned a value of 100, ceff is the propofol concentration in grams/liter in the ef-
fect site compartment (brain), EC50 is the concentration at half maximal effect and
represents the patient’s sensitivity to the drug, and γ determines the degree of non-
linearity in (9.83). Here, the effect site compartment is introduced as a correlate
between the central compartment concentration and the central nervous system con-
centration [204] (see Figure 9.2). The effect site compartment concentration is related
to the concentration in the central compartment by the first-order model
ċeff(t) = aeff(x1(t)/Vc − ceff(t)), ceff(0) = x1(0)/Vc, t ≥ 0, (9.84)
where aeff in min





In reality, the effect site compartment equilibrates with the central compartment in
a matter of a few minutes. The parameters aeff , EC50, and γ are determined by data
fitting and vary from patient to patient. BIS index values of 0 and 100 correspond,
respectively, to an isoelectric EEG signal and an EEG signal of a fully conscious
patient; while the range between 40 and 60 indicates a moderate hypnotic state [81].
For simplicity of exposition, in our first design we assume that the effect site
compartment equilibrates instantaneously with the central compartment; that is, we
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A 0.152 0.207 0.092 0.040 0.0048
Table 9.1: Pharmacokinetic parameters [85]
assume that aeff → ∞, so that (9.85) reduces to ceff(t) = x1(t)Vc , t ≥ 0. Furthermore,
we assume EC50 = 3.4 µg/mℓ, γ = 3, and BIS0 = 100 so that the BIS signal is shown
in Figure 9.3. Finally, we use the average set of pharmacokinetic parameters [85] for
29 patients requiring general anesthesia for noncardiac surgery given in Table 9.1.
In this case, (9.80)–(9.82) and (9.84) can be written in state space form (9.19) with

















and C = [1/Vc, 0, 0]. For this design we use the framework developed in Section 9.6 to
construct nonnegative (possibly optimal, see Remark 9.8) controllers to minimize the
performance functional (9.24) with R1 = I3 mg
−2 and R2 = 4 min
2 · mg−2. Solving
the necessary conditions for optimality (9.16)–(9.18) with V = E [(x0 − xe)(x0 −
xe)
T] = I3 and Bs replaced by 1, we obtain an optimal gain k for the control law
û(t) = k
Vc
(x1(t)− xe1) + ve given by kopt = −17.99 ℓmin . Since kopt < 0, it follows from
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Theorem 9.4 that the control input u(t) = max{0, û(t)}, where k = kopt, stabilizes the
equilibrium point xe for the closed-loop system. Moreover, for all initial conditions
x0 ∈ R3+ such that û(t) ≥≥ 0, t ≥ 0, the control u(t) = û(t), t ≥ 0, is an optimal
nonnegative stabilizing control. For the initial condition x0 = [0, 0, 0]
T the propofol
concentration in the central compartment and the optimal nonnegative control input
are shown in Figure 9.4. Figure 9.5 shows the BIS index versus time.









































Figure 9.4: Concentration and control
signal versus time






















Figure 9.5: BIS index versus time
For our next design, we consider the case where aeff < ∞ which yields a four-
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state model given by (9.80)–(9.83), (9.84) for the disposition of propofol. In this
case, (9.80)–(9.82) and (9.84) can be written in state space form (9.19) with x =







−aeff aeffVc 0 0
0 −(a11 + a21 + a31) a12 a13
0 a21 −a12 0


































Once again we set EC50 = 3.4 µg/mℓ, γ = 3, and BIS0 = 100, and assume aeff =
3.4657 min−1. Furthermore, we use the pharmacokinetic parameters given in Table
9.1. The target (desired) BIS value, BIStarget, is set at 50 which implies that the






xe1, and ve = a11xe1. The control objective is to stabilize the desired
BIS value via an optimal unconstrained static output feedback control law of the form
u(t) = k(ceff(t) − ceff e) + ve, (9.88)
while minimizing the performance functional (9.24) with R1 = diag[1 mℓ
2 · µg−2,
I3 mg
−2] and R2 = 0.01 min
2 · mg−2. It follows from (9.26)–(9.28) that the optimal









5.6593 −1.8693 −3.2813 −11.3162
−1.8693 0.7887 1.1549 3.9424
−3.2813 1.1549 6.5896 3.8041






Furthermore, the domain of attraction for the closed-loop system guaranteeing that
the closed-loop system states remain in the nonnegative orthant is given by DA =
{x ∈ R4+ : V (x) = (x−xe)TP (x−xe) ≤ 473.2532}, where x = [ceff , x1, x2, x3]T. Since
V (0) = 1.1079×107, it follows that the initial condition x0 = [0, 0, 0, 0]T 6∈ DA. This,
of course, indicates that the actual domain of attraction is larger than DA. However,
for all x0 ∈ R4+ \ DA the optimal output feedback controller (9.88) can be used as
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long as x(t) ≥≥ 0, t ≥ 0, is achieved. For this example it can be shown that for
ceff(t) ≤ 3, 9775µg/mℓ, t ≥ 0, the control input (9.88) with k = kopt is guaranteed
to be nonnegative. Furthermore, for x0 = [0, 0, 0, 0]
T, ceff(t) ≤ 3.4µg/mℓ, t ≥ 0.
Hence, by Proposition 9.3, x(t) ≥≥ 0, t ≥ 0, which implies that in this case the
control law (9.88) is an optimal output nonnegative feedback controller. Figure 9.6
shows propofol concentration in the central and site effect compartments and the rate
of propofol infusion into the central compartment versus time. Note that the effect
site compartment equilibrates with the central compartment in a matter of minutes.
Finally, Figure 9.7 shows the BIS index versus time.














































Figure 9.6: Concentrations in the central and effect site compartments and control
signal versus time
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Figure 9.7: BIS signal versus time
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Chapter 10
On the Stability and Control of
Nonlinear Dynamical Systems via
Vector Lyapunov Functions
10.1. Introduction
One of the most basic issues in system theory is the stability of dynamical sys-
tems. The most complete contribution to the stability analysis of nonlinear dynamical
systems is due to Lyapunov [157]. In this chapter, we extend the theory of vector
Lyapunov functions in several directions. Specifically, we construct a generalized
comparison system whose vector field can be a function of the comparison system
states as well as the nonlinear dynamical system states. Next, using partial stability
notions [51,225] for the comparison system we provide sufficient conditions for stabil-
ity of the nonlinear dynamical system. In addition, we present a convergence result
reminiscent to the invariance principle that allows us to weaken the hypothesis on the
comparison system while guaranteeing asymptotic stability of the nonlinear dynam-
ical system via vector Lyapunov functions. Using our main theorem, we then show
that partial stability of a dynamical system can also be addressed as a special case of
our generalized vector Lyapunov function framework. Furthermore, we introduce the
notion of a control vector Lyapunov function as a generalization of control Lyapunov
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functions and show that asymptotic stabilizability of a nonlinear dynamical system
is equivalent to the existence of a control vector Lyapunov function. In addition,
using control vector Lyapunov functions, we present a universal decentralized feed-
back stabilizer for a decentralized affine in the control nonlinear dynamical system
with guaranteed gain and sector margins. Finally, we establish connections between
vector dissipativity notions [103] and inverse optimality of decentralized nonlinear
regulators.
10.2. Mathematical Preliminaries
In this section we introduce definitions needed for developing stability analysis
results for nonlinear dynamical systems via vector Lyapunov functions. We write
‖ · ‖ for an arbitrary spatial vector norm in Rn, e ∈ Rq for the ones vector; that is,
e , [1, ..., 1]T, and x(t) → M as t → ∞ to denote that x(t) approaches the set M;
that is, for each ε > 0 there exists T > 0 such that dist (x(t),M) < ε for all t > T ,
where dist (p,M) , infx∈M ‖p− x‖.
The following definition introduces the notion of class W functions involving qua-
simonotone increasing functions.
Definition 10.1 [206]. A function w = [w1, ..., wq]
T : Rq × V → Rq, where V ⊆
R
s, is of class W if for every fixed y ∈ V ⊆ Rs, wi(z′, y) ≤ wi(z′′, y), i = 1, ..., q, for
all z′, z′′ ∈ Rq such that z′j ≤ z′′j , z′i = z′′i , j = 1, ..., q, i 6= j, where zi denotes the ith
component of z.
If w(·, y) ∈ W we say that w satisfies the Kamke condition. Note that if w(z, y) =
W (y)z, where W : V → Rq×q, then the function w(·, y) is of class W if and only if
W (y) is essentially nonnegative for all y ∈ V; that is, all the off-diagonal entries of
the matrix function W (·) are nonnegative. Furthermore, note that it follows from
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Definition 10.1 that any scalar (q = 1) function w(z, y) is of class W .
Note that if w : Rq → Rq is such that w(·) ∈ W and w(0) ≥≥ 0, then w
is essentially nonnegative; the converse however is not generally true. However, if
w(r) = Wr, where W ∈ Rq×q is essentially nonnegative, then w(·) is essentially
nonnegative and w(·) ∈ W.
Finally, we introduce the notion of class Wd functions involving nondecreasing
functions.
Definition 10.2 [139]. A function w = [w1, ..., wq]
T : Rq × V → Rq, where V ⊆
R
s, is of class Wd if for every fixed y ∈ V ⊆ Rs, w(z′, y) ≤≤ w(z′′, y) for all z′, z′′ ∈ Rq
such that z′ ≤≤ z′′.
Note that if w(·, y) ∈ Wd, then w(·, y) ∈ W.
10.3. Generalized Differential Inequalities
In this section, we develop a generalized comparison principle involving differen-
tial inequalities wherein the underlying comparison system is partially dependent on
the state of a dynamical system. Specifically, we consider the nonlinear comparison
system given by
ż(t) = w(z(t), y(t)), z(t0) = z0, t ∈ Iz0 , (10.1)
where z(t) ∈ Q ⊆ Rq, t ∈ Iz0 , is the comparison system state vector, y : T → V ⊆ Rs
is a given continuous function, Iz0 ⊆ T ⊆ R+ is the maximal interval of existence of
a solution z(t) of (10.1), Q is an open set, 0 ∈ Q, and w : Q× V → Rq. We assume
that w(·, y(t)) is continuous in t and satisfies the Lipschitz condition
‖w(z′, y(t)) − w(z′′, y(t))‖ ≤ L‖z′ − z′′‖, t ∈ T , (10.2)
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for all z′, z′′ ∈ Bδ(z0), where δ > 0 and L > 0 is a Lipschitz constant. Hence, it
follows from Theorem 2.2 of [132] that there exists τ > 0 such that (10.1) has a
unique solution over the interval [t0, t0 + τ ].
Theorem 10.1. Consider the nonlinear comparison system (10.1). Assume that
the function w : Q× V → Rq is continuous and w(·, y) is of class W . If there exists
a continuously differentiable vector function V : Iz0 → Q such that
V̇ (t) << w(V (t), y(t)), t ∈ Iz0 , (10.3)
then
V (t0) << z0, z0 ∈ Q, (10.4)
implies
V (t) << z(t), t ∈ Iz0 , (10.5)
where z(t), t ∈ Iz0 , is the solution to (10.1).
Proof. Since V (t), t ∈ Iz0 , is continuous it follows that for sufficiently small
τ > 0,
V (t) << z(t), t ∈ [t0, t0 + τ ]. (10.6)
Now, suppose, ad absurdum, inequality (10.5) does not hold on the entire interval
Iz0 . Then there exists t̂ ∈ Iz0 such that V (t) << z(t), t ∈ [t0, t̂), and for at least one
i ∈ {1, ..., q},
vi(t̂) = zi(t̂) (10.7)
and
vj(t̂) ≤ zj(t̂), j 6= i, j = 1, ..., q. (10.8)
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Since w(·, y) ∈ W it follows from (10.7) and (10.8) that
v̇i(t̂) < wi(V (t̂), y(t̂)) ≤ wi(z(t̂), y(t̂)) = żi(t̂), (10.9)
which, along with (10.7), implies that for sufficiently small τ̂ > 0,
vi(t) > zi(t), t ∈ [t̂− τ̂ , t̂). (10.10)
This contradicts the fact that V (t) << z(t), t ∈ [t0, t̂), and establishes (10.5).
Next, we present a stronger version of Theorem 10.1 where strict inequalities are
replaced by soft inequalities.
Theorem 10.2. Consider the nonlinear comparison system (10.1). Assume that
the function w : Q×V → Rq is continuous and w(·, y) is of class W . Let z(t), t ∈ Iz0 ,
be the solution to (10.1) and [t0, t0 + τ ] ⊆ Iz0 be a compact interval. If there exists
a continuously differentiable vector function V : [t0, t0 + τ ] → Q such that
V̇ (t) ≤≤ w(V (t), y(t)), t ∈ [t0, t0 + τ ], (10.11)
then
V (t0) ≤≤ z0, z0 ∈ Q, (10.12)
implies
V (t) ≤≤ z(t), t ∈ [t0, t0 + τ ]. (10.13)
Proof. Consider the family of comparison systems given by
ż(t) = w(z(t), y(t)) + ε
n




where ε > 0, n ∈ N , N denotes the set of nonnegative integers, and t ∈ Iz0+ εne, and
let the solution to (10.14) be denoted by s(n)(t, z0 +
ε
n
e), t ∈ Iz0+ εne. Now, it follows
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from Theorem 3 of [64, p. 17] that there exists a compact interval [t0, t0 + τ ] ⊆ Iz0
such that s(n)(t, z0+
ε
n
e), t ∈ [t0, t0+τ ], is defined for all sufficiently large n. Moreover,
it follows from Theorem 10.1 that
V (t) << s(n)(t, z0 +
ε
n
e) << s(m)(t, z0 +
ε
m
e), n > m, t ∈ [t0, t0 + τ ],(10.15)
for all sufficiently large m ∈ N . Since the functions s(n)(t, z0+ εne), t ∈ [t0, t0+τ ], n ∈
N , are continuous in t, decreasing in n, and bounded from below, it follows that the
sequence of functions s(n)(·, z0 + εne) converges uniformly on the compact interval





e) → ẑ(t), n→ ∞, (10.16)
uniformly on [t0, t0 + τ ]. Hence, it follows from (10.15) and (10.16) that
V (t) ≤≤ ẑ(t), t ∈ [t0, t0 + τ ]. (10.17)













e), y(σ))dσ, t ∈ [t0, t0 + τ ],(10.18)
which implies that ẑ(t0) = z0 and, since y(·) and w(·, ·) are continuous, w(s(n)(t, z0 +
ε
n
e), y(t)) → w(ẑ(t), y(t)) as n→ ∞ uniformly on [t0, t0 + τ ]. Hence, taking the limit
as n→ ∞ on both sides of (10.18) yields
ẑ(t) = z0 +
∫ t
t0
w(ẑ(σ), y(σ))dσ, t ∈ [t0, t0 + τ ], (10.19)
which implies that ẑ(t) is the solution to (10.1) on the interval [t0, t0 + τ ]. Hence, by
uniqueness of solutions of (10.1) we obtain that ẑ(t) = z(t), [t0, t0 + τ ]. This along
with (10.17) proves the result.
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Next, consider the nonlinear dynamical system given by
ẋ(t) = f(x(t)), x(t0) = x0, t ∈ Ix0 , (10.20)
where x(t) ∈ D ⊆ Rn, t ∈ Ix0 , is the system state vector, Ix0 is the maximal interval
of existence of a solution x(t) of (10.20), D is an open set, 0 ∈ D, and f(·) is Lipschitz
continuous on D. The following result is a direct consequence of Theorem 10.2.
Corollary 10.1. Consider the nonlinear dynamical system (10.20). Assume there
exists a continuously differentiable vector function V : D → Q ⊆ Rq such that
V ′(x)f(x) ≤≤ w(V (x), x), x ∈ D, (10.21)
where w : Q×D → Rq is a continuous function, w(·, x) ∈ W, and
ż(t) = w(z(t), x(t)), z(t0) = z0, t ∈ Iz0,x0 , (10.22)
has a unique solution z(t), t ∈ Iz0, x0 , where x(t), t ∈ Ix0 , is a solution to (10.20). If
[t0, t0 + τ ] ⊆ Ix0 ∩ Iz0, x0 is a compact interval, then
V (x0) ≤≤ z0, z0 ∈ Q, (10.23)
implies
V (x(t)) ≤≤ z(t), t ∈ [t0, t0 + τ ]. (10.24)
Proof. For any given x0 ∈ D, the solution x(t), t ∈ Ix0 , to (10.20) is a well
defined function of time. Hence, define η(t) , V (x(t)), t ∈ Ix0 , and note that (10.21)
implies
η̇(t) ≤≤ w(η(t), x(t)), t ∈ Ix0 . (10.25)
Moreover, if [t0, t0 + τ ] ⊆ Ix0 ∩ Iz0, x0 is a compact interval, then it follows from
Theorem 10.2 with y(t) ≡ x(t) and V (x0) = η(t0) ≤≤ z0 that
V (x(t)) = η(t) ≤≤ z(t), t ∈ [t0, t0 + τ ], (10.26)
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which establishes the result.
If in (10.20) f : Rn → Rn is globally Lipschitz continuous, then (10.20) has
a unique solution x(t) for all t ≥ t0. A more restrictive sufficient condition for
global existence and uniqueness of solutions to (10.20) is continuous differentiability
of f : Rn → Rn and uniform boundedness of f ′(x) on Rn. Note that if the solutions
to (10.20) and (10.22) are globally defined for all x0 ∈ D and z0 ∈ Q, then the result
of Corollary 10.1 holds for any arbitrarily large but compact interval [t0, t0+τ ] ⊂ R+.
For the remainder of this chapter we assume that the solutions to the systems (10.20)
and (10.22) are defined for all t ≥ t0.
10.4. Stability Theory via Vector Lyapunov Functions
In this section, we develop a generalized vector Lyapunov function framework for
the stability analysis of nonlinear dynamical systems using the generalized compari-
son principle developed in Section 10.3. Specifically, consider the cascade nonlinear
dynamical system given by
ż(t) = w(z(t), x(t)), z(t0) = z0, t ≥ t0, (10.27)
ẋ(t) = f(x(t)), x(t0) = x0, (10.28)
where z0 ∈ Q, x0 ∈ D, [zT(t), xT(t)]T, t ≥ t0, is the solution to (10.27), (10.28),
w : Q × D → Rq is continuous, w(·, x) ∈ W, w(0, 0) = 0, f : D → Rn is Lipschitz
continuous on D, and f(0) = 0. The following definition is needed for the next result.
Definition 10.3 [51]. i) The nonlinear dynamical system (10.27), (10.28) is Lya-
punov stable with respect to z if, for every ε > 0 and x0 ∈ D, there exists δ = δ(ε, x0) >
0 such that ‖z0‖ < δ implies that ‖z(t)‖ < ε for all t ≥ t0.
ii) The nonlinear dynamical system (10.27), (10.28) is Lyapunov stable with respect
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to z uniformly in x0 if, for every ε > 0, there exists δ = δ(ε) > 0 such that ‖z0‖ < δ
implies that ‖z(t)‖ < ε for all t ≥ t0 and for all x0 ∈ D.
iii) The nonlinear dynamical system (10.27), (10.28) is asymptotically stable with
respect to z if it is Lyapunov stable with respect to z and, for every x0 ∈ D, there
exists δ = δ(x0) > 0 such that ‖z0‖ < δ implies that limt→∞ z(t) = 0.
iv) The nonlinear dynamical system (10.27), (10.28) is asymptotically stable with
respect to z uniformly in x0 if it is Lyapunov stable with respect to z uniformly in x0
and there exists δ > 0 such that ‖z0‖ < δ implies that limt→∞ z(t) = 0 for all x0 ∈ D.
v) The nonlinear dynamical system (10.27), (10.28) is globally asymptotically stable
with respect to z uniformly in x0 if it is Lyapunov stable with respect to z uniformly
in x0 and limt→∞ z(t) = 0 for all z0 ∈ Rq and x0 ∈ Rn.
vi) The nonlinear dynamical system (10.27), (10.28) is exponentially stable with
respect to z uniformly in x0 if there exist positive scalars α, β, and δ such that
‖z0‖ < δ implies that ‖z(t)‖ ≤ α‖z0‖e−β(t−t0), t ≥ t0, for all x0 ∈ D.
vii) The nonlinear dynamical system (10.27), (10.28) is globally exponentially sta-
ble with respect to z uniformly in x0 if there exist positive scalars α and β such that
‖z(t)‖ ≤ α‖z0‖e−β(t−t0), t ≥ t0, for all z0 ∈ Rq and x0 ∈ Rn.
Theorem 10.3. Consider the nonlinear dynamical system (10.20). Assume that
there exist a continuously differentiable vector function V : D → Q ∩ Rq+ and a
positive vector p ∈ Rq+ such that V (0) = 0, the scalar function v : D → R+ defined
by v(x) , pTV (x), x ∈ D, is such that v(0) = 0, v(x) > 0, x 6= 0, and
V ′(x)f(x) ≤≤ w(V (x), x), x ∈ D, (10.29)
where w : Q × D → Rq is continuous, w(·, x) ∈ W, and w(0, 0) = 0. Then the
following statements hold:
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i) If the nonlinear dynamical system (10.27), (10.28) is Lyapunov stable with
respect to z uniformly in x0, then the zero solution x(t) ≡ 0 to (10.20) is
Lyapunov stable.
ii) If the nonlinear dynamical system (10.27), (10.28) is asymptotically stable with
respect to z uniformly in x0, then the zero solution x(t) ≡ 0 to (10.20) is
asymptotically stable.
iii) If D = Rn, Q = Rq, v : Rn → R+ is positive definite and radially unbounded,
and the nonlinear dynamical system (10.27), (10.28) is globally asymptotically
stable with respect to z uniformly in x0, then the zero solution x(t) ≡ 0 to
(10.20) is globally asymptotically stable.
vi) If there exist constants ν ≥ 1, α > 0, and β > 0 such that v : D → R+ satisfies
α‖x‖ν ≤ v(x) ≤ β‖x‖ν , x ∈ D, (10.30)
and the nonlinear dynamical system (10.27), (10.28) is exponentially stable
with respect to z uniformly in x0, then the zero solution x(t) ≡ 0 to (10.20) is
exponentially stable.
v) If D = Rn, Q = Rq, there exist constants ν ≥ 1, α > 0, and β > 0 such that
v : Rn → R+ satisfies (10.30), and the nonlinear dynamical system (10.27),
(10.28) is globally exponentially stable with respect to z uniformly in x0, then
the zero solution x(t) ≡ 0 to (10.20) is globally exponentially stable.
Proof. Assume there exist a continuously differentiable vector function V : D →
Q ∩ Rq+ and a positive vector p ∈ Rq+ such that v(x) = pTV (x), x ∈ D, is positive
definite; that is, v(0) = 0 and v(x) > 0, x 6= 0. Note that since v(x) = pTV (x) ≤
maxi=1,...,q{pi}eTV (x), x ∈ D, the function eTV (x), x ∈ D, is also positive definite.
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Thus, there exist r > 0 and class K functions α, β : [0, r] → R+ such that Br(0) ⊂ D
and
α(‖x‖) ≤ eTV (x) ≤ β(‖x‖), x ∈ Br(0). (10.31)
i) Let ε > 0 and choose 0 < ε̂ < min{ε, r}. It follows from Lyapunov stability
of the nonlinear dynamical system (10.27), (10.28) with respect to z uniformly in
x0 that there exists µ = µ(ε̂) = µ(ε) > 0 such that if ‖z0‖1 < µ, where ‖ · ‖1
denotes the absolute sum norm, then ‖z(t)‖1 < α(ε̂), t ≥ t0, for any x0 ∈ D. Now,
choose z0 = V (x0) ≥≥ 0, x0 ∈ D. Since V (x), x ∈ D, is continuous, the function
eTV (x), x ∈ D, is also continuous. Hence, for µ = µ(ε̂) > 0 there exists δ = δ(µ(ε̂)) =
δ(ε) > 0 such that δ < ε̂, and if ‖x0‖ < δ, then eTV (x0) = eTz0 = ‖z0‖1 < µ, which
implies that ‖z(t)‖1 < α(ε̂), t ≥ t0. In addition, it follows from (10.29) and Corollary
10.1 that 0 ≤≤ V (x(t)) ≤≤ z(t) on any compact interval [t0, t0 + τ ], and hence,
eTz(t) = ‖z(t)‖1, t ∈ [t0, t0 + τ ]. Let τ > t0 be such that x(t) ∈ Br(0), t ∈ [t0, t0 + τ ]
for all x0 ∈ Bδ(0). Thus, using (10.31), if ‖x0‖ < δ, then
α(‖x(t)‖) ≤ eTV (x(t)) ≤ eTz(t) < α(ε̂), t ∈ [t0, t0 + τ ], (10.32)
which implies ‖x(t)‖ < ε̂ < ε, t ∈ [t0, t0 + τ ]. Now, suppose, ad absurdum, that for
some x0 ∈ Bδ(0) there exists t̂ > t0+τ such that ‖x(t̂)‖ = ε̂. Then, for z0 = V (x0) and
the compact interval [t0, t̂] it follows from Corollary 10.1 that V (x(t̂)) ≤≤ z(t̂) which
implies that α(ε̂) = α(‖x(t̂)‖) ≤ eTV (x(t̂)) ≤ eTz(t̂) < α(ε̂). This is a contradiction
and hence, for a given ε > 0 there exists δ = δ(ε) > 0 such that for all x0 ∈ Bδ(0),
‖x(t)‖ < ε, t ≥ t0, which implies Lyapunov stability of the zero solution x(t) ≡ 0 to
(10.20).
ii) It follows from i) and the asymptotic stability of the nonlinear dynamical
system (10.27), (10.28) with respect to z uniformly in x0 that the zero solution to
(10.20) is Lyapunov stable and there exists µ > 0 such that if ‖z0‖1 < µ, then
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limt→∞ z(t) = 0 for any x0 ∈ D. As in i), choose z0 = V (x0) ≥≥ 0, x0 ∈ D. It
follows from Lyapunov stability of the zero solution to (10.20) and the continuity
of V : D → Q ∩ Rq+ that there exists δ = δ(µ) > 0 such that if ‖x0‖ < δ, then
‖x(t)‖ < r, t ≥ t0, and eTV (x0) = eTz0 = ‖z0‖1 < µ. Thus, by asymptotic stability
of (10.27), (10.28) with respect to z uniformly in x0, for any arbitrary ε > 0 there
exists T = T (ε) > t0 such that ‖z(t)‖1 < α(ε), t ≥ T . Thus, it follows from (10.29)
and Corollary 10.1 that 0 ≤≤ V (x(t)) ≤≤ z(t) on any compact interval [t0, T + τ ],
and hence, eTz(t) = ‖z(t)‖1, t ∈ [t0, T + τ ], and by (10.31),
α(‖x(t)‖) ≤ eTV (x(t)) ≤ eTz(t) < α(ε), t ∈ [T, T + τ ]. (10.33)
Now, suppose, ad absurdum, that for some x0 ∈ Bδ(0), limt→∞ x(t) 6= 0; that is, there
exists a sequence {tk}∞k=1 such that tk → ∞ as k → ∞ and ‖x(tk)‖ ≥ ε̂, k ∈ N , for
some 0 < ε̂ < r. Choose ε = ε̂ and the interval [T, T + τ ] such that at least one
tk ∈ [T, T+τ ]. Then it follows from (10.33) that α(ε) ≤ α(‖x(tk)‖) < α(ε), which is a
contradiction. Hence, there exists δ > 0 such that for all x0 ∈ Bδ(0), limt→∞ x(t) = 0
which along with Lyapunov stability implies asymptotic stability of the zero solution
x(t) ≡ 0 to (10.20).
iii) Suppose D = Rn, Q = Rq, v : Rn → R+ is a positive definite, radially
unbounded function, and the nonlinear dynamical system (10.27), (10.28) is globally
asymptotically stable with respect to z uniformly in x0. In this case, for V : R
n → Rq+
the inequality (10.31) holds for all x ∈ Rn, where the functions α, β : R+ → R+ are
of class K∞ [132]. Furthermore, Lyapunov stability of the zero solution x(t) ≡ 0
to (10.20) follows from i). Next, for any x0 ∈ Rn and z0 = V (x0) ∈ Rq+, identical
arguments as in ii) can be used to show that limt→∞ x(t) = 0, which proves global
asymptotic stability of the zero solution x(t) ≡ 0 to (10.20).
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iv) Suppose (10.30) holds. Since p ∈ Rq+, then
α̂‖x‖ν ≤ eTV (x) ≤ β̂‖x‖ν , x ∈ D, (10.34)
where α̂ , α/maxi=1,...,q{pi} and β̂ , β/mini=1,...,q{pi}. It follows from the expo-
nential stability of the nonlinear dynamical system (10.27), (10.28) with respect to z
uniformly in x0 that there exist positive constants γ, µ, and η such that if ‖z0‖1 < µ,
then
‖z(t)‖1 ≤ γ‖z0‖1e−η(t−t0), t ≥ t0, (10.35)
for all x0 ∈ D. Choose z0 = V (x0) ≥≥ 0, x0 ∈ D. By continuity of V : D → Q∩Rq+,
there exists δ = δ(µ) > 0 such that for all x0 ∈ Bδ(0), eTV (x0) = eTz0 = ‖z0‖1 < µ.
Furthermore, it follows from (10.34), (10.35), and Corollary 10.1 that for all x0 ∈ Bδ(0)
the inequality
α̂‖x(t)‖ν ≤ eTV (x(t)) ≤ eTz(t) ≤ γ‖z0‖1e−η(t−t0) ≤ γβ̂‖x0‖νe−η(t−t0), (10.36)










(t−t0), t ∈ [t0, t0 + τ ]. (10.37)









(t̂−t0). Then for the compact interval [t0, t̂], it follows from








(t̂−t0), which is a contradiction. Thus, inequality
(10.37) holds for all t ≥ t0 establishing exponential stability of the zero solution
x(t) ≡ 0 to (10.20).
v) The proof is identical to the proof of iv).
If V : D → Q∩Rq+ satisfies the conditions of Theorem 10.3 we say that V (x), x ∈
D, is a vector Lyapunov function [206]. Note that for stability analysis each com-
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ponent of a vector Lyapunov function need not be positive definite with a nega-
tive definite or negative-semidefinite time derivative along the trajectories of (10.27),
(10.28). This provides more flexibility in searching for a vector Lyapunov function
as compared to a scalar Lyapunov function for addressing the stability of nonlinear
dynamical systems.
Remark 10.1. Sufficient conditions for partial stability of the nonlinear dynami-
cal system (10.27), (10.28) are given in [51]. Specifically, Theorem 1 of [51] establishes
partial stability of (10.27), (10.28) in terms of a scalar Lyapunov function that is de-
pendent on both the states z and x. Alternatively, Corollary 1 of [51] provides partial
stability of (10.27), (10.28) in terms of a scalar Lyapunov function that is only de-
pendent on the comparison system state z which can simplify the stability analysis.
The following corollary to Theorem 10.3 is immediate and corresponds to the
standard vector Lyapunov theorem addressed in the literature [206].
Corollary 10.2. Consider the nonlinear dynamical system (10.20). Assume that
there exist a continuously differentiable vector function V : D → Q ∩ Rq+ and a
positive vector p ∈ Rq+ such that V (0) = 0, the scalar function v : D → R+ defined
by v(x) , pTV (x), x ∈ D, is such that v(0) = 0, v(x) > 0, x 6= 0, and
V ′(x)f(x) ≤≤ w(V (x)), x ∈ D, (10.38)
where w : Q → Rq is continuous, w(·) ∈ W, and w(0) = 0. Then the stability
properties of the zero solution z(t) ≡ 0 to
ż(t) = w(z(t)), z(t0) = z0, t ≥ t0, (10.39)
where z0 ∈ Q ∩ Rq+, imply the corresponding stability properties of the zero solution
x(t) ≡ 0 to (10.20). That is, if the zero solution z(t) ≡ 0 to (10.39) is Lyapunov
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(respectively, asymptotically) stable, then the zero solution x(t) ≡ 0 to (10.20) is
Lyapunov (respectively, asymptotically) stable. If, in addition, D = Rn, Q = Rq,
and v : Rn → R+ is a positive definite, radially unbounded function, then global
asymptotic stability of the zero solution z(t) ≡ 0 to (10.39) implies global asymptotic
stability of the zero solution x(t) ≡ 0 to (10.20). Moreover, if there exist constants
ν ≥ 1, α > 0, and β > 0 such that v : D → R+ satisfies (10.30), then exponential
stability of the zero solution z(t) ≡ 0 to (10.39) implies exponential stability of the
zero solution x(t) ≡ 0 to (10.20). Finally, if D = Rn, Q = Rq, there exist constants
ν ≥ 1, α > 0, and β > 0 such that v : Rn → R+ satisfies (10.30), then global
exponential stability of the zero solution z(t) ≡ 0 to (10.39) implies global exponential
stability of the zero solution x(t) ≡ 0 to (10.20).
Proof. The proof follows directly from Theorem 10.3 with w(z, x) ≡ w(z).
Next, we present a convergence result via vector Lyapunov functions that allows
us to establish asymptotic stability of the nonlinear dynamical system (10.20) using
weaker conditions than those assumed in Theorem 10.3.
Theorem 10.4. Consider the nonlinear dynamical system (10.20), assume that
there exist a continuously differentiable vector function V = [v1, ..., vq]
T : D → Q∩Rq+
and a positive vector p ∈ Rq+ such that V (0) = 0, the scalar function v : D → R+
defined by v(x) , pTV (x), x ∈ D, is such that v(0) = 0, v(x) > 0, x 6= 0, and
V ′(x)f(x) ≤≤ w(V (x), x), x ∈ D, (10.40)
where w : Q × D → Rq is continuous, w(·, x) ∈ Wd, and w(0, 0) = 0 such that
the nonlinear dynamical system (10.27), (10.28) is Lyapunov stable with respect to z
uniformly in x0. Let Ri , {x ∈ D : v′i(x)f(x) − wi(V (x), x) = 0}, i = 1, ..., q. Then
there exists Dc ⊂ D such that x(t) → R , ∩qi=1Ri as t→ ∞ for all x(t0) = x0 ∈ Dc.
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Moreover, if R contains no trajectory other than the trivial trajectory, then the zero
solution x(t) ≡ 0 to (10.20) is asymptotically stable.
Proof. Since the nonlinear dynamical system (10.27), (10.28) is Lyapunov stable
with respect to z uniformly in x0, it follows that there exists δ̂ > 0 such that if
‖z0‖1 < δ̂, then the partial system trajectories z(t), t ≥ t0, of (10.27), (10.28) are
bounded for all x0 ∈ D. Furthermore, since V (x), x ∈ D, is continuous, it follows
that there exists δ1 = δ1(δ̂) > 0 such that e
TV (x0) < δ̂ for all x0 ∈ Bδ1(0). In
addition, it follows from Theorem 10.3 that the zero solution x(t) ≡ 0 to (10.20)
is Lyapunov stable and hence, for a given ε > 0 such that Bε(0) ⊂
◦
D there exists
δ2 = δ2(ε) > 0 such that if x0 ∈ Bδ2(0), then x(t) ∈ Bε(0), t ≥ t0, where x(t), t ≥ t0,
is the solution to (10.20). Choose δ = min{δ1, δ2} and define Dc , Bδ(0) ⊂ D. Then
for all z0 = V (x0) and x0 ∈ Dc, it follows that x(t) ∈ Bε(0), t ≥ t0, and z(t), t ≥ t0,
is bounded.
Next, consider the function
Wi(x, t) , vi(x) −
∫ t
t0
wi(V (x(s)), x(s))ds, t ≥ t0, x ∈ D, i = 1, ..., q. (10.41)
It follows from (10.40) that
Ẇi(x(t), t) = v
′
i(x(t))f(x(t)) − wi(V (x(t)), x(t)) ≤ 0, t ≥ t0, x0 ∈ D, (10.42)
which implies that Wi(x(t), t), i ∈ {1, ..., q}, is a nonincreasing function of time and
hence limt→∞Wi(x(t), t), i ∈ {1, ..., q}, exists. Moreover, Wi(x(t0), t0) = vi(x(t0)) <
+∞ for all x(t0) = x0 ∈ D since vi(x), x ∈ D, i ∈ {1, ..., q}, is continuous. Now sup-
pose, ad absurdum, that for some initial condition x(t0) = x0 ∈ Dc, limt→∞Wi(x(t), t)
= −∞, i ∈ {1, ..., q}. Since the function vi(x), x ∈ D, i ∈ {1, ..., q}, is continuous




wi(V (x(s)), x(s))ds = +∞, i ∈ {1, ..., q}. Now, it follows from (10.40) and
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Corollary 10.1 that V (x(t)) ≤≤ z(t), t ≥ t0, for z(t0) = V (x(t0)). Note that since
x0 ∈ Dc it follows that z(t), t ≥ t0, is bounded. Furthermore, since w(·, x) ∈ Wd it
follows that
vi(x(t)) ≤ vi(x(t0)) +
∫ t
t0
wi(V (x(s)), x(s))ds ≤ zi(t0) +
∫ t
t0
wi(z(s), x(s))ds = zi(t),
(10.43)
for all t ≥ t0. Since z(t), t ≥ t0, is bounded and vi(x), x ∈ D, i ∈ {1, ..., q}, is contin-
uous, it follows that there exists M > 0 such that |
∫ t
t0
wi(V (x(s)), x(s))ds| < M <
+∞, t ≥ t0, i ∈ {1, ..., q}. This is a contradiction and hence limt→∞Wi(x(t), t), i ∈







[v′i(x(s))f(x(s)) − wi(V (x(s)), x(s))]ds




[v′i(x(s))f(x(s))−wi(V (x(s)), x(s))]ds, i ∈ {1, ..., q}, exists and
is finite.
Next, since f(·) is Lipschitz continuous on D and x(t) ∈ Bε(0) for all x0 ∈ Dc and
t ≥ t0 it follows that








≤ Lε(t2 − t1), t2 ≥ t1 ≥ t0, (10.45)
where L is the Lipschitz constant on Dc. Thus, it follows from (10.45) that for any
γ > 0 there exists µ = µ(γ) = γ
Lε
such that
‖x(t2) − x(t1)‖ < γ, |t2 − t1| < µ, (10.46)
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which shows that x(t), t ≥ t0, is uniformly continuous. Next, since x(t) is uniformly
continuous and v′i(x)f(x)−wi(V (x), x), x ∈ D, i ∈ {1, ..., q}, is continuous, it follows
that v′i(x(t))f(x(t))−wi(V (x(t)), x(t)), i ∈ {1, ..., q}, is uniformly continuous at every
t ≥ t0. Hence, it follows from Barbalat’s lemma [132, p. 192] that v′i(x(t))f(x(t)) −
wi(V (x(t)), x(t)) → 0 as t → ∞ for all x0 ∈ Dc and i ∈ {1, ..., q}. Repeating the
above analysis for all i = 1, ..., q, it follows that x(t) → R = ∩qi=1Ri for all x0 ∈ Dc.
Finally, if R contains no trajectory other than the trivial trajectory, then R = {0}
and hence x(t) → 0 as t → ∞ for all x0 ∈ Dc which proves asymptotic stability of
the zero solution x(t) ≡ 0 to (10.20).
Remark 10.2. Note that R = ∩qi=1Ri 6= Ø since 0 ∈ R. Furthermore, recall that
for every bounded solution x(t), t ≥ t0, to (10.20) with initial condition x(t0) = x0, the
positive limit set ω(x0) of (10.20) is a nonempty, compact, invariant, and connected
set with x(t) → ω(x0) as t → ∞. If q = 1 and w(V (x), x) ≡ 0, then it can be shown
that the Lyapunov derivative V̇ (x) vanishes on a positive limit set ω(x0), x0 ∈ Dc,
so that ω(x0) ∈ R. Moreover, since ω(x0) is a positively invariant set with respect
to (10.20), it follows that for all x0 ∈ Dc, the trajectory of (10.20) converges to the
largest invariant set M contained in R. In this case, Theorem 10.4 specializes to the
classical Krasovskii-LaSalle invariant set theorem [143].
Remark 10.3. If for some k ∈ {1, ..., q}, wk(V (x), x) ≡ 0 and v′k(x)f(x) < 0, x ∈
D, x 6= 0, then R = Rk = {0}. In this case, it follows from Theorem 10.4 that the
zero solution x(t) ≡ 0 to (10.20) is asymptotically stable. Note that even though
for k ∈ {1, ..., q} the time derivative v̇k(x), x ∈ D, is negative definite, the function
vk(x), x ∈ D, need not be positive definite, as in classical Lyapunov stability theory,
to ensure asymptotic stability of (10.20).
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Next, we use the vector Lyapunov stability results of Theorem 10.3 to develop
partial stability analysis results for nonlinear dynamical systems [51]. Specifically,
consider the nonlinear dynamical system (10.20) with partitioned dynamics8 given by
ẋI(t) = fI(xI(t), xII(t)), xI(t0) = xI0, t ≥ t0, (10.47)
ẋII(t) = fII(xI(t), xII(t)), xII(t0) = xII0, (10.48)
where xI(t) ∈ DI, t ≥ t0, DI ⊆ RnI is an open set such that 0 ∈ DI, xII(t) ∈ RnII , t ≥
t0, fI : DI × RnII → RnI is such that for all xII ∈ RnII , fI(0, xII) = 0 and fI(·, xII) is
locally Lipschitz in xI, fII : DI × RnII → RnII is such that for every xI ∈ DI, fII(xI, ·)











T, and nI + nII = n. For the nonlinear dynamical system (10.47),
(10.48) the definitions of partial stability given in Definition 10.3 hold with (10.27)
and (10.28) replaced by (10.47) and (10.48). Note that for the dynamical system
(10.20), f(xI, xII) = [f
T
I (xI, xII), f
T
II (xI, xII)]
T, (xI, xII) ∈ DI × RnII .
Corollary 10.3. Consider the nonlinear dynamical system (10.47), (10.48). As-
sume that there exist a continuously differentiable vector function V : DI × RnII →
Q∩ Rq+, a positive vector p ∈ Rq+, and class K functions α(·) and β(·) such that the
scalar function v : DI × RnII → R+ defined by v(xI, xII) , pTV (xI, xII) satisfies
α(‖xI‖) ≤ v(xI, xII) ≤ β(‖xI‖), (xI, xII) ∈ DI × RnII , (10.49)
and
V ′(xI, xII)f(xI, xII) ≤≤ w(V (xI, xII), xI, xII), (xI, xII) ∈ DI × RnII , (10.50)
where w : Q × DI × RnII → Rq is continuous, w(·, xI, xII) ∈ W, and w(0, 0, xII) =
0, xII ∈ RnII . Then the following statements hold:
8Here we use the Roman subscripts I and II as opposed to Arabic subscripts 1 and 2 for denoting
the partial states of x in order not to confuse the partial states with the component states of the
vector Lyapunov function.
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i) If the nonlinear dynamical system (10.27), (10.47), (10.48) is Lyapunov (respec-
tively, asymptotically) stable with respect to z uniformly in (xI0, xII0), then the
nonlinear dynamical system (10.47), (10.48) is Lyapunov (respectively, asymp-
totically) stable with respect to xI uniformly in xII0.
ii) If DI = RnI , Q = Rq, the functions α(·) and β(·) are class K∞, and the nonlin-
ear dynamical system (10.27), (10.47), (10.48) is globally asymptotically stable
with respect to z uniformly in (xI0, xII0), then the nonlinear dynamical system
(10.47), (10.48) is globally asymptotically stable with respect to xI uniformly
in xII0.
iii) If there exist constants ν ≥ 1, α > 0, and β > 0 such that v : DI × RnII → R+
satisfies
α‖xI‖ν ≤ v(xI, xII) ≤ β‖xI‖ν , (xI, xII) ∈ DI × RnII , (10.51)
and the nonlinear dynamical system (10.27), (10.47), (10.48) is exponentially
stable with respect to z uniformly in (xI0, xII0), then the nonlinear dynamical
system (10.47), (10.48) is exponentially stable with respect to xI uniformly in
xII0.
iv) If DI = RnI , Q = Rq, there exist constants ν ≥ 1, α > 0, and β > 0 such that v :
R
nI ×RnII → R+ satisfies (10.51), and the nonlinear dynamical system (10.27),
(10.47), (10.48) is globally exponentially stable with respect to z uniformly
in (xI0, xII0), then the nonlinear dynamical system (10.47), (10.48) is globally
exponentially stable with respect to xI uniformly in xII0.
Proof. To show Lyapunov stability of the nonlinear dynamical system (10.47),
(10.48) with respect to xI uniformly in xII0, note that since p ∈ Rq+ is a positive vector
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it follows from (10.49) that
α(‖xI‖)/ max
i=1,...,q
{pi} ≤ eTV (xI, xII) ≤ β(‖xI‖)/ min
i=1,...,q
{pi}, (xI, xII) ∈ DI × RnII .
(10.52)
Next, let ε > 0 and note that it follows from Lyapunov stability of the nonlinear dy-
namical system (10.27), (10.47), (10.48) with respect to z uniformly in (xI0, xII0) that
there exists µ = µ(ε) > 0 such that if ‖z0‖1 < µ, then ‖z(t)‖1 < α(ε)/maxi=1,...,q{pi},
t ≥ t0, for any (xI0, xII0) ∈ DI×RnII . Now, choose z0 = V (xI0, xII0) ≥≥ 0, (xI0, xII0) ∈
DI ×RnII . Since V (·, ·) is continuous, the function eTV (·, ·) is also continuous. More-
over, it follows from the continuity of β(·) that for µ = µ(ε) there exists δ = δ(µ(ε)) =
δ(ε) > 0 such that δ < ε and if ‖xI0‖ < δ, then β(‖xI0‖)/mini=1,...,q{pi} < µ which,
by (10.52), implies that eTV (xI0, xII0) = e
Tz0 = ‖z0‖1 < µ for all xII0 ∈ RnII , and
hence ‖z(t)‖1 < α(ε)/maxi=1,...,q{pi}, t ≥ t0. In addition, it follows from (10.50) and
Corollary 10.1 that 0 ≤≤ V (xI(t), xII(t)) ≤≤ z(t) on any compact interval [t0, t0 + τ ],
and hence, eTz(t) = ‖z(t)‖1, t ∈ [t0, t0 + τ ]. Thus, it follows from (10.52) that for all
‖xI0‖ < δ, xII0 ∈ RnII , and t ∈ [t0, t0 + τ ],
α(‖xI(t)‖)/ max
i=1,...,q
{pi} ≤ eTV (xI(t), xII(t)) ≤ eTz(t) < α(ε)/ max
i=1,...,q
{pi}, (10.53)
which implies that ‖xI(t)‖ < ε, t ∈ [t0, t0 + τ ].
Next, suppose, ad absurdum, that for some xI0 ∈ DI with ‖xI0‖ < δ and for some
xII0 ∈ RnII there exists t̂ > t0+τ such that ‖xI(t̂)‖ = ε. Then, for z0 = V (xI0, xII0) and
the compact interval [t0, t̂] it follows from Corollary 10.1 that V (xI(t̂), xII(t̂)) ≤≤ z(t̂)
which implies that α(ε)/maxi=1,...,q{pi} = α(‖xI(t̂)‖)/maxi=1,...,q{pi} ≤ eTV (xI(t̂),
xII(t̂)) ≤ eTz(t̂) < α(ε)/maxi=1,...,q{pi}. This is a contradiction and hence, for a
given ε > 0 there exists δ = δ(ε) > 0 such that for all xI0 ∈ DI with ‖xI0‖ < δ and for
all xII0 ∈ RnII , ‖xI(t)‖ < ε, t ≥ t0, which implies Lyapunov stability of the nonlinear
dynamical system (10.47), (10.48) with respect to xI uniformly in xII0.
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The remainder of the proof involves similar arguments as above and as in the
proof of parts ii) − v) of Theorem 10.3 and hence is omitted.
Remark 10.4. Note that Corollary 10.3 allows us to address stability of time-
varying nonlinear dynamical systems via vector Lyapunov functions. In particular,
with xI(t) ≡ x(t), xII(t) ≡ t, nII = 1, and fII(xI(t), xII(t)) ≡ 1, Corollary 10.3 can be
used to establish stability results for the nonlinear time-varying dynamical system
ẋ(t) = f(x(t), t), x(t0) = x0, t ≥ t0, (10.54)
where x0 ∈ D ⊆ Rn.
The next result is a generalization of the converse Lyapunov theorem and es-
tablishes the existence of a vector Lyapunov function for an asymptotically stable
nonlinear dynamical system.
Theorem 10.5. Consider the nonlinear dynamical system (10.20). Let δ > 0
and D0 = Bδ(0) ⊂ D, and assume that f : D → Rn is continuously differentiable
and the zero solution x(t) ≡ 0 to (10.20) is asymptotically stable. Then there exist a
continuously differentiable vector function V = [v1, ..., vq]
T : D0 → R
q
+, a continuous
function w = [w1, ..., wq]
T : R
q
+ → Rq, and a positive vector p ∈ Rq+ such that
V (0) = 0, the scalar function v : D0 → R+ defined by v(x) , pTV (x), x ∈ D0, is
positive definite, w(·) ∈ W, w(0) = 0, V ′(x)f(x) ≤≤ w(V (x)), x ∈ D0, and the zero
solution z(t) ≡ 0 to
ż(t) = w(z(t)), z(t0) = z0, t ≥ t0, (10.55)
where z0 ∈ R
q
+, is asymptotically stable.
Proof. Since the zero solution x(t) ≡ 0 to (10.20) is asymptotically stable it fol-
lows from Theorem 3.14 of [132] that there exist a continuously differentiable positive
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definite function ṽ : D0 → R+ and class K functions α(·), β(·), and γ(·) such that
α(‖x‖) ≤ ṽ(x) ≤ β(‖x‖), x ∈ D0, (10.56)
ṽ′(x)f(x) ≤ −γ(‖x‖), x ∈ D0. (10.57)
Furthermore, it follows from (10.56) and (10.57) that
ṽ′(x)f(x) ≤ −γ ◦ β−1(ṽ(x)), x ∈ D0, (10.58)
where “◦” denotes the composition operator and β−1 : [0, β(δ)] → R+ is the inverse
function of β(·) and hence β−1(·) and γ ◦ β−1(·) are class K functions. Next, define
V = [v1, ..., vq]
T : D0 → Rq+ such that vi(x) , ṽ(x), x ∈ D0, i = 1, ..., q, and choose
p = e. Then it follows that V (0) = 0, v(x) , eTV (x), x ∈ D0, is positive definite
and V ′(x)f(x) ≤≤ w(V (x)), x ∈ D0, where w = [w1, ..., wq]T : Rq+ → Rq is such that
wi(V (x)) = −γ◦β−1(vi(x)), x ∈ D0. Note that w(·) ∈ W and w(0) = 0. To show that
the zero solution z(t) ≡ 0 to (10.55) is asymptotically stable, consider the Lyapunov
function candidate v̂(z) , eTz, z ∈ Rq+. Note that v̂(0) = 0, v̂(z) > 0, z ∈ R
q
+, z 6= 0,
and ˙̂v(z) = −∑qi=1 γ ◦ β−1(zi) < 0, z ∈ R
q
+, z 6= 0. Thus the zero solution z(t) ≡ 0
to (10.55) is asymptotically stable which completes the proof.
Finally, to elucidate how to use the vector Lyapunov functions framework to
address the problem of control design for nonlinear dynamical systems consider the
controlled nonlinear dynamical system given by
ẋ(t) = F (x(t), u(t)), x(t0) = x0, t ≥ t0, (10.59)
where x0 ∈ D, D ⊆ Rn is an open set, 0 ∈ D, u(t) ∈ U ⊆ Rm, t ≥ t0, is the control
input, U is the set of all admissible control inputs, F : D × U → Rn is Lipschitz
continuous for all (x, u) ∈ D × U , and F (0, 0) = 0. Moreover, assume that for every
x0 ∈ D and u ∈ U the solution x(t) to (10.59) is unique and defined for all t ≥ t0.
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Now, assume there exist a continuously differentiable vector function V : D → Q∩Rq+
and a positive vector p ∈ Rq+ such that V (0) = 0, v(x) , pTV (x), x ∈ D, is positive
definite, and
V ′(x)F (x, u) ≤≤ w(V (x), x, u), x ∈ D, u ∈ U , (10.60)
where w : Q×D × U → Rq is continuous. Furthermore, define the feedback control
law φ : Q × D → U given by u = φ(V (x), x), x ∈ D, so that φ(0, 0) = 0 and the
closed-loop system (10.59) is given by
ẋ(t) = F (x(t), φ(V (x(t)), x(t))), x(t0) = x0, t ≥ t0. (10.61)
Now, if φ(·, ·) is such that the system
ż(t) = w̃(z(t), x(t)), z(t0) = z0, t ≥ t0, (10.62)
ẋ(t) = f̃(x(t)), x(t0) = x0, (10.63)
where w̃(z, x) , w(z, x, φ(z, x)), z ∈ Q, x ∈ D, f̃(x) , F (x, φ(V (x), x)), x ∈ D,
w̃(·, x) ∈ W, w̃(0, x) = 0, x ∈ D, f̃(0) = 0, z0 ∈ Q∩Rq+, and x0 ∈ D, is asymptotically
stable with respect to z unifromly in x0, then the zero solution x(t) ≡ 0 to the closed-
loop system (10.61) is asymptotically stable. To ensure partial asymptotic stability
of the system (10.62), (10.63) the results of Theorem 1 and Corollary 1 of [51] can be
used.
10.5. Control Vector Lyapunov Functions
In this section, we consider a feedback control problem and introduce the notion of
a control vector Lyapunov function as a generalization of control Lyapunov functions.
Specifically, consider the nonlinear controlled dynamical system given by
ẋ(t) = F (x(t), u(t)), x(t0) = x0, t ≥ t0, (10.64)
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where x0 ∈ D, D ⊆ Rn is an open set with 0 ∈ D, u(t) ∈ U ⊆ Rm, t ≥ t0, is the control
input, and F : D×U → Rn is Lipschitz continuous for all (x, u) ∈ D×U and satisfies
F (0, 0) = 0. We assume that the control input u(·) in (10.64) is restricted to the class
of admissible controls consisting of measurable functions u(·) such that u(t) ∈ U for all
t ≥ t0, where the constraint set U is given with 0 ∈ U . Furthermore, we assume that
u(·) satisfies sufficient regularity conditions such that the nonlinear dynamical system
(10.64) has a unique solution forward in time. A measurable mapping φ : D → U
satisfying φ(0) = 0 is called a control law. Furthermore, if u(t) = φ(x(t)), where φ is
a control law and x(t), t ≥ t0, satisfies (10.64), then u(·) is called a feedback control
law.
Definition 10.4. If there exist a continuously differentiable vector function V =
[v1, ..., vq]
T : D → Q ∩ Rq+, a continuous function w = [w1, ..., wq]T : Q × D → Rq,
and a positive vector p ∈ Rq+ such that V (0) = 0, v(x) , pTV (x), x ∈ D, is positive
definite, w(·, x) ∈ W, w(0, 0) = 0, F(x) , ∩qi=1Fi(x) 6= Ø, x ∈ D, x 6= 0, where
Fi(x) , {u ∈ U : v′i(x)F (x, u) < wi(V (x), x)}, x ∈ D, x 6= 0, i = 1, ..., q, then
the vector function V : D → Q ∩ Rq+ is called a control vector Lyapunov function
candidate.
It follows from Definition 10.4 that if there exists a control vector Lyapunov func-
tion candidate, then there exists a feedback control law φ : D → U such that
V ′(x)F (x, φ(x)) << w(V (x), x), x ∈ D, x 6= 0. (10.65)
Moreover, if the nonlinear dynamical system
ż(t) = w(z(t), x(t)), z(t0) = z0, t ≥ t0, (10.66)
ẋ(t) = F (x(t), φ(x(t))), x(t0) = x0, (10.67)
where z0 ∈ Q ∩ Rq+ and x0 ∈ D, is asymptotically stable with respect to z uniformly
in x0, then it follows from Theorem 10.3 that the zero solution x(t) ≡ 0 to (10.67)
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is asymptotically stable. In this case, the vector function V : D → Rq+ given in
Definition 10.4 is called a control vector Lyapunov function. Furthermore, if D = Rn,
Q = Rq, U = Rm, v : Rn → R+ is radially unbounded, and the system (10.66),
(10.67) is globally asymptotically stable with respect to z uniformly in x0, then the
zero solution x(t) ≡ 0 to (10.64) is globally asymptotically stabilizable.
Remark 10.5. If in Definition 10.4 w(z, x) = w(z) and the zero solution z(t) ≡ 0
to
ż(t) = w(z(t)), z(t0) = z0, t ≥ t0, (10.68)
where z0 ∈ Q∩R
q
+, is asymptotically stable, then it follows from Corollary 10.2 that
V : D → Q∩ Rq+ is a control vector Lyapunov function.
Conversely, suppose that there exists a stabilizing feedback control law φ : D →
U such that the zero solution x(t) ≡ 0 to (10.67) is asymptotically stable. Then
it follows from Theorem 10.5 that there exist a continuously differentiable vector
function V = [v1, ..., vq]
T : D0 → Rq+, a continuous function w = [w1, ..., wq]T :
R
q
+ → Rq, and a positive vector p ∈ Rq+ such that V (0) = 0, the scalar function
v : D0 → R+ defined by v(x) , pTV (x), x ∈ D0, is positive definite, w(·) ∈ W,
w(0) = 0, and V ′(x)F (x, φ(x)) << w(V (x)), x ∈ D0, x 6= 0. Thus, F(x) 6= Ø, x ∈
D0, x 6= 0. Moreover, since, by Theorem 10.5, the zero solution z(t) ≡ 0 to (10.68)
is asymptotically stable, it follows from Remark 10.5 that V : D0 → Rq+ is a control
vector Lyapunov function. Hence, a given nonlinear dynamical system of the form
(10.64) is feedback asymptotically stabilizable if and only if there exists a control
vector Lyapunov function.
In the case where q = 1 and w(z, x) ≡ w(z), Definition 10.4 implies the existence
of a positive-definite continuously differentiable function v : D → Q ∩ R+ and a
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continuous function w : Q → R, where Q ⊆ R, such that w(0) = 0 and F(x) = {u ∈
U : v′(x)F (x, u) < w(v(x))} 6= Ø, x ∈ D, x 6= 0, which is equivalent to
inf
u∈U
v′(x)F (x, u) < w(v(x)), x ∈ D, x 6= 0. (10.69)
Now, (10.69) implies the existence of a feedback control law φ : D → U such that
v′(x)F (x, φ(x)) < w(v(x)), x ∈ D, x 6= 0. Moreover, if v : D → R+ is a control
vector Lyapunov function (with q = 1), then it follows from Remark 10.5 that the
zero solution z(t) ≡ 0 to the system (10.68) is asymptotically stable and, since q = 1,
this implies that w(z) < 0, z ∈ Q ∩ R+, z 6= 0. Thus, since v(·) is positive definite,
(10.69) can be rewritten as
inf
u∈U
v′(x)F (x, u) < 0, x ∈ D, x 6= 0, (10.70)
which is equivalent to the standard definition of a control Lyapunov function [9].
Next, consider the case where the control input to (10.64) possesses a decentralized
control architecture so that the dynamics of (10.64) are given by
ẋi(t) = Fi(x(t), ui(t)), t ≥ t0, i = 1, ..., q, (10.71)
where xi(t) ∈ Rni , x(t) = [xT1 (t), ..., xTq (t)]T, ui(t) ∈ Ui ⊆ Rmi , t ≥ t0,
∑q
i=1 ni = n,
and
∑q
i=1mi = m. Note that xi(t) ∈ Rni , t ≥ t0, i = 1, ..., q, as long as x(t) ∈
D, t ≥ t0, and the set of control inputs is given by U = U1 × · · · × Uq ⊆ Rm. In the
case of a component decoupled control vector Lyapunov function candidate; that is,
V (x) = [v1(x1), ..., vq(xq)]
T, x ∈ D, it suffices to require in Definition 10.4 that
Fi(x) = {u ∈ U : v′i(xi)Fi(x, ui) < wi(V (x), x)} 6= Ø, x ∈ D, x 6= 0, i = 1, ..., q,
(10.72)
to ensure that F(x) = ∩qi=1Fi(x) 6= Ø, x ∈ D, x 6= 0. Note that for a component





V ′(x)F (x, u) << w(V (x), x), x ∈ D, x 6= 0, (10.73)
where the infimum is taken componentwise; that is, for each component of (10.73) the
infimum is calculated separately. It follows from (10.73) that there exists a feedback
control law φ : D → U such that φ(x) = [φT1 (x), ..., φTq (x)]T, x ∈ D, where φi : D →
Ui, and v′i(xi)Fi(x, φi(x)) < wi(V (x), x), x ∈ D, x 6= 0, i = 1, ..., q.
Remark 10.6. If wi(V (x), x) = 0 for x ∈ D with xi = 0, then condition (10.72)
holds for all x ∈ D such that xi 6= 0.
Next, we consider the special case of a nonlinear dynamical system of the form
(10.71) with affine control inputs given by
ẋi(t) = fi(x(t)) +Gi(x(t))ui(t), t ≥ t0, i = 1, ..., q, (10.74)
where fi : R
n → Rni and satisfies fi(0) = 0 and Gi : Rn → Rni×mi are smooth
functions (at least continuously differentiable mappings) for all i = 1, ..., q, and ui(t) ∈
R
mi , t ≥ t0, i = 1, ..., q, D = Rn, and U = Rm.
Theorem 10.6. Consider the controlled nonlinear dynamical system given by
(10.74). If there exist a continuously differentiable, component decoupled vector
function V : Rn → Rq+, a continuous function w = [w1, ..., wq]T : R
q
+ → Rq, and a
positive vector p ∈ Rq+ such that V (0) = 0, the scalar function v : Rn → R+ defined
by v(x) , pTV (x), x ∈ Rn, is positive definite and radially unbounded, w(·, x) ∈ W,
w(0, 0) = 0, and
v′i(xi)fi(x) < wi(V (x), x), x ∈ Ri, i = 1, ..., q, (10.75)
where Ri , {x ∈ Rn, x 6= 0 : v′i(xi)Gi(x) = 0}, i = 1, ..., q, then V : Rn → R+ is a
control vector Lyapunov function candidate. If, in addition, there exists φ : Rn → U
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such that φ(x) = [φT1 (x), ..., φ
T
q (x)]
T, x ∈ Rn, and the system (10.66), (10.67) is
globally asymptotically stable with respect to z uniformly in x0, then the zero solution
x(t) ≡ 0 to (10.67) is globally asymptotically stable and V : Rn → Rq+ is a control
vector Lyapunov function.





−∞, x 6∈ Ri,
v′i(xi)fi(x), x ∈ Ri,
< wi(V (x), x), x ∈ Rn, (10.76)
which implies (10.73). Now, the proof is a direct consequence of the definition of
a control vector Lyapunov function by noting the equivalence between (10.72) and
(10.73) for component decoupled vector Lyapunov functions.
Using Theorem 10.6 we can construct an explicit feedback control law that is
a function of the control vector Lyapunov function V (·). Specifically, consider the
feedback control law φ(x) = [φT1 (x), ..., φ
T
q (x)]














βi(x), βi(x) 6= 0,
0, βi(x) = 0,
(10.77)
where αi(x) , v
′
i(xi)fi(x), x ∈ Rn, βi(x) , GTi (x)v′Ti (xi), x ∈ Rn, and c0i > 0,
i = 1, ..., q. The derivative V̇ (·) along the trajectories of the dynamical system (10.74),













(αi(x) − wi(V (x), x))2 + (βTi (x)βi(x))2
+wi(V (x), x), βi(x) 6= 0,
αi(x), βi(x) = 0,
< wi(V (x), x), x ∈ Rn. (10.78)
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Thus, if the zero solution z(t) ≡ 0 to (10.66), (10.67) is globally asymptotically stable
with respect to z uniformly in x0, then it follows from Theorem 10.3 that the zero
solution x(t) ≡ 0 to (10.74) with u = φ(x) = [φT1 (x), ..., φTq (x)]T, x ∈ Rn, given by
(10.77) is globally asymptotically stable.
Remark 10.7. If in Theorem 10.6 w(z, x) = w(z) and the zero solution z(t) ≡ 0
to (10.68) is globally asymptotically stable, then it follows from Corollary 10.2 that
the feedback control law given by (10.77) is a globally asymptotically stabilizing
controller for the nonlinear dynamical system (10.74).
Remark 10.8. In case where q = 1, the function w(·, ·) in Theorem 10.6 can be
set to be identically zero; that is, w(z, x) ≡ 0. In this case, the feedback control law
(10.77) specializes to Sontag’s universal formula [212] and is a global stabilizer for
(10.74).
Since fi(·) and Gi(·) are smooth and vi(·) is continuously differentiable for all
i = 1, ..., q, it follows that αi(x) and βi(x), x ∈ Rn, i = 1, ..., q, are continuous
functions and hence φi(x) given by (10.77) is continuous for all x ∈ Rn if either
βi(x) 6= 0 or αi(x) − wi(V (x), x) < 0 for all i = 1, ..., q. Hence, the feedback control
law given by (10.77) is continuous everywhere except for the origin. The following
result provides necessary and sufficient conditions under which the feedback control
law given by (10.77) is guaranteed to be continuous at the origin in addition to being
continuous everywhere else.
Proposition 10.1. The feedback control law φ(x) given by (10.77) is continuous
on Rn if and only if for every ε > 0, there exists δ > 0 such that for all 0 < ‖x‖ < δ
there exists ui ∈ Rmi such that ‖ui‖ < ε and αi(x) + βTi (x)ui < wi(V (x), x), i =
1, ..., q.
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Proof. The proof is analogous to the proof for the case of one subsystem given
in [212].
10.6. Stability Margins, Inverse Optimality, and Vector Dis-
sipativity
In this section, we show that the feedback control law given by (10.77) is robust to
sector bounded input nonlinearities. Specifically, we consider the nonlinear dynamical
system (10.74) with nonlinear uncertainties in the input so that the dynamics of the
system are given by
ẋi(t) = fi(x(t)) +Gi(x(t))σi(ui(t)), t ≥ t0, i = 1, ..., q, (10.79)
where σi(·) ∈ Φi , {σi : Rmi → Rmi : σi(0) = 0 and 12uTi ui ≤ σTi (ui)ui < ∞, ui ∈
R
mi}, i = 1, ..., q. In addition, we show that for the dynamical system (10.74) the
feedback control law given by (10.77) is inverse optimal in the sense that it minimizes
a derived performance functional over the set of stabilizing controllers S(x0) , {u(·) :
u(·) is admissible and x(t) → 0 as t→ ∞}.
Theorem 10.7. Consider the nonlinear dynamical system (10.79) and assume
that the conditions of Theorem 10.6 hold with w(z, x) ≡ w(z) and with the zero solu-
tion z(t) ≡ 0 to (10.68) being globally asymptotically stable. Then with the feedback
control law given by (10.77) the nonlinear dynamical system (10.79) is globally as-
ymptotically stable for all σi(·) ∈ Φi, i = 1, ..., q. Moreover, for the dynamical system










in the sense that
J(x0, φ(x(·))) = min
u(·)∈S(x0)
J(x0, u(·)), x0 ∈ Rn, (10.81)
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Imi , βi(x) 6= 0,











> 0, βi(x) 6= 0,
0, βi(x) = 0,
(10.83)
for all i = 1, ..., q. Finally, J(x0, φ(x(·))) = eTV (x0), x0 ∈ Rn, where V : Rn → R
q
+ is
a control vector Lyapunov function for the dynamical system (10.74).
Proof. It follows from Theorem 10.6 that the feedback control law (10.77) globally
asymptotically stabilizes the dynamical system (10.74) and the vector function V :
R
n → Rq+ is a control vector Lyapunov function for the dynamical system (10.74).
Note that with (10.83) the feedback control law (10.77) can be rewritten as φi(x) =
−γi(x)βi(x), x ∈ Rn, i = 1, ..., q. Let the control vector Lyapunov function V : Rn →
R
q
+ for (10.74) be a vector Lyapunov function candidate for (10.79). Then the vector
Lyapunov derivative components are given by
v̇i(x) = v
′
i(x)(fi(x) +Gi(x)σi(φi(x))) = αi(x) + β
T
i (x)σi(φi(x)),
x ∈ Rn, i = 1, ..., q. (10.84)
Note that φi(x) = 0 and hence σi(φi(x)) = 0 whenever βi(x) = 0 for all i = 1, ..., q.
In this case, it follows from (10.75) that v̇i(x) < wi(V (x)), x ∈ Rn, βi(x) = 0, x 6=
0, i = 1, ..., q. Next, consider the case where βi(x) 6= 0, i = 1, ..., q. In this case, note
that







(αi(x) − wi(V (x))) −
√
(αi(x) − wi(V (x)))2 + (βTi (x)βi(x))2
2
< 0,
x ∈ Rn, βi(x) 6= 0, (10.85)
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for all i = 1, ..., q. Thus, the vector Lyapunov derivative componets given by (10.84)
satisfy
v̇i(x) < wi(V (x)) +
γi(x)
2
βTi (x)βi(x) + β
T
i (x)σi(φi(x))















≤ wi(V (x)), x ∈ Rn, βi(x) 6= 0, (10.86)
for all σi(·) ∈ Φi and i = 1, ..., q. Since the dynamical system (10.68) is globally
asymptotically stable it follows from Corollary 10.2 that the nonlinear dynamical
system (10.79) is globally asymptotically stable for all σi(·) ∈ Φi, i = 1, ..., q.
To show that the feedback control law (10.77) minimizes (10.80) in the sense of







i R2i(x)ui + v
′
i(fi(x) +Gi(x)ui)] (10.87)
and note that H(x, φ(x)) = 0 and H(x, u) ≥ 0, x ∈ Rn, u ∈ Rm, since H(x, u) =
∑q























= J(x0, φ(x(·))), (10.88)
which yields (10.81).
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Remark 10.9. It follows from Theorem 10.7 that with the feedback stabilizing
control law (10.77) the nonlinear dynamical system (10.74) has a sector (and hence
gain) margin (1
2
,∞) in each decentralized input channel.
Finally, note that Theorem 10.7 implies that
αi(x) − wi(V (x)) − θiγi(x)βTi (x)βi(x) ≤ 0, x ∈ Rn, (10.89)








∣ ≤ µi, x ∈ Rn, βi(x) 6=
0, i = 1, ..., q, then |γi(x)| ≤ c0i + µi + µi
√
1 + µ2i , λi, x ∈ Rn, i = 1, ..., q. In this
case, the vector Lyapunov derivative components for the dynamical system (10.74)
with the output y = [yT1 , ..., y
T
q ]
T, where yi(x) , βi(x), x ∈ Rn, i = 1, ..., q, satisfy
v̇i(x) = αi(x) + β
T
i (x)ui
≤ wi(V (x)) + θiγi(x)βTi (x)βi(x) + βTi (x)ui
≤ wi(V (x)) + θiλiyTi yi + yTi ui, x ∈ Rn, ui ∈ Rmi , i = 1, ..., q. (10.90)
Inequlity (10.90) imples that (10.74) is exponentially vector dissipative with respect to
the vector supply rate S(u, y) , [s1(u1, y1), ..., sq(uq, yq)]
T, where si(ui, yi) = θiλiy
T
i yi+
yTi ui, i = 1, ..., q, and with the control vector Lyapunov function V : R
n → Rq+ being
a vector storage function. For details regarding vector dissipativity, see Chapter 11
and [103].
10.7. Decentralized Control for Large-Scale Nonlinear Dy-
namical Systems
In this section, we apply the proposed control framework to decentralized control
of large-scale nonlinear dynamical systems. Specifically, we consider the large-scale
dynamical system G shown in Figure 10.1 involving energy exchange between n in-















Figure 10.1: Large-scale dynamical system G.
nonnegative quantity) of the ith subsystem, let ui : [0,∞) → R denote the control
input to the ith subsystem, and let σij : R
n
+ → R+, i 6= j, i, j = 1, ..., n, denote the
instantaneous rate of energy flow from the jth subsystem to the ith subsystem.
An energy balance yields the large-scale dynamical system [104]
ẋ(t) = f(x(t)) +G(x(t))u(t), x(t0) = x0, t ≥ t0, (10.91)
where x(t) = [x1(t), ..., xn(t)]
T, t ≥ t0, fi(x) =
∑n
j=1,j 6=i φij(x), where φij(x) ,
σij(x)− σji(x), x ∈ Rn+, i 6= j, i, j = 1, ..., q, denotes the net energy flow from the jth
subsystem to the ith subsystem, G(x) = diag[G1(x), ..., Gn(x)] = diag[x1, ..., xn], x ∈
R
n
+, and u(t) ∈ Rn, t ≥ t0. Here, we assume that σij : R
n
+ → R+, i 6= j, i, j = 1, ..., n,
are locally Lipschitz continuous on R
n
+, σij(0) = 0, i 6= j, i, j = 1, ..., n, and
u = [u1, ..., un]
T : R → Rn is such that ui : R → R, i = 1, ..., n, are bounded
piecewise continuous functions of time. Furthermore, we assume that σij(x) = 0,
x ∈ Rn+, whenever xj = 0, i 6= j, i, j = 1, ..., n. In this case, f(·) is essentially non-
negative [97, 104] (i.e., fi(x) ≥ 0 for all x ∈ Rn+ such that xi = 0, i = 1, ..., n). The
above constraint implies that if the energy of the jth subsystem of G is zero, then this
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subsystem cannot supply any energy to its surroundings. Finally, in order to ensure
that the trajectories of the closed-loop system remain in the nonnegative orthant of
the state space for all nonnegative initial conditions, we seek a feedback control law
u(·) that guarantees the closed-loop system dynamics are essentially nonnegative [97].
For the dynamical system G, consider the control vector Lyapunov function can-
didate V (x) = [v1(x1), ..., vn(xn)]
T, x ∈ Rn+, given by
V (x) = [x1, ..., xn]
T, x ∈ Rn+. (10.92)
Note that V (0) = 0 and v(x) , eTV (x), x ∈ Rn+, is positive definite and radially
unbounded. Furhtermore, consider the function










x ∈ Rn+, (10.93)
where σii : R+ → R+, i = 1, ..., n, are positive definite functions, and note that
w(·, x) ∈ W, x ∈ Rn+, and w(0, 0) = 0. Also note that it follows from Remark 10.6
that Ri , {x ∈ Rn+, xi 6= 0 : V ′i (xi)Gi(x) = 0} = {x ∈ R
n
+, xi 6= 0 : xi = 0} = Ø, and
hence, condition (10.75) is satisfied for V (·) and w(·, ·) given by (10.92) and (10.93),
respectively. To show that the dynamical system
ż(t) = w(z(t), x(t)), z(t0) = z0, t ≥ t0, (10.94)
where z(t) ∈ Rn+, t ≥ t0, x(t), t ≥ t0, is the solution to (10.91), and the ith compo-
nent of w(z, x) is given by wi(z, x) = −σii(zi) +
∑n
j=1,j 6=i φij(x), z ∈ R
n
+, x ∈ R
n
+, is
globally asymptotically stable with respect to z uniformly in x0, consider the Lya-
punov function candidate ṽ(z) = eTz, z ∈ Rn+. Note that ṽ(·) is radially unbounded,






j=1,j 6=i φij(x) =
−∑ni=1 σii(zi) < 0, z ∈ R
n
+, z 6= 0. Thus, it follows from Corollary 1 of [51] that the
dynamical system (10.94), (10.91) is globally asymptotically stable with respect to z
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uniformly in x0. Hence, it follows from Theorem 10.6 that V (x), x ∈ Rn+, given by
(10.92) is a control vector Lyapunov function for the dynamical system (10.91).




j=1,j 6=i φij(x), βi(x) = xi, x ∈
R
n
+, and c0i > 0, i = 1, ..., n, we construct a globally stabilizing decentralized feed-
back controller for (10.91). It can be seen from the structure of the feedback control
law that the closed-loop system dynamics are essentially nonnegative. Furthermore,
since αi(x) − wi(V (x), x) = σii(vi(xi)), x ∈ Rn+, i = 1, ..., n, this feedback controller
is fully independent from f(x) which represents the internal interconnections of the
large-scale system dynamics, and hence, is robust against full modeling uncertainty in
f(x). Moreover, it follows from Theorem 10.7 and Remark 10.9 that the dynamical
system (10.91) with the feedback stabilizing control law (10.77) has a sector (and
hence gain) margin (1
2
,∞) in each decentralized input channel, and hence, addition-
ally guarantees robustness to multiplicative input uncertainty. Finally, the feedback
controller minimizes the derived cost functional given by (10.80).
For the following simulation we consider (10.91) with σij(x) = σijxixj and σii(x) =
σiix
2
i , where σij ≥ 0, i 6= j, i, j = 1, ..., n, and σii > 0, i = 1, ..., n. Note that in this
case the conditions of Proposition 10.1 are satisfied, and hence, the feedback control
law (10.77) is continuous on R
n
+. For our simulation we set n = 3, σ11 = 0.1, σ22 = 0.2,
σ33 = 0.01, σ12 = 2, σ13 = 3, σ21 = 1.5, σ23 = 0.3, σ31 = 4.4, σ32 = 0.6, c01 = 1,
c02 = 1, and c03 = 0.25, with initial condition x0 = [3, 4, 1]
T. Figure 10.2 shows the
states of the closed-loop system versus time and Figure 10.3 shows control signal for
each decentralized control channel as a function of time.
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Figure 10.2: Controlled system states versus time.




























Figure 10.3: Control signals in each decentralized control channel versus time.
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Chapter 11




Dissipativity theory provides a fundamental framework for the analysis and design
of control systems using an input-output description based on system energy9 related
considerations [228]. The dissipation hypothesis on dynamical systems results in a
fundamental constraint on their dynamic behavior wherein a dissipative dynamical
system can only deliver a fraction of its energy to its surroundings and can only store
a fraction of the work done to it. Such conservation laws are prevalent in large-
scale dynamical systems such as aerospace systems, power systems, network systems,
structural systems, and thermodynamic systems. Since these systems have numerous
input-output properties related to conservation, dissipation, and transport of energy,
extending dissipativity theory to capture conservation and dissipation notions on the
subsystem level would provide a natural energy flow model for large-scale dynami-
cal systems. Aggregating the dissipativity properties of each of the subsystems by
9Here the notion of energy refers to abstract energy for which a physical system energy interpre-
tation is not necessary.
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appropriate storage functions and supply rates would allow us to study the dissipativ-
ity properties of the composite large-scale system using vector storage functions and
vector supply rates. Furthermore, since vector Lyapunov functions can be viewed as
generalizations of composite energy functions for all of the subsystems, a generalized
notion of dissipativity; namely, vector dissipativity, with appropriate vector storage
functions and vector supply rates, can be used to construct vector Lyapunov functions
for nonlinear feedback large-scale systems by appropriately combining vector storage
functions for the forward and feedback large-scale systems. Finally, as in classical
dynamical system theory, vector dissipativity theory can play a fundamental role in
addressing robustness, disturbance rejection, stability of feedback interconnections,
and optimality for large-scale dynamical systems.
In this chapter we develop vector dissipativity notions for large-scale nonlinear
dynamical systems; a notion not previously considered in the literature. In partic-
ular, we introduce a generalized definition of dissipativity for large-scale nonlinear
dynamical systems in terms of a vector inequality involving a vector supply rate, a
vector storage function, and an essentially nonnegative, semistable dissipation matrix.
Generalized notions of vector available storage and vector required supply are also
defined and shown to be element-by-element ordered, nonnegative, and finite. On the
subsystem level, the proposed approach provides an energy flow balance in terms of
the stored subsystem energy, the supplied subsystem energy, the subsystem energy
gained from all other subsystems independent of the subsystem coupling strengths,
and the subsystem energy dissipated. Furthermore, for large-scale dynamical systems
decomposed into interconnected subsystems, dissipativity of the composite system is
shown to be determined from the dissipativity properties of the individual subsystems
and the nature of the interconnections. In addition, we develop extended Kalman-
Yakubovich-Popov conditions, in terms of the local subsystem dynamics and the
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interconnection constraints, for characterizing vector dissipativeness via vector stor-
age functions for large-scale dynamical systems. Finally, using the concepts of vector
dissipativity and vector storage functions as candidate vector Lyapunov functions, we
develop feedback interconnection stability results for large-scale nonlinear dynamical
systems. General stability criteria are given for Lyapunov and asymptotic stability
of feedback interconnections of large-scale dynamical systems. In the case of vector
quadratic supply rates involving net subsystem powers and input-output subsystem
energies, these results provide a positivity and small gain theorem for large-scale
systems predicated on vector Lyapunov functions.
11.2. Mathematical Preliminaries
In this section we introduce several definitions and some key results needed for
analyzing large-scale nonlinear dynamical systems. In this chapter we use the def-
initions of essentially nonnegative functions and class W quasimonotone increasing
functions given in Definitions 8.2 and 10.1, respectively.
Proposition 11.1 [19, 99]. Suppose R
q
+ ⊂ V. Then R
q
+ is an invariant set with
respect to
ṙ(t) = w(r(t)), r(t0) = r0, t ≥ t0, (11.1)





= infy∈Rq+ ‖r − y‖, r ∈ R
q. Now, suppose w : V → Rq
is essentially nonnegative and let r ∈ Rq+. For every i ∈ {1, . . . , q} such that ri = 0,
it follows that ri + hwi(r) = hwi(r) ≥ 0 for h ≥ 0 while for every i ∈ {1, . . . , q} such
that ri > 0, ri + hwi(r) > 0 for sufficiently small |h|. Thus, r + hw(r) ∈ R
q
+ for all
sufficiently small h > 0 and hence limh→0+ dist(r + hw(r),R
q
+)/h = 0. It now follows
from Theorem 4.1.28 of [1], with r(t0) = r, that r(t) ∈ Rq+ for all t ≥ t0.
284
Conversely, suppose r(t0) = r ∈ Rq+ and assume, ad absurdum, that there exists
i ∈ {1, . . . , q} such that ri = 0 and wi(r) < 0. Then, it follows from continuity that
there exists sufficiently small h > 0 such that wi(r(t)) < 0 for all t ∈ [t0, t0 + h).
Thus, ri(t) is strictly decreasing and hence r(t) 6∈ Rq+ for all t ∈ (t0, t0 + h) which
leads to a contradiction.
Corollary 11.1. Let W ∈ Rq×q. Then W is essentially nonnegative if and only
if eWt is nonnegative for all t ≥ 0.
Proof. The proof is a direct consequence of Proposition 11.1 with w(r) = Wr.
The proof can also be shown using basic linear algebra [22]. Specifically, if W is
essentially nonnegative, then there exists sufficiently large α > 0 such that Wα
△
=
W + αI is nonnegative. Hence, eWαt = e(W+αI)t ≥≥ 0, t ≥ 0, and thus eWt =
e−αteWαt ≥≥ 0, t ≥ 0.
Conversely, suppose eWt ≥≥ 0, t ≥ 0, and assume, ad absurdum, there exist i, j
such that i 6= j and W(i,j) < 0. Now, since eWt =
∑∞
k=0(k!)
−1W ktk, it follows that
[eWt](i,j) = I(i,j) + tW(i,j) + O(t2).
Thus, as t → 0 and i 6= j, it follows that [eWt](i,j) < 0 for some t sufficiently small
which leads to a contradiction. Hence, W is essentially nonnegative.
It follows from Proposition 11.1 that if r0 ≥≥ 0, then r(t) ≥≥ 0, t ≥ t0, if and
only if w(·) is essentially nonnegative. In this case, we say that (11.1) is a nonnegative
dynamical system.
The following definition and lemma are needed for developing several of the results
in later sections.
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Definition 11.1. The equilibrium solution r(t) ≡ re of (11.1) is Lyapunov stable
if, for every ε > 0, there exists δ = δ(ε) > 0 such that if r0 ∈ Bδ(re)∩Rq+, then r(t) ∈
Bε(re) ∩ Rq+, t ≥ t0. The equilibrium solution r(t) ≡ re of (11.1) is semistable if it is
Lyapunov stable and there exists δ > 0 such that if r0 ∈ Bδ(re)∩Rq+, then limt→∞ r(t)
exists and converges to a Lyapunov stable equilibrium point. The equilibrium solution
r(t) ≡ re of (11.1) is asymptotically stable if it is Lyapunov stable and there exists
δ > 0 such that if r0 ∈ Bδ(re) ∩ R
q
+, then limt→∞ r(t) = re. Finally, the equilibrium
solution r(t) ≡ re of (11.1) is globally asymptotically stable if the previous statement
holds for all r0 ∈ Rq+.
Recall that a matrixW ∈ Rq×q is semistable if and only if limt→∞ eWt exists [22,99]
while W is asymptotically stable if and only if limt→∞ e
Wt = 0.
Lemma 11.1. Suppose W ∈ Rq×q is essentially nonnegative. If W is semistable
(respectively, asymptotically stable), then there exists a scalar α ≥ 0 (respectively,
α > 0) and a nonnegative vector p ∈ Rq+, p 6= 0, (respectively, positive vector p ∈ Rq+)
such that
WTp+ αp = 0. (11.2)
Proof. SinceW is semistable if and only if λ = 0 or Reλ < 0, where λ ∈ spec(W ),
and ind(W ) ≤ 1, it follows from Theorem 4.6 of [16] that −WT is an M -matrix. Now,
recalling that (see [120], p.119) −WT is an M -matrix if and only if there exist a scalar
β > 0 and an n × n nonnegative matrix B ≥≥ 0 such that β ≥ ρ(B) and −WT =
βIq−B, it follows that WT can be written as WT = B−βIq, where β > 0. Now, since
B ≥≥ 0, it follows from Theorem 8.3.1 of [119] that ρ(B) ∈ spec(B) and there exists
p ≥≥ 0, p 6= 0, such that Bp = ρ(B)p. Hence, WTp = Bp−βp = (ρ(B)−β)p = −αp,
where α , β − ρ(B) ≥ 0, which proves that there exist p ≥≥ 0, p 6= 0, and α ≥ 0
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such that (11.2) holds. In the case where W is asymptotically stable, the result is a
direct consequence of the Perron-Frobenius theorem.
Next, we present a stability result for large-scale nonlinear dynamical systems us-
ing vector Lyapunov functions which is a special case of Theorem 10.3. In particular,
we consider nonlinear dynamical systems of the form
ẋ(t) = F (x(t)), x(t0) = x0, t ≥ t0, (11.3)
where F : D → Rn is Lipschitz continuous on D, D ⊆ Rn is an open set with 0 ∈ D,
and F (0) = 0. Here, we assume that (11.3) characterizes a large-scale nonlinear
dynamical system composed of q interconnected subsystems such that, for all i =
1, ..., q, each element of F (x) is given by Fi(x) = fi(xi)+Ii(x), where fi : Di ⊆ Rni →
R
ni defines the vector field of each isolated subsystem of (11.3), Ii : D → Rni defines
the structure of the interconnection dynamics of the ith subsystem with all other
subsystems, xi ∈ Di ⊆ Rni , fi(0) = 0, Ii(0) = 0, and
∑q
i=1 ni = n. For the large-scale
nonlinear dynamical system (11.3) we note that the subsystem states xi(t), t ≥ t0,
for all i = 1, ..., q belong to Di ⊆ Rni as long as x(t) , [xT1 (t), ..., xTq (t)]T ∈ D, t ≥ t0.
The next theorem presents a stability result for (11.3) via vector Lyapunov functions
by relating the stability properties of a comparison system to the stability properties
of the large-scale nonlinear dynamical system.
Theorem 11.1 [206]. Consider the large-scale nonlinear dynamical system given
by (11.3). Suppose there exist a continuously differentiable vector function V : D →
R
q
+ and a positive vector p ∈ Rq+ such that V (0) = 0, the scalar function v : D → R+
defined by v(x) , pTV (x), x ∈ D, is such that v(0) = 0, v(x) > 0, x 6= 0, and
V ′(x)F (x) ≤≤ w(V (x)), x ∈ D, (11.4)
where w : R
q
+ → Rq is a class W function such that w(0) = 0. Then the stability
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properties of the zero solution r(t) ≡ 0 to
ṙ(t) = w(r(t)), r(t0) = r0, t ≥ t0, (11.5)
imply the corresponding stability properties of the zero solution x(t) ≡ 0 to (11.3).
That is, if the zero solution r(t) ≡ 0 to (11.5) is Lyapunov (respectively, asymptot-
ically) stable, then the zero solution x(t) ≡ 0 to (11.3) is Lyapunov (respectively,
asymptotically) stable. If, in addiiton, D = Rn and v(x) → ∞ as ‖x‖ → ∞, then
global asymptotic stability of the zero solution r(t) ≡ 0 to (11.5) implies global as-
ymptotic stability of the zero solution x(t) ≡ 0 to (11.3).
If V : D → Rq+ satisfies the conditions of Theorem 11.1 we say that V (x), x ∈ D,
is a vector Lyapunov function for the large-scale nonlinear dynamical system (11.3).
Finally, we recall the standard notions of dissipativity [228] and exponential dissipa-
tivity [50] for nonlinear dynamical systems G of the form
ẋ(t) = f(x(t)) +G(x(t))u(t), x(t0) = x0, t ≥ t0, (11.6)
y(t) = h(x(t)) + J(x(t))u(t), (11.7)
where x ∈ D ⊆ Rn, u ∈ U ⊆ Rm, y ∈ Y ⊆ Rl, f : D → Rn and satisfies f(0) = 0,
G : D → Rn×m, h : D → Rl and satisfies h(0) = 0, and J : D → Rl×m. For
the nonlinear dynamical system G we assume that the required properties for the
existence and uniqueness of solutions are satisfied; that is, u(·) satisfies sufficient
regularity conditions such that (11.6) has a unique solution forward in time. For the
nonlinear dynamical system G given by (11.6) and (11.7) a function s : Rm ×Rl → R
such that s(0, 0) = 0 is called a supply rate [228] if it is locally integrable for all input-
output pairs satisfying (11.6), (11.7); that is, for all input-output pairs u ∈ U , y ∈ Y
satisfying (11.6), (11.7), s(·, ·) satisfies
∫ t2
t1
|s(u(σ), y(σ))|dσ <∞, t2 ≥ t1 ≥ t0.
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Definition 11.2 [50, 228]. The nonlinear dynamical system G given by (11.6),
(11.7) is exponentially dissipative (respectively, dissipative) with respect to the supply
rate s(u, y) if there exist a continuous nonnegative-definite function vs : R
n → R+,
called a storage function, and a scalar ε > 0 (respectively, ε = 0) such that vs(0) = 0
and the dissipation inequality
eεt2vs(x(t2)) ≤ eεt1vs(x(t1)) +
∫ t2
t1
eεts(u(t), y(t))dt, t2 ≥ t1, (11.8)
is satisfied for all t1, t2 ≥ t0, where x(t), t ≥ t1, is the solution of (11.6) with u ∈ U .
The nonlinear dynamical system G given by (11.6), (11.7) is lossless with respect to
the supply rate s(u, y) if the dissipation inequality is satisfied as an equality with
ε = 0 for all t2 ≥ t1 ≥ t0.
If vs(·) is continuously differentiable, then an equivalent statement for exponential
dissipativity (respectively, dissipativity) of the dynamical system (11.6), (11.7) is
v̇s(x(t)) + εvs(x(t)) ≤ s(u(t), y(t)), t ≥ t0, u ∈ U , y ∈ Y , (11.9)
where ε > 0 (respectively, ε = 0) and v̇s(x(t)) denotes the total derivative of vs(x)
along the state trajectories x(t), t ≥ t0, of (11.6).
11.3. Vector Dissipativity Theory for Large-Scale Nonlinear
Dynamical Systems
In this section we extend the notion of dissipative dynamical systems to develop
the generalized notion of vector dissipativity for large-scale nonlinear dynamical sys-
tems. We begin by considering nonlinear dynamical systems G of the form
ẋ(t) = F (x(t), u(t)), x(t0) = x0, t ≥ t0, (11.10)
y(t) = H(x(t), u(t)), (11.11)
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where x ∈ D ⊆ Rn, u ∈ U ⊆ Rm, y ∈ Y ⊆ Rl, F : D × U → Rn, H : D × U → Y ,
D is an open set with 0 ∈ D, and F (0, 0) = 0. Here, we assume that G represents a
large-scale dynamical system composed of q interconnected controlled subsystems Gi
so that, for all i = 1, ..., q,
Fi(x, ui) = fi(xi) + Ii(x) +Gi(xi)ui, (11.12)
Hi(xi, ui) = hi(xi) + Ji(xi)ui, (11.13)
where xi ∈ Di ⊆ Rni , ui ∈ Ui ⊆ Rmi , yi , Hi(xi, ui) ∈ Yi ⊆ Rli , (ui, yi) is the
input-output pair for the ith subsystem, fi : R
ni → Rni and Ii : D → Rni are
Lipschitz continuous and satisfy fi(0) = 0 and Ii(0) = 0, Gi : Rni → Rni×mi is
continuous, hi : R
ni → Rli and satisfies hi(0) = 0, Ji : Rni → Rli×mi ,
∑q
i=1 ni = n,
∑q
i=1mi = m, and
∑q
i=1 li = l. Furthermore, for the system G we assume that the
required properties for the existence and uniqueness of solutions are satisfied; that
is, for every i ∈ {1, ..., q}, ui(·) satisfies sufficient regularity conditions such that
the system (11.10) has a unique solution forward in time. We define the composite
input and composite output for the large-scale system G as u , [uT1 , ..., uTq ]T and
y , [yT1 , ..., y
T
q ]
T, respectively. Note that in this case the set U = U1 × · · · × Uq
contains the set of input values and Y = Y1 × · · · × Yq contains the set of output
values.
Definition 11.3. For the large-scale nonlinear dynamical system G given by
(11.10), (11.11) a vector function S = [s1, ..., sq]
T : U × Y → Rq such that S(u, y) ,
[s1(u1, y1), ..., sq(uq, yq)]
T and S(0, 0) = 0 is called a vector supply rate if it is compo-
nentwise locally integrable for all input-output pairs satisfying (11.10), (11.11); that
is, for every i ∈ {1, ..., q} and for all input-output pairs (ui, yi) ∈ Ui × Yi satisfying
(11.10), (11.11), si(·, ·) satisfies
∫ t2
t1
|si(ui(s), yi(s))|ds <∞, t2 ≥ t1 ≥ t0.
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Definition 11.4. The large-scale nonlinear dynamical system G given by (11.10),
(11.11) is vector dissipative (respectively, exponentially vector dissipative) with respect
to the vector supply rate S(u, y) if there exist a continuous, nonnegative definite
vector function Vs = [vs1, ..., vsq]
T : D → Rq+, called a vector storage function, and
an essentially nonnegative dissipation matrix W ∈ Rq×q such that Vs(0) = 0, W is
semistable (respectively, asymptotically stable), and the vector dissipation inequality
Vs(x(T )) ≤≤ eW (T−t0)Vs(x(t0)) +
∫ T
t0
eW (T−t)S(u(t), y(t))dt, T ≥ t0, (11.14)
is satisfied, where x(t), t ≥ t0, is the solution to (11.10) with u ∈ U . The large-scale
nonlinear dynamical system G given by (11.10), (11.11) is vector lossless with respect
to the vector supply rate S(u, y) if the vector dissipation inequality is satisfied as an
equality with W semistable.
Note that if the subsystems Gi of G are disconnected ; that is, Ii(x) ≡ 0 for all
i = 1, ..., q, and −W ∈ Rq×q is diagonal and nonnegative definite, then it follows from
Definition 11.4 that each of disconnected subsystems Gi is dissipative (respectively,
exponentially dissipative) in the sense of Definition 11.2. A similar remark holds in
the case where q = 1. Next, define the vector available storage of the large-scale










where x(t), t ≥ t0, is the solution to (11.10) with x(t0) = x0 and admissible inputs u ∈
U . The supremum in (11.15) is taken componentwise which implies that for different
elements of Va(·) the supremum is calculated separately. Note, that Va(x0) ≥≥ 0, x0 ∈
D, since Va(x0) is the supremum over a set of vectors containing the zero vector
(T = t0). To state the main results of this section the following definition is required.
Definition 11.5 [228]. The large-scale nonlinear dynamical system G given by
(11.10), (11.11) is completely reachable if for all x0 ∈ D ⊆ Rn, there exist a finite
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time ti < t0 and a square integrable input u(·) defined on [ti, t0] such that the state
x(t), t ≥ ti, can be driven from x(ti) = 0 to x(t0) = x0. A large-scale nonlinear
dynamical system G is zero-state observable if u(t) ≡ 0 and y(t) ≡ 0 imply x(t) ≡ 0.
Theorem 11.2. Consider the large-scale nonlinear dynamical system G given
by (11.10), (11.11) and assume that G is completely reachable. Let W ∈ Rq×q be
essentially nonnegative and semistable (respectively, asymptotically stable). Then
∫ T
t0
e−W (t−t0)S(u(t), y(t))dt ≥≥ 0, T ≥ t0, u ∈ U , (11.16)
for x(t0) = 0 if and only if Va(0) = 0 and Va(x) is finite for all x ∈ D. Moreover, if
(11.16) holds, then Va(x), x ∈ D, is a vector storage function for G and hence G is
vector dissipative (respectively, exponentially vector dissipative) with respect to the
vector supply rate S(u, y).
Proof. Suppose Va(0) = 0 and Va(x), x ∈ D, is finite. Then




















which implies that Va(0) ≤≤ 0. However, since Va(x0) ≥≥ 0, x0 ∈ D, it follows that
Va(0) = 0. Moreover, since G is completely reachable it follows that for every x0 ∈ D
there exists t̂ > t0 and an admissible input u(·) defined on [t0, t̂] such that x(t̂) = x0.
Now, since (11.16) holds for x(t0) = 0 it follows that for all admissible u(·) ∈ U ,
∫ T
t0
e−W (t−t0)S(u(t), y(t))dt ≥≥ 0, T ≥ t̂, (11.19)
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e−W (t−t̂)S(u(t), y(t))dt ≤≤
∫ t̂
t0
e−W (t−t̂)S(u(t), y(t))dt ≤≤ Q(x0) <<∞,
T ≥ t̂, u ∈ U , (11.20)









≤≤ Q(x0) <<∞, x0 ∈ D, (11.21)
which implies that Va(x0), x0 ∈ D, is finite.
Finally, since (11.16) implies that Va(0) = 0 and Va(x), x ∈ D, is finite it follows











e−W (t−t0)S(u(t), y(t))dt, T ≥ t0.
(11.22)














which implies that Va(x), x ∈ D, is a vector storage function and hence G is vector
dissipative (respectively, exponentially vector dissipative) with respect to the vector
supply rate S(u, y).
It follows from Lemma 11.1 that if W ∈ Rq×q is essentially nonnegative and
semistable (respectively, asymptotically stable), then there exists a scalar α ≥ 0
(respectively, α > 0) and a nonnegative vector p ∈ Rq+, p 6= 0, (respectively, p ∈ Rq+)
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such that (11.2) holds. In this case,
pTeWt = pT[Iq +Wt+
1
2
W 2t2 + · · ·] = pT[Iq − αtIq + 12α2t2Iq + · · ·] = e−αtpT,
t ∈ R. (11.24)
Using (11.24), we define the (scalar) available storage for the large-scale nonlinear


















where s : U × Y → R defined as s(u, y) , pTS(u, y) is the (scalar) supply rate
for the large-scale nonlinear dynamical system G. Clearly, va(x) ≥ 0 for all x ∈
D. As in standard dissipativity theory, the available storage va(x), x ∈ D, denotes
the maximum amount of (scaled) energy that can be extracted from the large-scale
nonlinear dynamical system G at any time T .
The following theorem relates vector storage functions and vector supply rates to
scalar storage functions and scalar supply rates of large-scale dynamical systems.
Theorem 11.3. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11). Suppose G is vector dissipative (respectively, exponentially vector
dissipative) with respect to the vector supply rate S : U × Y → Rq and with vector
storage function Vs : D → Rq+. Then there exists p ∈ R
q
+, p 6= 0, (respectively, p ∈
R
q
+) such that G is dissipative (respectively, exponentially dissipative) with respect
to the scalar supply rate s(u, y) = pTS(u, y) and with storage function vs(x) ,
pTVs(x), x ∈ D. Moreover, in this case va(x), x ∈ D, is a storage function for G and
0 ≤ va(x) ≤ vs(x), x ∈ D. (11.26)
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Proof. Suppose G is vector dissipative (respectively, exponentially vector dissi-
pative) with respect to the vector supply rate S(u, y). Then there exist an essentially
nonnegative, semistable (respectively, asymptotically stable) dissipation matrix W
and a vector storage function Vs : D → Rq+ such that the dissipation inequality
(11.14) holds. Furthermore, it follows from Lemma 11.1 that there exist α ≥ 0 (re-
spectively, α > 0) and a nonzero vector p ∈ Rq+ (respectively, p ∈ Rq+) satisfying
(11.2). Hence, premultiplying (11.14) by pT and using (11.24) it follows that
eαTvs(x(T )) ≤ eαt0vs(x(t0)) +
∫ T
t0
eαts(u(t), y(t))dt, T ≥ t0, u ∈ U , (11.27)
where vs(x) = p
TVs(x), x ∈ D, which implies dissipativity (respectively, exponential
dissipativity) of G with respect to the supply rate s(u, y) and with storage function
vs(x), x ∈ D. Moreover, since vs(0) = 0, it follows from (11.27) that for x(t0) = 0,
∫ T
t0
eα(t−t0)s(u(t), y(t))dt ≥ 0, T ≥ t0, u ∈ U , (11.28)
which, using (11.25), implies that va(0) = 0. Now, it can be easily shown that
va(x), x ∈ D, satisfies (11.27), and hence the available storage defined by (11.25) is a
storage function for G. Finally, it follows from (11.27) that


















and hence (11.26) holds.
Remark 11.1. It follows from Theorem 11.2 that if (11.16) holds for x(t0) = 0,
then the vector available storage Va(x), x ∈ D, is a vector storage function for G.
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In this case, it follows from Theorem 11.3 that there exists p ∈ Rq+, p 6= 0, such
that vs(x) , p
TVa(x) is a storage function for G that satisfies (11.27), and hence by
(11.26), va(x) ≤ pTVa(x), x ∈ D.
Remark 11.2. It is important to note that it follows from Theorem 11.3 that if G
is vector dissipative, then G can either be (scalar) dissipative or (scalar) exponentially
dissipative.
The following theorem provides sufficient conditions guaranteeing that all scalar
storage functions defined in terms of vector storage functions; that is, vs(x) = p
TVs(x),
of a given vector dissipative large-scale nonlinear dynamical system are positive defi-
nite.
Theorem 11.4. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11) and assume that G is zero-state observable. Furthermore, assume that
G is vector dissipative (respectively, exponentially vector dissipative) with respect to
the vector supply rate S(u, y) and there exist α ≥ 0 and p ∈ Rq+ such that (11.2)
holds. In addition, assume that there exist functions κi : Yi → Ui such that κi(0) = 0
and Si(κi(yi), yi) < 0, yi 6= 0, for all i = 1, ..., q. Then for all vector storage functions
Vs : D → Rq+ the storage function vs(x) , pTVs(x), x ∈ D, is positive definite; that
is, vs(0) = 0 and vs(x) > 0, x ∈ D, x 6= 0.
Proof. It follows from Theorem 11.3 that va(x), x ∈ D, is a storage function
for G that satisfies (11.27). Next, suppose, ad absurdum, there exists x ∈ D such




eα(t−t0)s(u(t), y(t))dt ≥ 0, T ≥ t0, u ∈ U . (11.31)
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However, for ui = ki(yi) we have si(κi(yi), yi) < 0, yi 6= 0, for all i = 1, ..., q and
since p >> 0 it follows that yi(t) = 0, t ≥ t0, i = 1, ..., q, which further implies that
ui(t) = 0, t ≥ t0, i = 1, ..., q. Since G is zero-state observable it follows that x = 0 and
hence va(x) = 0 if and only if x = 0. The result now follows from (11.26). Finally,
for the exponentially vector dissipative case it follows from Lemma 11.1 that p >> 0
with the rest of the proof being identical as above.
Next, we introduce the concept of vector required supply of a large-scale nonlinear
dynamical system. Specifically, define the vector required supply of the large-scale





e−W (t−t0)S(u(t), y(t))dt, (11.32)
where x(t), t ≥ −T , is the solution to (11.10) with x(−T ) = 0 and x(t0) = x0. Note
that since, with x(t0) = 0, the infimum in (11.32) is the zero vector it follows that
Vr(0) = 0. Moreover, since G is completely reachable it follows that Vr(x) <<∞, x ∈
D. Using the notion of the vector required supply we present necessary and sufficient
conditions for dissipativity of a large-scale dynamical system with respect to a vector
supply rate.
Theorem 11.5. Consider the large-scale nonlinear dynamical system G given
by (11.10), (11.11) and assume that G is completely reachable. Then G is vector
dissipative (respectively, exponentially vector dissipative) with respect to the vector
supply rate S(u, y) if and only if
0 ≤≤ Vr(x) <<∞, x ∈ D. (11.33)
Moreover, if (11.33) holds, then Vr(x), x ∈ D, is a vector storage function for G.
Finally, if the vector available storage Va(x), x ∈ D, is a vector storage function for
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G, then
0 ≤≤ Va(x) ≤≤ Vr(x) <<∞, x ∈ D. (11.34)
Proof. Suppose (11.33) holds and let x(t), t ∈ R, satisfy (11.10) with admissible
inputs u(t) ∈ U , t ∈ R, and x(t0) = x0. Then it follows from the definition of Vr(·)











e−W (t−t0)S(u(t), y(t))dt (11.35)
and hence










= eW (t0−tf)Vr(x(tf)) +
∫ t0
tf
eW (t0−t)S(u(t), y(t))dt, (11.36)
which shows that Vr(x), x ∈ D, is a vector storage function for G and hence G is
vector dissipative with respect to the vector supply rate S(u, y).
Conversely, suppose that G is vector dissipative with respect to the vector supply
rate S(u, y). Then there exists a nonnegative vector storage function Vs(x), x ∈ D,
such that Vs(0) = 0. Since G is completely reachable it follows that for x(t0) = x0
there exist T > −t0 and u(t), t ∈ [−T, t0], such that x(−T ) = 0. Hence, it follows
from the vector dissipation inequality (11.14) that
0 ≤≤ Vs(x(t0)) ≤≤ eW (t0+T )Vs(x(−T )) +
∫ t0
−T
eW (t0−t)S(u(t), y(t))dt, (11.37)











eW (t0−t)S(u(t), y(t))dt = Vr(x0). (11.39)
Since, by complete reachability Vr(x) <<∞, x ∈ D, it follows that (11.33) holds.
Finally, suppose that Va(x), x ∈ D, is a vector storage function. Then for x(−T ) =
0, x(t0) = x0, and u ∈ U it follows that
Va(x(t0)) ≤≤ eW (t0+T )Va(x(−T )) +
∫ t0
−T
eW (t0−t)S(u(t), y(t))dt, (11.40)
which implies that




eW (t0−t)S(u(t), y(t))dt = Vr(x(t0)), x ∈ D.
(11.41)
Since x(t0) = x0 ∈ D is arbitrary and, by definition, Vr(x) << ∞, x ∈ D, (11.41)
implies (11.34).
The next result is a direct consequence of Theorems 11.2 and 11.5.
Proposition 11.2. Consider the large-scale nonlinear dynamical system G given
by (11.10), (11.11). Let M = diag [µ1, ..., µq] be such that 0 ≤ µi ≤ 1, i = 1, ..., q. If
Va(x), x ∈ D, and Vr(x), x ∈ D, are vector storage functions for G, then
Vs(x) = MVa(x) + (Iq −M)Vr(x), x ∈ D, (11.42)
is a vector storage function for G.
Proof. First note that M ≥≥ 0 and Iq − M ≥≥ 0 if and only if M =
diag [µ1, ..., µq] and µi ∈ [0, 1], i = 1, ..., q. Now, the result is a direct consequence
of the vector dissipation inequality (11.14) by noting that if Va(x) and Vr(x) satisfy
(11.14), then Vs(x) satisfies (11.14).
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Next, recall that if G is vector dissipative (respectively, exponentially vector dissi-
pative), then there exist p ∈ Rq+, p 6= 0, and α ≥ 0 (respectively, p ∈ Rq+ and α > 0)
such that (11.2) and (11.24) hold. Now, define the (scalar) required supply for the










eα(t−t0)s(u(t), y(t))dt, x0 ∈ D, (11.43)
where s(u, y) = pTS(u, y) and x(t), t ≥ −T , is the solution to (11.10) with x(−T ) = 0
and x(t0) = x0. It follows from (11.43) that the required supply of a large-scale
nonlinear dynamical system is the minimum amount of generalized energy which can
be delivered to the large-scale system in order to transfer it from a state of minimum
storage x(−T ) = 0 to a given state x(t0) = x0. Using the same arguments as in the
case of the vector required supply, it follows that vr(0) = 0 and vr(x) <∞, x ∈ D.
Next, using the notion of required supply, we show that all storage functions of the
form vs(x) = p
TVs(x), where p ∈ Rq+, p 6= 0, are bounded from above by the required
supply and bounded from below by the available storage. Hence, a dissipative large-
scale nonlinear dynamical system can only deliver to its surroundings a fraction of all
of its stored subsystem energies and can only store a fraction of the work done to all
of its subsystems.
Corollary 11.2. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11). Assume that G is vector dissipative with respect to a vector supply
rate S(u, y) and with vector storage function Vs : D → Rq+. Then vr(x), x ∈ D, is a
storage function for G. Moreover, if vs(x) , pTVs(x), x ∈ D, where p ∈ R
q
+, p 6= 0,
then
0 ≤ va(x) ≤ vs(x) ≤ vr(x) <∞, x ∈ D. (11.44)
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Proof. It follows from Theorem 11.3 that if G is vector dissipative with respect
to the vector supply rate S(u, y) and with a vector storage function Vs : D → Rq+,
then there exists p ∈ Rq+, p 6= 0, such that G is dissipative with respect to the supply
rate s(u, y) = pTS(u, y) and with storage function vs(x) = p
TVs(x), x ∈ D. Hence, it
follows from (11.27), with x(−T ) = 0 and x(t0) = x0, that
∫ t0
−T
eα(t−t0)s(u(t), y(t))dt ≥ 0, T ≥ −t0, u ∈ U , (11.45)
which implies that vr(x0) ≥ 0, x0 ∈ D. Furthermore, it is easy to see from the
definition of a required supply that vr(x), x ∈ D, satisfies the dissipation inequality
(11.27). Hence, vr(x), x ∈ D, is a storage function for G. Moreover, it follows from
the dissipation inequality (11.27), with x(−T ) = 0, x(t0) = x0, and u ∈ U , that













eα(t−t0)s(u(t), y(t))dt = vr(x(t0)). (11.47)
Finally, it follows from Theorem 11.3 that va(x), x ∈ D, is a storage function for G
and hence, using (11.26) and (11.47), (11.44) holds.
Remark 11.3. It follows from Theorem 11.5 that if G is vector dissipative with
respect to the vector supply rate S(u, y), then Vr(x), x ∈ D, is a vector storage
function for G and, by Theorem 11.3, there exists p ∈ Rq+, p 6= 0, such that vs(x) ,
pTVr(x), x ∈ D, is a storage function for G satisfying (11.27). Hence, it follows from
Corollary 11.2 that pTVr(x) ≤ vr(x), x ∈ D.
The next result relates vector (respectively, scalar) available storage and vector
(respectively, scalar) required supply for vector lossless large-scale dynamical systems.
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Theorem 11.6. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11). Assume that G is completely reachable to and from the origin. If
G is vector lossless with respect to the vector supply rate S(u, y) and Va(x), x ∈ D,
is a vector storage function, then Va(x) = Vr(x), x ∈ D. Moreover, if Vs(x), x ∈ D,
is a vector storage function for G, then all (scalar) storage functions of the form
vs(x) = p
TVs(x), x ∈ D, where p ∈ Rq+, p 6= 0, are given by








where x(t), t ≥ t0, is the solution to (11.10) with u ∈ U , x(−T ) = 0, x(T ) = 0,
x(t0) = x0 ∈ D, and s(u, y) = pTS(u, y).
Proof. Suppose G is vector lossless with respect to the vector supply rate S(u, y).
Since G is completely reachable to and from the origin it follows that for every x0 =
x(t0) ∈ D there exist T+ > t0, −T− < t0, and u(t) ∈ U , t ∈ [−T−, T+], such that
x(−T−) = 0, x(T+) = 0, and x(t0) = x0. Now, it follows from the dissipation


























= Vr(x0) − Va(x0), (11.50)
which implies that Vr(x0) ≤≤ Va(x0), x0 ∈ D. However, it follows from Theorem 11.5
that if G is vector dissipative and Va(x), x ∈ D, is a vector storage function, then
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Va(x) ≤≤ Vr(x), x ∈ D, which along with (11.50) implies that Va(x) = Vr(x), x ∈ D.
Furthermore, since G is vector lossless there exist a nonzero vector p ∈ Rq+ and a
























= vr(x0) − va(x0), x0 ∈ D, (11.51)
which along with (11.44) implies that for any (scalar) storage function of the form
vs(x) = p
TVs(x), x ∈ D, the equality va(x) = vs(x) = vr(x), x ∈ D, holds. Moreover,









where x(t), t ≥ t0, is the solution to (11.10) with u ∈ U , x(−T ) = 0, x(T ) = 0, and
x(t0) = x0 ∈ D.
The next proposition presents a characterization for vector dissipativity of large-
scale nonlinear dynamical systems in the case where Vs(·) is continuously differen-
tiable.
Proposition 11.3. Consider the large-scale nonlinear dynamical system G given
by (11.10), (11.11) and assume Vs = [vs1, ..., vsq]
T : D → Rq+ is a continuously differ-
entiable vector storage function for G. Then G is vector dissipative with respect to
the vector supply rate S(u, y) if and only if
V̇s(x(t)) ≤≤WVs(x(t)) + S(u(t), y(t)), t ≥ t0, u ∈ U , (11.53)
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where V̇s(x(t)), t ≥ t0, denotes the total time derivative of each component of Vs(·)
along the state trajectories x(t), t ≥ t0, of G.
Proof. Suppose G is vector dissipative with respect to the vector supply rate
S(u, y) and with a continuously differentiable vector storage function Vs : D → Rq+.
Then, with T = t2 and t0 = t1, it follows from (11.14) that there exists a nonnegative





eW (t2−t)S(u(t), y(t))dt− l(t1, t2, x0, u(·)), (11.54)
or, equivalently,
e−Wt2Vs(x(t2)) − e−Wt1Vs(x(t1)) =
∫ t2
t1
e−WtS(u(t), y(t))dt− e−Wt2l(t1, t2, x0, u(·)).
(11.55)








= e−Wt1S(u(t1), y(t1)) − e−Wt1 lim
t2→t1
l(t1, t2, x0, u(·))
t2 − t1
, (11.56)
where the limit in (11.56) exists since Vs(·) is assumed to be continuously differen-
tiable. Next, pre-multiplying (11.56) by eWt1 , t1 ≥ 0, yields
V̇s(x(t1)) −WVs(x(t1)) = S(u(t1), y(t1)) − lim
t2→t1






≥≥ 0 and t1 is arbitrary, gives (11.53).
The converse is immediate and hence is omitted.
Recall that if a disconnected subsystem Gi (i.e., Ii(x) ≡ 0, i ∈ {1, ..., q}) of a large-
scale dynamical system G is exponentially dissipative (respectively, dissipative) with
respect to a supply rate si(ui, yi), then there exist a storage function vsi : R
ni → R+
and a constant εi > 0 (respectively, εi = 0) such that the dissipation inequality (11.8)
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holds. In the case where vsi : R
ni → R+ is continuously differentiable, (11.8) yields
v′si(xi)(fi(xi) +Gi(xi)ui) ≤ −εivsi(xi) + si(ui, yi), xi ∈ Rni , ui ∈ Ui. (11.58)
The next result relates exponential dissipativity with respect to a scalar supply rate
of each disconnected subsystem Gi of G with vector dissipativity (or, possibly, expo-
nential vector dissipativity) of G with respect to a vector supply rate.
Proposition 11.4. Consider the large-scale nonlinear dynamical system G given
by (11.10), (11.11). Assume that each disconnected subsystem Gi of G is exponen-
tially dissipative with respect to the supply rate si(ui, yi) and with a continuously
differentiable storage function vsi : R
ni → R+, i = 1, ..., q. Furthermore, assume that





ξij(x)vsj(xj), x ∈ D, i = 1, ..., q, (11.59)
where ξij : D → R, i, j = 1, ..., q, are given bounded functions. If W ∈ Rq×q is
semistable (respectively, asymptotically stable), with
W(i,j) =
{
−εi + αii, i = j,
αij, i 6= j, (11.60)
where εi > 0 and αij , max{0, supx∈D ξij(x)}, i, j = 1, ..., q, then G is vector dis-
sipative (respectively, exponentially vector dissipative) with respect to the vector
supply rate S(u, y) , [s1(u1, y1), ..., sq(uq, yq)]
T and with vector storage function
Vs(x) , [vs1(x1), ..., vsq(xq)]
T, x ∈ D.
Proof. Since each disconnected subsystem Gi of G is exponentially dissipative
with respect to the supply rate si(ui, yi), i = 1, ..., q, it follows from (11.58) and
(11.59) that, for all ui ∈ Ui and i = 1, ..., q,
v̇si(xi(t)) = v
′
si(xi(t))[fi(xi(t)) + Ii(x(t)) +Gi(xi(t))ui(t)]
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αijvsj(xj(t)), t ≥ t0. (11.61)
Now, the result follows from Proposition 11.3 by noting that for all subsystems Gi of
G,
V̇s(x(t)) ≤≤WVs(x(t)) + S(u(t), y(t)), t ≥ t0, u ∈ U , (11.62)
where W is essentially nonnegative and, by assumption, semistable (respectively,
asymptotically stable) and Vs(x) , [vs1(x1), ..., vsq(xq)]
T, x ∈ D, is a vector storage
function for G.
As a special case of vector dissipativity theory we can analyze the stability of large-
scale nonlinear dynamical systems. Specifically, assume that the large-scale dynamical
system G is vector dissipative (respectively, exponentially vector dissipative) with
respect to the vector supply rate S(u, y) and with a continuously differentiable vector
storage function Vs : D → Rq+. Moreover, assume that the conditions of Theorem
11.4 are satisfied. Then it follows from Proposition 11.3, with u(t) ≡ 0 and y(t) ≡ 0,
that
V̇s(x(t)) ≤≤ WVs(x(t)), t ≥ t0, (11.63)
where x(t), t ≥ t0, is a solution to (11.10) with x(t0) = x0 and u(t) ≡ 0. Now,
it follows from Theorem 11.1, with w(r) = Wr, that the zero solution x(t) ≡ 0 to
(11.10), with u(t) ≡ 0, is Lyapunov (respectively, asymptotically) stable.
More generally, the problem of control system design for large-scale nonlinear
dynamical systems can be addressed within the framework of vector dissipativity
theory. In particular, suppose that there exists a continuously differentiable vector
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function Vs : D → Rq+ such that Vs(0) = 0 and
V̇s(x(t)) ≤≤ F(Vs(x(t)), u(t)), t ≥ t0, u ∈ U , (11.64)
where F : Rq+ × Rm → Rq and F(0, 0) = 0. Then the control system design problem
for a large-scale dynamical system reduces to constructing an energy feedback control
law φ : R
q
+ → U of the form
u = φ(Vs(x)) , [φ
T
1 (Vs(x)), ..., φ
T
q (Vs(x))]
T, x ∈ D, (11.65)
where φi : R
q
+ → Ui, φi(0) = 0, i = 1, ..., q, such that the zero solution r(t) ≡ 0 to the
comparison system
ṙ(t) = w(r(t)), r(t0) = Vs(x(t0)), t ≥ t0, (11.66)
is rendered asymptotically stable, where w(r) , F(r, φ(r)) is of class W . In this case,
if there exists p ∈ Rq+ such that vs(x) , pTVs(x), x ∈ D, is positive definite, then it
follows from Theorem 11.1 that the zero solution x(t) ≡ 0 to (11.10), with u given by
(11.65), is asymptotically stable.
As can be seen from the above discussion, using an energy feedback control archi-
tecture and exploiting the comparison system within the control design for large-scale
nonlinear dynamical systems can significantly reduce the dimensionality of a control
synthesis problem in terms of a number of states that need to be stabilized. It should
be noted however that for stability analysis of large-scale dynamical systems the
comparison system need not be linear as implied by (11.63). A nonlinear comparison
system would still guarantee stability of a large-scale dynamical system provided that
the conditions of Theorem 11.1 are satisfied.
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11.4. Extended Kalman-Yakubovich-Popov Conditions for
Large-Scale Nonlinear Dynamical Systems
In this section we show that vector dissipativeness (respectively, exponential vector
dissipativeness) of a large-scale nonlinear dynamical system G of the form (11.10),
(11.11) can be characterized in terms of the local subsystem functions fi(·), Gi(·),
hi(·), and Ji(·), along with the interconnection structures Ii(·) for i = 1, ..., q. For
the results in this section we consider the special case of dissipative systems with
quadratic vector supply rates and set D = Rn, Ui = Rmi , and Yi = Rli . Specifically,
let Ri ∈ Smi , Si ∈ Rli×mi , and Qi ∈ Sli be given and assume S(u, y) is such that






i Riui, i = 1, ..., q. Furthermore, for the remainder of
this chapter we assume that there exists a continuously differentiable vector storage
function Vs(x), x ∈ Rn, for the large-scale nonlinear dynamical system G. For the
statement of the next result recall that x = [xT1 , ..., x
T
q ]




[yT1 , ..., y
T
q ]
T, xi ∈ Rni , ui ∈ Rmi , yi ∈ Rli , i = 1, ..., q,
∑q





i=1 li = l. Furthermore, for (11.10), (11.11) define F : Rn → Rn, G :
R
n → Rn×m, h : Rn → Rl, and J : Rn → Rl×m by F(x) , [FT1 (x), ...,FTq (x)]T,
where Fi(x) , fi(xi) + Ii(x), i = 1, ..., q, G(x) , diag[G1(x1), ..., Gq(xq)], h(x) ,
[hT1 (x1), ..., h
T
q (xq)]
T, and J(x) , diag[J1(x1), ..., Jq(xq)]. Finally, for all i = 1, ..., q,
define R̂i ∈ Sm, Ŝi ∈ Rl×m, and Q̂i ∈ Sl such that each of these block matrices consists
of zero blocks except, respectively, for the matrix blocks Ri ∈ Smi , Si ∈ Rli×mi , and
Qi ∈ Sli on (i, i) position. Finally, we introduce a more general definition of vector
dissipativity involving an underlying nonlinear comparison system.
Definition 11.6. The large-scale nonlinear dynamical system G given by (11.10)–
(11.11) is vector dissipative (respectively, exponentially vector dissipative) with respect
to the vector supply rate S(u, y) if there exist a continuous, nonnegative definite vector
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function Vs = [vs1, ..., vsq]
T : D → Rq+, called a vector storage function, and a class W
function w : R
q
+ → Rq such that Vs(0) = 0, w(0) = 0, the zero solution r(t) ≡ 0 to
the comparison system
ṙ(t) = w(r(t)), r(t0) = r0, t ≥ t0, (11.67)
is Lyapunov (respectively, asymptotically) stable, and the vector dissipation inequality






S(u, y)dt, T ≥ t0, (11.68)
is satisfied, where x(t), t ≥ t0, is the solution to (11.10) with u ∈ U . The large-scale
nonlinear dynamical system G given by (11.10)–(11.11) is vector lossless with respect
to the vector supply rate S(u, y) if the vector dissipation inequality is satisfied as an
equality with the zero solution r(t) ≡ 0 to (11.67) being Lyapunov stable.
Remark 11.4. If in Definition 11.6 the function w : R
q
+ → Rq is such that
w(r) = Wr, where W ∈ Rq×q, then W is essentially nonnegative and Definition 11.6
collapses to Definition 11.4.
Theorem 11.7. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11). Let Ri ∈ Smi , Si ∈ Rli×mi , and Qi ∈ Sli , i = 1, ..., q. Then G is vector
dissipative (respectively, exponentially vector dissipative) with respect to the vector






i Qiyi, i = 1, ..., q,
if and only if there exist functions Vs = [vs1, ..., vsq]
T : Rn → Rq+, w = [w1, ..., wq]T :
R
q
+ → Rq, ℓi : Rn → Rsi , and Zi : Rn → Rsi×m, such that vsi(·) is continuously
differentiable, vsi(0) = 0, i = 1, ..., q, w ∈ W, w(0) = 0, the zero solution r(t) ≡ 0
to (11.67) is Lyapunov (respectively, asymptotically) stable, and, for all x ∈ Rn and
i = 1, ..., q,




v′si(x)G(x) − hT(x)(Ŝi + Q̂iJ(x)) + ℓTi (x)Zi(x), (11.70)
0 = R̂i + J
T(x)Ŝi + Ŝ
T
i J(x) + J
T(x)Q̂iJ(x) −ZTi (x)Zi(x). (11.71)
Proof. First, suppose that there exist functions vsi : R
n → R+, ℓi : Rn → Rsi ,
Zi : Rn → Rsi×m, w : Rq+ → Rq, such that vsi(·) is continuously differentiable and
nonnegative-definite, vsi(0) = 0, i = 1, ..., q, w(0) = 0, w ∈ W, the zero solution
r(t) ≡ 0 to (11.67) is Lyapunov (respectively, asymptotically) stable, and (11.69)–
(11.71) are satisfied. Then for any u ∈ U , t1, t2 ∈ R, t2 ≥ t1 ≥ t0, and i = 1, ..., q, it






















[v′si(x(t))(F(x(t)) +G(x(t))u(t)) + ℓTi (x(t))ℓi(x(t))
+2ℓTi (x(t))Zi(x(t))u(t)




[v̇si(x(t)) + [ℓi(x(t)) + Zi(x(t))u(t)]T
·[ℓi(x(t)) + Zi(x(t))u(t)] − wi(Vs(x(t)))]dt




where x(t), t ≥ t0, satisfies (11.10). Now, the result follows from (11.72) with vector
storage function Vs(x) = [vs1(x), ..., vsq(x)]
T, x ∈ Rn.
Conversely, suppose that G is vector dissipative (respectively, exponentially vec-
tor dissipative) with respect to the vector supply rate S(u, y), where si(ui, yi) =
uTi Riui + 2y
T
i Siui + y
T
i Qiyi, i = 1, ..., q. Then there exist a vector storage function
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Vs = [vs1, ..., vsq]
T : Rn → Rq+ and a class W function w = [w1, ..., wq]T : R
q
+ → Rq
such that Vs(0) = 0, w(0) = 0, the zero solution r(t) ≡ 0 to (11.67) is Lyapunov
(respectively, asymptotically) stable, and, for all i = 1, ..., q,







t2 ≥ t1, u ∈ U . (11.73)
Since, by assumption, vsi(·) is continuously differentiable, (11.73) is equivalent to
v̇si(x(t)) ≤ si(ui(t), yi(t)) + wi(Vs(x(t))), t ≥ t0, (11.74)
where x(t), t ≥ t0, satisfies (11.10). Now, with t = t0 it follows from (11.74) that
v′si(x0)(F(x0) +G(x0)u(t0)) ≤ si(ui(t0), yi(t0)) + wi(Vs(x0)), (11.75)
for all u(t0) ∈ Rm, y(t0) ∈ Rl, x0 ∈ Rn and i = 1, ..., q. Next, let di : Rn × Rm → R
be such that
di(x, u) , −v′si(x)(F(x) +G(x)u) + si(ui, hi(xi) + Ji(xi)ui) + wi(Vs(x)),
i = 1, ..., q. (11.76)
Now, since x0 ∈ D is arbitrary, it follows from (11.75) that di(x, u) ≥ 0, x ∈ Rn, u ∈
R
m, i = 1, ..., q. Furthermore, note that di(x, u) given by (11.76) is quadratic in u
and hence there exist functions ℓi : R
n → Rsi and Zi : Rn → Rsi×m such that, for all
i = 1, ..., q,
di(x, u) = [ℓi(x) + Zi(x)u]T[ℓi(x) + Zi(x)u]
= −v′si(x)(F(x) +G(x)u) + si(ui, hi(xi) + Ji(xi)ui) + wi(Vs(x))
= −v′si(x)(F(x) +G(x)u) + uTR̂iu+ 2(h(x) + J(x)u)TŜiu
+(h(x) + J(x)u)TQ̂i(h(x) + J(x)u) + wi(Vs(x)), x ∈ Rn, u ∈ Rm.
(11.77)
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Now, equating coefficients of equal powers yields (11.69)–(11.71).










[ℓi(x(t)) + Zi(x(t))u(t)]T[ℓi(x(t)) + Zi(x(t))u(t)]dt,
(11.78)
where Vs(x) = [vs1(x), ..., vsq(x)]
T, x ∈ Rn, which can be interpreted as a generalized
energy balance equation for the ith subsystem of G where vsi(x(T )) − vsi(x(t0)) is
the stored or accumulated generalized energy of the ith subsystem, the two path-
dependent terms on the left are, respectively, the external supplied energy to the ith
subsystem and the energy gained by the ith subsystem from the net energy flow be-
tween all subsystems due to subsystem coupling, and the second path-dependent term
on the right corresponds to the dissipated energy from the ith subsystem. Equiva-
lently, (11.78) can be rewritten as
v̇si(x(t)) = si(ui(t), yi(t)) + wi(Vs(x(t)))
−[ℓi(x(t)) + Zi(x(t))u(t)]T[ℓi(x(t)) + Zi(x(t))u(t)], t ≥ t0, i = 1, ..., q,
(11.79)
which yields a set of q generalized energy conservation equations for the large-scale
dynamical system G. Specifically, (11.79) shows that the rate of change in generalized
energy, or generalized power, of the ith subsystem of G is equal to the generalized
system power input to the ith subsystem plus the instantaneous rate of energy sup-
plied to the ith subsystem from the net energy flow between all subsystems minus
the internal generalized system power dissipated from the ith subsystem.
Remark 11.5. Note that if G with u(t) ≡ 0 is vector dissipative (respectively,
exponentially vector dissipative) with respect to the vector quadratic supply rate
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where Qi ≤ 0, i = 1, ..., q, then it follows from the vector dissipation inequality that
V̇s(x(t)) ≤≤ w(Vs(x(t))) + S(0, y(t)) ≤≤ w(Vs(x(t))), t ≥ t0, (11.80)
where S(0, y) = [s1(0, y1), ..., sq(0, , yq)]
T, si(0, yi(t)) = y
T
i (t)Qiyi(t) ≤ 0, t ≥ t0, i =
1, ..., q, and x(t), t ≥ t0, is the solution to (11.10) with u(t) ≡ 0. If, in addition,
there exists p ∈ Rq+ such that pTVs(x), x ∈ Rn, is positive definite, then it follows
from Theorem 11.1 that the undisturbed (u(t) ≡ 0) large-scale nonlinear dynamical
system (11.10) is Lyapunov (respectively, asymptotically) stable.
Next, we extend the notions of passivity and nonexpansivity to vector passivity
and vector nonexpansivity.
Definition 11.7. The large-scale nonlinear dynamical system G given by (11.10),
(11.11) with mi = li, i = 1, ..., q, is vector passive (respectively, vector exponentially
passive) if it is vector dissipative (respectively, exponentially vector dissipative) with
respect to the vector supply rate S(u, y), where si(ui, yi) = 2y
T
i ui, i = 1, ..., q.
Definition 11.8. The large-scale nonlinear dynamical system G given by (11.10),
(11.11) is vector nonexpansive (respectively, vector exponentially nonexpansive) if it
is vector dissipative (respectively, exponentially vector dissipative) with respect to




i ui − yTi yi, i = 1, ..., q, and
γi > 0, i = 1, ..., q, are given.
Remark 11.6. Note that a mixed vector passive-nonexpansive formulation of G
can also be considered. Specifically, one can consider large-scale nonlinear dynamical
systems G which are vector dissipative with respect to vector supply rates S(u, y),
where si(ui, yi) = 2y
T
i ui, i ∈ Np, sj(uj, yj) = γ2juTj uj − yTj yj, γj > 0, j ∈ Nne,
Np ∩ Nne = Ø, and Np ∪ Nne = {1, ..., q}. Furthermore, supply rates for vector
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input strict passivity, vector output strict passivity, and vector input-output strict
passivity generalizing the passivity notions given in [117] can also be considered.
However, for simplicity of exposition we do not do so here.
The next result presents constructive sufficient conditions guaranteeing vector
dissipativity of G with respect to a vector quadratic supply rate for the case where
the vector storage function Vs(x), x ∈ Rn, is component decoupled; that is, Vs(x) =
[vs1(x1), ..., vsq(xq)]
T, x ∈ Rn.
Theorem 11.8. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11). Assume that there exist functions Vs = [vs1, ..., vsq]
T : Rn → Rq+,
w = [w1, ..., wq]
T : R
q
+ → Rq, ℓi : Rn → Rsi , Zi : Rn → Rsi×mi such that vsi(·)
is continuously differentiable, vsi(0) = 0, i = 1, ..., q, w ∈ W, w(0) = 0, the zero
solution r(t) ≡ 0 to (11.67) is Lyapunov (respectively, asymptotically) stable, and,
for all x ∈ Rn and i = 1, ..., q,
0 ≥ v′si(xi)[fi(xi) + Ii(x)] − hTi (xi)Qihi(xi) − wi(Vs(x)) + ℓTi (xi)ℓi(xi), (11.81)
0 = 1
2
v′si(xi)Gi(xi) − hTi (xi)(Si +QiJi(xi)) + ℓTi (xi)Zi(xi), (11.82)
0 ≤ Ri + JTi (xi)Si + STi Ji(xi) + JTi (xi)QiJi(xi) −ZTi (xi)Zi(xi). (11.83)
Then G is vector dissipative (respectively, exponentially vector dissipative) with re-






i Qiyi, i =
1, ..., q.
Proof. For any admissible input u = [uT1 , ..., u
T
q ]
T such that ui ∈ Rmi , t1, t2 ∈ R,






[uTi (t)Riui(t) + 2y
T



















[v′si(xi(t))[fi(xi(t)) + Ii(x(t)) +Gi(xi(t))ui(t)]
+ℓTi (xi(t))ℓi(xi(t)) + 2ℓ
T
i (xi(t))Zi(xi(t))ui(t)




[v̇si(xi(t)) + [ℓi(xi(t)) + Zi(xi(t))ui(t)]T[ℓi(xi(t))
+Zi(xi(t))ui(t)] − wi(Vs(x(t)))]dt




where x(t), t ≥ t0, satisfies (11.10). Now, the result follows from (11.84) with vector
storage function Vs(x) = [vs1(x1), ..., vsq(xq)]
T, x ∈ Rn.
Finally, we provide necessary and sufficient conditions for the case where the
large-scale nonlinear dynamical system G is vector lossless with respect to a vector
quadratic supply rate.
Theorem 11.9. Consider the large-scale nonlinear dynamical system G given by
(11.10), (11.11). Let Ri ∈ Smi , Si ∈ Rli×mi , and Qi ∈ Sli , i = 1, ..., q. Then G
is vector lossless with respect to the vector quadratic supply rate S(u, y), where
si(ui, yi) = u
T
i Riui + 2y
T
i Siui + y
T
i Qiyi, i = 1, ..., q, if and only if there exist functions
Vs = [vs1, ..., vsq]
T : Rn → Rq+ and w = [w1, ..., wq]T : R
q
+ → Rq such that vsi(·)
is continuously differentiable, vsi(0) = 0, i = 1, ..., q, w ∈ W, w(0) = 0, the zero
solution r(t) ≡ 0 to (11.67) is Lyapunov stable, and, for all x ∈ Rn and i = 1, ..., q,
0 = v′si(x)F(x) − hT(x)Q̂ih(x) − wi(Vs(x)), (11.85)
0 = 1
2
v′si(x)G(x) − hT(x)(Ŝi + Q̂iJ(x)), (11.86)
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0 = R̂i + J
T(x)Ŝi + Ŝ
T
i J(x) + J
T(x)Q̂iJ(x). (11.87)
Proof. The proof is analogous to the proof of Theorem 11.7.
11.5. Specialization to Large-Scale Linear Dynamical Sys-
tems
In this section we specialize the results of Section 11.4 to the case of large-scale
linear dynamical systems. Specifically, we assume that w ∈ W is linear so that
w(r) = Wr, where W ∈ Rq×q is essentially nonnegative, and consider the large-scale
linear dynamical system G given by
ẋ(t) = Ax(t) +Bu(t), x(t0) = x0, t ≥ t0, (11.88)
y(t) = Cx(t) +Du(t), (11.89)
where A ∈ Rn×n and A is partitioned as A , [Aij], i, j = 1, ..., q, Aij ∈ Rni×nj ,
∑q
i=1 ni = n, B = block−diag[B1, ..., Bq], C = block−diag[C1, ..., Cq], D = block−diag
[D1, ..., Dq], Bi ∈ Rni×mi , Ci ∈ Rli×ni , Di ∈ Rli×mi , and i = 1, ..., q.
Theorem 11.10. Consider the large-scale linear dynamical system G given by
(11.88), (11.89). Let Ri ∈ Smi , Si ∈ Rli×mi , Qi ∈ Sli , i = 1, ..., q. Then G is vector
dissipative (respectively, exponentially vector dissipative) with respect to the vector
supply rate S(u, y), where si(ui, yi) = u
T
i Riui + 2y
T
i Siui + y
T
i Qiyi, i = 1, ..., q, if and
only if there exist W ∈ Rq×q, Pi ∈ Nn, Li ∈ Rsi×n, and Zi ∈ Rsi×m, i = 1, ..., q,
such that W is essentially nonnegative and semistable (respectively, asymptotically
stable), and, for all i = 1, ..., q,







0 = PiB − CT(Ŝi + Q̂iD) + LTi Zi, (11.91)
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TQ̂iD − ZTi Zi. (11.92)
Proof. Sufficiency follows from Theorem 11.7 with F(x) = Ax, G(x) = B,
h(x) = Cx, J(x) = D, w(r) = Wr, ℓi(x) = Lix, Zi(x) = Zi, and vsi(x) = xTPix, i =
1, ..., q. To show necessity, suppose G is vector dissipative with respect to the vector
supply rate S(u, y), where si(ui, yi) = u
T
i Riui + 2y
T
i Siui + y
T
i Qiyi, i = 1, ..., q. Then
it follows from Theorem 11.7, with w(r) = Wr, that there exist Vs : R
n → Rq+,
ℓi : R
n → Rsi , and Zi : Rn → Rsi×m, such that W is essentially nonnegative and
semistable (respectively, asymptotically stable), Vs(x) , [vs1(x), ..., vsq(x)]
T, x ∈ Rn,
Vs(0) = 0, and (11.69)–(11.71) hold for all i = 1, ..., q with F(x) = Ax, G(x) = B,
h(x) = Cx, J(x) = D, and w(r) = Wr. Since vsi(·) is nonnegative-definite and
vsi(0) = 0, i = 1, ..., q, it follows that there exists Pi ∈ Nn, i = 1, ..., q, such that
vsi(x) = x
TPix+ vsri(x), x ∈ Rn, i = 1, ..., q, (11.93)
where vsri : R
n → R contains the higher-order terms of vsi(x). Next, note that it
follows from (11.69) that ℓi(0) = 0 and hence there exists Li ∈ Rsi×n such that
ℓi(x) = Lix + ℓri(x), x ∈ Rn, where ℓri(·) contains higher order terms. Furthermore,
it follows from (11.71) that Zi = Zi, Zi ∈ Rsi×m, i = 1, ..., q, which implies (11.92).
Using the above expressions, (11.69) and (11.70) can be written as






i Li)x+ γi(x), (11.94)


















Now, viewing (11.94) and (11.95) as the Taylor’s series expansion of (11.69) and
(11.71), respectively, about x = 0 and noting that lim‖x‖→0
|γi(x)|
‖x‖2




= 0, i = 1, ..., q, it follows that Pi, i = 1, ..., q, satisfy (11.90) and (11.91).













≤ 0, i = 1, ..., q, (11.98)
where, for all i = 1, ..., q,





Bi = PiB − CT(Ŝi + Q̂iD), (11.100)
Ci = −(R̂i +DTŜi + ŜTi D +DTQ̂iD). (11.101)
Hence, vector dissipativity of large-scale linear dynamical systems with respect to
vector quadratic supply rates can be characterized via (cascade) linear matrix in-
equalities (LMIs) [28]. A similar remark holds for Theorem 11.11 below.
The next result presents sufficient conditions guaranteeing vector dissipativity of
G with respect to a vector quadratic supply rate in case where the vector storage
function is component decoupled.
Theorem 11.11. Consider the large-scale linear dynamical system G given by
(11.88), (11.89). Let Ri ∈ Smi , Si ∈ Rli×mi , Qi ∈ Sli , i = 1, ..., q, be given. Assume
there exist matrices W ∈ Rq×q, Pi ∈ Nni , Lii ∈ Rsii×ni , Zii ∈ Rsii×mi , i = 1, ..., q,
Lij ∈ Rsij×ni , and Zij ∈ Rsij×nj , i, j = 1, ..., q, i 6= j, such that W is essentially
nonnegative and semistable (respectively, asymptotically stable), and, for all i =
1, ..., q,





0 = PiBi − CTi Si − CTi QiDi + LTiiZii, (11.103)
0 ≤ Ri +DTi Si + STi Di +DTi QiDi − ZTiiZii, (11.104)
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and for j = 1, ..., q, j 6= i,
0 = PiAij + L
T
ijZij, (11.105)
0 ≤ W(i,j)Pj − ZTijZij. (11.106)
Then G is vector dissipative (respectively, exponentially vector dissipative) with re-
spect to the vector supply rate S(u, y) , [s1(u1, y1), ..., sq(uq, yq)]
T, where si(ui, yi) =
uTi Riui + 2y
T
i Siui + y
T
i Qiyi, i = 1, ..., q.
Proof. Since Pi ∈ Nni , the function vsi(xi) , xTi Pixi, xi ∈ Rni , is nonnegative
definite and vsi(0) = 0. Moreover, since vsi(·) is continuously differentiable it follows








































xTj (t)[W(i,j)Pj − ZTijZij]xj(t)















i (t)Riui(t) + 2y
T
i (t)Siui(t) + y
T
i (t)Qiyi(t)












or, equivalently, in vector form
V̇s(x(t)) ≤≤ WVs(x(t)) + S(u, y), u ∈ U , t ≥ t0, (11.108)
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where Vs(x) , [vs1(x1), ..., vsq(xq)]
T, x ∈ Rn. Now, it follows from Proposition 11.3
that G is vector dissipative (respectively, exponentially vector dissipative) with respect
to the vector supply rate S(u, y) and with vector storage function Vs(x), x ∈ Rn.
11.6. Stability of Feedback Interconnections of Large-Scale
Nonlinear Dynamical Systems
In this section we consider stability of feedback interconnections of large-scale
nonlinear dynamical systems. Specifically, for the large-scale dynamical system G
given by (11.10), (11.11) we consider either a dynamic or static large-scale feedback
system Gc. Then by appropriately combining vector storage functions for each system
we show stability of the feedback interconnection. We begin by considering the large-
scale nonlinear dynamical system (11.10), (11.11) with the large-scale feedback system
Gc given by
ẋc(t) = Fc(xc(t), uc(t)), xc(t0) = xc0, t ≥ t0, (11.109)
yc(t) = Hc(xc(t), uc(t)), (11.110)
where Fc : R




T, Uc ⊆ Rl, Yc ⊆ Rm. Moreover, for all i = 1, ..., q, we assume that
Fci(xc, uci) = fci(xci) + Ici(xc) +Gci(xci)uci, (11.111)
Hci(xci, uci) = hci(xci) + Jci(xci)uci, (11.112)
where uci ∈ Uci ⊆ Rli , yci , Hci(xci, uci) ∈ Yi ⊆ Rmi , (uci, yci) is the input-output pair
for the ith subsystem of Gc, fci : Rnci → Rnci and Ici : Rnc → Rnci satisfy fci(0) = 0
and Ici(0) = 0, Gci : Rnci → Rnci×li , hci : Rnci → Rmi and satisfies hci(0) = 0,
Jci : R
nci → Rmi×li , and ∑qi=1 nci = nc. Furthermore, we define the composite input
and composite output for the system Gc as uc , [uTc1, ..., uTcq]T and yc , [yTc1, ..., yTcq]T,
320
respectively. In this case, Uc = Uc1 × · · · × Ucq and Yc = Yc1 × · · · × Ycq. Note
that with the feedback interconnection given by Figure 11.1, uc = y and yc = −u.
We assume that the negative feedback interconnection of G and Gc is well posed;
that is, det(Imi + Jci(xci)Ji(xi)) 6= 0 for all xi ∈ Rni , xci ∈ Rnci , and i = 1, ..., q.
Furthermore, we assume that for the large-scale systems G and Gc, the conditions of
Theorem 11.4 are satisfied; that is, if Vs(x), x ∈ Rn, and Vcs(xc), xc ∈ Rnc , are vector
storage functions for G and Gc, respectively, then there exist p ∈ Rq+ and pc ∈ Rq+
such that the functions vs(x) = p
TVs(x), x ∈ Rn, and vcs(xc) = pTc Vcs(xc), xc ∈ Rnc ,
are positive definite. The following result gives sufficient conditions for Lyapunov and






Figure 11.1: Feedback interconnection of large-scale systems G and Gc
Theorem 11.12. Consider the large-scale nonlinear dynamical systems G and Gc
given by (11.10), (11.11) and (11.109), (11.110), respectively. Assume that G and Gc
are vector dissipative with respect to the vector supply rates S(u, y) and Sc(uc, yc),
and with continuously differentiable vector storage functions Vs(·) and Vcs(·) and
dissipation matrices W ∈ Rq×q and Wc ∈ Rq×q, respectively.
i) If there exists Σ , diag[σ1, ..., σq] > 0 such that S(u, y) + ΣSc(uc, yc) ≤≤ 0 and
W̃ ∈ Rq×q is semistable (respectively, asymptotically stable), where W̃(i,j) ,
max{W(i,j), (ΣWcΣ−1)(i,j)} = max{W(i,j), σiσj Wc(i,j)}, i, j = 1, ..., q, then the
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negative feedback interconnection of G and Gc is Lyapunov (respectively, as-
ymptotically) stable.
ii) Let Qi ∈ Sli , Si ∈ Rli×mi , Ri ∈ Smi , Qci ∈ Smi , Sci ∈ Rmi×li , and Rci ∈ Sli , and
suppose S(u, y) = [s1(u1, y1), ..., sq(uq, yq)]
T and Sc(uc, yc) = [sc1(uc1, yc1), ...,
scq(ucq, ycq)]
T, where si(ui, yi) = u
T
i Riui + 2y
T
i Siui + y
T





ciQciyci, i = 1, ..., q. If there exists Σ , diag[σ1, ..., σq] >
0 such that for all i = 1, ..., q,
Q̃i ,
[
Qi + σiRci −Si + σiSTci
−STi + σiSci Ri + σiQci
]
≤ 0 (11.113)
and W̃ ∈ Rq×q is semistable (respectively, asymptotically stable), where W̃(i,j) ,
max{W(i,j), (ΣWcΣ−1)(i,j)} = max{W(i,j), σiσj Wc(i,j)}, i, j = 1, ..., q, then the
negative feedback interconnection of G and Gc is Lyapunov (respectively, as-
ymptotically) stable.
Proof. i) Consider the vector Lyapunov function candidate V (x, xc) = Vs(x) +
ΣVcs(xc), (x, xc) ∈ Rn×Rnc , and note that the corresponding vector Lyapunov deriv-
ative satisfies
V̇ (x, xc) = V̇s(x) + ΣV̇cs(xc)
≤≤ S(u, y) + ΣSc(uc, yc) +WVs(x) + ΣWcVcs(xc)
≤≤ WVs(x) + ΣWcΣ−1ΣVcs(xc)
≤≤ W̃ (Vs(x) + ΣVcs(xc))
= W̃V (x, xc), (x, xc) ∈ Rn × Rnc . (11.114)
Next, since for Vs(x), x ∈ Rn, and Vcs(xc), xc ∈ Rnc , there exist, by assumption,
p ∈ Rq+ and pc ∈ Rq+ such that the functions vs(x) = pTVs(x), x ∈ Rn, and vcs(xc) =
pTc Vcs(xc), xc ∈ Rnc , are positive definite and noting that vcs(xc) ≤ maxi=1,...,q{pci}eT
·Vcs(xc), where pci is the ith element of pc, it follows that eTVcs(xc), xc ∈ Rnc ,
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is positive definite. Now, since mini=1,...,q{piσi}eTVcs(xc) ≤ pTΣVcs(xc), it follows
that pTΣVcs(xc), xc ∈ Rnc , is positive definite. Hence, the function v(x, xc) =
pTV (x, xc), (x, xc) ∈ Rn × Rnc , is positive definite. Now, the result is a direct conse-
quence of Theorem 11.1.
ii) The proof follows from i) by noting that, for all i = 1, .., q,











and hence S(u, y) + ΣSc(uc, yc) ≤≤ 0.
For the next result note that if the large-scale nonlinear dynamical system G is
vector dissipative with respect to the vector supply rate S(u, y), where si(ui, yi) =
2yTi ui, i = 1, ..., q, then with κi(yi) = −κiyi, where κi > 0, i = 1, ..., q, it follows
that si(κi(yi), yi) = −2κiyTi yi < 0, yi 6= 0, i = 1, ..., q. Alternatively, if G is vector





yTi yi, where γi > 0, i = 1, ..., q, then with κi(yi) = 0, it follows that si(κi(yi), yi) =
−yTi yi < 0, yi 6= 0, i = 1, ..., q. Hence, if G is zero-state observable and the dissipation
matrix W is such that there exist α ≥ 0 and p ∈ Rq+ such that (11.2) holds, then
it follows from Theorem 11.4 that (scalar) storage functions of the form vs(x) =
pTVs(x), x ∈ Rn, where Vs(·) is a vector storage function for G, are positive definite.
If G is exponentially vector dissipative, then p is positive.
Corollary 11.3. Consider the large-scale nonlinear dynamical systems G and Gc
given by (11.10), (11.11) and (11.109), (11.110), respectively. Assume that G and Gc
are zero-state observable and the dissipation matrices W ∈ Rq×q and Wc ∈ Rq×q are
such that there exist, respectively, α ≥ 0, p ∈ Rq+, αc ≥ 0, and pc ∈ Rq+ such that
(11.2) is satisfied. Then the following statements hold:
i) If G and Gc are vector passive and W̃ ∈ Rq×q is asymptotically stable, where
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W̃(i,j) , max{W(i,j), Wc(i,j)}, i, j = 1, ..., q, then the negative feedback intercon-
nection of G and Gc is asymptotically stable.
ii) If G and Gc are vector nonexpansive and W̃ ∈ Rq×q is asymptotically stable,
where W̃(i,j) , max{W(i,j), Wc(i,j)}, i, j = 1, ..., q, then the negative feedback
interconnection of G and Gc is asymptotically stable.
Proof. The proof is a direct consequence of Theorem 11.12. Specifically, i) follows
from Theorem 11.12 with Ri = 0, Si = Imi , Qi = 0, Rci = 0, Sci = Imi , Qci = 0, i =
1, ..., q, and Σ = Iq; while ii) follows from Theorem 11.12 with Ri = γ
2
i Imi , Si = 0,









Energy is a concept that underlies our understanding of all physical phenomena
and is a measure of the ability of a dynamical system to produce changes (motion)
in its own system state as well as changes in the system states of its surroundings.
Thermodynamics is a physical branch of science that deals with laws governing energy
flow from one body to another and energy transformations from one form to another.
These energy flow laws are captured by the fundamental principles known as the
first and second laws of thermodynamics. The first law of thermodynamics gives a
precise formulation of the equivalence of heat and work and states that among all
system transformations, the net system energy is conserved. Hence, energy cannot
be created out of nothing and cannot be destroyed, merely transferred from one form
to another. The law of conservation of energy is not a mathematical truth, but rather
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the consequence of an immeasurable culmination of observations over the chronicle
of our civilization and is a fundamental axiom of the science of heat. The first law
does not tell us whether any particular process can actually occur; that is, it does not
restrict the ability to convert work into heat or heat into work, except that energy
must be conserved in the process. The second law of thermodynamics asserts that
while the system energy is always conserved, it will be degraded to a point where
it cannot produce any useful work. Hence, it is impossible to extract work from
heat without at the same time discarding some heat giving rise to a monotonically
increasing quantity known as entropy.
While energy describes the state of a dynamical system, entropy refers to changes
in the status quo of the system and is a measure of molecular disorder and the amount
of wasted energy in a dynamical (energy) transformation from one state (form) to
another. Since the system entropy monotonically increases, the entropy of a dynam-
ical system tends to a maximum and thus time, as determined by system entropy
increase [160, 201, 237], flows on in one direction only. Even though entropy is a
physical property of matter which is not directly observable, it permeates the whole
of nature, regulating the arrow of time and responsible for the enfeeblement and
eventual demise of the universe10,11. While the laws of thermodynamics form the
foundation to basic engineering systems as well as nuclear explosions, cosmology, and
our expanding universe, many engineers and scientists have expressed concerns about
10Many natural philosophers have associated this ravaging irrecoverability in connection to the
second law of thermodynamics with an eschatological conclusion. Namely, the creation of a certain
degree of life and order in the universe is inevitably coupled with an even greater degree of death
and disorder.
11The earliest irreversibility model of nature and the universe along with time’s arrow was postu-
lated by the ancient Greek philosopher Herakleitos (∼ 535 B.C. − ∼ 475 B.C.). Herakleitos’ profound
statements (quoted in Greek on Page v): everything is in a state of flux and man cannot step into
the same river twice, because neither the man nor the river are the same, created the foundation
for all other speculation on physics and metaphysics. The idea that the universe is in constant
change and that there is an underlying order to this change - the Logos, dare we say, postulates the
very existence of entropy as a physical property of matter permeating the whole of Nature and the
Universe.
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the completeness and clarity of the different expositions of thermodynamics over its
long and flexuous history, see [38,45,65,87,94,182,214,217,224].
Since the specific motion of every molecule of a thermodynamic system is impos-
sible to predict, a macroscopic model of the system is typically used with appropriate
macroscopic states which include pressure, volume, temperature, internal energy, and
entropy, among others. One of the key criticisms of the macroscopic view point of
thermodynamics, known as classical thermodynamics, is the inability of the model to
provide enough detail of how the system really evolves; that is, the kinetic mecha-
nism for describing the thermal phenomena. In developing a kinetic model for heat
and dynamical energy, a thermodynamically consistent energy flow model should en-
sure that the system energy can be modelled by a diffusion (conservation) equation
in the form of a parabolic partial differential equation. These systems are infinite-
dimensional and hence finite-dimensional approximations are of very high order giving
rise to large-scale dynamical systems. Since energy is a fundamental concept in the
analysis of large-scale dynamical systems and heat (energy) is a fundamental concept
of thermodynamics involving the capacity of hot bodies (more energetic subsystems)
to produce work, thermodynamics is a theory of large-scale dynamical systems.
High dimensional dynamical systems can arise from both macroscopic and mi-
croscopic points of view. Microscopic thermodynamic models can have the form
of a distributed parameter model or a large-scale system model comprised of a nu-
merous number of interconnected subsystems. In contrast to macroscopic models
involving the evolution of global quantities (e.g., energy, temperature, entropy, etc.),
microscopic models are based upon the modeling of local quantities that describe the
atoms and molecules that make up the system, and their speeds, energies, masses,
angular momenta, behavior during collisions, etc. The mathematical formulations
based on these quantities form the basis of statistical mechanics. Thermodynamics
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based on statistical mechanics is known as statistical thermodynamics and involves
the mechanics of an ensemble of a numerous number of particles (atoms or molecules)
wherein the detailed description of the system state loses importance and only average
properties of large number of particles are considered. Since microscopic details are
obscured on the macroscopic level, it is appropriate to view a microscopic model as
an inherent model of uncertainty. However, for a thermodynamic system the macro-
scopic and microscopic quantities are related since they are simply different ways of
describing the same phenomena. Thus, if the global macroscopic quantities can be
expressed in terms of the local microscopic quantities, the laws of thermodynamics
could be described in the language of statistical mechanics. This interweaving of the
microscopic and macroscopic points of view lead to diffusion being a natural conse-
quence of dimensionality and, hence, uncertainty on the microscopic level despite the
fact that there is no uncertainty about the diffusion process per se.
Thermodynamics spawned out from the desire to design and build efficient heat
engines and quickly spread to speculations about the universe upon the discovery
of entropy as a fundamental physical property of matter. The pioneering work of
Carnot [46] was the first to establish the impossibility of a perpetuum mobile of the
second kind12 by constructing a cyclical process (now known as the Carnot cycle) in-
volving two competing cycles and showing that it is impossible to extract work from
heat without at the same time discarding some heat. Using a macroscopic approach
and building on the work of Carnot, Clausius [46,56–59] was the first to introduce the
notion of entropy as a physical property of matter and establish the two main laws of
thermodynamics involving conservation of energy13 and nonconservation of entropy.
12A perpetuum mobile of the second kind is a cyclic device which would continuously extract heat
from the environment and completely convert it into mechanical work. Since such a machine would
not create energy, it would not violate the first law of thermodynamics. In contrast, a machine that
creates its own energy and thus violates the first law is called a perpetuum mobile of the first kind.
13Even though many scientists are credited with the law of conservation of energy, it was first
discovered independently by Mayer and Joule, with Joule providing a series of decisive, quantitative
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Kelvin [131,213], Planck [194,195], Gibbs [82], and Carathéodory [42,43] further de-
veloped the theory of thermodynamics whose laws have become one of the most firmly
established scientific achievements ever accomplished. Adopting a microscopic view
point, Boltzmann [27] was the first to give a probabilistic interpretation of entropy
involving different configurations of molecular motion of the microscopic dynamics.
In the first half of the 20th century, the macroscopic and microscopic interpretations
of thermodynamics underwent a long and fierce debate. To exacerbate matters, since
classical thermodynamics is a physical theory and not a mathematical theory, many
scientists and mathematical physicists expressed concerns about the completeness
and clarity of the mathematical foundation of thermodynamics. In fact, many formu-
lations of thermodynamics, especially most textbook expositions, poorly amalgamate
physics with rigorous mathematics. Perhaps this is best eulogized in [217].
In the last half of the 20th century thermodynamics was re-formulated as a global
nonlinear field theory with the ultimate objective to determine the independent field
variables of this theory [62,168,216]. This aspect of thermodynamics, which became
known as rational thermodynamics, was predicated on an entirely new axiomatic
approach. As a result of this approach, modern continuum thermodynamics was de-
veloped using theories from elastic materials, viscous materials, and materials with
memory [61, 67, 68, 93]. The main difference between classical thermodynamics and
rational thermodynamics can be traced back to the fact that in rational thermo-
dynamics the second law is not interpreted as a restriction to the transformations a
system can undergo, but rather as a restriction on the system’s constitutive equations.
More recently, a major contribution to equilibrium thermodynamics is given in [152].
This work builds on the work of Carathéodory [42,43] and Giles [83] by developing a
system representation involving a state space on which an adiabatic accessibility re-
studies in the 1840s showing the equivalence between heat and mechanical work.
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lation is defined. The existence and uniqueness of an entropy function is established
as a consequence of adiabatic accessibility among equilibrium states. Connections
between thermodynamics and system theory as well as information theory have also
been explored in the literature [20, 22, 33, 37, 99, 190, 228, 231, 238]. For an excellent
exposition of these different facets of thermodynamics see [90].
Thermodynamic principles have also been repeatedly used in coupled mechani-
cal systems to arrive at energy flow models with modal energy playing the role of
temperature. Specifically, in an attempt to approximate high-dimensional dynamics
of large-scale structural (oscillatory) systems with a low-dimensional diffusive (non-
oscillatory) dynamical model, structural dynamicists have developed thermodynamic
energy flow models using stochastic energy flow techniques. In particular, statistical
energy analysis (SEA) predicated on averaging system states over the statistics of
the uncertain system parameters has been extensively developed for mechanical and
acoustic vibration problems [44, 130, 141, 159, 209, 232]. Thermodynamic models are
derived from large-scale dynamical systems of discrete subsystems involving stored en-
ergy flow among subsystems based on the assumption of weak subsystem coupling or
identical subsystems. However, the ability of SEA to predict the dynamic behavior of
a complex large-scale dynamical system in terms of pairwise subsystem interactions is
severely limited by the coupling strength of the remaining subsystems on the subsys-
tem pair. Hence, it is not surprising that SEA energy flow predictions for large-scale
systems with strong coupling can be erroneous. Alternatively, a deterministic ther-
modynamically motivated energy flow modeling for structural systems is addressed
in [133–135]. This approach exploits energy flow models in terms of thermodynamic
energy (i.e., ability to dissipate heat) as opposed to stored energy and is not limited
to weak subsystem coupling. Finally, a stochastic energy flow compartmental model
(i.e., a model characterized by conservation laws) predicated on averaging system
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states over the statistics of stochastic system exogenous disturbances is developed
in [22]. The basic result demonstrates how linear compartmental models arise from
second-moment analysis of state space systems under the assumption of weak cou-
pling. Even though these results can be potentially applicable to linear large-scale
dynamical systems with weak coupling, such connections are not explored in [22].
With the notable exception of [44], none of the aforementioned SEA-related works
address the second law of thermodynamics involving entropy notions in the energy
flow between subsystems.
In contrast to mechanics which is based on a dynamical system theory, classi-
cal thermodynamics is a physical theory and does not possess equations of motion.
The goal of the present chapter is directed toward placing thermodynamics on a
system-theoretic foundation. In particular, we develop a new and novel formula-
tion of thermodynamics that can be viewed as a moderate sized system theory as
compared to statistical thermodynamics. This middle ground theory involves deter-
ministic large-scale dynamical system models that bridge the gap between classical
and statistical thermodynamics. Specifically, since thermodynamic models are con-
cerned with energy flow among subsystems, we develop a nonlinear compartmental
dynamical system model that is characterized by energy conservation laws capturing
the exchange of energy between coupled macroscopic subsystems. Furthermore, using
graph theoretic notions we state two thermodynamic axioms consistent with the ze-
roth and second laws of thermodynamics that ensure that our large-scale dynamical
system model gives rise to a thermodynamically consistent energy flow model. Specif-
ically, using a large-scale dynamical systems theory perspective for thermodynamics,
we show that our compartmental dynamical system model leads to a precise formu-
lation of the equivalence between work energy and heat in a large-scale dynamical
system.
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Next, we give a deterministic definition of entropy for a large-scale dynamical
system that is consistent with the classical thermodynamic definition of entropy and
show that it satisfies a Clausius-type inequality leading to the law of entropy non-
conservation. Furthermore, we introduce a new and dual notion to entropy; namely,
ectropy, as a measure of the tendency of a large-scale dynamical system to do useful
work and grow more organized and show that conservation of energy in an isolated
thermodynamically consistent system necessarily leads to nonconservation of ectropy
and entropy. Then, using the system ectropy as a Lyapunov function candidate, we
show that our thermodynamically consistent large-scale nonlinear dynamical system
model possesses a continuum of equilibria and is semistable; that is, it has convergent
subsystem energies to Lyapunov stable energy equilibria determined by the large-
scale system initial subsystem energies. In addition, we show that the steady-state
distribution of the large-scale system energies is uniform leading to system energy
equipartitioning corresponding to a minimum ectropy and a maximum entropy equi-
librium state. In the case where the subsystem energies are proportional to subsys-
tem temperatures, we show that our dynamical system model leads to temperature
equipartition wherein all the system energy is transferred into heat at a uniform tem-
perature. Furthermore, we show that our system-theoretic definition of entropy and
the newly proposed notion of ectropy are consistent with Boltzmann’s kinetic the-
ory of gases involving an n-body theory of ideal gases divided by diathermal walls.
Finally, the above results are generalized to continuum thermodynamics involving
infinite dimensional energy conservation models.
12.2. Stability Theory for Dynamical Systems
In this section, we review some of the key stability results from the dynamical sys-
tems theory as applied to nonlinear nonnegative dynamical systems. Since the proofs
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of these results are virtually identical to the standard stability proofs for nonlinear
dynamical systems they are not presented here. In particular, standard Lyapunov sta-
bility theorems and invariant set theorems for nonlinear dynamical systems [132] can
be used directly for nonnegative dynamical systems with the required sufficient con-
ditions verified on R
q
+. Specifically, we consider the nonlinear nonnegative dynamical
system given by
ż(t) = w(z(t)), z(t0) = z0, t ≥ t0, (12.1)
where z(t) ∈ D ⊆ Rq, t ≥ t0, is the system state vector, D is an open subset of
R
q that contains R
q
+, and w : D → Rq is locally Lipschitz continuous on D and is
essentially nonnegative. The following definition introduces several types of stability
for the nonnegative dynamical system (12.1).
Definition 12.1. The equilibrium solution z(t) ≡ ze of (12.1) is Lyapunov stable
if, for every ε > 0, there exists δ = δ(ε) > 0 such that if z0 ∈ Bδ(ze)∩Rq+, then z(t) ∈
Bε(ze) ∩ R
q
+, t ≥ t0. The equilibrium solution z(t) ≡ ze of (12.1) is semistable if it is
Lyapunov stable and there exists δ > 0 such that if z0 ∈ Bδ(ze)∩Rq+, then limt→∞ z(t)
exists and converges to a Lyapunov stable equilibrium point. The equilibrium solution
z(t) ≡ ze of (12.1) is asymptotically stable if it is Lyapunov stable and there exists
δ > 0 such that if z0 ∈ Bδ(ze) ∩ Rq+, then limt→∞ z(t) = ze. Finally, the equilibrium
solution z(t) ≡ ze of (12.1) is globally asymptotically stable if the previous statement
holds for all z0 ∈ Rq+.
Recall that a matrix W ∈ Rq×q is semistable if and only if limt→∞ eWt exists
[22,99], while W is asymptotically stable if and only if limt→∞ e
Wt = 0. The following
result, known as Lyapunov’s direct method, gives sufficient conditions for Lyapunov
and asymptotic stability of a nonlinear nonnegative dynamical system. For this result
let V : D → R be a continuously differentiable function with derivative along the
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trajectories of (12.1) given by V̇ (z) , V ′(z)w(z). Note that V̇ (z) is dependent of







V ′(z)w(z), where s(·, z0) denotes the solution to (12.1) with initial condition z(t0) =
z0, it follows that if V̇ (z) is negative, then V (z) decreases along the solutions s(t, z)
of (12.1) through z ∈ D at t = t0.
Theorem 12.1. Let D be an open subset of Rq that contains Rq+. Consider
the nonlinear nonnegative dynamical system (12.1) and assume that there exists a
continuously differentiable function V : D → R such that
V (ze) = 0, (12.2)
V (z) > 0, z ∈ D, z 6= ze, (12.3)
V ′(z)w(z) ≤ 0, z ∈ D, (12.4)
where ze ∈ Rq+ is an equilibrium point of (12.1). Then the equilibrium solution
z(t) ≡ ze to (12.1) is Lyapunov stable. If, in addition,
V ′(z)w(z) < 0, z ∈ D, z 6= ze, (12.5)
then the equilibrium solution z(t) ≡ ze to (12.1) is asymptotically stable.
Next, we state a global asymptotic stability theorem for (12.1). First, however,
recall that a function V : R
q
+ → R satisfying
V (z) → ∞ as ‖z‖ → ∞ (12.6)
is called proper or radially unbounded.
Theorem 12.2. Consider the nonlinear nonnegative dynamical system (12.1)
and assume there exists a continuously differentiable function V : R
q
+ → R such
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that
V (ze) = 0, (12.7)
V (z) > 0, z ∈ Rq+, z 6= ze, (12.8)
V ′(z)w(z) < 0, z ∈ Rq+, z 6= ze, (12.9)
V (z) → ∞ as ‖z − ze‖ → ∞, (12.10)
where ze ∈ Rq+ is an equilibrium point of (12.1). Then the equilibrium solution
z(t) ≡ ze to (12.1) is globally asymptotically stable.
Note that the radial unboundedness condition (12.10) assures that the constant
energy surfaces, or level sets, V (z) = α, α > 0, are closed curves and hence, since
the system trajectories move from one energy surface to an inner energy surface, the
system trajectories cannot drift away from the system equilibrium. The Lyapunov
function is thus decreasing with the dynamics of the system; that is, the trajectories
of the dynamical system cut the level sets of the Lyapunov function.
Next, we introduce the Krasovskii-LaSalle invariance principle to relax one of the
conditions on the Lyapunov function V (·) in Theorems 12.1 and 12.2. In partic-
ular, the strict negative definiteness condition on the Lyapunov derivative can be
relaxed while assuring system asymptotic stability. Specifically, if a continuously dif-
ferentiable function defined on a compact invariant set (in D) with respect to the
nonlinear nonnegative dynamical system (12.1) can be constructed whose derivative
along the system’s trajectories is negative semidefinite and no system trajectories can
stay indefinitely at points where the function’s derivative vanishes, then the system’s
equilibrium point is asymptotically stable. This result follows from the Krasovskii-
LaSalle invariance principle for nonlinear nonnegative dynamical systems which we
now state.
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Theorem 12.3. Consider the nonlinear nonnegative dynamical system (12.1),
assume Dc ⊂ D is a compact invariant set with respect to (12.1), and assume there
exists a continuously differentiable function V : Dc → R such that V ′(z)w(z) ≤
0, z ∈ Dc. Let R , {z ∈ Dc : V ′(z)w(z) = 0} and let M be the largest invariant
set contained in R. If z(t0) ∈ Dc, then z(t) → M as t→ ∞.
The next result is a direct consequence of Theorem 12.3 and does not require the
existence of a compact invariant set Dc ⊂ D with respect to (12.1). In particular,
if the solutions to (12.1) are bounded for all initial conditions in R
q
+, then, with
Dc = Rq+, it follows from Theorem 12.3 that attraction to M is guaranteed globally.
Corollary 12.1. Consider the nonlinear nonnegative dynamical system (12.1),
assume that solutions to (12.1) are bounded for all initial conditions z(t0) ∈ Rq+,
and assume there exists a continuously differentiable function V : R
q
+ → R such that
V ′(z)w(z) ≤ 0, z ∈ Rq+. Let R , {z ∈ R
q
+ : V
′(z)w(z) = 0} and let M be the
largest invariant set contained in R. If z(t0) ∈ Rq+, then z(t) → M as t→ ∞.
Next, using Theorem 12.3 we provide a generalization of Theorem 12.1 for local
asymptotic stability of a nonlinear nonnegative dynamical system. For this result,
recall that if the equilibrium solution z(t) ≡ ze to (12.1) is asymptotically stable, then
the domain of attraction DA ⊆ D of (12.1) is given by
DA , {z0 ∈ D : if z(t0) = z0, then limt→∞z(t) = ze}. (12.11)
Corollary 12.2. Consider the nonlinear nonnegative dynamical system (12.1),
assume Dc ⊂ D is a compact invariant set with respect to (12.1) such that ze ∈ Dc is an
equilibrium point of (12.1), and assume that there exists a continuously differentiable
function V : Dc → R such that V (ze) = 0, V (z) > 0, z 6= ze, and V ′(z)w(z) ≤ 0,
z ∈ Dc. Furthermore, assume that the set R , {z ∈ Dc: V ′(z)w(z) = 0} contains
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no invariant set other than the set {ze}. Then the equilibrium solution z(t) ≡ ze
to (12.1) is asymptotically stable and Dc is a subset of the domain of attraction of
(12.1).
Next, we present the global invariant set theorem for guaranteeing global asymp-
totic stability of a nonlinear nonnegative dynamical system.
Theorem 12.4. Consider the nonlinear nonnegative dynamical system (12.1)
and assume there exists a continuously differentiable function V : R
q
+ → R such
that
V (ze) = 0, (12.12)
V (z) > 0, z ∈ Rq+, z 6= ze, (12.13)
V ′(z)w(z) ≤ 0, z ∈ Rq+, (12.14)
V (z) → ∞ as ‖z − ze‖ → ∞, (12.15)
where ze ∈ R
q
+ is an equilibrium point of (12.1). Furthermore, assume that the set
R , {z ∈ Rq+: V ′(z)w(z) = 0} contains no invariant set other than the set {ze}.
Then the equilibrium solution z(t) ≡ ze to (12.1) is globally asymptotically stable.
In the remainder of this section we discuss dynamical systems defined on Banach
spaces and present some of the key results on invariant set stability theorems for
infinite dimensional dynamical systems. For infinite dimensional systems, Lyapunov
stability theorems are similar to the theorems presented above with the required con-
ditions verified on the Banach space B [25]. However, since norms are not equivalent
in infinite dimensional spaces, Lyapunov, semi, and asymptotic stability are obtained
with respect to a specific norm ‖ · ‖B defined on B.
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Definition 12.2. Let B be a Banach space with norm ‖ ·‖B. A dynamical system
on B is the triple (B, [t0,∞), s), where s : [t0,∞) × B → B is such that the following
axioms hold:
i) (Continuity): s(·, ·) is jointly continuous.
ii) (Consistency): s(t0, z0) = z0 for all t0 ∈ R and z0 ∈ B.
iii) (Semigroup property): s(t+τ, z0) = s(τ, s(t, z0)) for all z0 ∈ B and t, τ ∈ [t0,∞).
The above definition of a dynamical system can be generalized to include external
system disturbances u(·) ∈ U , where U is an input space consisting of bounded
continuous U ⊆ Rm-valued functions on [t0,∞). In this case, the dynamical system
on B is defined by the pentuple (B, U , [t0,∞), s, h), where s : [t0,∞) × B × U → B
and h : B × U → Y defines a memoryless read-out map y(t) = h(s(t, x0, u)) for all
x0 ∈ B, u(·) ∈ U , and t ∈ [t0,∞). Here, y(·) ∈ Y , where Y denotes an output space
and y(t) belongs to the fixed set Y ⊆ Rl. In this case, to assure causality of the
dynamical system one needs to invoke an additional axiom (determinism axiom) that
assures that the state and hence the output of the dynamical system before some
time τ are not influenced by the values of the output after time τ . For further details
see [228].
Henceforth, we denote the dynamical system (B, [t0,∞), s) by G and we refer to
the map s(·, ·) as the flow or trajectory of G corresponding to z0 ∈ B, and for a given
s(t, z0), t ≥ t0, we refer to z0 ∈ B as an initial condition of G. Furthermore, we define
a positive orbit through the point z0 ∈ B as the motion along the curve
O+z0
△
= {z ∈ B : z = s(t, z0), t ≥ t0}. (12.16)
Definition 12.3. Let G be a dynamical system defined on B. A point p ∈ B
is a positive limit point of the trajectory s(·, z) if there exists a monotonic sequence
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{tn}∞n=0 of nonnegative numbers, with tn → ∞ as n → ∞, such that s(tn, z) → p as
n → ∞. The set of all positive limit points of s(t, z), t ≥ t0, is the positive limit set
ω(z) of G.
In the literature, the positive limit set is often referred to as the ω-limit set. Note
that if p ∈ B is a positive limit point of the trajectory s(·, z), then for all ε > 0 and
finite time T > 0 there exists t > T such that ‖z(t) − p‖B < ε. This follows from
the fact that ‖z(t) − p‖B < ε for all ε > 0 and some t > T > 0 is equivalent to the
existence of a sequence {tn}∞n=0, with tn → ∞ as n → ∞, such that z(tn) → p as
n→ ∞.
Definition 12.4. A set M ⊂ B is a positively invariant set with respect to the
dynamical system G if st(M) ⊆ M for all t ≥ t0, where st(M) △= {st(z) : z ∈ M}
and st(z) , s(t, z), z ∈ B, t ≥ t0. A set M ⊆ B is an invariant set with respect to
the dynamical system G if st(M) = M for all t ∈ [t0,∞).
Next, we state a key proposition involving positive limit sets for the infinite di-
mensional dynamical system G.
Proposition 12.1 [111]. Let G be a dynamical system defined on B and suppose
that the positive orbit O+z through z of G belongs to a compact subset of B. Then
the positive limit set ω(z) of O+z is a nonempty, compact, connected invariant set.
The following result presents an extension of the Krasovskii-LaSalle theorem (The-
orem 12.3) to infinite dimensional dynamical systems. This result holds for undis-
turbed dynamical systems (i.e., u(t) ≡ 0) as well as for disturbed dynamical systems
wherein the input space consists of one constant element only; that is, u(t) ≡ u∗. For
the statement of this result define




[V (s(t0 + h, z)) − V (z)], z ∈ B, (12.17)
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for a given continuous function V : B → R and for every z ∈ B such that the limit in
(12.17) exists.
Theorem 12.5 [111]. Consider a dynamical system G defined on a Banach space
B. Let Bc ⊂ B be a closed set and assume there exists a continuous function V :
Bc → R such that V̇ (z) ≤ 0, z ∈ Bc. Furthermore, let R △= {z ∈ Bc : V̇ (z) = 0}
and let M denote the largest invariant set (with respect to the dynamical system G)
contained in R. Then for every z0 ∈ Bc such that O+z0 ⊂ Bc and O+z0 is contained in
a compact subset of B, s(t, z0) → M as t→ ∞.
In order to apply Theorem 12.5 one needs to show that the positive orbit O+z0 of G
is contained in a compact subset of B. Even though for finite dimensional systems this
is a direct consequence of boundedness of solutions, for infinite dimensional systems
local boundedness of an orbit of G does not ensure that the orbit belongs to a compact
subset of B. In light of this, we have the following result. For the statement of this
result, let B and C be Banach spaces and recall that B is compactly embedded in C if
B ⊂ C and a unit ball in B belongs to a compact subset in C.
Theorem 12.6 [111]. Let B and C be Banach spaces such that B is compactly
embedded in C and let G be a dynamical system defined on B and C. Assume there
exist continuous functions VB : B → R and VC : C → R such that V̇B(z) ≤ 0, z ∈ Bc,
and V̇C(z) ≤ 0, z ∈ Cc, where Bc = {z ∈ B : VB(z) < η} and Cc = {z ∈ C : VC(z) < η}
for some η > 0 such that Bc ⊂ Cc. If Bc is bounded, then for every z0 ∈ Bc,
s(t, z0) → M in C as t→ ∞, where M denotes the largest invariant set contained in
R given by
R = {z ∈ Cc : V̇C(z) = 0}. (12.18)
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Theorem 12.6 can be also used to establish existence (in t) of (generalized) so-
lutions of infinite dimensional dynamical systems G over the semi-infinite interval
[t0,∞). In particular, global existence can be obtained by constructing a Lyapunov
function V : B → R and invoking the continuation Peano-Cauchy theorem to obtain
a dynamical system G of a subset B of the space C. For further details see [111].
12.3. A Systems Foundation for Thermodynamics
The fundamental and unifying concept in the analysis of complex (large-scale) dy-
namical systems is the concept of energy. As noted in the Introduction, the energy of
a state of a dynamical system is the measure of its ability to produce changes (motion)
in its own system state as well as changes in the system states of its surroundings.
These changes occur as a direct consequence of the energy flow between different sub-
systems within the dynamical system. Since heat (energy) is a fundamental concept
of thermodynamics involving the capacity of hot bodies (more energetic subsystems)
to produce work, thermodynamics is a theory of large-scale dynamical systems. As in
thermodynamic systems, dynamical systems can exhibit energy (due to friction) that
becomes unavailable to do useful work. This in turn contributes to an increase in
system entropy; a measure of the tendency of a system to lose the ability to do useful
work. In the following sections we use a large-scale dynamical systems perspective
to provide a system-theoretic foundation for thermodynamics that bridges the gap
between classical and statistical thermodynamics.
12.4. Conservation of Energy and the First Law of Thermo-
dynamics
To formulate our state space thermodynamic model consider the large-scale dy-













Figure 12.1: Large-scale dynamical system G.
connected subsystems. Let Ei : [0,∞) → R+ denote the energy (and hence a nonneg-
ative quantity) of the ith subsystem, let Si : [0,∞) → R denote the external power
(heat flux) supplied to (or extracted from) the ith subsystem, let σij : R
q
+ → R+,
i 6= j, i, j = 1, ..., q, denote the instantaneous rate of energy (heat) flow from the
jth subsystem to the ith subsystem, and let σii : R
q
+ → R+, i = 1, ..., q, denote the
instantaneous rate of energy (heat) dissipation from the ith subsystem to the envi-
ronment. Here we assume that σij : R
q
+ → R+, i, j = 1, ..., q, are locally Lipschitz
continuous on R
q
+ and Si : [0,∞) → R, i = 1, ..., q, are bounded piecewise continuous
functions of time.
An energy balance for the ith subsystem yields













Si(t)dt, T ≥ t0, (12.19)
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or, equivalently, in vector form,









S(t)dt, T ≥ t0,
(12.20)
where E(t) , [E1(t), ..., Eq(t)]
T, d(E(t)) , [σ11(E(t)), ..., σqq(E(t))]
T, S(t) , [S1(t),
..., Sq(t)]





[σij(E) − σji(E)], E ∈ Rq+. (12.21)
Note that (12.19) yields a conservation of energy equation and implies that the
energy stored in the ith subsystem is equal to the external energy supplied to (or
extracted from) the ith subsystem plus the energy gained by the ith subsystem from
all other subsystems due to subsystem coupling minus the energy dissipated from the





[σij(E(t)) − σji(E(t))] − σii(E(t)) + Si(t),
Ei(t0) = Ei0, t ≥ t0, (12.22)
or, in vector form,
Ė(t) = w(E(t)) − d(E(t)) + S(t), E(t0) = E0, t ≥ t0, (12.23)
where E0 , [E10, ..., Eq0]
T, yielding a power balance equation that characterizes energy
flow between subsystems of the large-scale dynamical system G. Equation (12.22)
shows that the rate of change of energy, or power, in the ith subsystem is equal to
the power input (heat flux) to the ith subsystem plus the energy (heat) flow to the
ith subsystem from all other subsystems minus the power dissipated from the ith
subsystem to the environment. Furthermore, since w(·) − d(·) is locally Lipschitz
continuous on R
q
+ and S(·) is a bounded piecewise continuous function of time, it
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follows that (12.23) has a unique solution over the finite time interval [t0, τE0). If,
in addition, the power balance equation (12.23) is input-to-state stable [132], then
τE0 = ∞.
Equation (12.20) or, equivalently, (12.23) is a statement of the first law of ther-
modynamics as applied to isochoric transformations (i.e., constant subsystem vol-
ume transformations) for each of the subsystems Gi, i = 1, ..., q, with Ei(·), Si(·),
σij(·), i 6= j, and σii(·), i, j = 1, ..., q, playing the role of the ith subsystem internal
energy, rate of heat supplied to (or extracted from) the ith subsystem, heat flow be-
tween subsystems due to coupling, and the rate of energy (heat) dissipated to the en-
vironment, respectively. To further elucidate that (12.20) is essentially the statement
of the principle of the conservation of energy, let the total energy in the large-scale
dynamical system G be given by U , eTE, where eT , [1, ..., 1] and E ∈ Rq+, and let
the net energy received by the large-scale dynamical system G over the time interval




eT[S(t) − d(E(t))]dt, (12.24)
where E(t), t ≥ t0, is the solution to (12.23). Then, premultiplying (12.20) by eT and
using the fact that eTw(E) ≡ 0, it follows that
∆U = Q, (12.25)
where ∆U , U(t2) − U(t1) denotes the variation in energy of the large-scale dynam-
ical system G over the time interval [t1, t2]. This is a statement of the first law of
thermodynamics for isochoric transformations of the large-scale dynamical system G
and gives a precise formulation of the equivalence between the variation in system
internal energy and heat.
It is important to note that the large-scale dynamical system model (12.23) does
not consider work done by the system on the environment nor work done by the
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environment on the system. Hence, Q can be physically interpreted as the net amount
of energy that is received by the system in forms other than work. The extension of
addressing work performed by and on the system can be easily addressed by including
an additional state equation, coupled to the power balance equation (12.23), involving
volume (deformation) states for each subsystem. Since this extension does not alter
any of the conceptual results of this section, it is not considered in this section for
simplicity of exposition. Work performed by the system on the environment and work
done by the environment on the system is addressed in Section 12.12.
For our large-scale dynamical system model G, we assume that σij(E) = 0, E ∈
R
q
+, whenever Ej = 0, i, j = 1, ..., q. In this case, w(E)−d(E), E ∈ R
q
+, is essentially
nonnegative. The above constraint implies that if the energy of the jth subsystem of G
is zero, then this subsystem cannot supply any energy to its surroundings nor dissipate
energy to the environment. Moreover, we assume that Si(t) ≥ 0 whenever Ei(t) = 0,
t ≥ t0, i = 1, ..., q, which implies that when the energy of the ith subsystem is zero,
then no energy can be extracted from this subsystem. The following proposition is
needed for the main results of this chapter.
Proposition 12.2. Consider the large-scale dynamical system G with power bal-
ance equation given by (12.23). Suppose σij(E) = 0, E ∈ Rq+, whenever Ej =
0, i, j = 1, ..., q, and Si(t) ≥ 0 whenever Ei(t) = 0, t ≥ t0, i = 1, ..., q. Then the
solution E(t), t ≥ t0, to (12.23) is nonnegative for all nonnegative initial conditions
E0 ∈ Rq+.
Proof. First note that w(E) − d(E), E ∈ Rq+, is essentially nonnegative. Next,
since Si(t) ≥ 0 whenever Ei(t) = 0, t ≥ t0, i = 1, ..., q, it follows that Ėi(t) ≥ 0 for
all t ≥ t0 and i = 1, ..., q whenever Ei(t) = 0 and Ej(t) ≥ 0 for all j 6= i and t ≥ t0.
This implies that for all nonnegative initial conditions E0 ∈ Rq+, the trajectory of G is
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directed towards the interior of the nonnegative orthant R
q
+ whenever Ei(t) = 0, i =
1, ..., q, and hence remains nonnegative for all t ≥ t0.
Next, premultiplying (12.20) by eT, using Proposition 12.2, and using the fact
that eTw(E) ≡ 0, it follows that






eTd(E(t))dt, T ≥ t0.
(12.26)
Now, for the large-scale dynamical system G define the input u(t) , S(t) and the
output y(t) , d(E(t)). Hence, it follows from (12.26) that the large-scale dynamical
system G is lossless [228] with respect to the energy supply rate r(u, y) , eTu− eTy
and with the energy storage function U(E) , eTE, E ∈ Rq+. The following lemma is
required for our next result.
Lemma 12.1. Consider the large-scale dynamical system G with power balance
equation (12.23). Then for every equilibrium state Ee ∈ Rq+ and every ε > 0 and
T > 0, there exist Se ∈ Rq, α > 0, and T̂ ∈ [0, T ] such that for every Ê ∈ R
q
+ with
‖Ê − Ee‖ ≤ αT , there exists S : [0, T̂ ] → Rq such that ‖S(t) − Se‖ ≤ ε, t ∈ [0, T̂ ],
and E(t) = Ee +
(Ê−Ee)
T̂
t, t ∈ [0, T̂ ].
Proof. Note that with Se , d(Ee) − w(Ee), the state Ee ∈ R
q
+ is an equilibrium
state of (12.23). Let θ > 0 and T > 0, and define
M(θ, T ) , sup
E∈B1(0),t∈[0,T ]
‖w(Ee + θtE) − d(Ee + θtE) + Se‖. (12.27)
Note that for every T > 0, limθ→0+ M(θ, T ) = 0, and for every θ > 0, limT→0+ M(θ, T ) =
0. Next, let ε > 0 and T > 0 be given, and let α > 0 be such that M(α, T ) + α ≤ ε.
(The existence of such an α is guaranteed since M(α, T ) → 0 as α → 0+.) Now, let
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Ê ∈ Rq+ be such that ‖Ê − Ee‖ ≤ αT . With T̂ , ‖Ê−Ee‖α ≤ T and
S(t) = −w(E(t)) + d(E(t)) + α (Ê − Ee)
‖Ê − Ee‖
, t ∈ [0, T̂ ], (12.28)
it follows that
E(t) = Ee +
(Ê − Ee)
‖Ê − Ee‖
αt, t ∈ [0, T̂ ], (12.29)
is a solution to (12.23). The result is now immediate by noting that E(T̂ ) = Ê and














+ Se‖ + α
≤ M(α, T ) + α
≤ ε, t ∈ [0, T̂ ]. (12.30)
It follows from Lemma 12.1 that the large-scale dynamical system G with the
power balance equation (12.23) is reachable from and controllable to the origin in
R
q
+. Recall that the large-scale dynamical system G with the power balance equation
(12.23) is reachable from the origin in R
q
+ if, for all E0 = E(t0) ∈ R
q
+, there exists
a finite time ti ≤ t0 and a square integrable input S(·) defined on [ti, t0] such that
the state E(t), t ≥ ti, can be driven from E(ti) = 0 to E(t0) = E0. Alternatively, G
is controllable to the origin in R
q
+ if, for all E0 = E(t0) ∈ R
q
+, there exists a finite
time tf ≥ t0 and a square integrable input S(·) defined on [t0, tf ] such that the state
E(t), t ≥ t0, can be driven from E(t0) = E0 to E(tf) = 0. We let Ur denote the
set of all bounded continuous power inputs (heat flux) to the large-scale dynamical
system G such that for any T ≥ −t0 the system energy state can be driven from
E(−T ) = 0 to E(t0) = E0 ∈ R
q
+ by S(·) ∈ Ur, and we let Uc denote the set of all
bounded continuous power inputs (heat flux) to the large-scale dynamical system G
such that for any T ≥ t0 the system energy state can be driven from E(t0) = E0 ∈ Rq+
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to E(T ) = 0 by S(·) ∈ Uc. Furthermore, let U be an input space that is a subset of
bounded continuous Rq-valued functions on R. The spaces Ur, Uc, and U are assumed
to be closed under the shift operator; that is, if S(·) ∈ U (respectively, Uc or Ur), then
the function ST defined by ST (t) = S(t+T ) is contained in U (respectively, Uc or Ur)
for all T ≥ 0.
The next result establishes the uniqueness of the internal energy function U(E), E ∈
R
q
+, for our large-scale dynamical system G. For this result define the available energy
of the large-scale dynamical system G by




[eTu(t) − eTy(t)]dt, E0 ∈ Rq+, (12.31)





[eTu(t) − eTy(t)]dt, E0 ∈ Rq+. (12.32)
Note that the available energy Ua(E) is the maximum amount of stored energy (net
heat) which can be extracted from the large-scale dynamical system G at any time T ,
and the required energy supply Ur(E) is the minimum amount of energy (net heat)
which can be delivered to the large-scale dynamical system G to transfer it from a
state of minimum potential E(−T ) = 0 to a given state E(t0) = E0.
Theorem 12.7. Consider the large-scale dynamical system G with power balance
equation given by (12.23). Then G is lossless with respect to the energy supply rate
r(u, y) = eTu − eTy, where u(t) ≡ S(t) and y(t) ≡ d(E(t)), and with the unique










[eTu(t) − eTy(t)]dt, E0 ∈ Rq+, (12.33)
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where E(t), t ≥ t0, is the solution to (12.23) with admissible input u(·) ∈ U ,
E(−T−) = 0, E(T+) = 0, and E(t0) = E0 ∈ Rq+. Furthermore,
0 ≤ Ua(E0) = U(E0) = Ur(E0) <∞, E0 ∈ Rq+. (12.34)
Proof. Note that it follows from (12.26) that G is lossless with respect to the
energy supply rate r(u, y) = eTu− eTy and with the energy storage function U(E) =
eTE, E ∈ Rq+. Since, by Lemma 12.1, G is reachable from and controllable to the
origin in R
q
+, it follows from (12.26), with E(t0) = E0 ∈ R
q
+ and E(T+) = 0 for some


















= Ua(E0), E0 ∈ R
q
+. (12.35)
Alternatively, it follows from (12.26), with E(−T−) = 0 for some −T− ≤ t0 and










= Ur(E0), E0 ∈ Rq+. (12.36)
Thus, (12.35) and (12.36) imply that (12.33) is satisfied and
Ur(E0) ≤ eTE0 ≤ Ua(E0), E0 ∈ Rq+. (12.37)
Conversely, it follows from (12.26) and the fact that U(E) = eTE ≥ 0, E ∈ Rq+,




















= Ua(E(t0)), E(t0) ∈ Rq+. (12.39)
Furthermore, it follows from the definition of Ua(·) that Ua(E) ≥ 0, E ∈ Rq+, since the
infimum in (12.31) is taken over the set of values containing the zero value (T = t0).
Next, note that it follows from (12.26), with E(t0) ∈ Rq+ and E(−T ) = 0 for all










= Ur(E(t0)), E(t0) ∈ Rq+. (12.40)
Moreover, since the system G is reachable from the origin, it follows that for every
E(t0) ∈ Rq+, there exists T ≥ −t0 and u(·) ∈ Ur such that
∫ t0
−T
(eTu(t) − eTy(t))dt (12.41)
is finite and hence Ur(E(t0)) < ∞, E(t0) ∈ Rq+. Finally, combining (12.37), (12.39),
and (12.40), it follows that (12.34) holds.
It follows from (12.34) and the definitions of available energy Ua(E0) and the
required energy supply Ur(E0), E0 ∈ Rq+, that the large-scale dynamical system G
can deliver to its surroundings all of its stored subsystem energies and can store all of
the work done to all of its subsystems. This is in essence a statement of the first law
of thermodynamics and places no limitation on the possibility of transforming heat
into work or work into heat. In the case where S(t) ≡ 0 it follows from (12.26) and
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the fact that σii(E) ≥ 0, E ∈ Rq+, i = 1, ..., q, that the zero solution E(t) ≡ 0 of the
large-scale dynamical system G with the power balance equation (12.23) is Lyapunov
stable with Lyapunov function U(E) corresponding to the total energy in the system.
12.5. Entropy and the Second Law of Thermodynamics
The nonlinear power balance equation (12.23) can exhibit a full range of nonlinear
behavior including bifurcations, limit cycles, and even chaos. However, a thermody-
namically consistent energy flow model should ensure that the evolution of the sys-
tem energy is diffusive (parabolic) in character with convergent subsystem energies.
Such a system model would guarantee the absence of the Poincaré recurrence phe-
nomenon [8], which states that every finite-dimensional, isolated (i.e., S(t) ≡ 0 and
d(E) ≡ 0) dynamical system with volume-preserving14 trajectories (subsystem ener-
gies) will return arbitrarily close to its initial system state (energy) infinitely many
times. This of course would violate the second law of thermodynamics since subsys-
tem energies (temperatures) would be allowed to return to their starting state and
thereby subverting the diffusive character of the dynamical system. Hence, to ensure
a thermodynamically consistent energy flow model we require the following axioms.15
For the statement of these axioms we first recall the following graph theoretic notions.
Definition 12.5 [16]. A directed graph G(C) associated with the connectivity ma-
trix C ∈ Rq×q has vertices {1, 2, ..., q} and an arc from vertex i to vertex j, i 6= j, if
and only if C(j,i) 6= 0. A graph G(C) associated with the connectivity matrix C ∈ Rq×q
14A dynamical system is volume-preserving if the volume of an arbitrary region of the state space
is conserved by the time evolution of the system, even though the shape of the region may change
dramatically. See [8] for further details.
15It can be argued here that a more appropriate terminology is assumptions rather than axioms
since, as will be seen, these are statements taken to be true and used as premises in order to infer
certain results, but may not otherwise be accepted. However, as we will see, these statements are
equivalent (within our formulation) to the stipulated postulates of the zeroth and second laws of
thermodynamics involving transitivity of a thermal equilibrium and heat flowing from hotter to
colder bodies, and as such we refer to them as axioms.
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is a directed graph for which the arc set is symmetric; that is, C = CT. We say that
G(C) is strongly connected if for any ordered pair of vertices (i, j), i 6= j, there exists
a path (i.e., a sequence of arcs) leading from i to j.
Recall that the connectivity matrix C ∈ Rq×q is irreducible; that is, there does
not exist a permutation matrix such that C is cogredient to a lower block triangular
matrix if and only if G(C) is strongly connected (see Theorem 2.7 of [16]). Let
φij(E) , σij(E)−σji(E), E ∈ Rq+, denote the net energy flow from the jth subsystem
Gj to the ith subsystem Gi of the large-scale dynamical system G.
Axiom i): For the connectivity matrix C ∈ Rq×q associated with the large-scale
dynamical system G defined by
C(i,j) ,
{
0, if φij(E) ≡ 0,
1, otherwise,






C(k,i), i = j, i = 1, ..., q, (12.43)
rank C = q − 1, and for C(i,j) = 1, i 6= j, φij(E) = 0 if and only if Ei = Ej.
Axiom ii): For i, j = 1, ..., q, (Ei − Ej)φij(E) ≤ 0, E ∈ Rq+.
The fact that φij(E) = 0 if and only if Ei = Ej, i 6= j, implies that subsystems
Gi and Gj of G are connected ; alternatively, φij(E) ≡ 0 implies that Gi and Gj are
disconnected. Axiom i) implies that if the energies in the connected subsystems Gi and
Gj are equal, then energy exchange between these subsystems is not possible. This
statement is consistent with the zeroth law of thermodynamics which postulates that
temperature equality is a necessary and sufficient condition for thermal equilibrium.
Furthermore, it follows from the fact that C = CT and rank C = q − 1 that the
connectivity matrix C is irreducible which implies that for any pair of subsystems Gi
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and Gj, i 6= j, of G there exists a sequence of connectors (arcs) of G that connect
Gi and Gj. Axiom ii) implies that energy flows from more energetic subsystems to
less energetic subsystems and is consistent with the second law of thermodynamics
which states that heat (energy) must flow in the direction of lower temperatures.16
Furthermore, note that φij(E) = −φji(E), E ∈ Rq+, i 6= j, i, j = 1, ..., q, which implies
conservation of energy between lossless subsystems. With S(t) ≡ 0, Axioms i) and
ii) along with the fact that φij(E) = −φji(E), E ∈ R
q
+, i 6= j, i, j = 1, ..., q, imply
that at a given instant of time, energy can only be transported, stored, or dissipated
but not created, and the maximum amount of energy that can be transported and/or
dissipated from a subsystem cannot exceed the energy in the subsystem.
Next, we show that the classical Clausius inequality for reversible and irreversible
thermodynamics over cyclic motions is satisfied for our thermodynamically consistent
energy flow model. For this result
∮
denotes a cyclic integral evaluated along an







with tf ≥ t0 and S(·) ∈ U
such that E(tf) = E(t0) = E0 ∈ Rq+.
Proposition 12.3. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then for all E0 ∈ Rq+,















where c > 0, dQi(t) , [Si(t) − σii(E(t))]dt, i = 1, ..., q, is the amount of net energy
(heat) received by the ith subsystem over the infinitesimal time interval dt, and
16It is important to note that our formulation of the second law of thermodynamics as given by
Axiom ii) does not require the mentioning of temperature nor the more primitive subjective notions
of hotness or coldness. As we will see later, temperature is defined in terms of the system entropy
after we establish the existence of a unique continuously differentiable entropy function for G.
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if and only if there exists a continuous function α : [t0, tf ] → R+ such that E(t) =
α(t)e, t ∈ [t0, tf ].
Proof. Since, by Proposition 12.2, E(t) ≥≥ 0, t ≥ t0, and φij(E) = −φji(E), E ∈
R
q




































































To show (12.45), note that it follows from (12.46), Axioms i), and Axiom ii)
that (12.45) holds if and only if Ei(t) = Ej(t), t ∈ [t0, tf ], i 6= j, i, j = 1, ..., q, or,
equivalently, there exists a continuous function α : [t0, tf ] → R+ such that E(t) =
α(t)e, t ∈ [t0, tf ].
Inequality (12.44) is a generalization of Clausius’ inequality for reversible and ir-
reversible thermodynamics as applied to large-scale dynamical systems and restricts
the manner in which the system dissipates (scaled) heat over cyclic motions. It
follows from Axiom i) and (12.23) that for the adiabatically isolated large-scale dy-
namical system G; that is, S(t) ≡ 0 and d(E(t)) ≡ 0, the energy states given by
354
Ee = αe, α ≥ 0, correspond to the equilibrium energy states of G. Thus, as in
classical thermodynamics, we can define an equilibrium process as a process where
the trajectory of the large-scale dynamical system G moves along the equilibrium
manifold Me , {E ∈ Rq+ : E = αe, α ≥ 0} corresponding to the set of equilib-
ria of the isolated17 system G. The power input that can generate such a trajec-
tory can be given by S(t) = d(E(t)) + u(t), t ≥ t0, where u(·) ∈ U is such that
ui(t) ≡ uj(t), i 6= j, i, j = 1, ..., q. Our definition of an equilibrium transformation in-
volves a continuous succession of intermediate states that differ by infinitesimals from
equilibrium system states and thus can only connect initial and final states which are
states of equilibrium. This process need not be slowly varying and hence equilibrium
and quasistatic processes are not synonymous in this chapter. Alternatively, a non-
equilibrium process is a process that does not lie on the equilibrium manifold Me.
Hence, it follows from Axiom i) that for an equilibrium process φij(E(t)) = 0, t ≥ t0,
i 6= j, i, j = 1, ..., q, and thus, by Proposition 12.3, inequality (12.44) is satisfied as
an equality. Alternatively, for a nonequilibrium process it follows from Axioms i) and
ii) that (12.44) is satisfied as a strict inequality.
Next, we give a deterministic definition of entropy for the large-scale dynamical
system G that is consistent with the classical thermodynamic definition of entropy.
Definition 12.6. For the large-scale dynamical system G with power balance
equation (12.23), a function S : Rq+ → R satisfying









for any t2 ≥ t1 ≥ t0 and S(·) ∈ U , is called the entropy function of G.
17Since in this section we are not considering work performed by and on the system, the notions
of an isolated system and an adiabatically isolated system are equivalent.
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Next, we show that (12.44) guarantees the existence of an entropy function for G.
For this result define the available entropy of the large-scale dynamical system G by










where E(t0) = E0 ∈ Rq+ and E(T ) = 0, and define the required entropy supply of the











where E(−T ) = 0 and E(t0) = E0 ∈ Rq+. Note that the available entropy Sa(E0) is
the minimum amount of scaled heat (entropy) that can be extracted from the large-
scale dynamical system G in order to transfer it from an initial state E(t0) = E0 to
E(T ) = 0. Alternatively, the required entropy supply Sr(E0) is the maximum amount
of scaled heat (entropy) that can be delivered to G to transfer it from the origin to a
given initial state E(t0) = E0.
Theorem 12.8. Consider the large-scale dynamical system G with power balance
equation (12.23) and assume that Axiom ii) holds. Then there exists an entropy
function for G. Moreover, Sa(E), E ∈ Rq+, and Sr(E), E ∈ R
q
+, are possible entropy
functions for G with Sa(0) = Sr(0) = 0. Finally, all entropy functions S(E), E ∈ Rq+,
for G satisfy
Sr(E) ≤ S(E) − S(0) ≤ Sa(E), E ∈ Rq+. (12.50)
Proof. Since, by Lemma 12.1, G is controllable to and reachable from the origin
in R
q
+, it follows from (12.48) and (12.49) that Sa(E0) < ∞, E0 ∈ R
q
+, and Sr(E0) >
−∞, E0 ∈ R
q
+, respectively. Next, let E0 ∈ R
q
+ and let S(·) ∈ U be such that

















































Next, taking the infimum on both sides of (12.53) over all S(·) ∈ Uc and tf ≥ t0 we
obtain Sr(E0) ≤ Sa(E0), E0 ∈ Rq+, which implies that −∞ < Sr(E0) ≤ Sa(E0) <
∞, E0 ∈ Rq+. Hence, the functions Sa(·) and Sr(·) are well defined.
Next, it follows from the definition of Sa(·) that, for any T ≥ t1 and S(·) ∈ Uc
















































which implies that Sa(E), E ∈ Rq+, satisfies (12.47). Thus, Sa(E), E ∈ R
q
+, is a
possible entropy function for G. Note that with E(t0) = E(T ) = 0 it follows from
(12.44) that the supremum in (12.48) is taken over the set of nonpositive values with
one of the values being zero for S(t) ≡ 0. Thus, Sa(0) = 0.
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Similarly, it follows from the definition of Sr(·) that, for any T ≥ −t2 and S(·) ∈ Ur
















































which implies that Sr(E), E ∈ Rq+, satisfies (12.47). Thus, Sr(E), E ∈ R
q
+, is a
possible entropy function for G. Note that with E(t0) = E(−T ) = 0 it follows from
(12.44) that the supremum in (12.49) is taken over the set of nonpositive values with
one of the values being zero for S(t) ≡ 0. Thus, Sr(0) = 0.
Next, suppose there exists an entropy function S : Rq+ → R for G and let E(t2) = 0
in (12.47). Then it follows from (12.47) that









for all t2 ≥ t1 and S(·) ∈ Uc which implies that

























Since E(t1) is arbitrary, it follows that S(E)−S(0) ≤ Sa(E), E ∈ Rq+. Alternatively,
let E(t1) = 0 in (12.47). Then it follows from (12.47) that









for all t1 ≤ t2 and S(·) ∈ Ur. Hence,











which, since E(t2) is arbitrary, implies that Sr(E) ≤ S(E)−S(0), E ∈ Rq+. Thus, all
entropy functions for G satisfy (12.50).
It is important to note that inequality (12.44) is equivalent to the existence of
an entropy function for G. Sufficiency is simply a statement of Theorem 12.8 while
necessity follows from (12.47) with E(t2) = E(t1). This definition of entropy leads
to the second law of thermodynamics being viewed as an axiom in the context of
(anti)cyclo-dissipative dynamical systems [118, 230, 231]. A similar remark holds for
the definition of ectropy introduced below. The next result shows that all entropy
functions for G are continuous on Rq+.
Theorem 12.9. Consider the large-scale dynamical system G with power balance




Proof. Let Ee ∈ Rq+ and Se ∈ Rq be such that Se = d(Ee) − w(Ee). Note that
with S(t) ≡ Se, Ee is an equilibrium point of the power balance equation (12.23).
Next, it follows from Lemma 12.1 that G is locally controllable; that is, for every
T > 0 and ε > 0 the set of points which can be reached from and to Ee in time
T using admissible inputs S : [0, T ] → Rq, satisfying ‖S(t) − Se‖ < ε, contains a
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neighborhood of Ee. Alternatively, consider the linearization of (12.23) at E = Ee
and S = Se given by
Ė(t) = A(E(t) − Ee) +B(S(t) − Se), E(t0) = E0, t ≥ t0, (12.62)












and B = Iq. Since B = Iq it follows that
rank [B,AB,A2B, ..., Aq−1B] = q (12.63)
and hence the linearized system (12.62) is controllable. Thus, it follows from Propo-
sition 3.3 of [181] that G is locally controllable.
Next, let δ > 0 and note that it follows from the continuity of w(·) and d(·) that
there exist T > 0 and ε > 0 such that for every S : [0, T ) → Rq and ‖S(t) − Se‖ < ε,
‖E(t) − Ee‖ < δ, t ∈ [0, T ), where S(·) ∈ U and E(t), t ∈ [0, T ), denotes the
solution to (12.23) with the initial condition Ee. Furthermore, it follows from the
local controllability of G that for every T̂ ∈ (0, T ] there exists a strictly increasing,
continuous function γ : R → Rq+ such that γ(0) = 0, and for every E0 ∈ R
q
+ such
that ‖E0 −Ee‖ ≤ γ(T̂ ), there exists t̂ ∈ [0, T̂ ] and an input S : [0, T̂ ] → Rq such that
‖S(t) − Se‖ < ε, t ∈ [0, t̂), and E(t̂) = E0. Hence, there exists β > 0 such that for
every E0 ∈ Rq+ such that ‖E0 − Ee‖ ≤ β, there exists t̂ ∈ [0, γ−1(‖E0 − Ee‖)] and an
input S : [t0, t̂] → Rq such that ‖S(t)−Se‖ < ε, t ∈ [0, t̂], and E(t̂) = E0. In addition,
it follows from Lemma 12.1 that S : [0, t̂] → Rq is such that E(t) ≥≥ 0, t ∈ [0, t̂].




























































≤ Mγ−1(‖E0 − Ee‖). (12.65)
Now, if S(·) is an entropy function of G, then


















dσ ≥ S(Ee) − S(E(t̂)). (12.67)
If S(Ee) ≥ S(E(t̂)), then combining (12.65) and (12.67) yields
|S(Ee) − S(E(t̂))| ≤Mγ−1(‖E0 − Ee‖). (12.68)
Alternatively, if S(E(t̂)) ≥ S(Ee), then (12.68) can be derived by reversing the roles
of Ee and E(t̂). In particular, using the fact that G is locally controllable from and
to Ee, or, alternatively, that controllability of (12.62) is equivalent to controllability
of the linearization of the time-reversed system
Ė(t) = −A(E(t) − Ee) −B(S(t) − Se), E(t0) = E0, t ≥ t0, (12.69)
similar arguments can be used to show that the set of points which can be steered
in small time to Ee contains a neighborhood of E(t̂). Hence, since γ(·) is continuous
and E(t̂) is arbitrary, it follows that S(·) is continuous on Rq+.
Definition 12.6 does not provide enough information to define the entropy uniquely
for nonequilibrium thermodynamic systems with power balance equation (12.23).
This difficulty has long been pointed out in [169]. Two particular entropy func-
tions for G can be computed a priori via the variational problems given by (12.48)
and (12.49). For equilibrium thermodynamics however, uniqueness is not an issue as
shown in the next proposition.
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Proposition 12.4. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then, at every
equilibrium state E = Ee of the isolated system G, the entropy S(E), E ∈ Rq+, of G
is unique (modulo a constant of integration) and is given by
S(E) − S(0) = Sa(E) = Sr(E) = eTloge(ce + E) − q loge c, (12.70)
where E = Ee and loge(ce + E) denotes the vector natural logarithm given by
[loge(c+ E1), ..., loge(c+ Eq)]
T.
Proof. It follows from Axiom i) that for an equilibrium process φij(E(t)) ≡ 0, i 6=
j, i, j = 1, ..., q. Consider the entropy function Sa(·) given by (12.48) and let E0 = Ee
for some equilibrium state Ee. Then, it follows from (12.23) that












































































































Since the solution E(t), t ≥ t0, to (12.23) is nonnegative for all nonnegative initial
conditions, it follows from Axiom ii) that the infimum in (12.71) is taken over the
set of nonnegative values. However, the zero value of the infimum is achieved on an
equilibrium process for which φij(E(t)) ≡ 0, i 6= j, i, j = 1, ..., q. Thus,
Sa(E0) = eTloge(ce + E0) − q loge c, E0 = Ee. (12.72)
Similarly, consider the entropy function Sr(·) given by (12.49). Then, it follows












































































































Now, it follows from Axioms i) and ii) that the zero value of the infimum in (12.73)
is achieved on an equilibrium process and thus
Sr(E0) = eTloge(ce + E0) − q loge c, E0 = Ee. (12.74)
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Finally, it follows from (12.50) that (12.70) holds.
The next proposition shows that if (12.47) holds as an equality for some transfor-
mation starting and ending at an equilibrium point of the isolated dynamical system
G, then this transformation must lie on the equilibrium manifold Me.
Proposition 12.5. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Let S(·) denote an
entropy of G and let E : [t0, t1] → Rq+ denote the solution to (12.23) with E(t0) = α0e
and E(t1) = α1e, where α0, α1 ≥ 0. Then,









if and only if there exists a continuous function α : [t0, t1] → R+ such that α(t0) = α0,
α(t1) = α1, and E(t) = α(t)e, t ∈ [t0, t1].
Proof. Since E(t0) and E(t1) are equilibrium states of the isolated system G, it
follows from Proposition 12.4 that
S(E(t1)) − S(E(t0)) = q loge(c+ α1) − q loge(c+ α0). (12.76)





































Now, it follows from Axioms i) and ii) that (12.75) holds if and only if Ei(t) = Ej(t),
t ∈ [t0, t1], i 6= j, i, j = 1, ..., q, or, equivalently, there exists a continuous function
α : [t0, t1] → R+ such that E(t) = α(t)e, t ∈ [t0, t1], α(t0) = α0, and α(t1) = α1.
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Even though Definition 12.6 does not provide a unique continuous entropy func-
tion for nonequilibrium systems, the next theorem gives a unique, continuously dif-
ferentiable entropy function for G for equilibrium and nonequilibrium processes. This
result answers the long-standing question of how the entropy of a nonequilibrium
state of a dynamical process should be defined [146,169], and establishes its existence
and uniqueness.
Theorem 12.10. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then the function
S : Rq+ → R
q
+ given by
S(E) = eTloge(ce + E) − q loge c, E ∈ R
q
+, (12.78)
where c > 0, is a unique (modulo a constant of integration) continuously differentiable
entropy function of G. Furthermore, for E(t) 6∈ Me, t ≥ t0, where E(t), t ≥ t0,
denotes the solution to (12.23) and Me = {E ∈ Rq+ : E = αe, α ≥ 0}, (12.78)
satisfies









for any t2 ≥ t1 ≥ t0 and S(·) ∈ U .
Proof. Since, by Proposition 12.2, E(t) ≥≥ 0, t ≥ t0, and φij(E) = −φji(E), E ∈
R
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, t ≥ t0. (12.80)
Now, integrating (12.80) over [t1, t2] yields (12.47). Furthermore, in the case where
E(t) 6∈ Me, t ≥ t0, it follows from Axioms i), ii), and (12.80) that (12.79) holds.
To show that (12.78) is a unique continuously differentiable entropy function of G,
let S(E) be a continuously differentiable entropy function of G so that S(E) satisfies
(12.47), or, equivalently,
Ṡ(E(t)) ≥ µT(E(t))[S(t) − d(E(t))], t ≥ t0, (12.81)




], E ∈ Rq+, E(t), t ≥ t0, denotes the solution to the
power balance equation (12.23), and Ṡ(E(t)) denotes the time derivative of S(E)
along the solution E(t), t ≥ t0. Hence, it follows from (12.81) that
S ′(E)[w(E) − d(E) + S] ≥ µT(E)[S − d(E)], E ∈ Rq+, S ∈ Rq,
(12.82)
which implies that there exit continuous functions ℓ : R
q




0 = S ′(E)[w(E) − d(E) + S] − µT(E)[S − d(E)]
−[ℓ(E) + W(E)S]T[ℓ(E) + W(E)S], E ∈ Rq+, S ∈ Rq.
(12.83)
Now, equating coefficients of equal powers (of S) it follows that W(E) ≡ 0, S ′(E) =
µT(E), E ∈ Rq+, and
0 = S ′(E)w(E) − ℓT(E)ℓ(E), E ∈ Rq+. (12.84)
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Hence, S(E) = eTloge(ce + E) − q loge c, E ∈ R
q
+, and
0 = µT(E)w(E) − ℓT(E)ℓ(E), E ∈ Rq+. (12.85)
Thus, (12.78) is a unique continuously differentiable entropy function for G.
Note that it follows from Axioms i), ii), and the last equality in (12.80) that the
entropy function given by (12.78) satisfies (12.47) as an equality for an equilibrium
process and as a strict inequality for a nonequilibrium process. Furthermore, for
any entropy function of G it follows from Proposition 12.5 that if (12.47) holds as
an equality for some transformation starting and ending at equilibrium points of the
isolated system G, then this transformation must lie on the equilibrium manifold Me.
However, (12.47) may hold as an equality for nonequilibrium processes starting and
ending at nonequilibrium states. The entropy expression given by (12.78) is identical
in form to the Boltzmann entropy for statistical thermodynamics. Due to the fact that
the entropy given by (12.78) is indeterminate to the extent of an additive constant,
we can place the constant of integration q loge c to zero by taking c = 1. Since S(E)
given by (12.78) achieves a maximum when all the subsystem energies Ei, i = 1, ..., q,
are equal, entropy can be thought of as a measure of the tendency of a system to lose
the ability to do useful work and lose order and to settle to a more homogenous state.
Recalling that dQi(t) = [Si(t) − σii(E(t))]dt, i = 1, ..., q, is the infinitesimal
amount of the net heat received or dissipated by the ith subsystem of G over the







, t ≥ t0. (12.86)
Inequality (12.86) is analogous to the classical thermodynamic inequality for the varia-
tion of entropy during an infinitesimal irreversible transformation with the shifted sub-
system energies c+Ei playing the role of the ith subsystem thermodynamic (absolute)
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, where Si = loge(c+Ei)− loge c
denotes the unique continuously differentiable ith subsystem entropy, it follows that
dSi
dEi








and Ti > 0, i = 1, ..., q. Hence, in our formulation, temperature is a function derived
from entropy and does not involve the primitive subjective notions of hotness and
coldness.
12.6. Ectropy
In this section, we introduce a new and dual notion to entropy; namely, ectropy,
describing the status quo of the large-scale dynamical system G. First, however, we
present a dual inequality to inequality (12.44) that holds for our thermodynamically
consistent energy flow model over cyclic motions.
Proposition 12.6. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then for all E0 ∈ Rq+,










Ei(t)dQi(t) ≥ 0, (12.88)





Ei(t)dQi(t) = 0 (12.89)
if and only if there exists a continuous function α : [t0, tf ] → R+ such that E(t) =
α(t)e, t ∈ [t0, tf ].
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Proof. Since, by Proposition 12.2, E(t) ≥≥ 0, t ≥ t0, and φij(E) = −φji(E), E ∈
R
q








































To show (12.89), note that it follows from (12.90), Axiom i), and Axiom ii) that
(12.89) holds if and only if Ei(t) = Ej(t), i 6= j, i, j = 1, ..., q, or, equivalently, there
exists a continuous function α : [t0, tf ] → R+ such that E(t) = α(t)e, t ∈ [t0, tf ].
Inequality (12.88) is an anti Clausius inequality and restricts the manner in which
the system absorbs (scaled) heat over cyclic motions. Note that inequality (12.88)
is satisfied as an equality for an equilibrium process and as a strict inequality for a
nonequilibrium process. Next, we present the definition of ectropy for the large-scale
dynamical system G.
Definition 12.7. For the large-scale dynamical system G with power balance
equation (12.23), a function E : Rq+ → R satisfying






Ei(t)[Si(t) − σii(E(t))]dt (12.91)
for any t2 ≥ t1 ≥ t0 and S(·) ∈ U , is called the ectropy function of G.
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For the next result define the available ectropy of the large-scale dynamical system
G by







Ei(t)[Si(t) − σii(E(t))]dt, (12.92)
where E(t0) = E0 ∈ Rq+ and E(T ) = 0, and the required ectropy supply of the








Ei(t)[Si(t) − σii(E(t))]dt, (12.93)
where E(−T ) = 0 and E(t0) = E0 ∈ Rq+. Note that the available ectropy Ea(E0) is
the maximum amount of scaled heat (ectropy) that can be extracted from the large-
scale dynamical system G in order to transfer it from an initial state E(t0) = E0 to
E(T ) = 0. Alternatively, the required ectropy supply Er(E0) is the minimum amount
of scaled heat (ectropy) that can be delivered to G to transfer it from an initial state
E(−T ) = 0 to a given state E(t0) = E0.
Theorem 12.11. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axiom ii) holds. Then there exists an ectropy
function for G. Moreover, Ea(E), E ∈ Rq+, and Er(E), E ∈ R
q
+, are possible ectropy
functions for G with Ea(0) = Er(0) = 0. Finally, all ectropy functions E(E), E ∈ Rq+,
for G satisfy
Ea(E) ≤ E(E) − E(0) ≤ Er(E), E ∈ R
q
+. (12.94)
Proof. Since, by Lemma 12.1, G is controllable to and reachable from the origin
in R
q
+, it follows from (12.92) and (12.93) that Ea(E0) > −∞, E0 ∈ R
q
+, and Er(E0) <
∞, E0 ∈ R
q
+, respectively. Next, let E0 ∈ R
q
+ and let S(·) ∈ U be such that E(ti) =






















Ei(t)[Si(t) − σii(E(t))]dt. (12.96)















Ei(t)[Si(t) − σii(E(t))]dt. (12.97)
Next, taking the supremum on both sides of (12.97) over all S(·) ∈ Uc and tf ≥ t0
we obtain Er(E0) ≥ Ea(E0), E0 ∈ Rq+, which implies that −∞ < Ea(E0) ≤ Er(E0) <
∞, E0 ∈ Rq+. Hence, the functions Ea(·) and Er(·) are well defined.
Next, it follows from the definition of Ea(·) that, for any T ≥ t1 and S(·) ∈ Uc






































Ei(t)[Si(t) − σii(E(t))]dt− Ea(E(t2)), (12.99)
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which implies that Ea(E), E ∈ Rq+, satisfies (12.91). Thus, Ea(E), E ∈ R
q
+, is a
possible ectropy function for the system G. Note that with E(t0) = E(T ) = 0 it
follows from (12.88) that the infimum in (12.92) is taken over the set of nonnegative
values with one of the values being zero for S(t) ≡ 0. Thus, Ea(0) = 0.
Similarly, it follows from the definition of Er(·) that, for any T ≥ −t2 and S(·) ∈ Ur






































Ei(t)[Si(t) − σii(E(t))]dt+ Er(E(t1)), (12.101)
which implies that Er(E), E ∈ Rq+, satisfies (12.91). Thus, Er(E), E ∈ R
q
+, is a
possible ectropy function for the system G. Note that with E(t0) = E(−T ) = 0 it
follows from (12.88) that the infimum in (12.93) is taken over the set of nonnegative
values with one of the values being zero for S(t) ≡ 0. Thus, Er(0) = 0.
Next, suppose there exists an ectropy function E : Rq+ → R for G and let E(t2) = 0
in (12.91). Then it follows from (12.91) that






Ei(t)[Si(t) − σii(E(t))]dt, (12.102)
for all t2 ≥ t1 and S(·) ∈ Uc which implies that





















Since E(t1) is arbitrary, it follows that E(E)−E(0) ≥ Ea(E), E ∈ Rq+. Alternatively,
let E(t1) = 0 in (12.91). Then it follows from (12.91) that






Ei(t)[Si(t) − σii(E(t))]dt, (12.104)
for all t1 ≤ t2 and S(·) ∈ Ur. Hence,









which, since E(t2) is arbitrary, implies that Er(E) ≥ E(E)− E(0), E ∈ Rq+. Thus, all
ectropy functions for G satisfy (12.94).
The next result shows that all ectropy functions for G are continuous on Rq+.
Theorem 12.12. Consider the large-scale dynamical system G with power bal-




Proof. The proof is identical to the proof of Theorem 12.9.
As in the case of entropy, we show in the next proposition that any ectropy function
for G has a unique form when evaluated on the set of equilibria Me for the isolated
large-scale dynamical system G.
Proposition 12.7. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then, at every
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equilibrium state E = Ee of the isolated system G, the ectropy E(E), E ∈ Rq+, of G
is unique (modulo a constant of integration) and is given by
E(E) − E(0) = Ea(E) = Er(E) = 12ETE, E = Ee. (12.106)
Proof. It follows from Axiom i) that for an equilibrium process φij(E(t)) ≡ 0, i 6=
j, i, j = 1, ..., q. Consider the ectropy function Ea(·) given by (12.92) and let E0 = Ee
for some equilibrium state Ee. Then, it follows from (12.23) that

































































Since the solution E(t), t ≥ t0, to (12.23) is nonnegative for all nonnegative initial
conditions, it follows from Axiom ii) that the supremum in (12.107) is taken over
the set of negative semi-definite values. However, the zero value of the supremum
is achieved on an equilibrium process for which φij(E(t)) ≡ 0, i 6= j, i, j = 1, ..., q.
Thus,
Ea(E0) = 12ET0 E0, E0 = Ee. (12.108)
Similarly, it can be shown that Er(E) = 12ETE for E = Ee. Finally, it follows from
(12.94) that (12.106) holds.
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The next proposition shows that if (12.91) holds as an equality for some transfor-
mation starting and ending at equilibrium points of the isolated system G, then this
transformation must lie on the equilibrium manifold Me.
Proposition 12.8. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Let E(·) denote an
ectropy of G and let E : [t0, t1] → R
q
+ denote the solution to (12.23) with E(t0) = α0e
and E(t1) = α1e, where α0, α1 ≥ 0. Then






Ei(t)[Si(t) − σii(E(t))]dt (12.109)
if and only if there exists a continuous function α : [t0, t1] → R+ such that α(t0) = α0,
α(t1) = α1, and E(t) = α(t)e, t ∈ [t0, t1].
Proof. Since E(t0) and E(t1) are equilibrium states of the isolated system G, it
follows from Proposition 12.7 that
E(E(t1)) − E(E(t0)) = 12ET(t1)E(t1) − 12ET(t0)E(t0). (12.110)






























φij(E(t))[Ei(t) − Ej(t)]dt. (12.111)
Now, it follows from Axioms i) and ii) that (12.109) holds if and only if Ei(t) = Ej(t),
t ∈ [t0, t1], i 6= j, i, j = 1, ..., q, or, equivalently, there exists a continuous function
α : [t0, t1] → R+ such that E(t) = α(t)e, t ∈ [t0, t1], α(t0) = α0, and α(t1) = α1.
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The next theorem gives a unique, continuously differentiable ectropy function for
G for equilibrium and nonequilibrium processes.
Theorem 12.13. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then the function
E : Rq+ → R+ given by
E(E) = 1
2
ETE, E ∈ Rq+, (12.112)
is a unique (modulo a constant of integration) continuously differentiable ectropy
function of G. Furthermore, for E(t) 6∈ Me, t ≥ t0, where E(t), t ≥ t0, denotes the
solution to (12.23) and Me = {E ∈ Rq+ : E = αe, α ≥ 0}, (12.112) satisfies






Ei(t)[Si(t) − σii(E(t))]dt (12.113)
for any t2 ≥ t1 ≥ t0 and S(·) ∈ U .
Proof. Since, by Proposition 12.2, E(t) ≥≥ 0, t ≥ t0, and φij(E) = −φji(E), E ∈
R
q



































Ei(t)[Si(t) − σii(E(t))], t ≥ t0. (12.114)
Now, integrating (12.114) over [t1, t2] yields (12.91). Furthermore, in the case where
E(t) 6∈ Me, t ≥ t0, it follows from Axioms i), ii), and (12.114) that (12.113) holds.
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To show that (12.112) is a unique continuously differentiable ectropy function of G,
let E(E) be a continuously differentiable ectropy function of G so that E(E) satisfies
(12.91), or, equivalently,
Ė(E(t)) ≤ ET(t)[S(t) − d(E(t))], t ≥ t0, (12.115)
where E(t), t ≥ t0, denotes the solution to the power balance equation (12.23) and
Ė(E(t)) denotes the time derivative of E(E) along the solution E(t), t ≥ t0. Hence,
it follows from (12.115) that
E ′(E)[w(E) − d(E) + S] ≤ ET[S − d(E)], E ∈ Rq+, S ∈ Rq,
(12.116)
which implies that there exit continuous functions ℓ : R
q




0 = E ′(E)[w(E) − d(E) + S] − ET[S − d(E)]
+[ℓ(E) + W(E)S]T[ℓ(E) + W(E)S], E ∈ Rq+, S ∈ Rq.
(12.117)
Now, equating coefficients of equal powers (of S) it follows that W(E) ≡ 0, E ′(E) =
ET, E ∈ Rq+, and
0 = E ′(E)w(E) + ℓT(E)ℓ(E), E ∈ Rq+. (12.118)
Hence, E(E) = 1
2
ETE, E ∈ Rq+, and
0 = ETw(E) + ℓT(E)ℓ(E), E ∈ Rq+. (12.119)
Thus, (12.112) is a unique continuously differentiable ectropy function for G.
Note that it follows from the last equality in (12.114) that the ectropy function
given by (12.112) satisfies (12.91) as an equality for an equilibrium process and as a
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strict inequality for a nonequilibrium process. Furthermore, it follows from (12.112)
that ectropy is a measure of the extent to which the system energy deviates from
a homogeneous state. Thus, ectropy is the dual of entropy and is a measure of the
tendency of the large-scale dynamical system G to do useful work and grow more
organized.
12.7. Semistability and Energy Equipartition in Thermody-
namic Systems
Inequality (12.47) is a generalization of Clausius’ inequality for equilibrium and
nonequilibrium as well as reversible and irreversible thermodynamics as applied to
large-scale dynamical systems, while inequality (12.91) is an anti Clausius inequality.
Moreover, for the ectropy function defined by (12.112), inequality (12.114) shows that
a thermodynamically consistent large-scale dynamical system model is dissipative
[228] with respect to the supply rate ETS and with storage function corresponding
to the system ectropy E(E). For the entropy function given by (12.78) note that
S(0) = 0 or, equivalently, limE→0 S(E) = 0, which is consistent with the third law of
thermodynamics (Nernst’s theorem) which states that the entropy of every system at
absolute zero can always be taken to be equal to zero.
For the (adiabatically) isolated large-scale dynamical system G, (12.47) yields the
fundamental inequality
S(E(t2)) ≥ S(E(t1)), t2 ≥ t1. (12.120)
Inequality (12.120) implies that, for any dynamical change in an adiabatically isolated
large-scale dynamical system G, the entropy of the final state can never be less than
the entropy of the initial state. Inequality (12.120) is often identified with the second
law of thermodynamics as a statement about entropy increase. It is important to
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stress that this result holds for an adiabatically isolated dynamical system. It is how-
ever possible with power (heat flux) supplied from an external system to reduce the
entropy of the dynamical system G. The entropy of both systems taken together how-
ever cannot decrease. The above observations imply that when the isolated large-scale
dynamical system G with thermodynamically consistent energy flow characteristics
(i.e., Axioms i) and ii) hold) is at a state of maximum entropy consistent with its
energy, it cannot be subject to any further dynamical change since any such change
would result in a decrease of entropy. This of course implies that the state of maxi-
mum entropy is the stable state of an isolated system and this equilibrium state has
to be semistable.
Analogously, it follows from (12.91) that the isolated large-scale dynamical system
G satisfies the fundamental inequality
E(E(t2)) ≤ E(E(t1)), t2 ≥ t1, (12.121)
which implies that the ectropy of the final state of G is always less than or equal to
the ectropy of the initial state of G. Hence, for the isolated large-scale dynamical
system G the entropy increases if and only if the ectropy decreases. Thus, the state of
minimum ectropy is the stable state of an isolated system and this equilibrium state
has to be semistable. The next theorem concretizes the above observations.
Theorem 12.14. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) with S(t) ≡ 0 and d(E) ≡ 0, and assume that Axioms i) and ii)
hold. Then for every α ≥ 0, αe is a semistable equilibrium state of (12.23). Further-
more, E(t) → 1
q
eeTE(t0) as t→ ∞ and 1qeeTE(t0) is a semistable equilibrium state.
Finally, if for some k ∈ {1, ..., q}, σkk(E) ≥ 0, E ∈ Rq+, and σkk(E) = 0 if and only
if Ek = 0
18, then the zero solution E(t) ≡ 0 to (12.23) is a globally asymptotically
18The assumption σkk(E) ≥ 0, E ∈ R
q
+, and σkk(E) = 0 if and only if Ek = 0 for some k ∈
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stable equilibrium state of (12.23).
Proof. It follows from Axiom i) that αe ∈ Rq+, α ≥ 0, is an equilibrium state
of (12.23). To show Lyapunov stability of the equilibrium state αe, consider the
system shifted ectropy function Es(E) = 12(E−αe)T(E−αe) as a Lyapunov function
candidate. Now, since φij(E) = −φji(E), E ∈ Rq+, i 6= j, i, j = 1, ..., q, and eTw(E) =
0, E ∈ Rq+, it follows from Axiom ii) that
Ės(E) = (E − αe)TĖ




























≤ 0, E ∈ Rq+, (12.122)
where Ki , Ni\∪i−1l=1{l} and Ni , {j ∈ {1, ..., q} : φij(E) = 0 if and only if Ei = Ej},
i = 1, ..., q, which establishes Lyapunov stability of the equilibrium state αe.
To show that αe is semistable, let R , {E ∈ Rq+ : Ės(E) = 0} = {E ∈ R
q
+ :
(Ei − Ej)φij(E) = 0, i = 1, ..., q, j ∈ Ki}. Now, by Axiom i) the directed graph
associated with the connectivity matrix C for the large-scale dynamical system G is
strongly connected which implies that R = {E ∈ Rq+ : E1 = · · · = Eq}. Since the
set R consists of the equilibrium states of (12.23), it follows that the largest invariant
set M contained in R is given by M = R. Hence, it follows from the Krasovskii-
{1, ..., q} implies that if the kth subsystem possesses no energy, then this subsystem cannot dissipate
energy to the environment. Conversely, if the kth subsystem does not dissipate energy to the
environment, then this subsystem has no energy.
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LaSalle invariant set theorem that for any initial condition E(t0) ∈ Rq+, E(t) → M
as t→ ∞ and hence αe is a semistable equilibrium state of (12.23). Next, note that
since eTE(t) = eTE(t0) and E(t) → M as t→ ∞, it follows that E(t) → 1qeeTE(t0)





eeTE(t0) is a semistable equilibrium
state of (12.23).
Finally, to show that in the case where for some k ∈ {1, ..., q}, σkk(E) ≥ 0, E ∈
R
q
+, and σkk(E) = 0 if and only if Ek = 0, the zero solution E(t) ≡ 0 to (12.23) is
globally asymptotically stable, consider the system ectropy E(E) = 1
2
ETE, E ∈ Rq+,
as a candidate Lyapunov function. Note that E(0) = 0, E(E) > 0, E ∈ Rq+, E 6= 0,
and E(E) is radially unbounded. Now, the Lyapunov derivative along the system
energy trajectories of (12.23) is given by
Ė(E) = ET[w(E) − d(E)]



























(Ei − Ej)φij(E) − Ekσkk(E)
≤ 0, E ∈ Rq+, (12.123)
which shows that the zero solution E(t) ≡ 0 to (12.23) is Lyapunov stable. To show
global asymptotic stability of the zero equilibrium state let R , {E ∈ Rq+ : Ė(E) =
0} = {E ∈ Rq+ : Ekσkk(E) = 0, k ∈ {1, ..., q}} ∩ {E ∈ R
q
+ : (Ei − Ej)φij(E) = 0, i =
1, ..., q, j ∈ Ki}. Now, since Axiom i) holds and σkk(E) = 0 if and only if Ek = 0
it follows that R = {E ∈ Rq+ : Ek = 0, k ∈ {1, ..., q}} ∩ {E ∈ R
q
+ : E1 = E2 =
· · · = Eq} = {0} and hence the largest invariant set M contained in R is given by
M = {0}. Hence, it follows from the Krasovskii-LaSalle invariant set theorem that
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for any initial condition E(t0) ∈ Rq+, E(t) → M = {0} as t→ ∞ which proves global
asymptotic stability of the zero equilibrium state of (12.23).
In Theorem 12.14 we used the shifted ectropy function to show that for the isolated
(i.e., S(t) ≡ 0 and d(E) ≡ 0) large-scale dynamical system G, E(t) → 1
q
eeTE(t0) as
t→ ∞ and 1
q
eeTE(t0) is a semistable equilibrium state. This result can also be arrived
at using the system entropy. Specifically, using the system entropy given by (12.78),
we can show attraction of the system trajectories to Lyapunov stable equilibrium
points αe, α ≥ 0, and hence show semistability of these equilibrium states. To see
this, note that since eTw(E) = 0, E ∈ Rq+, it follows that eTĖ(t) = 0, t ≥ t0. Hence,
eTE(t) = eTE(t0), t ≥ t0. Furthermore, since E(t) ≥≥ 0, t ≥ t0, it follows that
0 ≤≤ E(t) ≤≤ eeTE(t0), t ≥ t0, which implies that all solutions to (12.23) are
bounded. Next, since by (12.80) the function −S(E(t)), t ≥ t0, is nonincreasing and
E(t), t ≥ t0, is bounded, it follows from the Krasovskii-LaSalle invariant set theorem
that for any initial condition E(t0) ∈ Rq+, E(t) → M as t → ∞, where M is the
largest invariant set contained in R , {E ∈ Rq+ : −Ṡ(E) = 0}. It now follows
from the last inequality of (12.80) that R = {E ∈ Rq+ : (Ei − Ej)φij(E) = 0, i =
1, ..., q, j ∈ Ki} which, since the directed graph associated with the connectivity
matrix C for the large-scale dynamical system G is strongly connected, implies that
R = {E ∈ Rq+ : E1 = · · · = Eq}. Since the set R consists of the equilibrium states
of (12.23), it follows that M = R which establishes semistability of the equilibrium
states αe, α ≥ 0.
Theorem 12.14 implies that the steady-state value of the energy in each subsystem
Gi of the isolated large-scale dynamical system G is equal; that is, the steady-state


















Figure 12.2: Thermodynamic equilibria (· · ·), constant energy surfaces (———),
constant ectropy surfaces (− − −), and constant entropy surfaces (− · − · −).
is uniformly distributed over all subsystems of G. This phenomenon is known as
equipartition of energy19 [20, 22, 113, 159, 191] and is an emergent behavior in ther-
modynamic systems. The next proposition shows that among all possible energy
distributions in the large-scale dynamical system G, energy equipartition corresponds
to the minimum value of the system’s ectropy and the maximum value of the system’s
entropy (see Figure 12.2).
Proposition 12.9. Consider the large-scale dynamical system G with power bal-
ance equation (12.23), let E : Rq+ → R+ and S : R
q
+ → R+ denote the ectropy
and entropy functions of G given by (12.112) and (12.78), respectively, and define
Dc , {E ∈ Rq+ : eTE = β}, where β ≥ 0. Then,
arg min
E∈Dc
(E(E)) = arg max
E∈Dc
(S(E)) = E∗ = β
q
e. (12.125)
Furthermore, Emin , E(E∗) = 12
β2
q
and Smax , S(E∗) = q loge(c+ βq ) − q loge c.
Proof. The existence and uniqueness of E∗ follows from the fact that E(E)
19The phenomenon of equipartition of energy is closely related to the notion of a monotemperaturic
system discussed in [33].
383
and −S(E) are strictly convex continuous functions defined on the compact set Dc.
To minimize E(E) = 1
2
ETE, E ∈ Rq+, subject to E ∈ Dc form the Lagrangian
L(E, λ) = 1
2
ETE + λ(eTE − β), where λ ∈ R is the Lagrange multiplier. If E∗ solves









= E∗T + λeT (12.126)
and hence E∗ = −λe. Now, it follows from eTE∗ = β that λ = −β
q
which implies
that E∗ = β
q
e ∈ Rq+. The fact that E∗ minimizes the ectropy on the compact
set Dc can be shown by computing the Hessian of the ectropy for the constrained
parameter optimization problem and showing that the Hessian is positive definite at




Analogously, to maximize S(E) = eTloge(ce + E) − q loge c on the compact set
Dc, form the Lagrangian L(E, λ) ,
∑q
i=1 loge(c+ Ei) + λ(e
TE − β), where λ ∈ R is



















Thus, λ = − 1
c+E∗i
, i = 1, ..., q. If λ = 0, then the only value of E∗ that satisfies
(12.127) is E∗ = ∞, which does not satisfy the constraint equation eTE = β for finite
β ≥ 0. Hence, λ 6= 0 and E∗i = −( 1λ + c), i = 1, ..., q, which implies E∗ = −( 1λ + c)e.




and hence E∗ = β
q
e ∈ Rq+. The fact
that E∗ maximizes the entropy on the compact set Dc can be shown by computing the
Hessian and showing that it is negative definite at E∗. Smax = q loge(c+ βq )− q loge c
is now immediate.
It follows from (12.120), (12.121), and Proposition 12.9 that conservation of energy
in an isolated system necessarily implies nonconservation of ectropy and entropy.
Hence, in an isolated large-scale dynamical system G all the energy, though always
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conserved, will eventually be degraded (diluted) to the point where it cannot produce
any useful work. Hence, all motion would cease and the large-scale dynamical system
would be fated to a state of eternal rest (semistability) wherein all subsystems will
possess identical energies (energy equipartition). Ectropy would be a minimum and
entropy would be a maximum giving rise to a state of absolute disorder. This is
precisely what is known in theoretical physics as the heat death of the universe.20
We close this section by showing that our thermodynamically consistent large-
scale system G satisfies Gibbs’ principle [82, p. 56]. Gibbs’ version of the second law
of thermodynamics can be stated as follows:
Gibbs’ Principle. For an equilibrium of any isolated system it is necessary
and sufficient that in all possible variations of the state of the system which
do not alter its energy, the variation of its entropy shall either vanish or be
negative.
To establish Gibb’s principle for our thermodynamically consistent energy flow
model, suppose Ee = αe, α ≥ 0, is an equilibrium state of the isolated system G.
Now, it follows from Proposition 12.9 that the entropy of G achieves its maximum
at Ee subject to the constant energy level e
TE = αq, E ∈ Rq+. Hence, any variation
of the state of the system which does not alter its energy leads to a zero or negative
variation of the system entropy. Conversely, suppose that at some point E∗ ∈ Rq+ the
variation of the system entropy is either zero or negative for all possible variations in
the state of the system which do not alter the system’s total energy. Furthermore, ad
absurdum, let the isolated system G undergo an irreversible transformation starting
at E∗ 6∈ Me. Then it follows from Theorem 12.10 that the entropy of G given by
(12.78) strictly increases which contradicts the above assumption. Hence, the system
20This terroristic nimbus of the second law of thermodynamics was first expressed in the work of
Lord Kelvin in 1851 without any supporting mathematical arguments.
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G cannot undergo an irreversible transformation starting at E∗ 6∈ Me. Alternatively,
if the isolated system G undergoes a reversible transformation starting at E∗ ∈ Me,
then E∗ has to be an equilibrium state of G.
Similarly, using the notion of ectropy it can be shown that an isolated dynamical
system G is in equilibrium if and only if in all possible variations of the state of the
system which do not alter its energy, the variation of the system ectropy is positive
semidefinite. Finally, we note that a dual result to Gibbs’ principle can be also
established. Specifically, using similar arguments as outlined above, it can be shown
that for an equilibrium point of any isolated system it is necessary and sufficient that
in all possible variations of the state of the system which do not alter its entropy
(respectively, ectropy), the variation of its energy shall either vanish or be positive
(respectively, negative).
12.8. Entropy Increase and the Second Law of Thermody-
namics
In the preceding sections it was assumed that our large-scale dynamical system
model is such that energy flows from more energetic subsystems to less energetic sub-
systems; that is, heat (energy) flows in the direction of lower temperatures. Although
this universal phenomenon can be predicted with virtual certainty, it follows as a
manifestation of entropy and ectropy nonconservation for the case of two subsystems.
To see this, consider the isolated large-scale dynamical system G with power balance
equation (12.23) (with S(t) ≡ 0 and d(E) ≡ 0), and assume that the system entropy








































, t ≥ t0, (12.128)
it follows that for q = 2, (E1 − E2)φ12(E) ≤ 0, E ∈ R2+, which implies that en-
ergy (heat) flows naturally from a more energetic subsystem (hot object) to a less
energetic subsystem (cooler object). The universality of this emergent behavior thus
follows from the fact that entropy (respectively, ectropy) transfer, accompanying en-
ergy transfer, always increases (respectively, decreases).
In the case where we have multiple subsystems, it is clear from (12.128) that
entropy and ectropy nonconservation does not necessarily imply Axiom ii). However,
if we invoke the additional condition (Axiom iii)) that if for any pair of connected
subsystems Gk and Gl, k 6= l, with energies Ek ≥ El (respectively, Ek ≤ El), and for
any other pair of connected subsystems Gm and Gn, m 6= n, with energies Em ≥ En
(respectively, Em ≤ En) the inequality φkl(E)φmn(E) ≥ 0, E ∈ Rq+, holds, then
nonconservation of entropy and ectropy in the isolated large-scale dynamical system
G implies Axiom ii). The above inequality postulates that the direction of energy flow
for any given pair of energy similar subsystems is consistent; that is, if for a given
pair of connected subsystems at given different energy levels the energy flows in a
certain direction, then for any other pair of connected subsystems with an analogous
energy level difference, the energy flow direction is consistent with the original pair of
subsystems. Note that this assumption does not specify the direction of energy flow
between subsystems.
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To see that Ṡ(E(t)) ≥ 0, t ≥ t0, along with Axiom iii) implies Axiom ii) note








≥ 0, E ∈ Rq+. (12.129)
Now, it follows from (12.129) that for any fixed system energy level E ∈ Rq+ there
exists at least one pair of connected subsystems Gk and Gl, k 6= l, such that φkl(E)(El−
Ek) ≥ 0. Thus, if Ek ≥ El (respectively, Ek ≤ El), then φkl(E) ≤ 0 (respectively,
φkl(E) ≥ 0). Furthermore, it follows from Axiom iii) that for any other pair of
connected subsystems Gm and Gn, m 6= n, with Em ≥ En (respectively, Em ≤ En)
the inequality φmn(E) ≤ 0 (respectively, φmn(E) ≥ 0) holds which implies that
φmn(E)(En − Em) ≥ 0, m 6= n. (12.130)
Thus, it follows from (12.130) that energy (heat) flows naturally from more energetic
subsystems (hot objects) to less energetic subsystems (cooler objects). Of course,
since in the isolated large-scale dynamical system G ectropy decreases if and only
if entropy increases, the same result can be arrived at by considering the ectropy
of G. Furthermore, since Axiom ii) holds, it follows from the conservation of en-
ergy and the fact that the large-scale dynamical system G is strongly connected that
nonconservation of entropy and ectropy necessarily implies energy equipartition.
Finally, we close this section by showing that our definition of entropy given by
(12.78) satisfies the eight criteria established in [95] for the acceptance of an analytic
expression for representing a system entropy function. In particular, note that for
a dynamical system G: i) S(E) is well defined for every state E ∈ Rq+ as long as
c > 0. ii) If G is adiabatically isolated, then S(E(t)) is a nondecreasing function
of time. iii) If Si(Ei) = loge(c + Ei) − loge c is the entropy of the ith subsystem of
the system G, then S(E) = ∑qi=1 Si(Ei) = eTloge(ce + E) − q loge c and hence the
system entropy S(E) is an additive quantity over all subsystems. iv) For the system
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G, S(E) ≥ 0 for all E ∈ Rq+. v) It follows from Proposition 12.9 that for a given
value β ≥ 0 of the total energy of the system G, one and only one state; namely,
E∗ = β
q
e, corresponds to the largest value of S(E). vi) It follows from (12.78) that
for the system G, the graph of entropy versus energy is concave and smooth. vii) For
a composite large-scale dynamical system GC of two dynamical systems GA and GB the
expression for the composite entropy SC = SA + SB, where SA and SB are entropies
of GA and GB, respectively, is such that the expression for the equilibrium state where
the composite maximum entropy is achieved is identical to those obtained for GA and
GB individually. Specifically, if qA and qB denote the number of subsystems in GA and
GB, respectively, and βA and βB denote the total energies of GA and GB, respectively,




e, respectively, while the maximum entropy of the composite system GC
is achieved at E∗C =
βA+βB
qA+qB
e. viii) It follows from Theorem 12.14 that for a stable
equilibrium state E = β
q
e, where β ≥ 0 is the total energy of the system G and q is
the number of subsystems of G, the entropy is totally defined by β and q; that is,
S(E) = q loge(c+ βq ) − q loge c. Dual criteria to the eight criteria outlined above can
also be established for an analytic expression representing system ectropy.
12.9. Monotonicity of System Energies in Thermodynamic
Processes
Even though Theorem 12.14 gives sufficient conditions under which the subsystem
energies in the large-scale dynamical system G converge, these subsystem energies may
exhibit an oscillatory (hyperbolic) or nonmonotonic behavior prior to convergence.
In certain thermodynamical system models it is desirable to identify models which
guarantee monotonicity of the system energy flows. It is important to note that
monotonicity of solutions does not necessarily imply Axiom ii), nor does Axiom ii)
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imply monotonicity of solutions. These are two disjoint notions. In this section,
we give necessary and sufficient conditions under which the solutions to (12.23) are
monotonic.
To develop necessary and sufficient conditions for monotonicity of solutions, note
that the power balance equation (12.23) for the large-scale dynamical system G can
be written as






+GS(t), E(t0) = E0,
t ≥ t0, (12.131)
where E(t) ∈ Rq+, H(E) = eTE, S(t) = [S1(t), ..., Sq(t)]T, t ≥ t0, J (E) is a skew-
symmetric matrix function with J(i,i)(E) = 0 and J(i,j)(E) = σij(E) − σji(E), i 6=
j, i, j = 1, ..., q, D(E) = diag[σ11(E), ..., σqq(E)] ≥ 0, and G ∈ Rq×q is a diagonal
input matrix which has been included for generality and which contains zeros and
ones as its entries. Hence, the power balance equation of the large-scale dynamical
system G has a port-controlled Hamiltonian structure [154] with a Hamiltonian func-
tion H(E) = eTE = ∑qi=1Ei representing the sum of all subsystem energies, D(E)
representing power dissipation in the subsystems, J (E) = −J T(E) representing
energy-conserving subsystem coupling, and S(t), t ≥ t0, representing supplied system
power. As noted in Section 12.5, the nonlinear power balance equation (12.131) can
exhibit a full range of nonlinear behavior including bifurcations, limit cycles, and even
chaos. However, a thermodynamically consistent energy flow model ensures that the
evolution of the system energy is diffusive in character with convergent subsystem en-
ergies. As shown in Section 12.5, Axioms i) and ii) guarantee a thermodynamically
consistent energy flow model.
In order to guarantee a thermodynamically consistent energy flow model, here
we assume Axiom ii) holds and seek solutions to (12.131) that exhibit a monotonic
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behavior of the subsystem energies. This would physically imply that the energy
of a subsystem whose initial energy is greater than the average system energy will
monotonically decrease, while the energy of a subsystem whose initial energy is less
than the average system energy will monotonically increase. This of course is con-
sistent with the second law of thermodynamics with the additional constraint of
monotonic heat flows. The following definition is needed.
Definition 12.8. Consider the large-scale dynamical system G with power bal-
ance equation (12.131). The subsystem energies E(t), t ≥ t0, of G are monotonic for
all E0 ∈ Dc ⊆ Rq+, where Dc is a positively invariant set with respect to (12.131),
if there exists a weighting matrix R ∈ Rq×q such that R = diag[r1, ..., rq], ri = ±1,
i = 1, ..., q, and for every E0 ∈ Dc ⊆ Rq+, RE(t2) ≤≤ RE(t1), t0 ≤ t1 ≤ t2.
The following result presents necessary and sufficient conditions that guarantee
that the subsystem energies of the large-scale dynamical system G are monotonic. It
is important to note that this result holds whether or not Axiom ii) holds.
Theorem 12.15. Consider the large-scale dynamical system G with power bal-
ance equation (12.131). Then the following statements hold:
i) If S(t) ≥≥ 0, t ≥ t0, and there exists a matrix R ∈ Rq×q such that R =
diag[r1, ..., rq], ri = ±1, i = 1, ..., q, R[J (E) − D(E)](∂H∂E (E))T ≤≤ 0, E ∈ R
q
+,
and RG ≤≤ 0, then the subsystem energies E(t), t ≥ t0, of G are monotonic
for all E0 ∈ Rq+.
ii) Let S(t) ≡ 0 and let Dc ⊆ Rq+ be a positively invariant set with respect to
(12.131). Then the subsystem energies E(t), t ≥ t0, of G are monotonic for
all E0 ∈ Dc ⊆ Rq+ if and only if there exists a matrix R ∈ Rq×q such that
391
R = diag[r1, ..., rq], ri = ±1, i = 1, ..., q, and R[J (E) − D(E)](∂H∂E (E))T ≤≤ 0,
E ∈ Dc ⊆ Rq+.
Proof. i) Let S(t) ≥≥ 0, t ≥ t0, and assume there exists R = diag[r1, ..., rq],
ri = ±1, i = 1, ..., q, such that R[J (E) − D(E)] ·(∂H∂E (E))T ≤≤ 0, E ∈ R
q
+. Now, it
follows from (12.131) that







E(t0) = E0, t ≥ t0, (12.132)
which further implies that














Next, since [J (E)−D(E)](∂H
∂E
(E))T is essentially nonnegative and S(t) ≥≥ 0, t ≥ t0,





(E))T ≤≤ 0, E ∈ Rq+, and RG ≤≤ 0, it follows that
R[J (E(t)) −D(E(t))](∂H
∂E
(E(t)))T +RGS(t) ≤≤ 0, t ≥ t0,
(12.134)
which implies that for every E0 ∈ Rq+, RE(t2) ≤≤ RE(t1), t0 ≤ t1 ≤ t2.
ii) To show sufficiency note that since, by assumption, Dc is positively invariant,
then R[J (E(t))−D(E(t))](∂H
∂E
(E(t)))T ≤≤ 0, t ≥ t0, for all E0 ∈ Dc ⊆ R
q
+. Now, the
result follows by using identical arguments as in i) with S(t) ≡ 0 and E0 ∈ Dc ⊆ Rq+.
To show necessity, assume that (12.131) with S(t) ≡ 0 is monotonic for all E0 ∈ Dc ⊆
R
q
+. In this case, (12.132) implies that for every τ > t0,











Now, suppose, ad absurdum, there exist J ∈ {1, ..., q} and E0 ∈ Dc ⊆ Rq+ such that
[R[J (E0) − D(E0)](∂H∂E (E0))T]J > 0. Since the mapping R[J (·) − D(·)](∂H∂E (·))T and




(E(t)))T]J > 0, t0 ≤ t ≤ τ, (12.136)
which implies that [RE(τ)]J > [RE0]J , leading to a contradiction. Hence, R[J (E)−
D(E)](∂H
∂E
(E))T ≤≤ 0, E ∈ Dc ⊆ Rq+.
It follows from i) of Theorem 12.15 that if G = Iq; that is, external power
(heat flux) can be injected to all subsystems, then R = −Iq and hence [J (E) −
D(E)](∂H
∂E
(E))T ≥≥ 0, E ∈ Rq+. This case would correspond to a power balance
equation whose states are all monotonically increasing and can only be achieved if
D(E) = 0, E ∈ Rq+. This of course implies that the dynamical system G cannot
dissipate energy and hence the transfer of energy (heat) from a lower energy (temper-
ature) level (source) to a higher energy (temperature) level (sink) requires the input
of additional heat or energy. This is consistent with Clausius’ statement of the second
law of thermodynamics.
The following result is a direct consequence of Theorem 12.15 and provides suffi-
cient conditions for convergence of the subsystem energies of the isolated large-scale
dynamical system G. Once again, this result holds whether or not Axiom ii) holds.
Theorem 12.16. Consider the large-scale dynamical system G with power bal-
ance equation (12.131) and S(t) ≡ 0. Let Dc ⊆ Rq+ be a positively invariant set. If
there exists a matrix R ∈ Rq×q such that R = diag[r1, ..., rq], ri = ±1, i = 1, ..., q,
and R[J (E) − D(E)](∂H
∂E



















)T ≤ 0, E ∈ Rq+, (12.137)
and hence Ḣ(E(t)) ≤ 0, t ≥ t0, where E(t), t ≥ t0, denotes the solution of (12.131).
This implies that H(E(t)) ≤ H(E0) = eTE0, t ≥ t0, and hence for every E0 ∈ Rq+,
the solution E(t), t ≥ t0, of (12.131) is bounded. Hence, for every i ∈ {1, ..., q}, Ei(t),
t ≥ t0, is bounded. Furthermore, it follows from Theorem 12.15 that Ei(t), t ≥ t0, is
monotonic for all E0 ∈ Dc ⊆ Rq+. Now, since Ei(·), i ∈ {1, ..., q}, is continuous and
every bounded nonincreasing or nondecreasing scalar sequence converges to a finite
real number, it follows from the monotone convergence theorem that limt→∞Ei(t),
i ∈ {1, ..., q}, exists. Hence, limt→∞E(t) exists for all E0 ∈ Dc ⊆ Rq+.
12.10. Temperature Equipartition and Boltzmann’s Kinetic
Theory of Gases
The thermodynamic axioms introduced in Section 12.5 postulate that subsystem
energies are synonymous to subsystem temperatures. In this section, we generalize the
results of the previous sections to the case where the subsystem energies are propor-
tional to the subsystem temperatures with the proportionality constants representing
the subsystem specific heats or thermal capacities.21 In the case where the specific
heats of all the subsystems are equal the results of this section specialize to those of
Sections 12.5–12.9. To include temperature notions in our large-scale dynamical sys-
tem model we replace Axioms i) and ii) of Section 12.5 by the following axioms. Let
21The thermal capacity of a body is the ratio of the infinitesimal amount of heat absorbed by the
body to the infinitesimal increase in temperature produced by this heat. In general, the thermal
capacity of a body is different if the body is heated at a constant volume or at a constant pressure.
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βi > 0, i = 1, . . . , q, denote the reciprocal of the specific heat (at constant volume) of
the ith subsystem Gi so that the absolute temperature in the ith subsystem is given
by T̂i = βiEi.
Axiom i): For the connectivity matrix C ∈ Rq×q associated with the large-scale
dynamical system G defined by (12.42) and (12.43), rank C = q − 1 and for C(i,j) =
1, i 6= j, φij(E) = 0 if and only if βiEi = βjEj.
Axiom ii): For i, j = 1, ..., q, (βiEi − βjEj)φij(E) ≤ 0, E ∈ Rq+.
Axiom i) implies that if the temperatures in the connected subsystems Gi and Gj
are equal, then heat exchange between these subsystems is not possible. This is a
statement of the zeroth law of thermodynamics which postulates that temperature
equality is a necessary and sufficient condition for thermal equilibrium. Axiom ii)
implies that heat (energy) must flow in the direction of lower temperatures. This is
a statement of the second law of thermodynamics which states that a transformation
whose only final result is to transfer heat from a body at a given temperature to a
body at a higher temperature is impossible. Next, in light of our modified axioms
we present a generalized definition for the entropy and ectropy of G. The following
proposition is needed for the statement of the main results of this section.
Proposition 12.10. Consider the large-scale dynamical system G with power
balance equation (12.23) and assume that Axioms i) and ii) hold. Then for all
E0 ∈ R
q

























βiEi(t)dQi(t) ≥ 0, (12.139)
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βiEi(t)dQi(t) = 0 (12.141)
if and only if there exists a continuous function α : [t0, tf ] → R+ such that E(t) =
α(t)p, t ∈ [t0, tf ], where p , [1/β1, ..., 1/βq]T.
Proof. The proof is identical to the proofs of Propositions 12.3 and 12.6.
Note that with the modified Axiom i) the isolated large-scale dynamical system
G has equilibrium energy states given by Ee = αp for α ≥ 0. As in Section 12.5, we
define an equilibrium process as a process where the trajectory of the system G moves
along the equilibrium manifold Me , {E ∈ Rq+ : E = αp, α ≥ 0} corresponding
to the set of equilibria for the isolated system G and a nonequilibrium process as
a process that does not lie on Me. Thus, it follows from Axioms i) and ii) that
inequalities (12.138) and (12.139) are satisfied as equalities for an equilibrium process
and as strict inequalities for a nonequilibrium process.
Definition 12.9. For the large-scale dynamical system G with power balance
equation (12.23), a function S : Rq+ → R satisfying









for any t2 ≥ t1 ≥ t0 and S(·) ∈ U , is called the entropy function of G.
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Definition 12.10. For the large-scale dynamical system G with power balance
equation (12.23), a function E : Rq+ → R satisfying






βiEi(t)[Si(t) − σii(E(t))]dt (12.143)
for any t2 ≥ t1 ≥ t0 and S(·) ∈ U , is called the ectropy function of G.
For the next result define the available entropy and available ectropy of the large-
scale dynamical system G by

















βiEi(t)[Si(t) − σii(E(t))]dt, (12.145)
where E(t0) = E0 ∈ R
q
+ and E(T ) = 0, and define the required entropy supply and


















βiEi(t)[Si(t) − σii(E(t))]dt, (12.147)
where E(−T ) = 0 and E(t0) = E0 ∈ Rq+.
Theorem 12.17. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axiom ii) holds. Then there exist an entropy
and an ectropy function for G. Moreover, Sa(E), E ∈ Rq+, and Sr(E), E ∈ R
q
+, are
possible entropy functions for G with Sa(0) = Sr(0) = 0, and Ea(E), E ∈ R
q
+, and
Er(E), E ∈ Rq+, are possible ectropy functions for G with Ea(0) = Er(0) = 0. Finally,
all entropy functions S(E), E ∈ Rq+, for G satisfy
Sr(E) ≤ S(E) − S(0) ≤ Sa(E), E ∈ Rq+, (12.148)
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and all ectropy functions E(E), E ∈ Rq+, for G satisfy
Ea(E) ≤ E(E) − E(0) ≤ Er(E), E ∈ Rq+. (12.149)
Proof. The proof is identical to the proofs of Theorems 12.8 and 12.11.
The next series of results give analogous results to the results in Sections 12.5 and
12.6 for the modified definitions of entropy and ectropy given in this chapter.
Theorem 12.18. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and let S : Rq+ → R and E : R
q
+ → R be entropy and ectropy
functions of G, respectively. Then S(·) and E(·) are continuous on Rq+.
Proof. The proof is identical to the proof of Theorem 12.9.
For the statement of the next result recall the definition of p = [1/β1, ..., 1/βq]
T
given in Proposition 12.10 and define P , diag[β1, ..., βq].
Proposition 12.11. Consider the large-scale dynamical system G with power
balance equation (12.23) and assume that Axioms i) and ii) hold. Then, at every
equilibrium state Ee = αp, α ≥ 0, of the isolated system G, the entropy S(E),
E ∈ Rq+, and ectropy E(E), E ∈ R
q
+, functions of G are unique (modulo a constant
of integration) and are given by
S(E) − S(0) = Sa(E) = Sr(E) = pTloge(ce + PE) − eTp loge c
(12.150)
and
E(E) − E(0) = Ea(E) = Er(E) = 12ETPE, (12.151)
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respectively, where E = Ee and loge(ce + PE) denotes the vector natural logarithm
given by [loge(c+ β1E1), ..., loge(c+ βqEq)]
T.
Proof. The proof is identical to the proofs of Propositions 12.4 and 12.7.
Proposition 12.12. Consider the large-scale dynamical system G with power
balance equation (12.23) and assume that Axioms i) and ii) hold. Let S(·) and E(·)
denote an entropy and ectropy of G, respectively, and let E : [t0, t1] → Rq+ denote the
solution to (12.23) with E(t0) = α0p and E(t1) = α1p, where α0, α1 ≥ 0. Then
















βiEi(t)[Si(t) − σii(E(t))]dt (12.153)
if and only if there exists a continuous function α : [t0, t1] → R+ such that α(t0) = α0,
α(t1) = α1, and E(t) = α(t)p, t ∈ [t0, t1].
Proof. The proof is identical to the proofs of Propositions 12.5 and 12.8.
Theorem 12.19. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) and assume that Axioms i) and ii) hold. Then the function
S : Rq+ → R given by
S(E) = pTloge(ce + PE) − eTp loge c, E ∈ R
q
+, (12.154)
is a unique (modulo a constant of integration) continuously differentiable entropy
function of G. Furthermore, the function E : Rq+ → R given by
E(E) = 1
2
ETPE, E ∈ Rq+, (12.155)
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is a unique (modulo a constant of integration) continuously differentiable ectropy
function of G. In addition, for E(t) 6∈ Me, t ≥ t0, where E(t), t ≥ t0, denotes the
solution to (12.23) and Me = {E ∈ Rq+ : E = αp, α ≥ 0}, (12.154) and (12.155)
satisfy
















βiEi(t)[Si(t) − σii(E(t))]dt (12.157)
for any t2 ≥ t1 ≥ t0 and S(·) ∈ U .
Proof. The proof is identical to the proofs of Theorems 12.10 and 12.13.
It is important to note that Theorem 12.19 establishes the existence of a unique
entropy and ectropy function for G for equilibrium and nonequilibrium processes.
Furthermore, it follows from Theorem 12.19 that the entropy and ectropy functions
for G defined by (12.154) and (12.155) satisfy, respectively, (12.142) and (12.143) as
equalities for an equilibrium process and as strict inequalities for a nonequilibrium
process.
Once again, inequality (12.142) is a generalized Clausius’ inequality for equilibrium
and nonequilibrium thermodynamics, while inequality (12.143) is an anti Clausius
inequality. Moreover, for the ectropy function given by (12.155) inequality (12.143)
shows that a thermodynamically consistent large-scale dynamical system model is dis-
sipative with respect to the supply rate ETPS and with storage function correspond-
ing to the system ectropy E(E). In addition, if we let dQi(t) = [Si(t)−σii(E(t))]dt, i =
1, ..., q, denote the infinitesimal amount of the net heat received or dissipated by the
ith subsystem of G over the infinitesimal time interval dt at the (shifted) absolute ith
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subsystem temperature Ti , c + βiEi, then it follows from (12.142) that the system







, t ≥ t0. (12.158)
In light of the above definition of temperature, it is important to note that if βi 6= βj
for some i 6= j, then our thermodynamically consistent large-scale system model
allows for subsystems which possess the same stored energy, with one subsystem
being hotter than the other.
Finally, note that the nonconservation of entropy and ectropy equations (12.120)
and (12.121), respectively, for isolated large-scale dynamical systems also hold for the
more general definitions of entropy and ectropy given in Definitions 12.9 and 12.10.
In addition, using the modified definitions of entropy and ectropy given in Definitions
12.9 and 12.10, and using similar arguments as in Section 12.5, it can be shown that
for every E0 6∈ Me , {E ∈ Rq+ : E = αp, α ≥ 0}, the nonlinear dynamical system G
with power balance equation (12.23) is state irreversible.
The following theorem is a generalization of Theorem 12.14.
Theorem 12.20. Consider the large-scale dynamical system G with power bal-
ance equation (12.23) with S(t) ≡ 0 and d(E) ≡ 0, and assume that Axioms i) and ii)
hold. Then for every α ≥ 0, αp is a semistable equilibrium state of (12.23). Further-
more, E(t) → 1
e
Tp
peTE(t0) as t → ∞ and 1
e
Tp
peTE(t0) is a semistable equilibrium
state. Finally, if for some k ∈ {1, ..., q}, σkk(E) ≥ 0 and σkk(E) = 0 if and only if
Ek = 0, then the zero solution E(t) ≡ 0 to (12.23) is a globally asymptotically stable
equilibrium state of (12.23).
Proof. It follows from Axiom i) that αp ∈ Rq+, α ≥ 0, is an equilibrium state
of (12.23). To show Lyapunov stability of the equilibrium state αp consider the
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system shifted ectropy Es(E) = 12(E − αp)TP (E − αp) as a Lyapunov function
candidate. Now, the proof follows as in the proof of Theorem 12.14 by invoking
Axiom ii) and noting that φij(E) = −φji(E), E ∈ Rq+, i 6= j, i, j = 1, ..., q, Pp = e,
and eTw(E) = 0, E ∈ Rq+. Alternatively, in the case where for some k ∈ {1, ..., q},
σkk(E) ≥ 0 and σkk(E) = 0 if and only if Ek = 0, global asymptotic stability of the
zero solution E(t) ≡ 0 to (12.23) follows from standard Lyapunov arguments using
the system ectropy E(E) = 1
2
ETPE as a candidate Lyapunov function.
It follows from Theorem 12.20 that the steady-state value of the energy in each
subsystem Gi of the isolated large-scale dynamical system G is given by E∞ =
1
eTp pe
TE(t0) which implies that Ei∞ =
1
βieTp




TE(t0). Hence, the steady state temperature of the isolated large-
scale dynamical system G given by T̂∞ = 1eTp eTE(t0)e is uniformly distributed over
all the subsystems of G. This phenomenon is known as temperature equipartition in
which all the system energy is eventually transformed into heat at a uniform temper-
ature and hence all dynamic processes in G (system motions) would cease.
Proposition 12.13. Consider the large-scale dynamical system G with power
balance equation (12.23), let E : Rq+ → R+ and S : R
q
+ → R+ denote the ectropy
and entropy functions of G given by (12.155) and (12.154), respectively, and define
Dc , {E ∈ Rq+ : eTE = β}, where β ≥ 0. Then,
arg min
E∈Dc
(E(E)) = arg max
E∈Dc
(S(E)) = E∗ = β
eTp
p. (12.159)




and Smax , S(E∗) = eTp loge(c + βeTp ) −
eTp loge c.
Proof. The proof is identical to the proof of Proposition 12.9 and hence is omitted.
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Proposition 12.13 shows that when all the energy of a large-scale dynamical system
is transformed into heat at a uniform temperature, system entropy is a maximum and
system ectropy is a minimum.
12.11. Boltzmann Thermodynamics
As noted in the Introduction, Boltzmann [27] was the first to give a probabilistic
interpretation of entropy using a microscopic point of view of molecules in a system.
In particular, probability was used in the context of a measure of the variety of
ways in which the molecules in a system can be rearranged without changing the
macroscopic properties of the system. Specifically, realizing that a system macrostate
can be represented by many different microstates involving different configurations
of molecular motion, macroscopic phenomena can be derived from the microscopic
dynamics. Hence, the entropy of an observed macroscopic state is defined as the
logarithmic probability of its occurrence. Since entropy measures probability, and
probability, in turn, expresses disorder, entropy is a measure of disorder. This is
perhaps best reflected in Boltzmann’s kinetic theory of gases in which the entropy of
a gas, defined in terms of the probability distribution, increases as a more uniformly
distributed state is reached when the gas diffuses from a filled container into an empty
container. Hence, its entropy increases until the system reaches the configuration with
the largest number of microscopic states; the most probable configuration. Since
the final system state can be realized in numerous more ways than the initial more
organized system state, it has the highest probability and hence the maximal entropy.
In this section, we provide a deterministic kinetic theory interpretation of the
steady-state expressions for the entropy and ectropy presented in this chapter. Specif-
ically, we assume that each subsystem Gi of the large-scale dynamical system G is a
simple system consisting of an ideal gas with rigid walls. Furthermore, we assume
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that all subsystems Gi are divided by diathermal walls (i.e., walls that permit energy
flow) and the overall dynamical system is a closed system; that is, the system is
separated from the environment by a rigid adiabatic wall. In this case, βi = k/ni,
i = 1, . . . , q, where ni, i = 1, . . . , q, is the number of molecules in the ith subsystem
and k > 0 is the Boltzmann constant22 (i.e., the gas constant per molecule). Without
loss of generality and for simplicity of exposition let k = 1. In addition, we assume
that the molecules in the ideal gas are hard elastic spheres; that is, there are no forces
between the molecules except during collisions and the molecules are not deformed
by collisions. Thus, there is no internal potential energy and the system internal
energy of the ideal gas is entirely kinetic. Hence, in this case, the temperature of
each subsystem Gi is the average translational kinetic energy per molecule which is
consistent with the kinetic theory of ideal gases.
Definition 12.11. For a given isolated large-scale dynamical system G in thermal
equilibrium define the equilibrium entropy of G by Se = n loge(c + e
TE∞
n
) − n loge c
and the equilibrium ectropy of G by Ee = 12
(eTE∞)2
n
, where eTE∞ denotes the total
steady-state energy of the large-scale dynamical system G and n denotes the total
number of molecules in G.
Note that the definitions of equilibrium entropy and equilibrium ectropy given in
Definition 12.11 are entirely consistent with the equilibrium (maximum) entropy and
equilibrium (minimum) ectropy given by Proposition 12.13. Next, assume that each
subsystem Gi is initially in thermal equilibrium. Furthermore, for each subsystem, let
Ei and ni, i = 1, ..., q, denote the total internal energy and the number of molecules,
respectively, in the ith subsystem. Hence, the entropy and ectropy of the ith subsys-




22The Boltzmann constant is equal to the ratio of the universal gas constant to Avogadro’s number.





Figure 12.3: Entropy (respectively, ectropy) increases (respectively, decreases) as a
more evenly distributed state is reached.
note that the entropy and the ectropy of the overall system (after reaching a thermal
equilibrium) are given by Se = n loge(c + e
TE∞
n




it follows from the convexity of − loge(·) and conservation of energy that the entropy
of G at thermal equilibrium is given by





















































































It follows from (12.160) (respectively, (12.161)) that the equilibrium entropy (re-
spectively, ectropy) of the system (gas) G is always greater (respectively, less) than the
sum of the entropies (respectively, ectropies) of the individual subsystems Gi. Hence,
the entropy (respectively, ectropy) of the gas increases (respectively, decreases) as
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a more evenly distributed (disordered) state is reached (see Figure 12.3). Finally,
note that it follows from (12.160) and (12.161) that Se =
∑q
i=1 Si and Ee =
∑q
i=1 Ei





, i 6= j, i, j = 1, ..., q; that is, the initial temperatures of all






, i 6= j, i, j = 1, ..., q, determines an equilibrium state and hence





, t ≥ t0, i 6= j, i, j = 1, ..., q) for the
system consisting of q ideal gases. In light of the above the following proposition is
immediate.
Proposition 12.14. In every adiabatic state reversible process perform- ed on a
system consisting of q ideal gases connected by diathermal walls, the total entropy
and ectropy of the system remain constant.
12.12. On the Equivalence of Work and Heat: The First Law
Revisited
In Section 12.4, we showed that the first law of thermodynamics is essentially
a statement of the principle of the conservation of energy. Hence, the variation in
energy of a dynamical system G during any transformation is equal to the amount
of energy that the system receives from the environment. In Section 12.4 however,
the notion of energy that the system receives from the environment and dissipates
to the environment was limited to heat and did not include work. When external
forces act on the dynamical system G, they can produce work on the system changing
the system’s internal energy. Thus, addressing work performed by the system on the
environment and work done by the environment on the system plays a crucial role in
the principle of the conservation of energy for thermodynamic systems.






















Figure 12.4: Large-scale dynamical system G.
with an additional (deformation) state representing compartmental volumes in or-
der to introduce the notion of work into our thermodynamically consistent energy
flow model. Specifically, using Figure 12.4 we characterize a power balance equation
such that during a dynamical transformation, the large-scale system G can perform
(positive) work on its surroundings or the surroundings can do (negative) work on
G resulting in subsystem volume changes. In this case, the power balance equation
(12.23) takes the new form involving energy and deformation states given by
Ė(t) = w(E(t), V (t)) − dw(E(t), V (t)) + Sw(t) − d(E(t), V (t)) + S(t),
E(t0) = E0, t ≥ t0, (12.162)
V̇i(t) =
[dwi(E(t), V (t)) − Swi(t)]Vi(t)
(c+ Ei(t))
, Vi(t0) = Vi0, i = 1, ..., q,
(12.163)
where c > 0, V (t) , [V1(t), ..., Vq(t)]
T ∈ Rq+, t ≥ t0, Vi : [0,∞) → R+, i = 1, ..., q, de-
notes the volume of the ith subsystem, Vi0 > 0, i = 1, ..., q, dw(E, V ) = [dw1(E, V ), ...,
dwq(E, V )]
T, dwi : R
q
+×Rq+ → R+, i = 1, ..., q, denotes the instantaneous rate of work
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done by the ith subsystem on the environment, Sw(t) = [Sw1(t), ..., Swq(t)]
T, t ≥ t0,
Swi : [0,∞) → R+, i = 1, ..., q, denotes the instantaneous rate of work done by




+ × Rq+ → R+, i = 1, ..., q, denotes the instantaneous rate of energy (heat) dissi-
pation from the ith subsystem to the environment, S(t) = [S1(t), ..., Sq(t)]
T, t ≥ t0,
Si : [0,∞) → R, i = 1, ..., q, denotes the external power (heat flux) supplied to (or
extracted from) the ith subsystem, w(E, V ) , [w1(E, V ), ..., wq(E, V )]
T, wi(E, V ) =
∑q
j=1, j 6=i[σij(E, V ) − σji(E, V )], and σij : R
q
+ × Rq+ → R+, i 6= j, i, j = 1, ..., q, de-
notes the instantaneous rate of energy (heat) flow from the jth subsystem to the ith
subsystem.
As in Section 12.4, we assume that σij(E, V ) = 0, E ∈ Rq+, V ∈ Rq+, whenever
Ej = 0, i, j = 1, ..., q, and Si(t) ≥ 0 whenever Ei(t) = 0, t ≥ t0, i = 1, ..., q. Moreover,
we assume that dwi(E, V ) = 0, E ∈ R
q
+, V ∈ Rq+, whenever Ei = 0, i = 1, ..., q, which
implies that when the energy of the ith subsystem is zero, then this subsystem cannot
perform work on the environment. Finally, we assume that σij : R
q
+×Rq+ → R+, i, j =
1, ..., q, and dwi : R
q
+ × Rq+ → R+, i = 1, ..., q, are locally Lipschitz continuous on
R
q
+ × Rq+ and Si : [0,∞) → R, i = 1, ..., q, and Swi : [0,∞) → R+, i = 1, ..., q, are
continuous and bounded over the semi-infinite interval [0,∞). The above assumptions
guarantee that the solution [ET(t), V T(t)]T, t ≥ t0, to (12.162), (12.163) exists and is
nonnegative for all nonnegative initial conditions. Finally, note that (12.163) can be
written in vector form as
V̇ (t) = Dp(E(t), V (t))[dw(E(t), V (t)) − Sw(t)], V (t0) = V0, (12.164)
where V0 ∈ Rq+ and Dp(E, V ) , diag[ V1c+E1 , ...,
Vq
c+Eq
], E ∈ Rq+, V ∈ Rq+.
It follows from (12.162), (12.163) that positive work done by a subsystem on the
environment leads to a decrease in the internal energy of the subsystem and an in-
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crease in the subsystem volume which is consistent with the first law of thermodynam-
ics. To see that (12.162), (12.163) is a statement of the first law of thermodynamics,





eT[dw(E(t), V (t)) − Sw(t)]dt, (12.165)
where [ET(t), V T(t)]T, t ≥ t0, is the solution to (12.162), (12.163). Then, premulti-
plying (12.162) by eT and using the fact that eTw(E, V ) ≡ 0, it follows that
∆U = −L+Q, (12.166)
where ∆U = U(t2)−U(t1) , eTE(t2)−eTE(t1) denotes the variation in total energy







[Si(t) − σii(E(t), V (t))]dt (12.167)
denotes the net energy received by G in forms other than work. This is a statement
of the first law of thermodynamics for the large-scale dynamical system G and gives
a precise formulation of the equivalence between work and heat. This establishes
that heat and mechanical work are two different aspects of energy. For a cyclic
transformation, the initial and final states of G are the same and hence the variation
in energy is zero, that is, ∆U = 0. Thus, (12.166) becomes
L = Q, (12.168)
which shows that the work performed by the system over a cyclic transformation is
equal to the net difference of the heat absorbed and the heat surrendered by the
system. Finally, note that (12.163) is consistent with the classical thermodynamic
equation for the rate of work done by the system on the environment with c+Ei
Vi
playing
the role of subsystem pressures. To see this, note that (12.163) can be equivalently
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dVi which, for a single subsystem with volume V and pressure
p, has the classical form
dL = pdV. (12.169)
If the total energy of the large-scale dynamical system G at the initial and the final
states is fixed, then it follows from (12.166) that the variation (δ) of the difference
between the work done by the large-scale dynamical system G on the environment
and the energy supplied to the large-scale dynamical system G satisfies
δ(L−Q) = 0. (12.170)
Equation (12.170) implies that if during a transformation between two fixed points
the large-scale dynamical system G receives a fixed amount of energy, then the amount
of work that the large-scale dynamical system can perform on the environment is also
fixed. In other words, for any two paths connecting the initial and final states of
the dynamical system G corresponding to identical energy supplies, the work done by
the system is the same. In the case of an adiabatically isolated (i.e., S(t) ≡ 0 and
d(E, V ) ≡ 0) dynamical system G, Q = 0 and hence it follows from (12.170) that
δL = 0. (12.171)
This implies that among the set of all smooth possible paths that an adiabatically
isolated large-scale dynamical system G may move between two fixed points over a
specified time interval, the only dynamically possible system paths are those that
render the work L done by the system on the environment stationary to all variations
in the shape of the paths. This is analogous to Hamilton’s principle of least action in
classical mechanics.
To guarantee a thermodynamically consistent energy flow model, we assume that
Axioms i) and ii) given in Section 12.5 hold for the large-scale dynamical system G
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with φij(E) replaced by φij(E, V ), i 6= j, i, j = 1, ..., q. In this case, the results of
Section 12.5 pertaining to entropy also hold for the nonlinear thermodynamic model
given by (12.162), (12.163). However, the input spaces U , Ur, and Uc consist of
subsets of bounded continuous Rq × Rq-valued functions on R. Furthermore, all the
remarks regarding equilibrium and nonequilibrium processes also hold. Note that it
follows from Axiom i) that for the isolated large-scale dynamical system G given by
(12.162), (12.163); that is, S(t) ≡ 0, d(E, V ) ≡ 0, Sw(t) ≡ 0, and dw(E, V ) ≡ 0, the
points (αe, Ve), where α ≥ 0 and Ve is an arbitrary point in Rq+, are the equilibrium
states of G. Here, we highlight the fundamental extensions corresponding to this
generalization. For the next result
∮
denotes a cyclic integral evaluated along an







with tf ≥ t0 and
(S(·), Sw(·)) ∈ U such that E(tf) = E(t0) = E0 ∈ Rq+ and V (tf) = V (t0) = V0 ∈ Rq+.
Proposition 12.15. Consider the large-scale dynamical system G with power
balance equations given by (12.162), (12.163) and assume that Axioms i) and ii)
hold. Then for all E0 ∈ Rq+, V0 ∈ Rq+, tf ≥ t0, (S(·), Sw(·)) ∈ U such that E(tf) =















where c > 0, dQi(t) , [Si(t)− σii(E(t), V (t))]dt, i = 1, ..., q, is the amount of the net
energy (heat) received by the ith subsystem over the infinitesimal time interval dt,
and [ET(t), V T(t)]T, t ≥ t0, is the solution to (12.162), (12.163) with initial condition
[ET(t0), V
T(t0)]










if and only if there exists a continuous function α : [t0, tf ] → R+ such that E(t) =
α(t)e and V (t) ∈ Rq+, t ∈ [t0, tf ].
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Proof. Since the solution to (12.162), (12.163) is nonnegative and φij(E, V )
= −φji(E, V ), E ∈ Rq+, V ∈ Rq+, i 6= j, i, j = 1, ..., q, it follows from (12.162),







































































































To show (12.173), note that it follows from (12.174), Axiom i), and Axiom ii)
that (12.173) holds if and only if Ei(t) = Ej(t), t ∈ [t0, tf ], i 6= j, i, j = 1, ..., q, or,
equivalently, there exists a continuous function α : [t0, tf ] → R+ such that E(t) =
α(t)e and V (t) ∈ Rq+, t ∈ [t0, tf ].
Next, we give a definition of entropy for the large-scale dynamical system G given
by (12.162), (12.163) which is consistent with the one given in Definition 12.6.
Definition 12.12. For the large-scale dynamical system G with power balance
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equations given by (12.162), (12.163), a function S : Rq+ × Rq+ → R satisfying







Si(t) − σii(E(t), V (t))
c+ Ei(t)
dt (12.175)
for any t2 ≥ t1 ≥ t0, (S(·), Sw(·)) ∈ U , is called the entropy function of G.
As in Section 12.5, (12.172) guarantees the existence of an entropy function for G.
For the next result define the available entropy of the large-scale dynamical system
G by











where E(t0) = E0 ∈ Rq+, V (t0) = V0 ∈ Rq+, E(T ) = 0, and V (T ) = V ∗, where
V ∗ ∈ Rq+ denotes an arbitrary volume of G corresponding to the point of minimum
system energy, and define the required entropy supply of the large-scale dynamical
system G by











where E(−T ) = 0, V (−T ) = V ∗, E(t0) = E0 ∈ R
q
+, and V (t0) = V0 ∈ Rq+.
Theorem 12.21. Consider the large-scale dynamical system G with power bal-
ance equations given by (12.162), (12.163) and assume that Axiom ii) holds. Then
there exists an entropy function for G. Moreover, Sa(E, V ), (E, V ) ∈ Rq+ × Rq+, and
Sr(E, V ), (E, V ) ∈ Rq+ × Rq+, are possible entropy functions for G with Sa(0, V ∗) =
Sr(0, V ∗) = 0. Finally, all entropy functions S(E, V ), (E, V ) ∈ R
q
+×Rq+, for G satisfy
Sr(E, V ) ≤ S(E, V ) − S(0, V ∗) ≤ Sa(E, V ), (E, V ) ∈ Rq+ × Rq+.
(12.178)
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Proof. The proof is similar to the proof of Theorem 12.8.




Theorem 12.22. Consider the large-scale dynamical system G with power bal-
ance equations given by (12.162), (12.163) and let S : Rq+ × Rq+ → R be an entropy
function of G. Then S(·, ·) is continuous on Rq+ × Rq+.
Proof. Let Ee ∈ Rq+, Ve ∈ Rq+, Swe ∈ Rq, and Se ∈ Rq be such that Swei =
dwi(Ee, Ve) and Sei = σii(Ee, Ve) −
∑q
j=1,j 6=i φij(Ee, Ve), i = 1, . . . , q. Note that with
S(t) ≡ Se and Sw(t) ≡ Swe, [ETe , V Te ]T is an equilibrium point of the dynamical system
(12.162), (12.163). Next, define x , [ET, V T]T and u , [ST, STw ]
T, and consider the





























Since rankB = 2q for all xe ∈ Rq+ × Rq+, it follows that
rank [B,AB,A2B, ..., A2q−1B] = 2q (12.183)
and hence the linearized system (12.179) is controllable. The remainder of the proof
now follows identically as in the proof of Theorem 12.9 using a slight generalization
of Lemma 12.1.
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The following propositions address equilibrium processes of G with the power
balance equations (12.162), (12.163).
Proposition 12.16. Consider the large-scale dynamical system G with power
balance equations given by (12.162), (12.163) and assume that Axioms i) and ii)
hold. Then, at every equilibrium state (Ee, Ve) = (αe, Ve), where α ≥ 0 and Ve ∈ Rq+,
of the isolated system G, the entropy S(E, V ), (E, V ) ∈ Rq+ × Rq+, of G is unique
(modulo a constant of integration) and is given by
S(E, V ) − S(0, V ∗) = Sa(E, V )
= Sr(E, V )
= eTloge(ce + E) + e
TlogeV − eTlogeV ∗
−q loge c, (12.184)
where E = Ee and V = Ve.
Proof. The proof is identical to the proof of Proposition 12.4.
Proposition 12.17. Consider the large-scale dynamical system G with power
balance equations given by (12.162), (12.163) and assume that Axioms i) and ii)
hold. Let S(·, ·) denote an entropy of G and let (E(t), V (t)) denote the solution to
(12.162), (12.163) with E(t0) = α0e, E(t1) = α1e, and V (t0) = V0 ∈ Rq+, where
α0, α1 ≥ 0. Then,







Si(t) − σii(E(t), V (t))
c+ Ei(t)
dt (12.185)
if and only if there exists a continuous function α : [t0, t1] → R+ such that α(t0) = α0,
α(t1) = α1, E(t) = α(t)e, and V (t) ∈ Rq+, t ∈ [t0, t1].
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Proof. The proof is identical to the proof of Proposition 12.5.
The next result gives a unique, continuously differentiable entropy function for G
for equilibrium and nonequilibrium processes.
Theorem 12.23. Consider the large-scale dynamical system G with power bal-
ance equations given by (12.162), (12.163) and assume that Axioms i) and ii) hold.
Then the function S : Rq+ × Rq+ → R given by
S(E, V ) = eTloge(ce + E) + eTlogeV − eTlogeV ∗ − q loge c,
(E, V ) ∈ Rq+ × Rq+, (12.186)
where c > 0 and V ∗ ∈ Rq+, is a unique (modulo a constant of integration) continuously
differentiable entropy function of G. Furthermore, for (E(t), V (t)) 6∈ Me, t ≥ t0,
where (E(t), V (t)), t ≥ t0, denotes the solution to (12.162), (12.163) and Me =
{(E, V ) ∈ Rq+ × Rq+ : E = αe, α ≥ 0, V ∈ Rq+}, (12.186) satisfies







Si(t) − σii(E(t), V (t))
c+ Ei(t)
dt (12.187)
for any t2 ≥ t1 ≥ t0 and (S(·), Sw(·)) ∈ U .
Proof. Since the solution [ET(t), V T(t)]T, t ≥ t0, to (12.162), (12.163) is nonneg-
ative for all nonnegative initial conditions and φij(E, V ) = −φji(E, V ), E ∈ Rq+, V ∈
R
q
+, i 6= j, i, j = 1, ..., q, it follows that














































































Si(t) − σii(E(t), V (t))
c+ Ei(t)
, t ≥ t0. (12.188)
Now, integrating (12.188) over [t1, t2] yields (12.175). Furthermore, in the case where
(E(t), V (t)) 6∈ Me, t ≥ t0, it follows from Axioms i), ii), and (12.188) that (12.187)
holds.
Uniqueness (modulo a constant of integration) of (12.186) follows using identical
arguments as in the proof of Theorem 12.10.
Note that for an adiabatically isolated large-scale dynamical system G, (12.175)
yields the inequality
S(E(t2), V (t2)) ≥ S(E(t1), V (t1)), t2 ≥ t1. (12.189)
Furthermore, using a similar analysis as given in the proof of Proposition 12.9 it
can be shown that the entropy function given by (12.186) achieves its maximum
among all the states of G with the fixed total energy and the fixed total volume
of the system at E = αe and V = γe, α ≥ 0, γ > 0. Hence, the maximum
system entropy is attained when the energies and volumes of all subsystems of G are
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equal. Finally, for the entropy function given by (12.186) note that S(0, V ∗) = 0 or,
equivalently, limE→0 S(E, V ∗) = S(0, V ∗) = 0, which is consistent with the third law
of thermodynamics.
12.13. The Carnot Cycle and the Second Law of Thermody-
namics
The first law of thermodynamics places no limitation on the possibility of trans-
forming heat into work or work into heat provided that the total amount of heat is
equivalent to the total amount of work and hence energy is conserved in the process.
The second law of thermodynamics however, places a definite limitation on the pos-
sibility of transforming heat into work. If this were not the case, one would be able
to construct a dynamical system G which, by extracting heat from the environment,
completely transforms this heat into mechanical work. Since the supply of thermal
energy contained in the Universe is virtually unlimited, such a dynamical system
would constitute a perpetuum mobile of the second kind.
There have been many statements of the second law of thermodynamics, each
emphasizing another facet of the law, but all can be shown to be equivalent to one
another. In this section we use the power balance equation (12.162) in conjunction
with a Carnot-like cycle analysis for a large-scale dynamical system G to show the
equivalence between the classical Kelvin-Planck and Clausius statements (postulates)
of the second law of thermodynamics.
Kelvin-Planck. A transformation whose only final result is to transform com-
pletely into work heat extracted from an infinite energy source is impossible.23
23It is important to note that the Kelvin-Planck postulate assumes that the complete transforma-
tion of heat into work is the only final result of the process. It is not impossible to transform into
work all the energy supplied to the system G provided that the state of the system is changed (see,









Figure 12.5: Carnot-like cycle: Leg 0−1 - isothermal, leg 1−2 - adiabatic, leg 2−3
- isothermal, leg 3 − 0 - adiabatic.
Clausius. A transformation whose only final result is to transfer heat from a
body at a given temperature to a body at a higher temperature is impossible.
Note that Axiom ii) is equivalent to Clausius’ postulate as applied to large-scale
dynamical systems. Next, we show the equivalence of the two statements above.
First, however, we consider a Carnot-like cycle for the large-scale dynamical system
G which consists of two isothermal and two adiabatic processes (see Figure 12.5).
Recall that a process is isothermal if the total (possibly scaled) energy (temperature)
of the dynamical system G is conserved during this process while an adiabatic process
is a process wherein no external energy in the form of heat is supplied to the system
(i.e., S(t) ≡ 0 and d(E, V ) ≡ 0).
First, assume the system undergoes an isothermal transformation while receiving
energy (heat) from an external source and performing positive work on the environ-
ment so that the dynamics of this leg of the process are given by
Ė(t) = w(E(t), V (t)) − dw0−1(E(t), V (t)) + S0−1(t), E(t0) = E0,
t1 ≥ t ≥ t0, (12.190)
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or, since eTw(E, V ) ≡ 0 and eTĖ(t) = 0, t1 ≥ t ≥ t0,




Tdw0−1(E(t), V (t)), t1 ≥ t ≥ t0, (12.192)





eTdw0−1(E(t), V (t))dt. (12.193)
Moreover, it follows from (12.192) that the amount of energy (heat) supplied to the
system is Q0−1 = L0−1 > 0.
Next, we thermally isolate the dynamical system G from the environment and let
the system G perform work on the environment so that the dynamics of the adiabatic
process with the initial condition E(t1) ∈ Rq+ are given by
Ė(t) = w(E(t), V (t)) − dw1−2(E(t), V (t)), t2 ≥ t ≥ t1. (12.194)
During this leg of the process the dynamical system G performs positive work on the











where ∆U , U(t2) − U(t1) = eTE(t2) − eTE(t1) is the variation of the total energy
in the system G.
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Next, we perform an isothermal process during which positive work is being per-
formed on the system G while the system gives up energy to the environment. The
dynamics of this leg of the process are characterized by
Ė(t) = w(E(t), V (t)) + Sw2−3(t) − d2−3(E(t), V (t)), E(t2) ∈ Rq+,
t3 ≥ t ≥ t2, (12.196)
where eTĖ(t) ≡ 0. Thus, the work done by the system G during this transformation











where Q2−3 > 0 is the amount of energy released to the environment.
Finally, we perform an adiabatic process to drive the system back to its initial
state E0 ∈ Rq+, V0 ∈ Rq+. During this process work is performed on the system by the
environment so that the dynamics of this leg of the process are given by
Ė(t) = w(E(t), V (t)) + Sw3−0(t), E(t3) ∈ Rq+, t4 ≥ t ≥ t3. (12.198)








eTĖ(t)dt = ∆U < 0. (12.199)
Thus, it follows from (12.166) that the total work done by the system during the cycle
is given by L = Q0−1−Q2−3. This implies that only part of the heat that is absorbed
by the large-scale dynamical system from the external source at a higher energy
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level is transformed into work by the Carnot-like cycle; the rest of the heat, Q2−3,
is surrendered to the external source at a lower energy level. Assuming an infinite
energy source and repeating this cycle arbitrarily often establishes the impossibility of
a perpetuum mobile of the second kind. Finally, since the efficiency η of a Carnot-like
cycle is given by the ratio of the work done by the system and the energy supplied




= 1 − Q2−3
Q0−1
. (12.200)
To show the equivalence between the Kelvin-Planck and the Clausius statements
of the second law of thermodynamics we use a reductio ad absurdum argument along
with a contrapositive argument; that is, if one of the statements were not valid, then
the other statement would also not be valid, and vice versa. Hence, suppose, ad
absurdum, that in an isolated large-scale system energy can flow from less energetic
subsystems to more energetic subsystems. Then, for a Carnot-like cycle we would be
able to perform the last isothermal (leg 2− 3 in Figure 12.5) transformation without
doing any external work on the system G. Specifically, in this case the dynamics of
the isothermal process would be given by
Ė(t) = w(E(t), V (t)) − d2−3(E(t), V (t)), t3 ≥ t ≥ t2, (12.201)
and hence





eTd2−3(E(t), V (t))dt = 0. (12.203)
In this case, the efficiency of the Carnot cycle, given by (12.200), is η = 1. Hence, it
would be possible to transform into work all the energy (heat) absorbed by the large-
scale system G without producing any other change in the system. This contradicts
the Kelvin-Planck postulate.
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Conversely, suppose, ad absurdum, that it were possible to transform completely
into work an amount of energy (heat) supplied to the system G by an infinite heat
source with no other changes in the system. Then it follows from (12.200) that Q2−3 =
0 and since d2−3(E(t), V (t)) ≥≥ 0, t3 ≥ t ≥ t2, it follows that d2−3(E(t), V (t)) ≡ 0.
Moreover, since Sw2−3(t) ≥≥ 0, t3 ≥ t ≥ t2, it follows from (12.197) that Sw2−3(t) ≡ 0.
Here, it suffices to consider the case of two subsystems to arrive at a contradiction to
Clausius’ postulate. In this particular case, the dynamics characterized by (12.196)
of the second isothermal process become
Ė(t) = w(E(t), V (t)), t3 ≥ t ≥ t2. (12.204)
Premultiplying (12.204) by ET(t), t3 ≥ t ≥ t2, and using the fact that during this
isothermal transformation Ė1(t) = −Ė2(t) ≤ 0, t3 ≥ t ≥ t2, and E1(t) ≤ E2(t), t3 ≥
t ≥ t2, (see Figure 12.5), it follows that for t3 ≥ t ≥ t2,
[E1(t) − E2(t)]φ12(E(t), V (t)) = [E1(t) − E2(t)]Ė1(t) ≥ 0, (12.205)
which implies that during this isothermal transformation energy flows from the less
energetic subsystem G1 (cooler object) to the more energetic subsystem G2 (hotter ob-
ject). This contradicts Clausius’ postulate. Thus, the Kelvin-Planck and the Clausius
statements of the second law of thermodynamics are equivalent.
12.14. Thermodynamic Systems with Linear Energy Exchange
In this section we specialize the results of the previous sections to the case of
large-scale dynamical systems with linear energy exchange between subsystems; that
is, w(E) = WE and d(E) = DE, where W ∈ Rq×q and D ∈ Rq×q. In this case, the
vector form of the energy balance equation (12.19), with t0 = 0, is given by









S(t)dt, T ≥ 0,
(12.206)
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or, in power balance form,
Ė(t) = WE(t) −DE(t) + S(t), E(0) = E0, t ≥ 0. (12.207)
Next, let the net energy flow from the jth subsystem Gj to the ith subsystem Gi be
parameterized as φij(E) = Φ
T
ijE, where Φij ∈ Rq and E ∈ R
q
+. In this case, since
wi(E) =
∑q

















Since φij(E) = −φji(E), i, j = 1, ..., q, i 6= j, and E ∈ Rq+, it follows that Φij =
−Φji, i 6= j, i, j = 1, ..., q. The following proposition gives necessary and sufficient
conditions on W so that Axioms i) and ii) hold.
Proposition 12.18. Consider the large-scale dynamical system G with power
balance equation given by (12.207) and with D = 0. Then Axioms i) and ii) hold if
and only if W = WT, We = 0, rank W = q − 1, and W is essentially nonnegative.
Proof. Assume Axioms i) and ii) hold. Since, by Axiom ii), (Ei − Ej)φij(E) ≤
0, E ∈ Rq+, it follows that ETΦijeTijE ≤ 0, i, j = 1, ..., q, i 6= j, where E ∈ R
q
+ and
eij ∈ Rq is a vector whose ith entry is 1, jth entry is −1, and remaining entries are
zero. Next, it can be shown that ETΦije
T
ijE ≤ 0, E ∈ R
q
+, i 6= j, i, j = 1, ..., q, if and
only if Φij ∈ Rq is such that its ith entry is −σij, its jth entry is σij, and its remaining
entries are zero, where σij ≥ 0. Furthermore, since Φij = −Φji, i 6= j, i, j = 1, ..., q,
it follows that σij = σji, i 6= j, i, j = 1, ..., q. Hence, W is given by
W(i,j) =
{ −∑qk=1,k 6=j σkj, i = j,
σij, i 6= j, (12.209)
which implies that W is symmetric (since σij = σji), essentially nonnegative, and
We = 0. Now, since by Axiom i), φij(E) = 0 if and only if Ei = Ej for all i, j =
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1, ..., q, i 6= j, such that C(i,j) = 1, it follows that σij > 0 for all i, j = 1, ..., q, i 6= j,
such that C(i,j) = 1. Hence, rank W = rank C = q − 1.
The converse is immediate and hence is omitted.
Next, we specialize the energy balance equation (12.207) to the case where D =
diag[σ11, σ22, ..., σqq]. In this case, the vector form of the energy balance equation
(12.206) is given by






S(t)dt, T ≥ 0, (12.210)
or, in power balance form,
Ė(t) = AE(t) + S(t), E(0) = E0, t ≥ 0, (12.211)
where A , W −D is such that
A(i,j) =
{
−∑qk=1 σkj, i = j,
σij, i 6= j. (12.212)
Note that (12.212) implies
∑q
i=1A(i,j) = −σjj ≤ 0, j = 1, ..., q, and hence A is a
semistable compartmental matrix (see iv) of Lemma 12.2 below). If σii > 0, i =
1, ..., q, then A is an asymptotically stable compartmental matrix.
An important special case of (12.211) is the case where A is symmetric or, equiv-
alently, σij = σji, i 6= j, i, j = 1, ..., q. In this case, it follows from (12.211) that for
each subsystem the power balance equation satisfies




σij[Ei(t) − Ej(t)] = Si(t), t ≥ 0. (12.213)
Note that φi(E) ,
∑q
j=1, j 6=i σij[Ei − Ej], E ∈ R
q
+, i = 1, ..., q, represents the energy
flow from the ith subsystem to all other subsystems and is given by the sum of the
individual energy flows from the ith subsystem to the jth subsystem. Furthermore,
these energy flows are proportional to the energy differences of the subsystems; that is,
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Ei−Ej. Hence, (12.213) is a power balance equation that governs the energy exchange
among coupled subsystems and is completely analogous to the equations of thermal
transfer with subsystem energies playing the role of temperatures. Furthermore, note
that since σij ≥ 0, i 6= j, i, j = 1, ..., q, energy flows from more energetic subsystems to
less energetic subsystems which is consistent with the second law of thermodynamics
requiring that heat (energy) must flow in the direction of lower temperatures.
The next lemma and proposition are needed for developing expressions for steady-
state energy distributions of the large-scale dynamical system G with linear power
balance equation (12.211).
Lemma 12.2. Let A ∈ Rq×q be compartmental and S ∈ Rq. Then the following
properties hold:
i) −A is an M -matrix.
ii) If λ ∈ spec(A), then either Reλ < 0 or λ = 0.
iii) ind (A) ≤ 1.
iv) A is semistable and limt→∞ e
At = Iq − AA# ≥≥ 0.








eAtdt S exists if and only if S ∈ R(A), where S ∈ Rq.
viii) If S ∈ R(A), then
∫∞
0
eAtdt S = −A#S.
ix) If S ∈ R(A) and S ≥≥ 0, then −A#S ≥≥ 0.
x) A is nonsingular if and only if −A is a nonsingular M -matrix.
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xi) If A is nonsingular, then A is asymptotically stable and −A−1 ≥≥ 0.
Proof. The proof of the result appears in [22]. For completeness of exposition
we provide a proof here. i) Since, by (12.212), −ATe ≥≥ 0 and −A is a Z-matrix, it
follows from Theorem 1 of [17] that −AT and hence −A is an M -matrix.
ii) Since −A is an M -matrix, it follows from Theorem 4.6 of [16, p. 150], that
Re λ < 0 or λ = 0, where λ ∈ spec(A).
iii) Follows from the fact that since −ATe ≥≥ 0, then −A has “property c”
(see [16, p. 152 and 155]). Hence, since an M -matrix −A ∈ Rq×q has “property c” if
and only if ind(−A) ≤ 1 (see [16, Lemma 4.11, p. 153]), it follows that ind(−A) =
ind(A) ≤ 1.
iv) Since ind(A) ≤ 1, it follows from the real Jordan decomposition that there



































= Iq − AA#. (12.215)
Next, since A is essentially nonnegative, it follows from Corollary 11.1 that eAt ≥≥ 0,
t ≥ 0, which implies that Iq − AA# ≥≥ 0.
v) Let x ∈ R(A); that is, there exists y ∈ Rq such that x = Ay. Now, (I −
AA#)x = x − AA#Ay = x − Ay = 0 which implies that R(A) ⊆ N (I − AA#).
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Conversely, let x ∈ N (I−AA#). Hence, (I−AA#)x = 0, or, equivalently, x = AA#x
which implies that x ∈ R(A) which proves R(A) = N (I − AA#). The equality
N (A) = R(I − AA#) can be proved in an analogous manner.


















































= A#(eAt − Iq) + (Iq − AA#)t, t ≥ 0. (12.216)
vii) The result is a direct consequence of iv), v), and vi).
viii) The result is a direct consequence of iv) and vi).
ix) The result follows from viii) and the fact that eAt ≥≥ 0, t ≥ 0.
x) The result follows from i).
xi) Asymptotic stability of A is a direct consequence of ii), while A−1 ≤≤ 0 follows
from ix) with S = coli(Iq), i = 1, ..., q, where coli(Iq) denotes the ith column of Iq.
Proposition 12.19. Consider the large-scale dynamical system G with power
balance equation given by (12.211). Suppose E0 ≥≥ 0 and S(t) ≥≥ 0, t ≥ 0. Then
the solution E(t), t ≥ 0, to (12.211) is nonnegative for all t ≥ 0 if and only if A is
essentially nonnegative.
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Proof. It follows from Lagrange’s formula that the solution E(t), t ≥ 0, to
(12.211) is given by
E(t) = eAtE(0) +
∫ t
0
eA(t−σ)S(σ)dσ, t ≥ 0. (12.217)
Now, if A is essentially nonnegative it follows from Corollary 11.1 that eAt ≥≥ 0,
t ≥ 0, and if E(0) ∈ Rq+ and S(t) ≥≥ 0, t ≥ 0, then it follows that E(t) ≥≥ 0 for all
t ≥ 0.
Conversely, suppose that the solution E(t), t ≥ 0, to (12.211) is nonnegative for
all E0 ≥≥ 0. Then with S(t) ≡ 0, E(t) = eAtE0 and hence eAt is nonnegative for all
t ≥ 0. Thus, it follows from Corollary 11.1 that A is essentially nonnegative which
proves the result.
Next, we develop expressions for the steady-state energy distribution for the large-
scale dynamical system G for the cases where supplied system power S(t) is a periodic
function with period τ > 0; that is, S(t+ τ) = S(t), t ≥ 0, and S(t) is constant; that
is, S(t) ≡ S. Define e(t) , E(t) − E(t+ τ), t ≥ 0, and note that
ė(t) = Ae(t), e(0) = E(0) − E(τ), t ≥ 0. (12.218)
Hence, since
e(t) = eAt[E(0) − E(τ)], t ≥ 0, (12.219)





[E(t) − E(t+ τ)] = (Iq − AA#)[E(0) − E(τ)], (12.220)
which represents a constant offset to the steady-state error energy distribution in the
large-scale dynamical system G. For the case where S(t) ≡ S, τ → ∞ and hence the
following result is immediate. This result first appeared in [22].
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Proposition 12.20. Consider the large-scale dynamical system G with power
balance equation given by (12.211). Suppose that E0 ≥≥ 0 and S(t) ≡ S ≥≥ 0.
Then E∞ , limt→∞E(t) exists if and only if S ∈ R(A). In this case,
E∞ = (Iq − AA#)E0 − A#S (12.221)
and E∞ ≥≥ 0. If, in addition, A is nonsingular, then E∞ exists for all S ≥≥ 0 and
is given by
E∞ = −A−1S. (12.222)
Proof. Note that it follows from Lagrange’s formula that the solution E(t), t ≥ 0,
to (12.211) is given by
E(t) = eAtE(0) +
∫ t
0
eA(t−σ)Sdσ, t ≥ 0. (12.223)
Now, the result is a direct consequence of Proposition 12.19 and iv), vii), viii), and
ix) of Lemma 12.2.
12.15. Semistability and Energy Equipartition in Linear Ther-
modynamic Models
In this section, we show that an isolated large-scale linear dynamical system as
well as a nonisolated large-scale linear dynamical system with strong coupling between
subsystems and a constant heat flux input has a tendency to uniformly distribute its
energy among all of its parts. First, we begin by specializing the result of Proposition
12.20 to the case where there is no energy dissipation from each subsystem Gi of G;
that is, σii = 0, i = 1, ..., q. Note that in this case e
TA = 0 and hence rankA ≤ q−1.
Furthermore, if S = 0 it follows from (12.211) that eTĖ(t) = eTAE(t) = 0, t ≥ 0, and
hence the total energy of the isolated large-scale dynamical system G is conserved.
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Theorem 12.24. Consider the large-scale dynamical system G with power bal-
ance equation given by (12.211). Assume rankA = q − 1, σii = 0, i = 1, ..., q, and
A = AT. If E0 ≥≥ 0 and S(t) ≡ 0, then the equilibrium state αe, α ≥ 0, of the
isolated system G is semistable and the steady-state energy distribution E∞ of the











If, in addition, for some k ∈ {1, ..., q}, σkk > 0, then the zero solution E(t) ≡ 0 to
(12.211) is globally asymptotically stable.
Proof. Note that since eTA = 0 it follows from (12.211) with S(t) ≡ 0 that
eTĖ(t) = 0, t ≥ 0, and hence eTE(t) = eTE0, t ≥ 0. Furthermore, since by Propo-
sition 12.19 the solution E(t), t ≥ t0, to (12.211) is nonnegative, it follows that
0 ≤ Ei(t) ≤ eTE(t) = eTE0, t ≥ 0, i = 1, ..., q. Hence, the solution E(t), t ≥ 0,
to (12.211) is bounded for all E0 ∈ Rq+. Next, note that φij(E) = σij(Ej − Ei) and
(Ei − Ej)φij(E) = −σij(Ei − Ej)2 ≤ 0, E ∈ R
q
+, i 6= j, i, j = 1, ..., q, which implies
that Axioms i) and ii) are satisfied and hence G is a thermodynamically consistent
linear energy flow model. Thus, E = αe, α ≥ 0, is the equilibrium state of the
isolated large-scale dynamical system G. Furthermore, define the Lyapunov function
candidate Es(E) = 12(E − αe)T(E − αe), E ∈ R
q
+. Then the Lyapunov derivative is
given by











which implies Lyapunov stability of the equilibrium state αe, α ≥ 0.
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Since A is compartmental and symmetric it follows from ii) of Lemma 12.2 that A
is a negative semi-definite matrix and hence ETAE = 0 if and only if AE = 0.
Since, by assumption, rankA = q − 1 it follows that there exists one and only one
linearly independent solution to AE = 0 given by E = e. Hence, R = {E ∈ Rq+ :
E = αe, α ≥ 0}. Since R consists of only equilibrium states of (12.211) it follows
that M = R, where M is the largest invariant set contained in R. Hence, for every
E0 ∈ Rq+, it follows from the Krasovskii-LaSalle invariant set theorem that E(t) → αe
as t → ∞ for some α ≥ 0 and, hence, αe, α ≥ 0, is a semistable equilibrium state
of (12.211). Furthermore, since the energy is conserved in the isolated large-scale




Finally, to show that in case where σkk > 0 for some k ∈ {1, ..., q}, the zero solution
E(t) ≡ 0 to (12.211) is globally asymptotically stable, consider the system ectropy
E(E) = 1
2
ETE, E ∈ Rq+, as a candidate Lyapunov function. Note that Lyapunov
stability of the zero equilibrium state follows from the previous analysis with α = 0.
Next, the Lyapunov derivative is given by







σij(Ei − Ej)2 − σkkE2k , E ∈ R
q
+. (12.226)
Consider the set R , {E ∈ Rq+ : Ė(E) = 0} = {E ∈ R
q
+ : E1 = · · · = Eq} ∩ {E ∈
R
q
+ : Ek = 0, k ∈ {1, ..., q}} = {0}. Hence, the largest invariant set contained in R
is given by M = R = {0}. Thus, it follows from the Krasovskii-LaSalle invariant
set theorem that E(t) → M = {0} as t → ∞ which proves that the zero solution
E(t) ≡ 0 to (12.211) is globally asymptotically stable.
The result of Theorem 12.24 can also be obtained as a direct consequence of
Theorem 12.14 with w(E) = WE and d(E) = DE. To see this, note that it follows
432
from Proposition 12.18 that the symmetry condition W = WT along with We = 0
and rankW = q − 1 ensure that Axioms i) and ii) are satisfied for the linear energy
flow model (12.211). Furthermore, the condition rankW = q − 1 ensures the the
directed graph associated with the connectivity matrix C for G given by C = W is
strongly connected.
Finally, we examine the steady-state energy distribution for large-scale linear dy-
namical systems G in case of strong coupling between subsystems; that is, σij →
∞, i 6= j, i, j = 1, ..., q. For this analysis we assume that A given by (12.212) is
symmetric; that is, σij = σji, i 6= j, i, j = 1, ..., q, and σii > 0, i = 1, ..., q. Thus, −A
is a nonsingular M -matrix for all values of σij, i 6= j, i, j = 1, ..., q. Moreover, in this
case it follows that if
σij
σkl





[−D + σ(−qIq + eeT)]−1, (12.227)
where D = diag[σ11, ..., σqq] > 0. The following lemmas are needed for the next result.
Lemma 12.3. Let Y ∈ Rq×q be such that ind (Y ) ≤ 1. Then limσ→∞(Iq −
σY )−1 = Iq − Y #Y .
Proof. Note that















Now, using the fact that if N ∈ Rq×q and indN ≤ 1, then
lim
α→0













Y = Iq − Y #Y, (12.230)
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which proves the result.
Lemma 12.4. Let D ∈ Rq×q and X ∈ Rq×q be such that D > 0 and X =
−qIq + eeT. Then
















2 (−qIq + eeT)D−
1
2 = −qD−1 +D− 12eeTD− 12 . (12.232)
Now, using the fact that if N ∈ Rq×q is nonsingular and symmetric and b ∈ Rq is a
























































































Proposition 12.21. Consider the large-scale dynamical system G with power
balance equation given by (12.211). Let S(t) ≡ S, S ∈ Rq×q, A ∈ Rq×q be com-




σij → ∞, i 6= j, and σkl → ∞, k 6= l. Then the steady-state energy distribution








Proof. Note that in the case where
σij
σkl
→ 1 as σij → ∞, i 6= j, and σkl →
∞, k 6= l, it follows that limσij→∞, i6=j A−1 is given by (12.227). Next, with D =






















which proves the result.
Proposition 12.21 shows that in the limit of strong coupling the steady-state energy










which implies energy equipartition. This result first appeared in [22].
12.16. Continuum Thermodynamics
In this section we extend the results of Section 12.4 to the case of continuum
thermodynamic systems wherein the subsystems are uniformly distributed over an
n-dimensional space. Since these systems involve distributed subsystems they are
described by partial differential equations and hence are infinite dimensional sys-
tems. Our formulation in this section involves a unification of the behavior of heat
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as described by the equations of thermal transfer and classical thermodynamics.
With the notable exception of [24], the amalgamation of these classical disciplines
of physics is virtually nonexistent in the literature. Specifically, we consider con-
tinuous dynamical systems G defined over a compact connected set V ⊂ Rn with
a smooth (at least C1) boundary ∂V and volume Vvol. Furthermore, let X de-
note a space of two-times continuously differentiable scalar functions defined on
V , let u(x, t), where u : V × [0,∞) → R+, denote the energy density of the dy-
namical system G at the point x , [x1, ..., xn]T ∈ V and time instant t ≥ t0, let
φ : V × R+ × Rn → Rn denote the system energy flow within the continuum V ; that
is, φ(x, u(x, t),∇u(x, t)) = [φ1(x, u(x, t),∇u(x, t)), ..., φn(x, u(x, t),∇u(x, t))]T, where
φi(·, ·, ·) denotes the energy flow through a unit area per unit time in the xi direction
for all i = 1, ..., n and ∇u(x, t) , [D1u(x, t), ..., Dnu(x, t)], x ∈ V, t ≥ t0, denotes the
gradient of u(·, t) with respect to the spatial variable x, and let s : V × [0,∞) → R+
denote the energy (heat) flow into a unit volume per unit time from sources uniformly
distributed over V .
To obtain the power balance equation for a uniformly distributed thermodynamic




denotes the total amount of energy within V at time t. Hence, the rate of change
of energy within V is governed by the flux function φ : V × R+ × Rn → Rn and
the external supplied power s : V × [0,∞) → R+ which control the rate of loss and
increase of total energy through the boundary ∂V and the interior
◦
V , respectively.





u(x, t)dV = −
∫
∂V




s(x, t)dV , (12.239)
where n̂(x) denotes the outward normal vector to the boundary ∂V (at x) of the set
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V , dSV denotes an infinitesimal surface element of the boundary of the set V , and






u(x, t)dV = −
∫
∂V








∇ · φ(x, u(x, t),∇u(x, t))dV +
∫
V
s(x, t)dV , (12.240)
where ∇ denotes the nabla operator. Since the region V ⊂ Rn is arbitrary, it follows
that the power balance equation over a unit volume within the continuum V involving
the rate of energy density change, the external supplied power (heat flux), and the
energy (heat) flow within the continuum is given by
∂u(x, t)
∂t
= −∇ · φ(x, u(x, t),∇u(x, t)) + s(x, t), x ∈ V, t ≥ t0, (12.241)
u(x, t0) = ut0(x), x ∈ V, φ(x, u(x, t),∇u(x, t)) · n̂(x) ≥ 0, x ∈ ∂V , t ≥ t0,
(12.242)
where ut0 ∈ X is a given initial energy density distribution.
The power balance (conservation) equation (12.241) describes the time evolution of
the energy density u(x, t) over the region V , while the boundary condition in (12.242)
involving the dot product implies that the energy of the system G can either be stored
or dissipated but not supplied through the boundary of V . Here, for simplicity of
exposition, we assume that there is no work done by the system on the environment
nor is there work done by the environment on the system. This extension can be
easily handled by including an additional natural boundary condition for (12.241).
In particular, this case would require that the system (12.241), (12.242) is such that
at every instant of time the domain V and its boundary ∂V are defined as V =
{x ∈ Rn : f(x, t) ≤ 0, t ≥ t0} and ∂V = {x ∈ Rn : f(x, t) = 0, t ≥ t0}, where
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f : Rn× [0,∞) → R is a given continuously differentiable function, and, consequently,
the outward normal vector to the boundary ∂V at x ∈ ∂V and time t ≥ t0 is given
by n̂T(x, t) = ∇f(x, t).
We denote the energy density distribution over the set V at time t ≥ t0 by ut ∈ X
so that for each t ≥ t0 the set of mappings generated by ut(x) ≡ u(x, t) for every
x ∈ V gives the flow of G. We assume that the function φ(·, ·, ·) is continuously differ-
entiable so that (12.241), (12.242) admits a unique solution u(x, t), x ∈ V, t ≥ t0, and
u(·, t) ∈ X , t ≥ t0, is continuously dependent on the initial energy density distribution
ut0(x), x ∈ V. It is well known however that nonlinear partial differential equations
need not have smooth differentiable solutions (classical solutions) and one has to use
the notion of distributions which provides a framework in which the energy density
function u(x, t) may be differentiated in a generalized sense infinitely often [74]. In
this case, one has a well-defined notion of solutions that have jump discontinuities
which propagate as shock waves. Thus, one has to deal with generalized or weak
solutions wherein uniqueness is lost. In this case, the Clausius-Duhem inequality is
invoked for identifying the physically relevant (i.e., thermodynamically admissible)
solution. (For further details, see [66, 74].) If ut0 is a two-times continuously dif-
ferentiable function with compact support and its derivative is sufficiently small on
[t0,∞), then the classical solution to (12.241), (12.242) breaks down at a finite time.
As a consequence of this, one may only hope to find generalized (or weak) solutions
to (12.241), (12.242) over the semi-infinite interval [t0,∞), that is, L∞ functions24
u(·, ·) that satisfy (12.241) in the sense of distributions which provides a framework
in which u(·, ·) may be differentiated in a general sense infinitely often.
24L∞ denotes the space of bounded Lebesgue measurable functions on [0,∞) and provides the
broadest framework for weak solutions. Alternatively, a natural function class for weak solutions
is the space BV consisting of functions of bounded variation. Recall that a bounded measurable
function u(x, t) has locally bounded variation if its distributional derivatives are locally finite Radon
measures.
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Next, we establish the uniqueness of the internal energy functional U(ut), ut ∈ X ,




u(x, t0)dV , ut0 ∈ X . (12.243)
First however, the following result on local controllability of our continuum thermo-
dynamic model is required. For this result let Lp = Lp(V) denote a Lebesgue space;
that is,







, 1 ≤ p <∞, (12.245)
and if p = ∞,
‖ut‖L∞ , ess sup
V
|ut|, (12.246)
where “ess” denotes essential.
Lemma 12.5. Consider the dynamical system G with power balance equation
(12.241), (12.242). Then for every equilibrium state ue(·) ∈ X and every ε > 0 and
T > 0, there exist se : V → R, α > 0, and T̂ ∈ [0, T ] such that for every û(·) ∈ X
with ‖û−ue‖Lp ≤ αT , there exists s : V × [0, T̂ ] → R such that ‖s(·, t)−se(·)‖Lp ≤ ε,
t ∈ [0, T̂ ], and u(x, t) = ue(x) + û(x)−ue(x)T̂ t, x ∈ V, t ∈ [0, T̂ ].
Proof. Note that with se(x) = ∇·φ(x, ue(x),∇ue(x)), x ∈ V, the state ue(·) ∈ X
is an equilibrium state of (12.241), (12.242). Let θ > 0 and T > 0, and define
M(θ, T ) , sup
u(·)∈B1(0),t∈[0,T ]
‖ −∇ · φ(·, ue(·) + θtu(·),∇ue(·)
+θt∇u(·)) + se(·)‖Lp , (12.247)
439
where B1(0) denotes the closed unit ball in Lp. Note that for every T > 0, limθ→0+
M(θ, T ) = 0, and for every θ > 0, limT→0+ M(θ, T ) = 0. Next, let ε > 0 and T > 0
be given, and let α > 0 be such that M(α, T ) + α ≤ ε. (The existence of such an
α is guaranteed since M(α, T ) → 0 as α → 0+.) Now, let û(·) ∈ X be such that




s(x, t) = ∇ · φ(x, u(x, t),∇u(x, t)) + αû(x) − ue(x)‖û− ue‖Lp
, x ∈ V,
t ∈ [0, T̂ ], (12.248)
it follows that
u(x, t) = ue(x) +
û(x) − ue(x)
‖û− ue‖Lp
αt, x ∈ V, t ∈ [0, T̂ ], (12.249)
is a solution to (12.241), (12.242). The result is now immediate by noting that
u(x, T̂ ) = û(x), x ∈ V, and
‖s(·, t) − se(·)‖Lp ≤ ‖ −∇ · φ(·, u(·, t),∇u(·, t)) + se(·)‖Lp + α
≤ M(α, T ) + α
≤ ε, t ∈ [0, T̂ ].
It follows from Lemma 12.5 that the dynamical system G given by (12.241),
(12.242) is controllable to the zero energy density distribution; that is, for every
ut0 ∈ X there exists a finite time tf ≥ t0 and s(·, ·) ∈ U defined on x ∈ V and t ∈ [t0, tf ]
such that the energy density distribution u(x, t) can be driven from u(x, t0) = ut0(x)
to u(x, tf) = 0, x ∈ V. Here, U denotes the set of all uniformly bounded in x and
continuous in x and t energy inputs s(·, ·) to the system G. In addition, it follows
from Lemma 12.5 that (12.241), (12.242) is reachable from the zero energy density
distribution; that is, for every ut0 ∈ X there exists a finite time ti ≤ t0 and s(·, ·) ∈ U
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defined on x ∈ V and t ∈ [ti, t0] such that the energy density distribution u(x, t) can
be driven from u(x, ti) = 0 to u(x, t0) = ut0(x), x ∈ V. Next, let Uc ⊂ U denote the
set of all energy inputs to the system G such that for any T ≥ t0 the system energy
distribution can be driven from u(x, t0) = ut0(x), ut0 ∈ X , to u(x, T ) = 0, x ∈ V, by
s(·, ·) ∈ Uc, and we let Ur ⊂ U denote the set of all energy inputs to the system G such
that for any T ≥ −t0 the system energy distribution can be driven from u(x,−T ) = 0
to u(x, t0) = ut0(x), x ∈ V, ut0 ∈ X , by s(·, ·) ∈ Ur.
For the statement of the next result define the available energy of the dynamical
system G by










φ(x, u(x, t),∇u(x, t)) · n̂(x)dSV
]
dt, ut0 ∈ X ,
(12.250)











φ(x, u(x, t),∇u(x, t)) · n̂(x)dSV
]
dt, ut0 ∈ X .
(12.251)
Note that the available energy Ua(ut0) is the maximum amount of stored energy (net
heat) which can be extracted from the dynamical system G at any time T , and the
required energy supply Ur(ut0) is the minimum amount of energy (net heat) which
can be delivered to the dynamical system G to transfer it from a state of minimum
energy density distribution u−T = u(x,−T ) = 0, x ∈ V, to a state of given energy
density distribution ut0 ∈ X .
Theorem 12.25. Consider the dynamical system G with power balance equa-







y(x, t)dV , where y(x, t) ≡ ∇ · φ(x, u(x, t), ∇u(x, t)), and with the



























dt, ut0 ∈ X , (12.252)
where u(x, t), x ∈ V, t ≥ t0, is the solution to (12.241), (12.242) with admissible
input s(·, ·) ∈ U , u−T− = 0, uT+ = 0, and ut0 ∈ X . Furthermore,
0 ≤ Ua(ut0) = U(ut0) = Ur(ut0) <∞, ut0 ∈ X . (12.253)
Proof. First, it follows from Lemma 12.5 that G is reachable from and controllable
to the origin in X . Next, it follows from (12.240) that









∇ · φ(x, u(x, t),∇u(x, t))dV
]
dt, (12.254)







y(x, t)dV and with the energy storage functional U(ut0) =
∫
V
u(x, t0)dV , ut0 ∈ X . The remainder of the proof now follows identically as in the
proof of Theorem 12.7 by noting that
∫
V
∇ · φ(x, u(x, t),∇u(x, t))dV =
∫
∂V
φ(x, u(x, t),∇u(x, t)) · n̂(x)dSV ,
(12.255)
which in turn follows from the Green-Gauss theorem.
It follows from (12.254) that the dynamical system G is lossless with respect to






y(x, t)dV and with the unique energy storage
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functional U(ut0) given by (12.243). This is in essence a statement of the first law
of thermodynamics for isochoric transformations of infinite dimensional systems. As
in Section 12.5, to ensure a thermodynamically consistent energy flow infinite dimen-
sional model we require the following axioms analogous to Axioms i) and ii).
Axiom i)′: For every x ∈ V and unit vector u ∈ Rn, φ(x, ut(x), ∇ut(x)) · u = 0 if
and only if ∇ut(x)u = 0.
Axiom ii)′: For every x ∈ V and unit vector u ∈ Rn, φ(x, ut(x), ∇ut(x)) ·u > 0 if
and only if ∇ut(x)u < 0, and φ(x, ut(x),∇ut(x)) · u < 0 if and only if ∇ut(x)u > 0.
Note that Axiom i)′ implies that φi(x, ut(x),∇ut(x)) = 0 if and only if Diut(x) =
0, x ∈ V, i = 1, ..., n, while Axiom ii)′ implies that φi(x, ut(x),∇ut(x))Diut(x) ≤
0, x ∈ V, i = 1, ..., n, which further implies that ∇ut(x) φ(x, ut(x),∇ut(x)) ≤ 0, x ∈
V ; that is, energy (heat) flows from regions of higher to lower energy densities. If
s(x, t) ≡ 0, then Axioms i)′ and ii)′ along with the fact that φ(x, u(x, t),∇u(x, t)) ·
n̂(x) ≥ 0, x ∈ ∂V , t ≥ t0, imply that at a given instant of time the energy of the dy-
namical system G can only be transported, stored, or dissipated but not created. We
assume that if u(x̂, t̂) = 0 for some x̂ ∈ ∂V and t̂ ≥ t0, then φ(x̂, u(x̂, t̂),∇u(x̂, t̂)) = 0,
which along with the boundary condition (12.242) implies that on the boundary of V
the energy dissipation is not possible through the points with zero energy density.
With this assumption and Axiom ii) it follows that the solution u(x, t), x ∈ V, t ≥
t0, to (12.241), (12.242) is nonnegative for all nonnegative initial energy density dis-
tributions ut0(x) ≥ 0, x ∈ V. To see this, note that if u(x̂, t̂) = 0 for some x̂ ∈
◦
V and
t̂ ≥ t0, then it follows from Axiom ii) that the energy flow φ(y, u(y, t̂),∇u(y, t̂)) is
directed towards the point x̂ for all points y in a sufficiently small neighborhood of
x̂. This and the fact that s : V × [0,∞) → R+ is a nonnegative function implies that
∂u(x̂,t̂)
∂t
≥ 0. Alternatively, if u(x̂, t̂) = 0 for some x̂ ∈ ∂V and t̂ ≥ t0, then it follows
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from the above assumption that the dissipation of energy through the point x̂ ∈ V
is not possible which along with Axiom ii) and the fact that s : V × [0,∞) → R+
is a nonnegative function implies that ∂u(x̂,t̂)
∂t
≥ 0 for x̂ ∈ ∂V and t̂ ≥ t0. Thus, the
solution to (12.241), (12.242) is nonnegative for all nonnegative initial energy density
distributions. For the remainder of this chapter dV represents an infinitesimal volume
element of V , SV denotes the surface enclosing V and dSV denotes an infinitesimal
boundary element.
12.17. Entropy and Ectropy for Continuum Thermodynam-
ics
In this section, we establish the classical Clausius inequality for our thermodynam-
ically consistent infinite dimensional energy flow model given by (12.241), (12.242).
For this result, note that it follows from Axiom i)′ that for the isolated dynami-
cal system G; that is, s(x, t) ≡ 0 and φ(x, u(x, t),∇u(x, t)) · n̂(x) ≡ 0, the func-
tion u(x, t) = α, x ∈ V, t ≥ t0, α ≥ 0, is the solution to (12.241), (12.242) with
ut0(x) = α, x ∈ V. Thus, as in Section 12.5, we define an equilibrium process for the
system G as a process where the trajectory of G moves along the equilibrium manifold
Me , {ut ∈ X : ut(x) = α, x ∈ V, α ≥ 0}; that is, u(x, t) = α(t), x ∈ V, t ≥ t0, for
some L∞ function α : [0,∞) → R+. A nonequilibrium process is a process that does
not lie on Me. The next result establishes a Clausius inequality for equilibrium and
nonequilibrium transformations of the infinite dimensional dynamical system G.
Proposition 12.22. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Then, for every
initial energy density distribution ut0 ∈ X , tf ≥ t0, and s(·, ·) ∈ U such that
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if and only if there exists an L∞ function α : [t0, tf ] → R+ such that u(x, t) = α(t), x ∈
V , t ∈ [t0, tf ].













































































To show (12.257), note that it follows from (12.258), Axiom i)′, and Axiom ii)′ that
(12.257) holds if and only if ∇u(x, t) = 0 for all x ∈ V and t ∈ [t0, tf ] or, equivalently,
there exists an L∞ function α : [t0, tf ] → R+ such that u(x, t) = α(t), x ∈ V, t ∈
[t0, tf ].
Next, we define an entropy functional for continuum dynamical systems.
Definition 12.13. For the dynamical system G with power balance equation
(12.241), (12.242), the functional S : X → R satisfying













φ(x, u(x, t),∇u(x, t)) · n̂(x)
c+ u(x, t)
dSV (12.260)
and c > 0, is called the entropy functional of G.
In the next theorem we show that (12.256) guarantees the existence of an entropy
functional for the dynamical system G given by (12.241), (12.242). For this result
define the available entropy of the dynamical system G by





where q(t) is given by (12.260), u(x, t0) = ut0(x), x ∈ V, ut0 ∈ X , and u(x, T ) =






where u(x,−T ) = 0, x ∈ V, u(x, t0) = ut0(x), x ∈ V, and ut0 ∈ X .
Theorem 12.26. Consider the dynamical system G with power balance equation
(12.241), (12.242) and assume that Axiom ii)′ holds. Then there exists an entropy
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functional for G. Moreover, Sa(ut0), ut0 ∈ X , and Sr(ut0), ut0 ∈ X , are possible
entropy functionals for G with Sa(0) = Sr(0) = 0. Finally, all entropy functionals
S(ut0), ut0 ∈ X , for G satisfy
Sr(ut0) ≤ S(ut0) − S(0) ≤ Sa(ut0), ut0 ∈ X . (12.263)
Proof. The proof is identical to the proof of Theorem 12.8.
The next result shows that all entropy functionals for G are continuous on X with
norm ‖ · ‖L1 .
Theorem 12.27. Consider the dynamical system G with power balance equation
(12.241), (12.242) and let S : X → R be an entropy functional of G. Then S(·) is
continuous on X with respect to the L1 norm.
Proof. Let ue(·) ∈ X and se : V → R be such that se(x) = ∇·φ(x, ue(x),∇ue(x)),
x ∈ V. Note that with s(x, t) ≡ se(x), x ∈ V, ue(·) is an equilibrium state of the
power balance equation (12.241), (12.242). Next, it follows from Lemma 12.5 that for
every ε > 0 and T > 0, there exist se : V → R and α > 0 such that for every û(·) ∈ X
with ‖û−ue‖L1 ≤ αT , there exists s : V × [0, T̂ ] → R such that ‖s(·, t)− se(·)‖L1 ≤ ε,




Hence, for every δ > 0 and ε > 0, there exist se : V → R and α > 0 such that
for every û(·) ∈ X with ‖û − ue‖L1 ≤ δ, there exists s : V × [0, T̂ ] → R such that

























































s(x, t) −∇ · φ(x, u(x, t),∇u(x, t))
c+ u(x, t)
+












‖û− ue‖L1 . (12.265)
Next, if S(·) is an entropy functional of G, then, since u(x, T̂ ) = û(x), x ∈ V,













φ(x, u(x, t),∇u(x, t)) · n̂(x)
c+ u(x, t)
dSVdt, (12.266)
and hence it follows from Green-Gauss theorem that





























∇u(x, t)φ(x, u(x, t),∇u(x, t))
(c+ u(x, t))2
dVdt. (12.267)
Now, if S(ue) ≥ S(û), then combining (12.265) and (12.267) yields
|S(ue) − S(û)| ≤
M
α
‖û− ue‖L1 . (12.268)
Alternatively, if S(û) ≥ S(ue), then (12.268) can be derived by reversing the roles of
ue(·) and û(·). Hence, it follows that S(·) is continuous on X with norm ‖ · ‖L1 .
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As for the finite dimensional case, Definition 12.13 does not provide enough infor-
mation to define the entropy uniquely for nonequilibrium continuum thermodynam-
ics. Specifically, there exists a continuum of entropy functionals ranging from the
required entropy supply Sr(ut0) to the available entropy Sa(ut0). The following two
propositions address processes for equilibrium continuum thermodynamics wherein
uniqueness is not an issue.
Proposition 12.23. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Then for every
equilibrium energy density distribution ute(x) = α, x ∈ V, α ≥ 0, the entropy S(ut),
ut ∈ X , of G is unique (modulo a constant of integration) and is given by
S(ut) − S(0) = Sa(ut) = Sr(ut) = Vvol loge(c+ α) − Vvol loge c, (12.269)
where ut(x) = ute(x) = α, x ∈ V.






























Next, consider the entropy functional Sa(ut0) given by (12.261) and let ut0(x) =
ute(x) = α, x ∈ V, α ≥ 0. Then it follows from (12.270) that



























































It follows from Axiom ii) that the supremum in (12.271) is taken over the set of
negative semi-definite values. However, the zero value of the supremum is achieved
on an equilibrium transformation for which φ(x, u(x, t),∇u(x, t)) ≡ 0 and thus
Sa(ute) = Vvol loge(c+ α) − Vvol loge c. (12.272)
Similarly, it can be shown that Sr(ute) = Vvol loge(c+α)−Vvol loge c. Finally, it follows
from (12.263) that (12.269) holds.
Proposition 12.24. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Let S(·) denote an
entropy of G and let u(x, t), x ∈ V, t ≥ t0, be the solution to (12.241), (12.242) with
u(x, t0) = α0, x ∈ V, and u(x, t1) = α1, x ∈ V, where α0, α1 ≥ 0. Then,




if and only if there exists an L∞ function α : [t0, t1] → R+ such that α(t0) = α0,
α(t1) = α1, and u(x, t) = α(t), x ∈ V, t ∈ [t0, t1].
Proof. It follows from Proposition 12.23 that
S(ut1) − S(ut0) = Vvol loge(c+ α1) − Vvol loge(c+ α0). (12.274)
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Furthermore, it follows from (12.270) that
∫ t1
t0










∇u(x, t)φ(x, u(x, t),∇u(x, t))
(c+ u(x, t))2
dVdt. (12.275)
Now, it follows from Axioms i)′ and ii)′ that (12.273) holds if and only if ∇u(x, t) =
0, x ∈ V, t ∈ [t0, t1], or, equivalently, there exists an L∞ function α : [t0, t1] → R+
such that u(x, t) = α(t), x ∈ V, t ∈ [t0, t1], α(t0) = α0, and α(t1) = α1.
In the next theorem we present a unique, continuously differentiable entropy func-
tional for the dynamical system G. This result holds for equilibrium and nonequilib-
rium processes.
Theorem 12.28. Consider the dynamical system G with power balance equation
(12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Then the functional




loge(c+ ut(x))dV − Vvol loge c (12.276)
is a unique (modulo a constant of integration) continuously differentiable entropy
functional of G. Furthermore, if ut 6∈ Me, t ≥ t0, where ut = u(x, t) denotes the
solution to (12.241), (12.242) and Me , {ut ∈ X : ut = α, α ≥ 0}, then (12.276)
satisfies







































Now, integrating (12.278) over [t1, t2] yields (12.259). Furthermore, if ut 6∈ Me, t ≥ t0,
then it follows from Axioms i)′, ii)′, and (12.278) that (12.277) holds.
The uniqueness of the entropy functional (12.276) follows as in the proof of The-
orem 12.10.
Next, we establish a dual inequality to inequality (12.256) that is satisfied for our
thermodynamically consistent energy flow model.
Proposition 12.25. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Then, for every
initial energy density distribution ut0 ∈ X , tf ≥ t0, and s(·, ·) ∈ U such that











u(x, t)φ(x, u(x, t),∇u(x, t)) · n̂(x)dSVdt ≥ 0, (12.279)











u(x, t)φ(x, u(x, t),∇u(x, t)) · n̂(x)dSVdt = 0 (12.280)
if and only if there exists an L∞ function α : [t0, tf ] → R+ such that u(x, t) = α(t), x ∈
V , t ∈ [t0, tf ].
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∇u(x, t)φ(x, u(x, t),∇u(x, t))dVdt
≥ 0, (12.281)
which proves (12.279).
To show (12.280), note that it follows from (12.281), Axiom i)′, and Axiom ii)′ that
(12.280) holds if and only if ∇u(x, t) = 0 for all x ∈ V and t ∈ [t0, tf ] or, equivalently,
there exists an L∞ function α : [t0, tf ] → R+ such that u(x, t) = α(t), x ∈ V, t ∈
[t0, tf ].
Definition 12.14. For the dynamical system G with power balance equation
(12.241), (12.242), the functional E : X → R satisfying













u(x, t)φ(x, u(x, t),∇u(x, t)) · n̂(x)dSV , (12.283)
is called the ectropy functional of G.
The next theorem shows that (12.279) guarantees the existence of an ectropy
functional for the dynamical system G given by (12.241), (12.242). For this result
define the available ectropy of the dynamical system G by





where q̂(t) is given by (12.283), u(x, t0) = ut0(x), x ∈ V, ut0 ∈ X , and u(x, T ) =
0, x ∈ V, and define the required ectropy supply of the dynamical system G by





where u(x,−T ) = 0, x ∈ V, u(x, t0) = ut0(x), x ∈ V, and ut0 ∈ X .
Theorem 12.29. Consider the dynamical system G with power balance equation
(12.241), (12.242) and assume that Axiom ii)′ holds. Then there exists an ectropy
functional for G. Moreover, Ea(ut0), ut0 ∈ X , and Er(ut0), ut0 ∈ X , are possible
ectropy functionals for G with Ea(0) = Er(0) = 0. Finally, all ectropy functionals
E(ut0), ut0 ∈ X , for G satisfy
Ea(ut0) ≤ E(ut0) − E(0) ≤ Er(ut0), ut0 ∈ X . (12.286)
Proof. The proof is identical to the proof of Theorem 12.11.
The next theorem shows that all ectropy functionals for G are continuous on X
with norm ‖ · ‖L1 .
Theorem 12.30. Consider the dynamical system G with power balance equation
(12.241), (12.242) and let E : X → R be an ectropy functional of G. Then E(·) is
continuous on X with respect to the L1 norm.
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Proof. The proof is identical to the proof of Theorem 12.27.
The following two propositions are dual to Propositions 12.23 and 12.24 and ad-
dress equilibrium processes for continuum thermodynamics using ectropy notions.
Proposition 12.26. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Then for every
energy density distribution ute(x) = α, x ∈ V, α ≥ 0, the ectropy E(ut), ut ∈ X , of G
is unique (modulo a constant of integration) and is given by




where ut(x) = ute(x) = α, x ∈ V.
Proof. The proof is identical to the proof of Proposition 12.23.
Proposition 12.27. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Let E(·) denote an
ectropy of G and let u(x, t), x ∈ V, t ≥ t0, be the solution to (12.241), (12.242) with
u(x, t0) = α0, x ∈ V, and u(x, t1) = α1, x ∈ V, where α0, α1 ≥ 0. Then,




if and only if there exists an L∞ function α : [t0, t1] :→ R+ such that α(t0) = α0,
α(t1) = α1, and u(x, t) = α(t), x ∈ V, t ∈ [t0, t1].
Proof. The proof is identical to the proof of Proposition 12.24.
In the next theorem we present a unique, continuously differentiable ectropy func-
tional for the dynamical system G. This result holds for equilibrium and nonequilib-
rium processes.
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Theorem 12.31. Consider the dynamical system G with power balance equation
(12.241), (12.242) and assume that Axioms i)′ and ii)′ hold. Then the functional







is a unique (modulo a constant of integration) continuously differentiable ectropy
functional of G. Furthermore, if ut 6∈ Me, t ≥ t0, where ut = u(x, t) denotes the
solution to (12.241), (12.242) and Me , {ut ∈ X : ut = α, α ≥ 0}, then (12.289)
satisfies






























Now, integrating (12.291) over [t1, t2] yields (12.282). Furthermore, if ut 6∈ Me, t ≥ t0,
then it follows from Axioms i)′, ii)′, and (12.291) that (12.290) holds.
The uniqueness of the ectropy functional (12.289) follows as in the proof of The-
orem 12.13.
Inequality (12.259) is a generalization of Clausius’ inequality for equilibrium and
nonequilibrium thermodynamics as applied to infinite dimensional systems, while
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inequality (12.282) is an anti Clausius inequality that shows that a thermodynamically
consistent infinite dimensional dynamical system is dissipative with respect to the
supply rate Vvolq̂(t) and with storage functional corresponding to the system ectropy.
In addition, note that it follows from (12.259) that the infinitesimal increment in the














where the shifted energy density c + u(x, t) plays the role of absolute temperature
at the spatial coordinate x and time t. For an isolated dynamical system G; that is,
s(x, t) ≡ 0 and φ(x, u(x, t),∇u(x, t)) · n̂(x) ≡ 0, x ∈ ∂V , (12.259) and (12.282) yield
the fundamental inequalities
S(ut2) ≥ S(ut1), t2 ≥ t1, (12.293)
and
E(ut2) ≤ E(ut1), t2 ≥ t1. (12.294)
Hence, for an isolated infinite dimensional system G the entropy increases if and only
if the ectropy decreases. It is important to note that (12.294) also holds in the case
where φ(x, u(x, t),∇u(x, t)) · n̂(x) /≡ 0, x ∈ ∂V , whereas (12.293) does not necessarily
hold in that case.
12.18. Semistability and Energy Equipartition in Continuum
Thermodynamics
In this section, we show that the infinite dimensional thermodynamic energy flow
model has convergent flows to Lyapunov stable uniform equilibrium energy density
distributions determined by the system initial energy density distribution. However,
since our continuous dynamical system G is defined on the infinite dimensional space
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X , bounded orbits of G may not lie in a compact subset of X which is crucial to being
able to invoke the invariance principle for infinite dimensional dynamical systems
[111]. This is in contrast to the dynamical system G considered in the previous
sections arising from a power balance (ordinary differential) equation defined on a
finite dimensional space R
q
+ wherein local boundedness of an orbit of G ensures that
the orbit belongs to a compact subset of R
q
+. Hence, to ensure that bounded orbits of
G lie in compact sets we construct a larger space H as a Sobolev space so that X ⊂ H,
and by the Sobolev embedding theorem [211,223] there exists a Banach space B ⊃ H
such that the unit ball in H belongs to a compact set in B; that is, H is compactly
embedded in B. In this case, it follows from Proposition 12.1 that a bounded orbit of
the dynamical system G defined on H has a nonempty compact, connected invariant
omega limit set in B.
For the next result, L2 denotes the space of square-integrable Lebes-gue mea-
surable functions on [0,∞) and the L2 operator norm ‖ · ‖L2 on X is used for the
definitions of Lyapunov, semi, and asymptotic stability. Furthermore, we introduce
the Sobolev spaces
W12 (V) , {ut : V → R : ut ∈ C1(V) ∩ L2(V), (∇ut)T ∈ L2(V)}co
(12.295)
and
W02 (V) , {ut : V → R : ut ∈ C0(V) ∩ L2(V)}co ⊂ L2(V), (12.296)
where Cr(V) denotes a function space defined on V with r-continuous derivatives and
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defined on W12 (V) and W02 (V), respectively, where the gradient ∇ut(x) in (12.297) is
interpreted in the sense of a generalized gradient [223]. Note that since the solutions
to (12.241), (12.242) are assumed to be two-times continuously differentiable functions
on a compact set V , it follows that ut(x), t ≥ t0, belongs to both W12 (V) and W02 (V).
Theorem 12.32. Consider the dynamical system G with power balance equation
(12.241), (12.242) with s(x, t) ≡ 0 and φ(x, u(x, t),∇u(x, t)) · n̂(x) ≡ 0, x ∈ ∂V .
Assume that Axioms i)′ and ii)′ hold, and
∇2ut(x)∇ · φ(x, ut(x),∇ut(x)) ≤ 0, x ∈ V, ut ∈ W12 (V), (12.299)
where ∇2 , ∇ · ∇ denotes the Laplacian operator. Then for every α ≥ 0, u(x, t) ≡





ut0(x)dV as t → ∞ for every initial energy density distribution ut0 ∈ W12 (V)




ut0(x)dV is a semistable equilibrium distribution
state of (12.241), (12.242). Finally, if s(x, t) ≡ 0 and there exists at least one point
xp ∈ ∂V such that φ(xp, ut(xp),∇ut(xp)) · n̂(xp) > 0 and φ(xp, ut(xp),∇ut(xp)) ·
n̂(xp) = 0 if and only if ut(xp) = 0, then the zero solution u(x, t) ≡ 0 to (12.241),
(12.242) is a globally asymptotically stable equilibrium state of (12.241), (12.242).
Proof. It follows from Axiom i)′ that u(x, t) ≡ α, α ≥ 0, is an equilibrium state
for (12.241), (12.242) with s(x, t) ≡ 0 and φ(x, u(x, t),∇u(x, t)) · n̂(x) ≡ 0. To show
25The space {·} defined as part of (12.295) is not complete with respect to the norm generated by
the inner product (12.297). This space can be completed by adding the limit points of all Cauchy
sequences in {·}. In this way, {·} is embedded in the larger normed space {·}co which is complete.
Of course, it follows from the Riesz-Fischer theorem [199, p. 125] that L2 is complete with respect
to the norm generated by the inner product (12.298).
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Lyapunov stability of the equilibrium state u(x, t) ≡ α consider the system shifted
scaled ectropy Es(ut) = 12
∫
V
(ut(x) − α)2dV = 12‖ut − α‖2L2 as a Lyapunov functional






























∇u(x, t)φ(x, u(x, t),∇u(x, t))dV
≤ 0, (12.300)
which establishes Lyapunov stability of the equilibrium state u(x, t) ≡ α.
Next, to show semistability of this equilibrium state, consider the following (scaled)
ectropy and ectropy-like Lyapunov functionals
E0(ut) = ‖ut‖2W02 , ut ∈ W
0
2 (V), (12.301)
E1(ut) = ‖ut‖2W12 , ut ∈ W
1
2 (V). (12.302)
It follows from (12.282) with s(x, t) ≡ 0 that E0(ut) is a nonincreasing functional of
time for all ut0 ∈ W02 (V). Furthermore, it follows from the Green-Gauss theorem and















































∇2u(x, t)∇ · φ(x, u(x, t),∇u(x, t))dV , (12.303)
where Dn̂(x)u(x, t) , ∇u(x, t)n̂(x) denotes the directional derivative of u(x, t) along
n̂(x) at x ∈ ∂V . Next, note that for the isolated dynamical system G with the
boundary condition φ(x, u(x, t),∇u(x, t)) · n̂(x) ≡ 0, x ∈ ∂V , it follows from Axiom
i)′, with u = n̂(x), that Dn̂(x)u(x, t) ≡ 0, x ∈ ∂V . Hence, it follows from Axiom ii)′,
(12.299), and (12.303) that Ė1(ut) ≤ 0, t ≥ t0, for any ut0 ∈ W12 (V). Furthermore,
since the functionals E1(ut) and E0(ut) are nonincreasing and bounded from below by
zero, it follows that E1(ut) and E0(ut) are bounded functionals for every ut0 ∈ W12 (V).
This implies that the positive orbit O+ut0 , {ut ∈ W
1
2 (V) : ut(x) = u(x, t), x ∈ V, t ∈
[t0,∞)} of G is bounded in W12 (V) for all ut0 ∈ W12 (V). Furhtermore, it follows from
Sobolev’s embedding theorem [211,223] that W12 (V) is compactly embedded in W02 (V)
and hence O+ut0 is contained in a compact subset of W
0
2 (V).
Next, define the sets DW12 = {ut ∈ W
1
2 (V) : E1(ut) < η} and DW02 = {ut ∈
W02 (V) : E0(ut) < η} for some arbitrary η > 0. Note that DW12 and DW02 are invariant
sets with respect to the dynamical system G. Moreover, it follows from the definition
of E1(ut) and E0(ut) that DW12 and DW02 are bounded sets in W
1
2 (V) and W02 (V),
respectively, and DW12 ⊂ DW02 . Next, let R , {ut ∈ DW02 : Ė0(ut) = 0} = {ut ∈
DW02 : ∇ut(x)φ(x, ut(x),∇ut(x)) = 0, x ∈ V}. Now, it follows from Axioms i)
′ and
ii)′ that R = {ut ∈ DW02 : ∇ut(x) = 0, x ∈ V} or R = {ut ∈ W
0
2 (V) : ut(x) ≡




}; that is, R is the set of uniform energy density distributions
which are the equilibrium states of (12.241), (12.242). Since the set R consists of
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only the equilibrium states of (12.241), (12.242), it follows that the largest invariant
set M contained in R is given by M = R. Hence, noting that M belongs to the set
of generalized (or weak) solutions to (12.241), (12.242) defined on R, it follows from
Theorem 12.6 that for any initial energy density distribution ut0 ∈ DW12 , u(x, t) → M
as t → ∞ with respect to the norm ‖ · ‖W02 and hence u(x, t) ≡ α is a semistable
equilibrium state of (12.241), (12.242). Moreover, since η > 0 can be arbitrarily
large but finite and E1(ut) is radially unbounded, the previous statement holds for all

























ut0(x)dV as t→ ∞.
Finally, we show that if s(x, t) ≡ 0 and there exists at least one point xp ∈ ∂V such
that φ(xp, ut(xp),∇ut(xp)) · n̂(xp) > 0 and φ(xp, ut(xp),∇ut(xp)) · n̂(xp) = 0 if and
only if ut(xp) = 0, then the zero solution u(x, t) ≡ 0 to (12.241), (12.242) is a globally
asymptotically stable equilibrium state. Note that it follows from the above analysis
with α = 0 that the zero solution u(x, t) ≡ 0 is semistable and hence a Lyapunov
stable equilibrium state of (12.241), (12.242). Furthermore, it follows from Axiom ii)′
with u = n̂(xp) that Dn̂(xp)u(xp, t) = ∇u(xp, t)n̂(xp) < 0 and Dn̂(xp)u(xp, t) = 0 if and
only if u(xp, t) = 0. In this case, using Axiom ii)
′, it follows that the energy flow is di-




Thus, it follows from Axiom ii)′, (12.299), and (12.303) that E1(ut) is a nonincreasing
functional of time for all ut0 ∈ W12 (V) and since E1(ut) is bounded from below by zero,
the positive orbit O+ut0 of G is bounded in W
1
2 (V). Hence, since W12 (V) is compactly
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embedded in W02 (V) it follows from Sobolev’s embedding theorem [211,223] that O+ut0
is contained in a compact subset of W02 (V).
Next, consider the (scaled) ectropy Lyapunov functional E0(ut) and note that the





















u(x, t)φ(x, u(x, t),∇u(x, t)) · n̂(x) dSV
≤ 0. (12.305)
Furthermore, let R , {ut ∈ DW02 : Ė0(ut) = 0} = {ut ∈ DW02 : ∇ut(x)φ(x, ut(x),
∇ut(x)) ≡ 0, x ∈ V} ∩ {ut ∈ DW02 : φ(x, ut(x), ∇ut(x)) · n̂(x) = 0, x ∈ ∂V}. Now,
since Axioms i)′ and ii)′ hold, R = {ut ∈ DW02 : ∇ut(x) = 0, x ∈ V } ∩ {ut ∈ DW02 :
ut(xp) = 0 for some xp ∈ ∂V} = {0} and the largest invariant set M contained in R
is given by M = {0}. Hence, it follows from Theorem 12.6 that for any initial energy
density distribution ut0 ∈ DW12 , u(x, t) → M = {0} as t → ∞ with respect to the
norm ‖ · ‖W02 which, since η > 0 is arbitrary and E1(ut) is radially unbounded, proves
global asymptotic stability of the zero equilibrium state of (12.241), (12.242).
Condition (12.299) physically implies that for an energy density distribution ut(x),
x ∈ V, the energy flow φ(x, ut(x),∇ut(x)) at x ∈ V is proportional to the energy
density at this point. Note that for the linear energy flow model corresponding to
the heat equation; that is, φ(x, ut(x),∇ut(x)) = −k [∇ut(x)]T, where k > 0 is a
conductivity constant, condition (12.299) is automatically satisfied since ∇2ut(x)∇ ·
φ(x, ut(x),∇ut(x)) = −k[∇2ut(x)]2 ≤ 0, x ∈ V.
Next, we give an analogous proposition to Proposition 12.9 for infinite dimensional
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systems.
Proposition 12.28. Consider the dynamical system G with power balance equa-
tion (12.241), (12.242), let E : X → R+ and S : X → R+ denote the ectropy
and entropy functionals of G given by (12.289) and (12.276), respectively, and define
Dc , {ut ∈ X :
∫
V
ut(x)dV = β}, where β ≥ 0. Then,
arg min
ut∈Dc
(E(ut)) = arg max
ut∈Dc




Furthermore, Emin , E(u∗t ) = β
2
2
and Smax , S(u∗t ) = Vvol[loge(c+ βVvol ) − loge c].
Proof. The proof is similar to the proof of Proposition 12.9 and hence is omitted.
The only difference here is that E(ut) and −S(ut) are real-valued convex functionals
defined on X , and
∫
V
ut(x)dV is a convex mapping from a convex subset of X into
a normed space. The result thus follows as a direct consequence of global theory for
constrained optimization of functionals [155].
We close this section by noting that the results of this chapter can be easily
generalized to the case where the energy density at a point x ∈ V is proportional
to the temperature; that is, T̂ (x, t) = β(x)u(x, t), where T̂ (x, t) is the temperature
distribution over the continuum and β(x) is the reciprocal of the specific heat (thermal
capacity) at the spatial coordinate x. In this case, analogous results to the results
of Section 12.10 can be easily derived for the infinite dimensional thermodynamic
model. Finally, it is important to note that the results of this section apply to an
arbitrary (not necessarily Cartesian) n-dimensional space. In particular, we could
consider a coordinate transformation y = Y (x), where Y (0) = 0 and Y : V → Rn
is a diffeomorphism in the neighborhood of the origin, so that y is defined on the
image of V ⊂ Rn under the mapping Y . In this case however, the nabla and gradient
operators need to be redefined appropriately [5, pp. 350-351].
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12.19. Conclusion
In this chapter we have attempted to outline a general systems theory framework
for thermodynamics. The proposed macroscopic mathematical model is based on a
nonlinear (finite and infinite dimensional) compartmental dynamical system model
that is characterized by energy conservation laws capturing the exchange of energy
between coupled macroscopic subsystems. Specifically, using a large-scale dynamical
systems perspective, we developed some of the fundamental properties of reversible
and irreversible thermodynamic systems involving conservation of energy, nonconser-
vation of entropy and ectropy, and energy equipartition. This model is formulated in
the language of dynamical systems and control theory and it is argued that it offers
conceptual advantages for describing general thermodynamic systems.
Using compartmental dynamical systems involving the exchange of energy via
intercompartmental flow laws and invoking the two fundamental axioms of the science
of heat; namely,
i) if the energies in the connected subsystems are equal, then energy exchange
between these subsystems is not possible,
and
ii) energy flows from more energetic subsystems to less energetic subsystems,
we established the existence of a continuous entropy function for our thermodynami-
cally consistent large-scale dynamical system utilizing the language of modern math-
ematics within a theorem-proof format. Furthermore, the fundamental properties
of reversible and irreversible thermodynamics were also established using a system-
theoretic dynamical systems approach. Namely, for our thermodynamically consistent
large-scale dynamical system it was shown that:
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i) The increase in internal energy of a dynamical system equals the heat energy
received by the system minus the work expended by the system.
ii) The energy in an isolated dynamical system is constant.
iii) For every dynamical transformation in an adiabatically isolated system, the en-
tropy of the final state is greater than or equal to the entropy of the initial state.
iv) The entropy of an adiabatically isolated dynamical system tends to a maximum.
v) An isolated large-scale dynamical system naturally evolves toward a state of
energy equipartition.
vi) Although the total energy in an isolated dynamical system is conserved, the
usable energy is diffused.
vii) For an equilibrium of any isolated dynamical system it is necessary and sufficient
that in all possible variations of the state of the system which do not alter its
energy, the change in entropy is zero or negative.
viii) The entropy of every dynamical system at absolute zero can always be taken to
be equal to zero.
In addition, in our formulation the notion of subsystem thermodynamic temperatures
can be derived as a direct consequence of the existence of the unique continuously
differentiable subsystem entropies. Hence, thermal equilibrium is an equivalence re-
lation between subsystem energies and does not rely on the subjective notions of
hotness and coldness of each subsystem.
In this chapter we have largely concentrated on classical thermodynamics with lit-
tle mention of statistical mechanics. However, as noted in the Introduction, the the-
ory of thermodynamics followed two conceptually rather different schools of thought;
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namely, the macroscopic point of view versus the microscopic point of view. The
microscopic point of view of thermodynamics was first established by Maxwell [166]
and further developed by Boltzmann [27] by reinterpreting thermodynamic systems
in terms of molecules or atoms. However, since the microscopic states of thermody-
namic systems involve a numerous number of similar molecules, the laws of classical
mechanics were reformulated so that even though individual atoms are assumed to
obey the laws of Newtonian mechanics, the statistical nature of the velocity distrib-
ution of the system particles corresponds to the thermodynamic properties of all the
atoms together. This resulted in the birth of statistical mechanics. The laws of me-
chanics however, as established by Poincaré [65], show that every isolated dynamical
system will return arbitrarily close to its initial state infinitely often. Hence, entropy
must undergo cyclic changes and thus cannot monotonically increase. This is known
as the recurrence paradox.
In light of the Poincaré recurrence, the law of entropy increase cannot be derived
from statistical mechanics and to this point has eluded the deepest thinkers in science.
In statistical thermodynamics the recurrence paradox is resolved by asserting that,
in principle, the entropy of an isolated system can sometimes decrease. However, the
probability of this happening, when computed, is incredibly small. Thus, statistical
thermodynamics stipulates that the direction in which system transformations occur
is determined by the laws of probability and hence result in a more probable state
corresponding to a higher system entropy. However, unlike classical thermodynamics,
in statistical thermodynamics it is not absolutely certain that entropy increases in
every system transformation. Hence, thermodynamics based on statistical mechanics
gives the most probable course of system evolution and not the only possible one,
and thus heat flows in the direction of lower temperature with only virtual certainty.
Nevertheless, general arguments exploiting system fluctuations in a systematic way
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[224] seem to show that it is impossible, even in principle, to violate the second law
of thermodynamics. In fact, no exception has ever been found to the second law of
thermodynamics making it, along with the first law, one of the most perfect laws of
Nature.
The underlying intension of this chapter has been to present one of the most useful
and general physical branch of science in the language of dynamical systems theory.
In particular, we developed a new and novel formulation of thermodynamics using
a middle ground systems theory that bridges the gap between classical and statisti-
cal thermodynamics. The laws of thermodynamics reign supreme among the laws of
Nature and it is hoped that this chapter will help to stimulate increased interaction
between physicists and dynamical systems and control theorists. Besides the fact
that irreversible thermodynamics plays a critical role in the understanding of our
expanding universe, it forms the underpinning of several fundamental life science and
engineering disciplines including biological systems, physiological systems, chemical
reaction systems, queuing systems, ecological systems, demographic systems, telecom-
munication systems, transportation systems, network systems, and power systems to
cite but a few examples.
The newly developed dynamical system notion of entropy proposed in this chap-
ter involving an analytical description of an objective property of matter can poten-
tially offer a conceptual advantage over the several subjective quantum expressions
for entropy proposed in the literature (e.g., Daróczy entropy, Hartley entropy, Rényi
entropy, von Neumann entropy, infinite-norm entropy) involving a measure of infor-
mation. An even more important benefit of the dynamical system representation of
thermodynamics is the potential of developing a unified classical and quantum the-
ory which encompasses both mechanics and thermodynamics without the need for







In this dissertation we have addressed stability, dissipativity, and control design
problems for hybrid, impulsive, and large-scale dynamical systems. For a general
class of hybrid systems, namely, left-continuous dynamical systems, we generalized
Poincaré’s theorem by developing necessary and sufficient conditions for stability of
periodic orbits based on the stability properties of a fixed point of a discrete-time
dynamical system constructed from a Poincaré return map. Moreover, for impul-
sive dynamical systems, we developed constructive sufficient conditions involving a
resetting set structure under which the generalized Poincaré’s theorem can be uti-
lized. Furthermore, we presented a new proof of classical Poincaré’s theorem using
stability of set notions and lower semicontinuous Lyapunov functions. Lyapunov sta-
bility theory for impulsive dynamical systems has previously been addressed in the
literature [11, 12, 47, 100, 101, 138, 202], with [47] providing the generalization of the
Krasovskii-LaSalle invariant set theorem for impulsive dynamical systems. However,
since state-dependent impulsive dynamical systems are time-invariant systems and
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time-dependent impulsive dynamical systems are time-varying systems, stability the-
ories for these systems are often separated. Using the partial stability notions for
impulsive dynamical systems, we provided a unification between partial stability of
(autonomous) state-dependent impulsive dynamical systems and stability theory for
(nonautonomous) time-dependent impulsive dynamical systems.
For the special class of impulsive dynamical systems involving a hybrid port-
controlled Hamiltonian structure, we developed an energy-based hybrid control design
framework that exploits the physical properties of the system. In particular, the
hybrid controller preserves the hybrid Hamiltonian structure at the closed-loop level
which allows for a physical energy interpretation of the hybrid feedback controller.
Specifically, it was shown that under certain conditions on the system dissipation
structure, the closed-loop Hamiltonian function over the continuous-time trajectories
is equal to the difference between the physical energy of the hybrid system and the
energy supplied by the hybrid controller. In addition, an inverse optimal, energy-
based hybrid feedback control framework was developed that guarantees hybrid sector
and gain margins to multiplicative input uncertainty of hybrid Hamiltonian systems.
Finally, extensions to energy-based dynamic compensation were obtained using the
Energy-Casimir method.
A direct hybrid adaptive nonlinear control framework for hybrid nonlinear uncer-
tain dynamical systems was also developed. Using Lyapunov methods the proposed
framework was shown to guarantee partial asymptotic stability of the closed-loop
hybrid system, that is, asymptotic stability with respect to part of the closed-loop
system states associated with the hybrid plant dynamics. Furthermore, hybrid adap-
tive controllers guaranteeing attraction of the closed-loop system plant states were
also developed. In the case where the nonlinear hybrid system is represented in a hy-
brid normal form, the nonlinear hybrid adaptive controllers were constructed without
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knowledge of the system dynamics.
As discussed in this dissertation, nonnegative and compartmental dynamical sys-
tems play a key role in understanding numerous processes in biological and physiolog-
ical sciences. Such systems are composed of homogeneous interconnected compart-
ments with conservation laws describing transfers, accumulations, and elimination
between compartments and the environment. Using linear Lyapunov functions we
developed sufficient conditions for Lyapunov stability and asymptotic stability for
hybrid nonnegative and compartmental dynamical systems. Furthermore, using lin-
ear and nonlinear storage functions with linear hybrid supply rates, we developed
new notions of classical dissipativity theory and exponential dissipativity theory for
hybrid nonnegative dynamical systems. In addition, using these results, general sta-
bility criteria were obtained for Lyapunov and asymptotic stability of feedback inter-
connections of nonlinear hybrid nonnegative dynamical systems.
An essential issue in feedback control design for nonnegative dynamical systems
is that the feedback controller must guarantee that the trajectories of the closed-loop
system remain nonnegative for all nonnegative initial conditions. For linear non-
negative dynamical systems, we developed optimal output feedback controllers using
constrained fixed-structure techniques, as well as unconstrained optimal control meth-
ods. In particular, optimal output feedback controllers were developed that guarantee
the trajectories of the closed-loop system remain in the nonnegative orthant of the
state space for nonnegative initial conditions. Furthermore, domains of attraction
predicated on closed and open Lyapunov level surfaces contained in the nonnegative
orthant were characterized for the unconstrained optimal output feedback controllers.
In addition, since control inputs for certain nonnegative dynamical systems are con-
strained to be nonnegative as are the systems states, we developed control laws for
nonnegative dynamical systems with nonnegative control inputs.
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In the second part of this dissertation we addressed large-scale dynamical systems
to develop a generalized vector Lyapunov stability theory and vector dissipativity the-
ory. First, we extended the theory of vector Lyapunov functions in several directions.
In particular, we constructed a generalized comparison system whose vector field can
be a function of the comparison system states as well as the nonlinear dynamical
system states. Based on the partial stability of the comparison system with respect
to the comparison system states, a conclusion can be drawn regarding Lyapunov, as-
ymptotic, and exponential stability of the nonlinear dynamical system. In addition,
a convergence result which specializes to the Krasovskii-LaSalle invariant set theo-
rem for the case of a scalar comparison system was presented. Finally, the notion
of a control vector Lyapunov function was introduced as a generalization of control
Lyapunov functions and whose existence was shown to be equivalent to asymptotic
stabilizability of a nonlinear dynamical system.
Motivated by energy flow modeling of large-scale interconnected systems, we have
extended the notion of dissipativity theory to vector dissipativity theory. Specifi-
cally, using vector storage functions and vector supply rates, dissipativity properties
of composite large-scale dynamical systems are shown to be determined from the
dissipativity properties of the individual subsystems and the nature of their intercon-
nections. Furthermore, extended Kalman-Yakubovich-Popov conditions, in terms of
the local subsystem dynamics and the subsystem interconnection constraints, charac-
terizing vector dissipativeness via vector storage functions were derived. In addition,
general stability criteria were given for feedback interconnections of large-scale nonlin-
ear dynamical systems in terms of vector storage functions serving as vector Lyapunov
functions.
Finally, we have attempted to outline a general systems theory framework for
thermodynamics. The proposed macroscopic mathematical model is based on a non-
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linear (finite and infinite dimensional) compartmental dynamical system model that
is characterized by energy conservation laws capturing the exchange of energy be-
tween coupled macroscopic subsystems. Specifically, using a large-scale dynamical
systems perspective, we developed some of the fundamental properties of reversible
and irreversible thermodynamic systems involving conservation of energy, nonconser-
vation of entropy and ectropy, and energy equipartition. This model is formulated in
the language of dynamical systems and control theory and it is argued that it offers
conceptual advantages for describing general thermodynamic systems.
13.2. Recommendations for Future Research
The ability of developing a hierarchical nonlinear integrated hybrid control-system
design methodology for robust, high performance controllers satisfying multiple design
criteria and real-world hardware constraints is imperative in light of the increasingly
complex nature of dynamical systems requiring controls such as advanced high per-
formance tactical fighter aircraft, variable-cycle gas turbine engines, biological and
physiological systems, demographic systems, sampled-data systems, discrete-event
systems, intelligent vehicle/highway systems, and flight control systems, to cite but
a few examples. A potentially fruitful area of research is the development of an
optimality-based framework for addressing the problem of nonlinear-nonquadratic
hybrid control for disturbance rejection of nonlinear impulsive dynamical systems
with bounded exogenous disturbances. The key motivation for developing an optimal
and inverse optimal nonlinear control theory that additionally guarantees disturbance
rejection is that it provides a class of candidate disturbance rejection controllers pa-
rameterized by the hybrid cost functional that is minimized. Specifically, a given
nonlinear-nonquadratic hybrid performance criterion can be transformed to account
for system disturbances [108]. As a consequence, the disturbance rejection problem
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will be translated into an optimal hybrid control problem. Furthermore, the resulting
optimal hybrid control law can be shown to render the closed-loop nonlinear input-
output map dissipative with respect to general supply rates.
The stability analysis and control design framework for impulsive dynamical sys-
tems developed in this dissertation can be further extended to address switching
systems. In particular, switching systems involve a countable collection of continuous-
time dynamical systems with discontinuous vector fields. By parameterizing the fam-
ily of dynamical systems with the switching index σ, we can view a switching system
as an impulsive dynamical system, that is, the dynamics of a switching system can
be characterized as
ẋ(t) = f(x(t), σ(t)), x(t0) = x0, (x(t), t) 6∈ Z, t ≥ t0, (13.1)
σ̇(t) = 0, σ(t0) = σ0, (x(t), t) 6∈ Z, (13.2)
∆x(t) = 0, (x(t), t) ∈ Z, (13.3)
∆σ(t) = ud(t), (x(t), t) ∈ Z, (13.4)
where x(t) ∈ Rn, t ≥ t0, ud(t) ∈ {−(N − 1), ..., (N − 1)}, t ≥ t0, is the switching
control input, σ ∈ {1, ..., N}, N is the number of dynamical systems, and Z ⊂ Rn×R+
is the resetting set. Here, we are interested in partial stability of the system (13.1)–
(13.4), that is, stability with respect to x. For this analysis the results of Section 4
can be used. Note that for switching systems the resetting set does not have to be
a fixed manifold in Rn × R+, rather it can be a part of a stabilizing control action.
There are classical examples [30,192] where switching between asymptotically stable
systems may lead to unbounded system trajectories. Thus, stability of a switched
system can be guaranteed not only by the proper choice of the index σ but also by
the proper switching time characterized by the resetting set Z.
The potential clinical applications of active control for pharmacology in general,
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and anesthesia and critical care unit medicine in particular, are clearly apparent.
Specifically, monitoring and controlling the depth of anesthesia in surgery and the
intensive care unit is of particular importance [10]. Nonnegative and compartmental
models provide a broad framework for biological and physiological systems, includ-
ing clinical pharmacology, and are well suited for developing models for closed-loop
control for drug administration. Closed-loop control based on appropriate dynam-
ical system models can improve the quality of drug administration in surgery and
the intensive care unit, lessening the dependence of patient outcome on the skills of
the clinician. The results on optimal output feedback set-point regulation for linear
nonnegative dynamical systems obtained in this dissertation can be further extended
to address the problem of optimal tracking. Specifically, for a patient undergoing
chemotherapy, a treatment method commonly employed in cancer patients, the de-
sired level of the drug concentration (typically, Gemcitabine) in the body does not
necessarily need to be at a fixed level, but rather it can vary in time as the patient’s
body responds to the drug effect. Thus, the development of the constrained optimal
control framework for nonnegative dynamical systems for optimal path tracking is
essential in such applications. Furthermore, the mathematical models of the drug
distribution in a human body can be highly nonlinear, and hence, the extension of
the obtained results to nonlinear compartmental models would present a substantial
contribution. In addition, since the state and, in certain cases, the control inputs of
nonnegative dynamical systems are restricted to be nonnegative, linear performance
functionals for optimal control problems mentioned above will result in relevant ex-
tensions of the existing theory.
The generalizations of vector Lyapunov stability theory and dissipativity theory
that have been developed in this dissertation for the class of large-scale dynamical
systems can further be extended to discrete-time and impulsive large-scale dynam-
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ical systems. Specifically, using vector storage functions and vector hybrid supply
rates, dissipativity properties of the composite large-scale impulsive system can be
determined from the dissipativity properties of the impulsive subsystems and their in-
terconnections. Similarly, extended Kalman-Yakubovich-Popov conditions, in terms
of the impulsive subsystem dynamics and interconnection constraints, characterizing
vector dissipativeness via vector system storage functions can also be derived. Finally,
feedback interconnection stability results for large-scale discrete-time and impulsive
dynamical systems using vector Lyapunov functions can also be derived.
The underlying intension of our system theoretic foundation for thermodynamics
has been to present one of the most useful and general physical branch of science in the
language of dynamical systems theory. In particular, we developed a new and novel
formulation of thermodynamics using a middle ground systems theory that bridges the
gap between classical and statistical thermodynamics. The laws of thermodynamics
are among the most firmly established laws of nature and it is hoped that these results
can stimulate an increased interaction between physicists and dynamical systems
and control theorists. Besides the fact that irreversible thermodynamics plays a
critical role in the understanding of our expanding universe, it forms the underpinning
of several fundamental life science and engineering disciplines including biological
systems, physiological systems, chemical reaction systems, queuing systems, ecological
systems, demographic systems, telecommunications systems, transportation systems,
network systems, and power systems to cite but a few examples.
The newly developed dynamical system notion of entropy proposed in this dis-
sertation involving an analytical description of an objective property of matter can
potentially offer a conceptual advantage over the several subjective quantum expres-
sions for entropy proposed in the literature (e.g., Daróczy entropy, Hartley entropy,
Rényi entropy, von Neumann entropy, infinite-norm entropy) involving a measure of
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information. An even more important benefit of the dynamical system representa-
tion of thermodynamics is the potential of developing a unified classical and quantum
theory which encompasses both mechanics and thermodynamics without the need for
statistical (subjective or informational) probabilities.
Finally, the system thermodynamic formalism developed in this dissertation can
be used to analyze and design decentralized controllers for large-scale dynamical sys-
tems. The idea is to use two of the most fundamental laws of Nature (conservation
of energy and nonconservation of entropy) to design stabilizing decentralized con-
trollers (i.e., maximum entropy controllers) for large-scale dynamical systems that
result in thermodynamically consistent closed-loop systems. In this case, stability of




The purpose of this appendix is to characterize the functions f2(x2(k), x3(k), x4(k)),
f3(x2(k), x3(k), x4(k)), and f4(x2(k), x3(k), x4(k)) given in (2.90). For this analysis we
denote the intermediate states of G between two consecutive upper paddle collisions













4) denotes the state of G immediately before the lower paddle






4 ) denotes the state of G immediately after the lower pad-
dle collision. Hence, using (2.64), the next point immediately after the initial upper





























Since the verge moves with constant velocity and the crown gear moves with ac-
celeration τ
Ic
on the continuous part of the trajectory, the next intermediate point
























where ∆t1(x2(k), x3(k), x4(k)) is the time between successive collisions of the upper
and lower paddles, respectively. Similarly, using (2.64), the next intermediate point






















































is the state of (2.90) associated with the instant immediately before the next upper
paddle collision, where ∆t2(x2(k), x3(k), x4(k)) is the time between successive col-


































































































Next, we compute ∆t1(x2(k), x3(k), x4(k)) and ∆t2(x2(k), x3(k), x4(k)) as in Sec-
tion 2.7. Specifically, integrating the continuous-time dynamics after the upper paddle
collision we obtain










where x1(k) is the position of the crown gear immediately before the initial upper
paddle collision. Using (2.67) the condition for the initial collision involving the upper
paddle is




where m is the index of the crown gear tooth involved in the collision. Furthermore,












Since sin(π − α) = sinα and, for small angles, sinα ≈ α, we can rewrite (13.13) and
(13.14) as























4(k))∆t1 + 2rvx2(k) −
rcαc
2
= 0 , (13.17)
which further implies
∆t1 =

















4(k) = rc(−rcGcx3(k) + rvGcx4(k) + x3(k))
+rv(rcGvx3(k) − rvGvx4(k) + x4(k))
= (−r2cGc + rc + rvrcGv)x3(k) + (−r2vGv + rv + rcrvGc)x4(k)
= −αx3(k) − βx4(k), (13.19)
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where
α = −(−r2cGc + rc + rvrcGv), β = −(−r2vGv + rv + rcrvGc). (13.20)
Thus, we obtain
∆t1(x2(k), x3(k), x4(k)) =
αx3(k) + βx4(k) +
√




where λ , λ(x2(k)) =
rcτ
Ic
(rcαc − 4rvx2(k)). Next, it follows from (13.7) that x′′′3 (k)
and x′′′4 (k) are the velocities of the crown gear and the verge, respectively, immediately
after the lower paddle collision, and hence the positions of the crown gear and the
verge before the successive upper paddle collision are given by
x1(k + 1) = x
′′′






x2(k + 1) = x
′′′
2 (k) + x
′′′
4 (k)∆t2, (13.22)
where x′′′1 (k) and x
′′′
2 (k) are positions of the crown gear and the verge, respectively,
immediately after the lower paddle collision. Using a similar procedure as outlined
above, the conditions for the lower and upper paddle collisions, respectively, are given
by
rc sin(mαc + π +
αc
2















which can be approximated by
rc(x
′′′
1 (k) −mαc −
αc
2




















3 (k) − rvx′′′4 (k))∆t2 −
rcαc
2




−(rcx′′′3 (k) − rvx′′′4 (k)) +
√





From (13.5)–(13.7), and (13.21) it follows that













(αx3(k) + βx4(k))2 + λ. (13.26)
Similarly, from (13.5)–(13.7), and (13.21) it follows that
x′′′4 (k) = (r
2
cGcGv − rcGv + (−rvGv + 1)rcGv − αGv)x3(k)
+(−rcGvrvGc + (−rvGv + 1)2 − βGv)x4(k)
−Gv
√
(αx3(k) + βx4(k))2 + λ. (13.27)
Now, using (13.26) and (13.27) we obtain
rcx
′′′
3 (k) − rvx′′′4 (k) = −γx3(k) − δx4(k) − ν
√
(αx3(k) + βx4(k))2 + λ, (13.28)
where
γ = −(rc(−rcGc + 1)2 − 2r2crvGcGv + rcG2vr2v + α(1 + rvGv − rcGc)), (13.29)
δ = −(−rvr2cG2c + 2r2vrcGvGc − rv(−rvGv + 1)2 + β(1 + rvGv − rcGc)), (13.30)
ν = −(1 + rvGv − rcGc). (13.31)
Next, using x′′′2 (k) = x2(k) + x
′
4(k)∆t1, (13.5), and (13.21), it follows that




(rcGvx3(k) − rvGvx4(k) + x4(k))
·(αx3(k) + βx4(k) +
√
(αx3(k) + βx4(k))2 + λ). (13.32)
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Thus, (13.25) can be rewritten as
∆t2(x2(k), x3(k), x4(k)) =
γx3(k) + δx4(k) + ν
√








(γx3(k) + δx4(k) + ν
√
(αx3(k) + βx4(k))2 + λ)
2
+ 4rv(rcGvx3(k) − rvGvx4(k) + x4(k))
· (αx3(k) + βx4(k) +
√





where µ , µ(x2(k)) =
rcτ
Ic
(rcαc + 4rvx2(k)). Finally, it follows from (13.9) using






















g̃(x3(k), x4(k))ḡ(x2(k), x3(k), x4(k))
(−Gc + 1rc )(αx3(k) + βx4(k) +
√
(αx3(k) + βx4(k))2 + λ)
−Gv(αx3(k) + βx4(k) +
√











f̃(x2(k), x3(k), x4(k))f̄(x2(k), x3(k), x4(k))
1
rc
(γx3(k) + δx4(k) + ν
√
















g̃(x3(k), x4(k)) = rcGvx3(k) − rvGvx4(k) + x4(k),
ḡ(x2(k), x3(k), x4(k)) = αx3(k) + βx4(k) +
√
(αx3(k) + βx4(k))2 + λ,
f̃(x2(k), x3(k), x4(k)) = ξx3(k) + ζx4(k) −Gv
√
(αx3(k) + βx4(k))2 + λ ,
f̄(x2(k), x3(k), x4(k)) = γx3(k) + δx4(k) + ν
√
(αx3(k) + βx4(k))2 + λ
+f̂(x2(k), x3(k), x4(k)),
f̂(x2(k), x3(k), x4(k)) =
(
(γx3(k) + δx4(k) + ν
√
(αx3(k) + βx4(k))2 + λ)
2
483




ξ = r2cGvGc − rcGv − αGv + (−rvGv + 1)rcGv,
ζ = −rcrvGcGv − βGv + (−rvGv + 1)2. (13.35)
Now, using (13.34) we can characterize the functions f2(x2(k), x3(k), x4(k)), f3(x2(k),
x3(k), x4(k)), and f4(x2(k), x3(k), x4(k)) appearing in (2.90); namely,










f̃(x2(k), x3(k), x4(k))f̄(x2(k), x3(k), x4(k)), (13.36)
f3(x2(k), x3(k), x4(k)) = â21x2(k) + â22x3(k) + â23x4(k)
+ω
√





f4(x2(k), x3(k), x4(k)) = â31x2(k) + â32x3(k) + â33x4(k)
−Gv
√
(αx3(k) + βx4(k))2 + λ , (13.38)
where ω = ν
rc
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[92] L. T. Grujić, A. A. Martynyuk, and M. Ribbens-Pavella, Large Scale Systems
Stability Under Structural and Singular Perturbations. Berlin: Springer-Verlag,
1987.
[93] M. Gurtin, “On the thermodynamics of materials with memory,” Arch. Ration.
Mech. Analysis, vol. 28, pp. 40–50, 1968.
490
[94] E. P. Gyftopoulos and G. P. Beretta, Thermodynamics: Foundations and Ap-
plications. New York, NY: Macmillan, 1991.
[95] E. P. Gyftopoulos and E. Çubukçu, “Entropy: Thermodynamic definition and
quantum expression,” Phys. Rev. E, vol. 55, no. 4, pp. 3851–3858, 1997.
[96] W. M. Haddad and V. Chellaboina, “Dissipativity theory and stability of feed-
back interconnections for hybrid dynamical systems,” J. Math. Prob. Engin.,
vol. 7, pp. 299–355, 2001.
[97] W. M. Haddad and V. Chellaboina, “Stability and dissipativity theory for non-
negative dynamical systems: A unified analysis framework for biological and
physiological systems,” Nonlinear Analysis: Real World Applications, vol. 6,
pp. 35–65, 2005.
[98] W. M. Haddad, V. Chellaboina, and E. August, “Stability and dissipativity
theory for discrete-time nonnegative and compartmental dynamical systems,”
in Proc. IEEE Conf. Dec. Contr., Orlando, FL, pp. 4236–4241, 2001.
[99] W. M. Haddad, V. Chellaboina, and E. August, “Stability and dissipativity
theory for nonnegative dynamical systems: A thermodynamic framework for
biological and physiological systems,” in Proc. IEEE Conf. Dec. Contr., Or-
lando, FL, pp. 442–458, 2001.
[100] W. M. Haddad, V. Chellaboina, and N. A. Kablar, “Nonlinear impulsive dy-
namical systems Part I: Stability and dissipativity,” Int. J. Contr., vol. 74,
pp. 1631–1658, 2001.
[101] W. M. Haddad, V. Chellaboina, and N. A. Kablar, “Nonlinear impulsive dy-
namical systems Part II: Stability of feedback interconnections and optimality,”
Int. J. Contr., vol. 74, pp. 1659–1677, 2001.
[102] W. M. Haddad, V. Chellaboina, and S. G. Nersesov, “On the equivalence be-
tween dissipativity and optimality of nonlinear hybrid controllers,” Int. J. Hy-
brid Sys., vol. 1, pp. 51–65, 2001.
[103] W. M. Haddad, V. Chellaboina, and S. G. Nersesov, “Thermodynamics and
large-scale nonlinear dynamical systems: A vector dissipative systems ap-
proach,” Dyn. Cont. Disc. Impl. Syst., vol. 11, pp. 609–649, 2004.
[104] W. M. Haddad, V. Chellaboina, and S. G. Nersesov, Thermodynamics: A Dy-
namical Systems Approach. Princeton, NJ: Princeton University Press, 2005.
[105] W. M. Haddad, V. Chellaboina, and S. G. Nersesov, “Hybrid nonnegative and
compartmental dynamical systems,” in Proc. Amer. Contr. Conf., Anchorage,
AK, May 2002.
[106] W. M. Haddad and T. Hayakawa, “Direct adaptive control for nonlinear un-
certain systems with exogenous disturbances,” Int. J. Adapt. Control Signal
Process., vol. 16, pp. 151–172, 2002.
491
[107] W. M. Haddad, T. Hayakawa, and A. Leonessa, “Direct adaptive control for
discrete-time nonlinear uncertain systems,” in Proc. Amer. Contr. Conf., An-
chorage, AK, pp. 1773–1778, May 2002.
[108] W. M. Haddad, N. A. Kablar, V. Chellaboina, and S. G. Nersesov, “Optimal
disturbance rejection control for nonlinear impulsive dynamical systems,” Non-
linear Analysis: Theory, Methods, and Applications, to appear.
[109] W. M. Haddad, V. Kapila, and V. Chellaboina, “Guaranteed domains of at-
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