Extending multilevel spatial models to include spatially varying coefficients by Janko, M. et al.
Available online 25 November 2019
Extending multilevel spatial models to include spatially varying coefficients 
Mark Janko a,b,*, Varun Goel c,d, Michael Emch c,d,e
a Institute for Health Metrics and Evaluation, University of Washington, Seattle, WA, USA 
b Duke Global Health Institute, Duke University, Durham, NC, USA 
c Department of Geography, University of North Carolina-Chapel Hill, Chapel Hill, NC, USA 
d Carolina Population Center, University of North Carolina-Chapel Hill, Chapel Hill, NC, USA 
e Department of Epidemiology, University of North Carolina-Chapel Hill, Chapel Hill, NC, USA   







A B S T R A C T
Multilevel models have long been used by health geographers working on questions of space, place, and health. 
Similarly, health geographers have pursued interests in determining whether or not the effect of an exposure on a 
health outcome varies spatially. However, relatively little work has sought to use multilevel models to explore 
spatial variability in the effects of a contextual exposure on a health outcome. Methodologically, extending 
multilevel models to allow intercepts and slopes to vary spatially is straightforward. The purpose of this paper, 
therefore, is to show how multilevel spatial models can be extended to include spatially varying covariate effects. 
We provide an empirical example on the effect of agriculture on malaria risk in children under 5 years of age in 
the Democratic Republic of Congo.   
1. Introduction
Geographers have long worked with both spatially referenced and
multilevel data, and as the data environment continues to grow, geog-
raphers find themselves working with both simultaneously. For 
example, geographers frequently work with two-stage cluster surveys 
such as Demographic and Health Surveys, in which thousands of in-
dividuals are sampled from hundreds of spatially referenced clusters 
within a given country. As a result, health outcomes of interest are 
frequently collected at the individual level, while the spatially refer-
enced primary sampling unit is collected at a higher level. Additionally, 
exposures of interest are often collected at this higher level, and health 
geographers have consistently been interested in exploring how the ef-
fects of exposures on health outcomes may vary spatially. 
A wide range of methods has emerged in the last several decades to 
address each of these issues individually. For example, there is a vast 
literature on statistical methods for spatial modeling (Banerjee et al., 
2014), as well as in multilevel modeling (Gelman and Hill, 2006). Both 
literatures present ways to allow covariate effects to vary. However, 
little work has addressed the need for models that are both multilevel 
and spatial within health geography, and less still on multilevel spatial 
models in which covariate effects vary. The purpose of this paper, 
therefore, is address this need by exploring the substantive questions 
spatial multilevel models can help address, as well as to explore the 
structure of those models relative to spatial models and multilevel 
models. 
The rest of this paper is organized as follows. Section 2 discusses 
recent trends in efforts to model spatial and multilevel data structures. 
Section 3 extends spatial multilevel models to include spatially-varying 
effects. In section 4, we turn to a real data example, where our focus is to 
understand the effect of two environmental risk factors on the proba-
bility of malaria infection among children under 5 years of age in the 
Democratic Republic of Congo (DRC). Section 5 concludes, and points to 
areas of future work. 
2. Trends in recent statistical work on spatial and multilevel
modeling
Public health researchers are paying increasing attention to the need 
to consider both space and contextual exposures in their work, and 
methodological developments have kept apace, with two basic model 
structures being widely employed. Earlier multilevel modeling work in 
this area was largely a spatial, with models fit to geographic data 
without geographic structure built into the model (Auchincloss et al., 
2012; Owen et al., 2016). For example, a typical multilevel model has 
the following form: 
* Corresponding author. Institute for Health Metrics and Evaluation, 2301 5th Ave #600, Seattle, WA, 98121, USA.
E-mail address: mjanko@uw.edu (M. Janko).
https://doi.org/10.1016/j.healthplace.2019.102235 
Received 3 December 2018; Received in revised form 4 October 2019; Accepted 8 October 2019   
yij eN
�
xTij βþ θj; σ2y
�





; j¼ 1;…; J
where yij represents a response variable for individual i in location j; x>ij 
is a set of individual-level predictors and β a set of regression coefficients 
linking those covariates to the response, while θj is a coefficient or vector 
of coefficients that vary across locations with a variance σ2θ . Finally, σ2y is 
a residual variance term. In this case, the varying coefficients vary 
independently across locations, as no spatial structure is encoded in the 
model. Conversely, spatial methods have largely been employed pri-
marily for distance calculations and spatial aggregations, with formal 
spatial modeling largely being done on aggregated data (Auchincloss 
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where the index i disappears, with the response and covariates often 
representing averages (or counts or other summary) of individuals 
within each location j: Here, however, spatial variability of the θj term is 
introduced through a correlation function ΣðφÞ that depends on further 
hyperparameters φ. Examples include an exponential correlation for 
point-referenced data, or a CAR correlation structure for areal data. 
The increase in software with the capacity to handle different cor-
relation structures, however, has led to an increase in modeling that can 
address both concerns. Perhaps the most frequent (and often not 
explicitly mentioned) approach to incorporating both is to fit a multi-
level model separate from a spatial model. For example, Author and 
colleagues fit a multilevel model to investigate the relationship between 
rurality and HIV infection prevalence in the Democratic Republic of 
Congo, but also provide descriptive maps of HIV prevalence using 
Bayesian kriging on aggregated data (Carrel et al., 2016). Work such as 
this is limited, however, in that the functional form of the multilevel 
model and the spatial model are different, with the correlation structure 
for the random effects and the covariate information being different 
across the two models. In the case of the former, missing spatial random 
effects precludes learning about a spatial process after accounting for 
individual and ecological covariates. In the case of the latter, individual 
covariate information is often missing in the spatial model, precluding 
our ability to learn about their effects, as well as the spatial process, 
since some of the spatial structure can likely be explained by condi-
tioning on relevant covariate information. 
Efforts to extend the basic modeling setting above have been done 
through comparing the two approaches—typically by way of informa-
tion criteria such as AIC—in an effort to more formally understand 
contextual and spatial forces underlying health phenomena. Chaix and 
colleagues, for example, conducted two studies in which multilevel 
models were compared to spatial models to learn about contextual and 
residual spatial effects on healthcare utilization and mental health 
(Chaix et al., 2005a, 2005b). Finally, other work is now emerging that 
identifies contextual effects on health while also learning about an un-
derlying spatial process. An example of this can be found in the work of 
Hajat and colleagues, who investigate associations between air pollution 
and individual and neighborhood level socioeconomic status (SES) 
(Hajat et al., 2013). In that study, the authors write down a multilevel 
model to identify the contextual effect of SES on exposure to pollution, 
and incorporate spatial correlation in the random effects. Such modeling 
is straightforward, with the correlation structure for the random effects 
in equation (2) above being substituted in for that contained in equation 
(1). Perhaps the most extensive example of such modeling, however, can 
be seen in the work of Arcaya and colleagues, who investigate variability 
in county-level life expectancy across the United States. In that work, 
they fit a series of multilevel spatial models in which counties are nested 
within states, but also extend the model to consider nesting within 
“spatial patches” (sets of neighboring counties, regardless of state 
membership) (Arcaya et al., 2012). After model fitting, they then turn to 
look at clustering of these different random effects, and hypothesize 
reasons why they observe the patterns they do. For example, the 
apparent clustering in random effects could be due to missing state-level 
policy variables (such as income requirements for government health-
care programs), with neighboring states often having similar policies 
(Arcaya et al., 2012). 
While this brief review by no means covers the vast amount of recent 
work in spatial and multilevel modeling, it does highlight a trend 
showing that model sophistication is increasing to correspond with the 
complexity of the data we have at hand, as well as the complexity of the 
spatial and contextual questions we wish to ask, and on a wide variety of 
substantive areas (e.g. mental health, healthcare utilization, air pollu-
tion, life expectancy). Nevertheless, there are limitations and opportu-
nities to overcome them. In the next section, we argue that an exposure’s 
effect on a health outcome may vary across space, and that spatially 
modeling such variability represents a critical next step both in the 
neighborhoods and health and spatial epidemiology subfields, but 
should be a central goal of inference within health geography as well. 
3. Multilevel modeling with spatially varying coefficients
As noted, while model complexity (and software development) has
grown such that a modeler can now consider contextual effects and re-
sidual spatial structure simultaneously, gaps remain. For example, the 
typical implementation of a multilevel spatial model only models the 
intercept (or set of intercepts) as spatially varying. We argue here that a 
fuller model should consider models in which the effects of covariates 
are modeled as spatially varying as well, and that fitting such models 
represents a core contribution geographers can make within public 
health broadly. Moreover, we can justify this modeling framework both 
from the perspective of health geography, as well as from a more clas-
sical epidemiological perspective. 
From the perspective of health geography, we may imagine that the 
effect of an exposure on an outcome varies spatially as a result of the 
multiple relevant factors for disease described in the work of Jacques 
May (May 1950, 1959), and in particular the practical challenge of 
gathering data for all of them. For example, in the case of malaria or 
other vector-borne disease, data on the vector is generally not collected 
in large surveys, and environmental exposures such as temperature and 
precipitation, important to many vector populations, are used in models 
of disease risk instead. However, the vector population is itself hetero-
geneous, with different species of Anopheles mosquitoes responsible for 
the transmission of malaria. These different species, moreover, have 
their own habitat preferences and behaviors, both of which are spatially 
structured, and may respond to the same environmental conditions in 
different ways. Fitting a multilevel model in which the effects of 
ecological covariates are assumed to be invariant over space will not 
account for this unobserved spatial heterogeneity, which will instead 
remain hidden on the map, and possibly result in misleading epidemi-
ological conclusions. 
The theoretically-oriented example posed above relates to core 
epidemiological principles as well, particularly causal inference. In the 
example, mediation and its role in causal inference can clearly be seen 
when we consider the two directed acyclic graphs (DAGs) represented in 
Fig. 1. 
In the first DAG, the malaria outcome is a direct result of temperature 
and precipitation, and essentially represents the typical implementation 
of models of malaria risk. However, the effects of these environmental 
variables are best viewed through their role on the vector population, 
whereby changes in precipitation and temperature may increase or 
decrease various characteristics of that population, including abundance 
and biting rates (Afrane et al., 2008; Kirby and Lindsay, 2009; Lindblade 
et al., 2000; Lyimo et al., 1992; Munga et al., 2006; Paaijmans et al., 
2011; Patz and Olson, 2006; Stresman, 2010). This is represented 
generically in the second DAG, where different vector populations can 
respond to these environmental conditions in different ways, and, by 
extension, influence malaria transmission in different ways (Stresman, 
2010). 
To make this example clearer, consider the following generic 
example. Suppose we have two areas, each with 100 individuals 
(i:e: n1 ¼ n2 ¼ 100), and y1 ¼ y2 ¼ 30 individuals experiencing a given 
disease or other health outcome. Both overall prevalence and individual 
area prevalence of disease is 30%. Now suppose that we implement 
some form of intervention in each area, and that unobserved features 
(confounders, mediators, etc.) relevant to the overall disease process 
cause the effect of the intervention to vary in the two areas. For example, 
suppose in area 1 the intervention reduces occurrence of the health 
outcome by 50%, but in area 2, it increases the occurrence of the health 
outcome by 50%. Following the intervention, we will observe y1 ¼ 15 
and y2 ¼ 45 individuals with the health outcome. However, overall 
prevalence is still 30%, and models assuming a constant treatment effect 
would yield an estimate of 0. This estimate would apply everywhere, but 
be true nowhere—an everywhere-is-nowhere effect (Duncan et al., 
1996, 1998; Jones, 1993). If we allow the treatment effect to vary across 
these two different places, we can then uncover this variability, and, in 
the spirit of Arcaya and colleagues, begin to posit why this may be the 
case. 
If we consider the investigation of spatial variability in contextual 
effects on health outcomes as an inferential goal of health geography, an 
immediate question arises as to how to obtain those inferences. Gener-
ally, there are two widely used methods for doing so: geographically 
weighted regression (GWR) and spatially-varying coefficient regression 
(Brunsdon et al., 1996; Gelfand et al., 2003). These two methods, 
however, are not equivalent. For example, the former applies a kernel 
smoother to the observed data to obtain local estimates of regression 
coefficients, whereas the latter obtains local estimates using a 
spatially-correlated prior distribution for the regression coefficients in a 
larger multilevel-modeling framework. Additionally, research in recent 
years has shown that GWR possesses a number of undesirable statistical 
properties, including collinearity (Wheeler and Tiefelsdorf, 2005), lack 
of a probabilistic structure for inference (Wheeler and Waller, 2009), 
and its failure to recover the data generating process in a variety of 
simulation studies (Finley, 2011). Further, there is no clear way to 
model areal data using GWR, since the kernel smoothers used rely on 
distance-based measures to weight the observed data. To get around this 
issue, researchers using GWR typically compute the centroids of areal 
units before proceeding (Shoff et al., 2012). 
Conversely, the spatially-varying coefficient regression modeling 
framework does not suffer from these limitations, and enjoys added 
benefits as well, such as the ability to incorporate additional prior in-
formation about the data-generating process into a model, thereby 
directly accommodating the need identified by Owen and colleagues for 
a more theoretical specification of a spatial process (Owen et al., 2016). 
Additionally, while initially developed and applied to point-referenced 
data, modeling spatially-varying relationships across areal units is also 
straightforward, whereby the researcher simply substitutes a CAR prior 
for the Gaussian process prior used in the point-referenced case, 
allowing for the data to be modeled more consistently with its actual 
structure. Further, as noted, spatially-varying coefficient regression is a 
special case of multilevel modeling more generally, meaning model 
comparisons are more straightforward, and, by extension, the ability to 
learn about the scientific questions under investigation. Thus, while 
GWR has been used extensively in studies modeling spatial variability in 
relationships between exposures and health outcomes (see, e.g. (Yang 
and Matthews, 2012)), the weaknesses of GWR as an inferential tool, 
coupled with the strengths of spatially-varying coefficient regression, 
suggests that future efforts to understand spatial variability will be more 
fruitful if done within the much richer multilevel modeling framework 
introduced earlier, and which we now turn to in greater detail. 
As noted, spatially varying coefficient regression, which first 
emerged in 2003 with a seminal paper by Gelfand and colleagues 
(Gelfand et al., 2003), is based on extending the well-known spatial 





¼ xTj βþ θj þ εj
Where yj is a response (binary, count, continuous, etc.) at location j (j ¼
1;…; J), and is connected to the right hand side of the equation via a 
suitable link function gð ⋅Þ, xTj is a 1� p vector of covariates at location j, 
β is a p� 1 vector of regression coefficients linking the covariates to the 
response, θj is a spatial random intercept, and εj white-noise error. We 
first extend the model by collecting observations on multiple individuals 
Fig. 1. Two basic DAGs for models of malaria transmission.  
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uncorrelated and independently varying. Thus, an added benefit to 
working with multilevel spatial models is that they are simply an 
extension of the more traditional multilevel models. With this generic 
setup, we now turn to an applied example where we model the effects of 
temperature and precipitation on malaria risk. We also consider the 
underlying health geography theory motivating the model and link it to 
epidemiological principles as well. 
4. Spatially modeling the effects of temperature and
precipitation on malaria risk
Malaria is a vector-borne disease that exhibits considerable spatial 
heterogeneity, which is a frequently described, but poorly understood 
phenomenon (Bousema et al., 2010). This heterogeneity can be readily 
seen in Fig. 2, which shows malaria prevalence in children under 5 years 
of age across the Democratic Republic of Congo (DRC). It is thus natu-
rally suited for study within a disease ecology framework, with risk 
factors that span behaviors such as bed net use, population character-
istics such as age, and environmental factors such as altitude, temper-
ature, and precipitation (Janko et al., 2018b; Messina et al., 2011). As 
noted previously, the unobserved mosquito population is sensitive to 
these environmental conditions. For example, Anopheles arabiensis and 
Anopheles gambiae have similar larval habitats, but different biting be-
haviors, with the former being relatively more zoophilic (Sinka et al., 
2010). Given these similar habitats, environmental conditions will 
clearly affect both species. Precipitation will increase the number of 
available breeding pools, thereby leading to a possible decrease in 
competition between vectors, or to a more rapid expansion of one 
population such as An. gambiae over An. funestus. Further, while 
increased temperature is generally believed to increase development 
rates of the parasite, and thus favor transmission, this is not necessarily 
the case (Paaijmans et al., 2011). Given these complexities, and given 
that we do not observe the vector population, its composition, or its 
behaviors, linking a disease ecology framework with a spatially varying 
coefficient process framework to model the effects of temperature and 
precipitation on malaria risk may help us better understand trans-
mission, identify areas where the effects of these exposures substantially 
increase risk, and develop hypotheses about why this may be so. This 
may lead to additional studies in those areas, with the ultimate aim to 
better guide malaria control. 
The data for this example come from the 2013/14 Demographic and 
Fig. 2. Malaria prevalence in children under 5 years of age in the DRC.  






Tβ þ θj þ εij
Where everything is as before, but the model now represents a model for 
individual i (i ¼ 1;…;nj) within a location j. Note that the random effect 
still applies only to the location, meaning that it will be common to all 
individuals within that location. When we stack individuals across all 
locations, we have: 
gðYÞ ¼ Xβ þ Zθ þ ε
Where Y is an n � 1 vector of responses (modeled through link function 
gð ⋅Þ), X is an n � p matrix of covariates, β is as before, Z is an n� J block- 
diagonal random effects design matrix that maps the random effect at 
each location to all individuals within that location. The vector θ is thus 
J � 1 and consists of random effects, with ε an n � 1 vector of white- 
noise errors. Under this specification, there is only a single random ef-
fect, which typically corresponds to the intercept. To extend this to the 
case to multiple random effects (i.e. intercepts and slopes), we have: 
gðYÞ ¼ Xβ þ ZvecðθÞ þ ε
Where the only changes are in the random effects design matrix Z, which 
is now n � kJ (k ¼ 1; …; pÞ, with the number of columns equal to the 
number of varying covariates times the number of locations, and vecðθÞ, 
which takes the k-dimensional vectors of random effects for each loca-
tion and stacks them into a kJ � 1 vector. These models are typically 
implemented in a Bayesian setting, and thus we complete the model 
specification by assigning prior distributions to all unknown parameters. 
We do so for the case of a linear model with random effects assumed to 
be realizations from a zero-centered Gaussian process, which is typically 
used for point-referenced data, although other forms are readily avail-
able (e.g. a CAR prior): 
Y
�
�β; vecðθÞ; τ2 eNn
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vecðθÞjH; φ e NkJ ð0; ΣðφÞ � HÞ
HjS0; ν e IWðS0; νÞ
φe Uða; bÞ
τ2e IGðc; dÞ
where Nrðm; CÞ represents an r    dimensional normal distribution with 
mean vector m and variance-covariance matrix C, IWðS0; νÞ is an inverse 
wishart distribution with scale matrix S0 and degrees of freedom ν, 
Uða; bÞ is a uniform distribution with bounds a and b, and IGðc; dÞ is an 
inverse-gamma distribution with shape parameter c and scale parameter 
d. Importantly, the spatial structure in the above model is induced 
through the prior on vecðθÞ. In this setup, the prior mean at each spatial 
location is 0, such that the intercepts and slopes represent local spatial 
adjustments to the global intercept and slope contained in β. In other 
words, θ will adjust the overall effect β such that it is specific to each 
place, while further assuming that places are correlated in space.
The spatial association of these processes are modeled through 
ΣðφÞ � H, where � represents the kronecker product. The first term in 
this product represents a J � J matrix of pairwise distances between 
locations, with the rate of spatial association governed by the parameter 
φ: With both spatially-varying intercepts and slopes, we will have 
multiple spatial variance components, which are on the diagonal entries 
of the k � k matrix H, with the covariance between intercepts and slopes 
on the off-diagonals. Notably, we can encode any information we may 
have about these processes through their prior distributions. Moreover, 
one can modify the prior for the intercepts and slopes to be spatially- 
posterior draws. 
Upon fitting the model, we predict the spatial intercepts and slopes 
across the DRC via Bayesian kriging. Doing so allows us to begin to 
understand how the effect of each exposure on the malaria outcome 
varies spatially from place to place. The way the model is parameterized 
(as a zero-centered Gaussian Process) further allows us to understand 
this variability in terms of local spatial adjustments to the overall 
average effect represented by β. For example, in Fig. 3, we can see that 
the effect of temperature on malaria risk is higher than the overall 
average along the southern border, as well as along a strip running from 
north to south. On either side of this strip, the effect is lower than the 
overall average. With regard to precipitation, the effect tends to 
decrease risk over the majority of the DRC, with a pocket of increased 
risk in south-central DRC. Finally, the intercept process, which captures 
the spatial structure of unmeasured confounding, suggests higher re-
sidual risk across large swaths of the north, east, and southeast regions of 
the country, as well as a pocket in the southwest (where the capital city 
of Kinshasa is located). 
With these results in mind, we can begin to hypothesize why we have 
observed this variability, and suggest both where additional research 
may be needed, and what types of questions may need to be asked there. 
For example, with regard to the area of high precipitation effects in 
south-central DRC, we may posit that this may be due to the underlying 
land cover. This area of DRC has a large proportion of agriculture, and 
additional precipitation may be more inclined to develop small, tran-
sient, sunlit pools of standing water, the ideal breeding habitat for An. 
gambiae mosquitoes. From an epidemiological perspective, this may 
suggest possible effect measure modification, whereby the effect of 
precipitation on malaria risk is modified by the underlying land cover. 
Recent work has explored the links between agriculture, An. gambiae 
mosquitoes, and malaria risk in the DRC, and included a suite of de-
mographic and behavioral variables, and found that increased exposure 
to agriculture was associated with increased malaria risk and increased 
indoor biting behavior among An. gambiae mosquitoes, but that the ef-
fect of agriculture did not appear to vary spatially, which in turn sup-
ports other modeling studies showing that the An. gambiae is the 
predominant vector in the region (Janko et al., 2018b; Sinka et al., 
2010). In this way, observing a spatially-varying relationship can serve 
Fig. 3. Intercept and slope processes and their uncertainty across the DRC. 
Results from spatially modeling the effects of temperature and precipitation on malaria risk in children under 5 in the DRC. The top row shows the local spatial 
adjustments to the overall intercept (Intercept Process), the effect of temperature on malaria risk (Temperature Process), and the effect of precipitation on malaria 
risk (Precipitation processs). The bottom row shows the uncertainty (expressed as standard deviation) for all three processes. 
Health Survey (DHS) conducted in the DRC. Briefly, DHSs are two-stage 
cluster surveys designed to provide representative estimates for a 
number of health conditions at national and regional levels, as well as 
across the urban/rural divide. In rural settings, each cluster represents a 
village, while in urban settings, a cluster represents either a city block or 
apartment building. Thus, individuals sampled within each cluster are 
nested, inducing the multilevel structure of the data, and any contextual 
exposures will be common to all individuals within a given location. In 
our example here, we work with 4612 children nested within 331 rural 
survey clusters. 
The outcome of interest is the malaria status of children under 5 
years of age, who were tested for malaria by rapid diagnostic test (RDT) 
as part of the survey. Temperature was measured as the average tem-
perature (in Celsius) during the month of the survey using compiled data 
distributed by the National Oceanic and Atmospheric Administration 
(NOAA), while precipitation was measured as total rainfall the month 
prior to the survey using data from the Tropical Rainfall Monitoring 
Mission (TRMM). Each exposure was calculated around 10 km of each 
survey cluster, as this represents the maximum flight distance of a fe-
male, human-blood fed An. gambiae mosquito, and in turn represents the 
maximum spatial extent over which humans and mosquitos interact 
(Kaufmann and Briegel, 2004). 
Our modeling strategy here follows closely from the formulation 
above, with one slight modification. Because our outcome is whether or 
not a child has malaria, a binary variable, we adopt a probit specification 
and introduce latent normal variables for the response variable Y. The 
remaining model specification is as before. We assign diffuse, mean-zero 
normal priors for the regression coefficients β. We model the spatial 
random effects as realizations from a zero-centered Gaussian process 
with separable covariance structure. We assign a low-precision inverse 
Wishart prior for the spatial variance-covariance matrix, and use an 
exponential covariance structure with a uniform prior for the spatial 
range, assuming that the range of spatial association is between 100 m 
and 225 km, corresponding to 10% of the maximum distance between 
survey clusters. We fit the model using Markov chain Monte Carlo 
(MCMC) and run the sampler for 120,000 iterations, discarding the first 
20,000 as burn in and thinning the Markov chain to collect every tenth 
posterior sample. Inference for all parameters is thus based on 10,000
5. Conclusion
Health geographers have long been interested in exploring spatial
relationships, as well as in understanding contextual effects on health 
outcomes. The rapid evolution of the data and modeling environments 
in recent decades has led to the possibility to investigate both simulta-
neously. This situation has motivated us to track recent developments in 
multilevel and spatial modeling, and extend that effort to include 
spatially varying coefficient processes to identify how contextual effects 
may vary spatially. Additionally, while the exploration of spatial vari-
ability is a core interest of health geographers, we have further moti-
vated the need to explore the spatial variability of contextual effects in 
epidemiological principles as well. For example, we note that unmea-
sured covariates can confound, modify, or mediate the effects of an 
exposure on a health outcome, and do so in ways that induce spatial 
variability in the exposure-outcome relationship. 
Importantly, by extending multilevel models to the study of 
spatially-varying contextual effects, we do not suggest that this is the 
only inferential goal. Rather, this is hopefully the next step in a growing 
body of health geographic work. There are a number of important av-
enues that need to be pursued further. For example, the spatial scale of a 
process is of considerable public health importance, and presents addi-
tional challenges when the spatial data consist of areal units. Kim and 
Subramanian (2016) discuss this in their work on variability in life ex-
pectancy across the United States, and demonstrate the importance of 
multiple geographic scales to health outcomes. Additionally, and more 
generally, there is an increasing focus on the inferential challenges 
posed by the variations in contextual effects on individual outcomes 
based on the geographic delineation of neighborhoods. This raises the 
ever-important question: what is a neighborhood? This spatial uncer-
tainty, described by Kwan as the Uncertain Geographic Context Prob-
lem, may confound research studies and contribute to misleading 
findings if the measured contextual units deviate from the true causally 
relevant geographic context (Kwan, 2012). Recent work is addressing 
this problem from the perspective of measurement (Park and Kwan, 
2017). That said, neighborhoods are not always explicitly or completely 
geographic, and individuals are not merely nested within a single 
neighborhood, as Owen and colleagues duly note (Owen et al., 2016). As 
a result, future measurement efforts will need to focus on constructing 
not just a singular neighborhood to which a study participant belongs, 
but the neighborhoods to which they belong. Additionally, future work 
will undoubtedly continue without the benefit of rigorously measured 
neighborhoods, a situation which should motivate further methodo-
logical efforts. In settings where measurements on neighborhood 
structure are unavailable, extending the methods presented here may 
show promise in addressing this uncertainty. 
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