For fX i g i 1 a sequence of i.i.d. random variables taking values in a Polish space with distribution , we obtain large and moderate deviation principles for the processes fn ?1 P nt] i=1 X i ; t 0g n 1 and fn ?1=2 P nt] i=1 ( X i ? ); t 0g n 1 , respectively. Given a class of bounded functions F on , we then consider the above processes as taking values in the Banach space of bounded functionals over F and obtain the corresponding (uniform over F), large and moderate deviation principles. Among the corollaries considered are functional laws of the iterated logarithm.
as such, we denote it by E Ln and call it the empirical process. Here l 1 (F) is equipped with the norm kFk F = sup f2F jF(f)j, making l 1 (F) a Banach space which, when F is in nite, is in general non-separable. For fX i g i.i.d. of law , Wu 14] gives necessary and su cient conditions with respect to F which ensure that fE Ln g n 1 satis es the Large Deviation Principle (LDP) in l 1 (F). In addition, the Moderate Deviation Principle (MDP) is considered for the centered, scaled empirical process EL n , whereL n = n 1=2 (L n ? ), allowing for a treatment of the law of the iterated logarithm.
In this paper we consider functional (time dependent) versions of these results, when the i.i.d. X i take values in a Polish space. More speci cally, with L n (t) = n ?1 P nt] i=1 X i and L n (t) = n ?1=2 P nt] i=1 ( X i ? ), for t 2 IR + , in Section 2 we give conditions on F and which are necessary and su cient for E Ln( ) and EL n( ) to satisfy the LDP and MDP, respectively, in the appropriate spaces of cadlag functions. The result, Theorem 2, is in the theme of 4] in the sense that the results obtained for E Ln( ) and EL n( ) hold if and only if they hold for E Ln(1) and EL n (1) .
As a preliminary step to the proof of Theorem 2, in Theorem 1 we derive the LDP and MDP for L n ( ) andL n ( ), respectively, in the extension of the -topology to the functional setting. In addition to their use in proving Theorem 2, these results and the techniques used to obtain them are of intrinsic interest. For example, part (a) of Theorem 1 remains valid for the classes of Markov chains and mixing processes fX i g considered in 4].
In Section 3 we consider three representative applications of Theorem 2. In Corollary 1 we derive a new law of the iterated logarithm (LIL) for the functional centered empirical process, EL n( ) . We obtain this result with the same weight function 1= p 2(t _ 1) log log(t _ 3) appearing in the real-valued LIL of Wichura 13] . The optimality for large t of this weight function in the real-valued setting is shown in 11] . In Corollary 2 we again obtain a MDP and LIL for EL n( ) , this time relaxing the assumption that the X i are identically distributed.
Further extensions in this direction, towards the MDP and LIL for measure-valued martingales are not hard but outside the scope of this paper. Finally, an LDP for a stopped version of E Ln( ) is presented in Corollary 3, where the stopping time is dependent upon the sequence fX i g.
2 Statement and proof of uniform functional LDP and MDP.
We begin by rst establishing several de nitions. A sequence of probability measures f n g n 1 on a topological space X equipped with -eld B shall be said to satisfy the Large Deviation Principle (LDP) with speed a n # 0 and good rate function I( ) if the level sets fx : I(x) g are compact for all < 1 and for all ? 2 B the lower bound lim inf n!1 a n log n (?) ? inf x2? o I(x) ; and the upper bound lim sup n!1 a n log n (?) ? inf x2?
I(x) ; hold, where ? o and ? denote the interior and closure of ?, respectively. Unless explicitly stated otherwise, the speed in the LDP shall be 1=n (but note the MDP de ned below). We say that a sequence of random variables satis es the LDP when the sequence of measures induced by these variables satis es the LDP. If ax 2 X for all a > 0 and x 2 X then a sequence of random variables Z n shall be said to satisfy the Moderate Deviation Principle (MDP) with good rate function I( ) and a critical speed h n if for every speed a n # 0 such that h ?1 n a n ! 1, the sequence p a n Z n satis es the LDP in X with the good rate function I( IR] for every 2 B( ), equipped with the weakest topology such that the maps y 7 ! h ; yi : D 2 M( )] 7 ! D 2 IR] are continuous and the smallest -eld, again denoted B, such that these maps are measurable. The space D 2 B( ) 0 ] is de ned similarly. It is easy to see that each of the spaces of cadlag functions considered here is a regular Hausdor space.
Continuing with the de nitions, denote by AC 0 those maps : IR + ! M( ) with (0) = 0 which are absolutely continuous with respect to the variation norm k k var and possess a weak derivative, _ (t), for almost every t in IR + . Here, by weak derivative at a point t 2 IR + we mean the convergence of hf; (t + h) ? (t)i=h to hf; _ (t)i for every f 2 C b ( ). In case _ takes values in M + ( ) this de nition of weak derivative agrees with that given in 4]. An unresolved issue is whether the absolute continuity implies the almost everywhere weak di erentiability. The following example shows this not to be the case in the context of separable Banach spaces: x : 0; 1] ! L 1 ( 0; 1]) de ned by x t = 1 0;t] is absolutely continuous with respect to the L 1 -norm but hf; x t+h ? x t i=h does not converge as h ! 0 for f = 1 0;t] 2 L 1 ( 0; 1]) , any t 2 (0; 1).
We consider X i which are -valued i.i.d. random variables, and let L n ( ) denote the random variable (with respect to B), taking values in D 1 M + ( )] and given by L n (t) = n ?1 P nt] i=1 X i , t 2 IR + . Likewise,L n ( ) denotes the D 2 M( )]-valued random variable such thatL n (t) = n ?1=2 P nt] i=1 ( X i ? ); t 2 IR + . We recall that, for 2 M( ), 2 M 1 ( ), the relative entropy of with respect to is 
We then have the following theorem. 
Since both fL n ( )g and fx : I 1 (x) < 1g are subsets of D 1 M + ( )] the LDP also holds in this space (see 5, Lemma 4. which can be expressed in the form (16) (c.f. 5, (5.1.11)]), is well known. Indeed, the MDP for the polygonal approximationS n (t) =Ŝ n (t) + n ?1=2 (nt ? nt])(f(X nt]+1 ) ? hf; i) essentially appears in 10, Theorem 1] (see also 1, Theorem 3.1]). The MDP for fŜ n g follows since kS n ?Ŝ n k 1 Kn ?1=2 for some constant K < 1 (c.f. 5, Theorem 4.2.13]). Consider the continuous maps F m : we show that for every a n # 0 such that na n ! 1, lim m!1 lim sup n!1 a n log P(sup t m jŜ n (t)j= (t) 8a ?1=2 n ) = ?1 :
Clearly, it su ces to prove (5) 
exp(? (m2 k ) 2 =(a n m2 k )) :
Since, for m large enough, (m2 k ) 2 =(m2 k ) = 2 log(log m + k log 2), it follows that lim sup n!1 a n log P(sup t m jŜ n (t)j= (t) 8a ?1=2 n ) ?2 log log m ; yielding (5) when m ! 1. We equip D 2 B( ) 0 ] with the minimal -eld A for which the maps y 7 ! h ; yi : D 2 B( ) 0 ] 7 ! D 2 IR] are measurable for 2 B( ) 0 , and such that D 2 M( )] 2 A. By Theorem 3 of the Appendix, the MDP then holds for fL n ( )g in (D 2 B( ) 0 ]; A) with a good rate function I 1 (x) of the form of (17). De ning J( j ) = 1 for = 2 M( ), it can be deduced from 3, Theorem 3.1] that fL n g satis es the MDP in B( ) 0 with the convex good rate function J( j ). Therefore,
In particular, I 1 (x) < 1 implies x 2 D 2 M( )] and sinceL n ( ) 2 D 2 M( )] the MDP also holds in this space. Since J( j ) k k 2 var =2, the formula (4) for the rate function follows by Lemma 2.
Let F B( ) be a class of functions such that 0 f 1 for all f 2 F, equipped with the metric d 2 (f; g) = (h(f ? g) 2 ; i) 1=2 . Let l 1 (F) be the Banach space of all real bounded functions on F equipped with the supremum norm; i.e. kFk F = sup f2F jF(f)j. Let equipped with the Borel -eld. We map 2 M( ) to E 2 l 1 (F) such that E (f) = hf; i for all f 2 F, and consider the random variables E Ln( ) (EL n( ) ) as elements of D 1 l 1 (F)] (D l 1 (F)], respectively). To avoid measurability problems we assume that either F is countable or instead that the (F; d 2 )-indexed processes fhf;L n i : f 2 Fg are separable. Assuming that (F; d 2 ) is totally bounded and (log log k) ?1=2 EL k ! 0 in probability in l 1 (F), it follows that fEL n( ) g D l 1 
i (F; d 2 ) is totally bounded and p a n EL n ! 0 in probability in l 1 (F) for each a n # 0. Remarks: (a) Consider the case of F = ff : kfk 1 +kfk L 1g (where kfk L = sup x6 =y jf(x)? f(y)j=d(x; y)), for which the map 7 ! E is a homeomorphism between M + ( ) equipped with the C b ( )-topology and S = fE : 2 M + ( )g l 1 (F) (c.f. 4, Lemma 10]). In particular, E Ln ! E in probability in S. The restriction of F to a compact K is totally bounded in (C b (K); k k 1 ), and by tightness of , (F; d 2 ) is totally bounded. It is also not hard to check that the (F; d 2 )-indexed processes fhf;L n i : f 2 Fg are separable. Since I L (F( )) < 1 implies F(t) 2 S for all t 2 IR + , part (a) of Theorem 2 yields the LDP for fL n ( )g in D 1 S]. A simple contraction principle then recovers the LDP of 4, Theorem 3, part (a)]. In this sense Theorem 2 is a strengthening of 4, Theorem 3, part (a)] in the i.i.d. setting. One can actually show that part (a) of Theorem 1 is already providing a stronger topology than the one used in 4].
(b) De ne F = ff ? g : f; g 2 F and d 2 (f; g) g and for 2 M( ) let k k F denote kE k F = sup h2F jhh; ij and H(n; ) = E(k P n i=1 i X i k F ), where f i g is a sequence of i.i.d. symmetric random variables, independent of fX i g, distributed according to P( i = 1) = 1=2. Likewise, H 0 (n; ) corresponds to F 0 = f(f + 1)=2 : f 2 F g. For (F; d 2 ) totally bounded and a n # 0 such that na n ! 1, p a n EL n ! 0 in probability in l 1 (F) i lim !0 lim sup n!1 p a n H(n; ) p n = lim !0 lim sup n!1 p a n H 0 (n; ) p n = 0
(see 14, Theorem 2 and (2.5)]). It follows that (7) holds for each a n # 0 i H 0 (n; ) C p n for some > 0, C < 1 and all n. In particular, this is the case when F is a Donsker class for (c.f. 9, Theorem 14.6]). Hence, both the LDP and MDP of Theorem 2 apply for such a class.
Proof of Theorem 2. (a) If fE Ln( ) g satis es the LDP in D 1 l 1 (F)], then in particular by the contraction principle fE Ln g satis es the LDP in l 1 (F). By the convexity of H( j ), and considering (t) = (t^1) + (t ? 1) + , it is easily veri ed that the good rate function for the latter LDP isĨ(F) = inffH( j ) : E = Fg. It then follows from 14, Theorem 1] that (F; d 2 ) is totally bounded and E (Ln? ) ! 0 in probability in l 1 (F). Conversely, suppose (F; d 2 ) is totally bounded and E (Ln? ) ! 0 in probability in l 1 (F). kL n (t)k F n 1=2 ) = ?1:
Since f ? g m (f) 2 F 1=m for every f 2 F, it follows that kE ? E m; k F k k F 1=m for every 2 M( ). By the Cauchy-Schwartz inequality k k F , yielding kE Ln(t) ? E m;Ln(t) k F kL n (t)k F 1=m n ?1=2 kL n (t)k F 1=m + t m : Thus, by our choice of l, (9) implies that for every > 0, lim m!1 lim sup n!1 1 n log P(d 1 (E Ln ; E m;Ln ) > 3 ) = ?1 : By 5, Theorem 4.2.23], all that remains for completing the proof of Theorem 2 is to verify that d 1 (E ; E m; ) ! 0 as m ! 1, uniformly over f : I L ( ( )) g, for every xed < 1.
To this end, x t > 0 and ( ) such that I L ( ( )) . Then, tH( (t) t j ) I L ( ( )) and hence (t) = h for some h 0 such that R h log hd + t log t. Since k (t)k F sup f: R f 2 d 2 ;jfj 1 j Z fhd j ; (10) it follows that for every K > 1
hd K m + R (h log h) + d log K K m + + t log t + e ?1 log K :
Choosing K = K(m) = p m we establish the uniform convergence of d 1 (E ; E m; ) ! 0 as m ! 1, thus concluding the proof. (b) If fEL n( ) g satis es the MDP in D l 1 (F)], proceeding as in part (a), it then follows from 14, Theorem 2] that (F; d 2 ) is totally bounded and p a n EL n ! 0 in probability in l 1 (F) for each a n # 0.
Conversely, x a n # 0 such that na n ! 1. Let t 0 = 0 and t k = 2 k , k 1, noting that, for > 0 P( sup t2IR+ p a n kL n (t)k F (t) 2 ) 1 X k=0 P( sup t2 t k ;t k+1 ] p a n k P nt] i=1 ( X i ? )k F 0 p n (t) 4 ) 1 X k=0 max j n2 k+1 4P(k j X i=1 ( X i ? )k F 0 r n a n (2 k )) ; by Etemadi's maximal inequality (the proof of which carries over to an arbitrary normed space). Recall that for some C < 1 and every small enough H 0 (j; ) C p j. For such , by 12, Theorem 3.5], there exists a universal constant K such that when n is large enough, for = =K and all j n2 k+1 ,
r n a n (2 k )) exp( ? 2 n (2 k ) 2 a n C k ) + exp( ? p na n (2 k ) a n ) ; where C k = max j n2 k+1 j 2 =4 + H 0 (j; ) n2 k 2 :
Since na n ! 1 it thus follows that for some c( ) > 0 and all small enough lim sup n!1 a n log P( sup t2IR+ p a n kL n (t)k F (t)
2 ) ?c( )= 2 :
Almost surely, both EL n( ) and E m;Ln( ) are D l 1 (F)]-valued with kEL n(t) ? E m;Ln(t) k F kL n (t)k F 1=m for any t 2 IR + . Thus, we conclude that lim m!1 lim sup n!1 a n log P( p a n kEL n ? E m;Ln k F; > 2 ) = ?1 : it is easily seen that the mapping ( ) 7 ! E m; ( ) : K ! D l 1 (F)] is continuous. Moreover, by (10), k (t)k F 1=m p t=m implying that kE ? E m; k F; ! 0 as m ! 1, uniformly over K . We now establish the stated MDP for EL n( ) in D l 1 (F)], as in the proof of 5,
is precisely the compact set K fF( ) 2 D l 1 (F)] : I M (F( )) 1=2g ;
if and only if (F; d 2 ) is totally bounded and (7) holds for a n = 1=(2 log log(n _ 3)). Proof The conclusion of the only if part of the corollary follows from 14, Corollary 3] by setting t = 1.
To establish the if part, assuming that (7) holds for a n = 1=(2 log log(n _ 3)), it follows that H 0 (j; ) p j log log j for every > 0, 0 ( ) and j n 0 ( ). Hence, following the proof of part (b) of Theorem 2, we see that n ( ) satis es the LDP in D l 1 (F)] with speed a n . Hereafter, we adapt the proof of 6, Theorem 1.4.1] to the present setting. First, replace the metric k k appearing there with the metric k k F; . Next, note that if F( ) 2 K, there exists 2 AC 0 such that F( ) = E ( ) As in the proof of 6, Theorem 1.4.1], it thus follows by the Borel-Cantelli lemma that almost surely n ! K and hence f n g is relatively compact in D l 1 (F)] and its limit points are in K.
Assuming hereafter that n ! K, it follows that for each > 0 and n large enough k n (t)k F (t) + p t for all t 2 IR + . Hence, for any F( ) 2 K 
The open set fG 2 D l 1 (F)] : kG (k) ? F (k) k F; < 3c g contains G = (1 ? )F for which I M (G) = (1 ? ) 2 I M (F) < 1=2. Thus, (12) follows from the LDP with speed a n for n ( ).
Suppose now that X i are -valued independent random variables, with X i distributed according to v(i) for some deterministic function v : IN ! f1; : : :; mg such that n ?1 N j (n) = n ?1 P n i=1 1 fv(i)=jg ! p j > 0 for j = 1; : : :; m. LetL n (t) = n ?1=2 P nt] i=1 ( X i ? v(i) ), t 2 IR + , and I M;j ( ) denote the rate function corresponding to the MDP of fL (j) n ( )g n 1 , the centered functional empirical processes of i.i.d. j random variables, considered as elements of D l 1 (F)]. Corollary 2 (a) Suppose (F; d 2 ) is totally bounded and for j = 1; : : :; m, p a n EL(j) n ! 0 in probability in l 1 (F) for each a n # 0. Then, fEL n( ) g satis es the MDP in D l 1 (F)] with the good rate function I M (F( )) = inff m X j=1 p j I M;j (F j ( )) : m X j=1 p j F j ( ) = F( )g : (b) It su ces that p a n EL(j) n ! 0 holds for a n = 1=(2 loglog(n _ 3)) in order that with probability 1, the set of limit points of n ( ) = p nEL n( ) = (n) is the compact set K = fF( ) 2 D l 1 (F)] :Î M (F( )) 1=2g.
Proof. (a) Applying Theorem 2 with respect to the j -s it follows by the contraction principle (with respect to (F 1 ; : : :; F m ) 7 ! P m j=1 p j F j : D l 1 (F)] m ! D l 1 (F)]), that the where V n has the law of P m j=1 sup t2 0;T ] kEL(j) n (t) k F . Fixing > 0, we claim that lim sup n!1 a n log P( p a n n ) = ?1 :
Indeed, since n ?1=2 V n is bounded, we may and shall pass to a subsequence along which A n is strictly increasing such that A n a n ! 1. Fix > 0 and note that A n =n for all n large enough. De ne c k = a n for the maximal n such that k A n . Noting that c k # 0 and kc k ! 1 we have by the MDP for (fEL(j) k ( ) g k , j = 1; : : :; m) in D l 1 (F)] m that lim sup n!1 a n log P( p a n n 2 ) ? Consequently, for every > 0, lim T!1 lim sup n!1 a n log P( p a n sup t T kEL n(t) k F = (t) ) = ?1 : (14) Since (14) holds for every > 0 and a n # 0 such that na n ! 1, the MDP for EL n( ) extends to D l 1 (F)] by considering the continuous maps F(t) 7 ! F(t)1 0;T ) (t) : D 1 l 1 (F)] ! D l 1 (F)] (c.f. 5, Theorem 4.2.23]). (b) As the X i are independent, the proof is carried out analogously to the if part of the proof of Corollary 1. We note in passing thatÎ M (F( )) 1=2 implies kF(t) ? F(s)k F p jt ? sj, and hence by independence it su ces to prove (12) for every F( ) 2 K. Then, I M ((1? )F) < 1=2, with (12) being the consequence of part (a) above for the special speed a n = 1=(2 log log(n _ 3)).
Fix f 2 B( ) such that R fd > 0 and de ne k (L n ) = min t2IR+ f nt] : hf; L n (t)i > 1g = minfk :
For xed n, we sample from the sequence fX i g i 1 ,
collecting up to and including the sample for which the total sampling cost rst exceeds the amount n, namely the k (L n )-th sample. The following corollary is a generalization of 4, Proposition 3] in the i.i.d. setting. In case F satis es the conditions of the corollary but f 6 2 F, we may adjoin f to F and F will continue to satisfy the conditions of the corollary.
Given this and part (a) of Theorem 2, the proof is a straightforward adaptation of the proof of 4, Proposition 3] and is therefore omitted. 
B.2 Identi cation of rate functions
The following lemma is key to the identi cation of the rate functions in Theorem 1. Remark: De ne (g) = sup 2M( ) fhg; i ? F( )g and ( ) = sup g2C b ( ) fhg; i ? (g)g.
It then follows by 5, Lemma 4.5.8] that F( ) = ( ). In particular, Lemma 2 is essentially 4, Lemma 4] when F( ) = 1 for all = 2 M 1 ( ). The proof of the general case is outlined below for completeness.
Proof. Hereafter, the spaces of measures M( ) and M + ( ) are equipped with the C b ( )topology and we use ( ) to denote F( ). Since hg; (t)i = R t 0 hg; _ (u)idu for every ( ) 2 AC 0 , g 2 C b ( ) and t 2 IR + , it follows by (18) that I( ( )) I 1 ( ( )). To show the opposite inequality, assume hereafter that I 1 ( ( )) < 1, and in particular (0) = 0. By (20), for every r there exists M r < 1 such that k k var M r implies that ( ) rk k var . Therefore, by (18), for any 0 t 1 : : : t 2k < 1 and every r > 0 k X i=1 k (t 2i ) ? (t 2i?1 )k var M r k X i=1 (t 2i ? t 2i?1 ) + r ?1 I 1 ( ( )) :
Hence ( ) is absolutely continuous with respect to k k var . Let g n (t) = 2 n ( 2 n t]+1 2 n ) ? ( 2 n t] 2 n )], noting that for all n; m 2 IN, I 1 ( ( )) m2 n X j=1 2 ?n (2 n ( ( j 2 n ) ? ( j ? 1 2 n ))) = Z m 0 (g n (t))dt :
We adapt the proof of 4, Lemma 4, part(a)], adding 0 = 1 to the countable class f i g 1 i=1 appearing there which thus separates points in M( ). Then, by the convexity and compactness of the level sets of ( ), on the sample space 0; m] equipped with the ltration F n = ( j?1 2 n ; j 2 n ) : 1 j m2 n ) and with Lebesgue measure, for almost every t, t 2 0; m] the set fg n (t)g 1 n=1 is precompact in the C b ( )-topology of M( ), and for each i the uniformly integrable martingale f(h i ; g n i; F n )g converges (and it also converges in L 1 ( 0; m])). Consequently, modifying fg n ( )g n on a set of zero Lebesgue measure, this sequence has a measurable limit denoted g 1 ( ). Since ( ) is lower semicontinuous, by (21) and Fatou's lemma it follows that I 1 ( ( )) Z m 0 (g 1 (t))dt : As m is arbitrary, it now su ces to show that g 1 ( ) is the weak derivative of ( ). To this end, we x m 2 IN and consider g 1 on the interval 0; m]. Note that kg 1 ( )k var 2 L 1 ( 0; m]) and for 0 k m2 n and i 0, h i ; (k=2 n )i = Z k=2 n 0 h i ; g 1 ( )id = h i ; Z k=2 n 0 g 1 ( )d i ;
