Abstract
Introduction
The interconnection of multimedia sources with inexpensive communication devices has fostered research in the networking of multimedia sensors, wireless multimedia sensor networks (WMSNs) have become the focus of research in a wide variety of areas including digital signal processing, communication, networking, control, and statistics in recent years [1] . WMSNs are interconnected devices that allow retrieving video and audio streams, still images, and scalar data from the environment, and widely used in applications such as video surveillance, environmental monitoring, home automation, and industrial process control. Compared with traditional wireless sensor networks that deal with scalar data, the design of WMSNs are even more challenging. The resource constraints of sensors such as energy constraints and limited processing capabilities still exist. Moreover, multimedia data requires more sophisticated processing techniques and much higher bandwidth to deliver.
Efficient transmission of still image and video frames has been the primary focus of research in WMSNs. There are a lot of methods to collect and transmit data, such as multi-hop routing [2] and all nodes transmit their data locally along the given routing plan [3] . These methods can be applied in WMSNs. According the characteristics of sensor nodes and actual scene in WMSNs, how to gain the outstanding compression efficient is a crucial problem. In a WMSN, a number of camera sensor nodes are deployed in a field of interest with one or more data sinks located either at the center or out of the field. The camera sensor nodes observe the phenomenon at different locations in the field and send their observations to the sink. In general, the observations at a camera are directly related to the camera's field of view (FoV) [4] , and the spatially proximal cameras could have highly overlapped FoVs. As a result, the visual information retrieved from adjacent camera nodes usually exhibits high levels of correlation, which gives rise to considerable data redundancy in the network.
In [4] , Cameras are directional sensors with limited field of views (FoVs), and the image observed by a camera is directly related to its field of view. The correlation degree of two cameras is defined as the portion of overlapped sensing area to the entire area of the field of view. In [5] , spatial correlation is obtained by an image shape matching algorithm, while temporal correlation is calculated via background subtraction. Based on spatial and temporal correlation information, images from correlated sensors are transmitted collaboratively. However, the performances of image processing algorithms are application dependent: different types of images will require different processing schemes.
In [6] , by studying the sensing model and deployments of cameras, a spatial correlation function is derived to describe the correlation characteristics of visual information observed by cameras with overlapped field of views. In [7] , the overall FoV was firstly divided into small grids, and after traversing all the grids in the overall FoVs, regions would be formed by grouping the grids that belong to the same set of cameras.
In [8] and [9] , how multimedia nodes of a randomly deployed WMSN are categorized in clusters considering the FoVs as the criterion of clustering. If the FoVs of two nodes have a wide common area, sensors are grouped in a cluster since they obtain a similar vision of the monitored area. The established clusters in [8] are disjoint and non-overlapping while in [9] they overlap each other with common nodes.
According to the above, it is known that the research of FoV of the camera has been studied substantially, and lots of significant harvest have gained. But the common shortage in these above paper is that the node sensing model is just traditional simplified two-dimensional (2D) model. In fact, sensor nodes are placed in real three-dimensional (3D) physical world; regardless of sensor nodes' perceive model and corresponding perception of the scene are both 3D structures. Traditional simplified two-dimensional (2D) sensing model and corresponding sensor deploy schemes can rarely applied to physical environment directly. And 2D directional sensing model cannot accurately characterize the actual application scene of wireless multimedia sensor networks.
Our prior work [10, 11] has proposed a novel 3D wireless multimedia sensor nodes coverage perception model with tunable tilt angle and deviation angle. In this paper, based on the novel 3D sensing model, we design a novel FoVs correlation model to describe the correlation characteristics for the images observed by multiple cameras with overlapping FoVs. And we propose two algorithms, a grid-based and relative position-based algorithm to calculate the correlation coefficient of two cameras.
The remainder of the paper is organized as follows. Section 2 introduces the three-dimensional sensing model and the definition of correlation coefficient of two cameras. Based on this section, in Section 3, a simple and intuitive grid-based and a point of intersection-based approach are proposed to calculate the correlation coefficient of two cameras. Simulation results and analysis of time complexity of the proposed algorithms are discussed in Section 4. The concluding remarks and acknowledge are given in Section 5 and 6.
Problem formulation
In this section, firstly, we will briefly introduce the 3D sensing model, and then the definition of FoVs and all kinds of overlapping situation of two cameras are described.
Three-dimensional sensing model
Different from traditional simplified perception model which specify the node's sensing capability of two-dimension plane, the perception model for sensor nodes placed at real three-dimensional physical world [10, 11] . With node's main perception direction changed by the horizontal and vertical angle, three-dimensional perception model has the ability to cover all area of sphere with radius perceived. Thus the three-dimensional perception model of wireless multimedia sensor node can be defined as follows:
Three-dimensional perception model is denoted 4-tuple (P, C  , α, β), where P is the wireless multimedia sensor node's location with 3-Dimensional space Coordinate as (x, y, z); C  = (γ, θ) is the sensing orientation of the wireless multimedia sensor node, with the tilt angle as γ, which characters the offset angle of in Z-axis, and θ is the deviate angle which characters the offset of is determined by the vertexes and the coordinates of these four vertexes is as follows:
:
.
While, d 1 and d 2 are calculated as
A point E in the monitored scene is said to be covered if and only if it is covered by one sensor at least, suppose this sensor is P, and then following conditions are met: 1 2 cos .
Correlation coefficient of multiple cameras
In a WMSN, multiple camera sensors are deployed to provide multiple views, multiple resolutions, and enhanced observations of the environment. As shown in Figure 2 , multiple cameras are deployed in a field of interest, and the cameras' field of views (FoVs) overlap with each other. A camera can only observe the objects within its FoV. The sensing process of a camera is characterized by rotatable 3D sensing model to specify the actual target-detecting scene. The observed images from cameras with overlapped FoVs are correlated with each other. The correlation of the observed images further leads to data redundancy in WMSNs.
FoVs 
When some cameras are deployed and would not move anymore, and all the cameras meet the following requirements, i.e., these cameras are located in the same height in 3D space, they have the same tilt angle γ, the same maximum field of view in horizontal α and maximum field of view in vertical β. But different cameras nodes have different deviate angle θ. This is because the trapezium area size of the camera's FoV is determined by the angle γ, α and β, but the angle θ controls the main sensing orientation of the camera. The above conditions to ensure these cameras have the same area and different sensing orientation, so intersection between different cameras would occur. Now, the problem of the overlapping FoV of two cameras has been formulated as determine the intersection polygon of two polygons in plane geometry. Once the area of the FoV of camera and intersection partition of the FoVs of two cameras are calculated, we give the definitions of correlation coefficient ρ j,k of camera C j and camera C k as follows:
According the 3D sensing model, we know that the FoV of a camera is a trapezium in the ground plane. To calculate the correlation coefficient ρ j,k of camera C j and camera C k , we just need to calculate the area of the intersection polygon of these cameras' FoV. It is obvious that there is no overlap between FoV of two camera nodes if the distance between them is more than d 2 . We can get all kinds of relative positions of two intersecting trapeziums, and then design an algorithm to calculate the overlapping area of these trapeziums. Figure 3 shows eight kinds of relative positions of two intersection trapeziums.
Two kinds of correlation coefficient algorithms
According to the definition of the correlation coefficient, to calculate the correlation coefficient of two cameras, we only need to calculate the overlap area of these two cameras' FoVs, intuitively, we can adopt to make the whole field area grid division, then travel every grid to determine whether the grid in multiple cameras' FoVs. When traveling all grids finished, the overlapping regions of FoVs of two cameras would get. On the other hand, starting from the plane geometry, the FoVs of multiple cameras are equal and isomorphic trapeziums, so we can use the method of determining the intersection polygon of the trapeziums that are the representatives of their FoVs and if they intersect each other, we could find the intersection polygon and at last, compute the area of the polygon, which is the overlapping region of FoVs of two cameras.
A grid-based approach
In this subsection, we introduce grid-based approach to calculate the overlapping area of FoVs of two cameras. As shown in Figure 2 , the overall FoV is firstly divided into small grids. Then we can check if a grid is in a camera's FoV as follows: we find the center point of the grid, and using the condition in (3), we can tell if it is in the camera's FoV; if this center point is in the camera's FoV, we regard that this grid is in the camera's FoV. (This approximation is valid as long as the size of the grid is much smaller than the size of the FoV.) After traversing all the grids in overall FoV, regions could be formed by grouping the grids that belong to the same set of cameras. And we can get the intersection polygon and correlation coefficient ρ of every two cameras.
Algorithm 1 grid-based approach for correlation coefficient calculate
For a group of cameras C 1 , C 2 , …, C N ordered by cameras' (x, y) coordinate Get the FoV of each Camera
Divide A into K small grids; each grid is of size h*h, K= h*h. for i = 1 to K do Check the cameras which distance with C i is less than d 2 .
Add these cameras to a new set {C 1 , C 2 , …, C M }. New a set S to record the cameras, whose FoV contains G(i). 
A relative position-based approach
Different from the grid-based approach proposed in algorithm 1, the relative position-based approach base the FoVs overlapping area of cameras on cameras' position relationship. The thought of algorithm 2 is: Firstly, judge the four vertices of a trapezium A whether locate in another trapezium B, and add the vertex that locate in B to a vertex set V; then calculate the point of intersection of the four sides in trapezium A with the four sides in trapezium B, respectively. Add the point of intersection to V. Finally, arrange this vertex set V by clockwise or anticlockwise order. Now, the polygon constructed by arranged vertex set V is the intersection polygon of trapezium A and trapezium B. The pseudo code of relative position-based approach is shown in algorithm 2.
Algorithm 2 relative position-based approach for correlation coefficient calculate
For a group of cameras C 1 , C 2 , …, C N , ordered by its (x, y) coordinate. Get the FoV of each Camera
Check the cameras which distance with C i is less than d 2 .
Add these cameras to a new set {C 1 , C 2 , …, C M }. for j = 1 to M do Check if the four vertices of F i are in F j .
Check the point of intersection of the four sides in F i with F j . Sort the vertex set by clockwise or anticlockwise order. The polygon P constructed by vertex set is the intersection polygon of F i and
end for end for
Performance evaluation
We evaluate the performance of the proposed relative position-based correlation coefficient calculate algorithm through simulations. Then compare of these two algorithms' time complexity. We present a set of simulations to evaluate relative position-based algorithm in Mathlab 7.11. We deploy two cameras in a 3D scenario of 40m * 40m * 10m, which would have overlapping FoV with each other. The same values of these two cameras are chosen as follow: z=10m, the tilt angle γ is (1/4.5)π = 40°, and the maximum field of view in horizontal α is (1/7)π ≈ 25.7°, and the maximum field of view in vertical β is (1/6.5)π ≈ 27.7°. According to the equation (1), we can calculate the area of FoVs of two cameras is 230.36 m 2 . Because the deviate angle of the camera controls the main sensing orientation, the deviate angle θ of two cameras is not equal to each other. Experiments on different intersection of FoVs of two cameras are performance to evaluate the algorithm efficiency. Simulation results show that algorithm 2 can effectively resolve the problem of calculating the correlation coefficient of two cameras. Figure 4 illustrates the correlation coefficient ρ in all kinds of different intersection of FoVs.
Experimental and simulation results

Analysis of time complexity
To algorithm 1, the grid-based approach to calculate the correlation coefficient of two cameras. The entire FoV is firstly divided into grid as small as possible. Then we travel each grid, while checking if this grid is in a camera's FoV. In this step, it is unnecessary to check every camera, and we just check the cameras whose distance from the center point of current grid d 2 . So we can use the binary search algorithm to search this kind of camera. Before the algorithm 1 start, we just need to sort the camera by projection position in horizontal position. So we can get the time complexity of algorithm 1 is . n 1 is the number of the divided grid, correlative with the size of the overall FoV and small grid. n 2 is the number of the cameras in the scenario.
For algorithm 2, to one camera node, we also use the binary search algorithm to search the other cameras within a radius of d 2 . When other cameras are exist, the processing of correlation coefficient calculation with every camera will start. The algorithm just needs to judge the four vertices of a trapezium if it is in other trapezium and calculate the point of intersection of the four sides in two trapeziums each other. So the time complexity of algorithm 2 is:
n 2 is the number of the cameras in the scenario. N is the number of cameras might overlapping with a camera. In actual scenario, there is a large proportion of the size between n 2 and n 1 . Fox example, in [8, 9] , 100 camera nodes distributed over a 500m * 500m field. After coverage optimized, the coverage rate of the entire network reached 92.25%. And we can get that algorithm 2 has nearly reduced the time complexity two order of magnitude to algorithm 1.
Conclusion
In the research of image compression in wireless multimedia sensor networks, data redundancy caused by correlation has motivated the application of collaborative multimedia processing. How to use the correlation relationship of cameras to remove the redundant of related cameras, improve the image compression is significant work. In this paper, we base on the 3D perception model for wireless multimedia sensor node and the FoV of the camera, to study how to calculate the correlation coefficient of two cameras. Because the intuitionist method of grid-based have the problem of too complexity, two waste time and energy, we then proposed a relative position-based approach based on plane geometry to determine the intersection polygon of two camera and solve this problem efficiently. Simulates and algorithm complexity analysis demonstrate that the relative positionbased method nearly reduce the time complexity two order of magnitude to grid-based approach.
Next, we will utilize the FoV correlation model proposed in this paper, included FoV intersection polygon and the correlation coefficient, to guide image compress and transmission in wireless multimedia sensor networks. 
