Abstract. In order to improve the effectiveness of the network prediction result of protein-protein interaction, the network prediction model of protein-protein interaction based on deep neural network has been proposed. Here, we present here a novel DPPI model with deep neural network and conjoint triad (CT) descriptors to predict protein-protein interactions only using the information of protein sequences. The best DPPI model achieved an accuracy of 97.65%, recall of 98.96% and area under the curve (AUC) of 98.51% with 10-fold cross-validation, respectively, which means that the model of predicting the interaction of protein-protein by deep neural network algorithm is accurate and effective.
Introduction
The identification of protein-protein interactions (PPI) plays an important role in many cellular biological processes. In the past few years, some high-throughput methods have been implemented to identify PPI [1] [2] [3] [4] [5] [6] [7] [8] , such as yeast two-hybrid screens [4] and mass spectrometric protein complex identification [5] , mass spectrometry [6] , protein chips [7] and hybrid approaches [8] , have generated massive data, however, they are expensive and time consuming. How to use high-throughput computational approaches based on these data to dig out effective information is the important problem to be solved during life exploration process. Up to now, a large number of computer computational methods have been developed for the large-scale PPI prediction based on protein sequence, structure and evolutionary relationships in complete genomes. For example, Huang et al. [9] present a novel computational model combining weighted sparse representation based classifier and global encoding of amino acid sequence. Shen et.al [10] proposed a descriptor named conjoint triad based on support vector machine combined with a kernel function. Guo et al. [11] using support vector machine combined with auto covariance to predict protein-protein interactions from protein sequences. Some methods use the structural information of proteins. Aloy et al. [12] present a method to model putative interactions on known 3D structure information and this method permits to score all possible pairs between two protein families. Zhang et al. [15] proposed a method based on three-dimensional protein structure to predict PPI. Some other methods are based on the amino acid index distribution, such as phylogenetic profiles [16] , gene neighbourhood [17] , gene fusion events [18, 19] and amino acid index distribution [20] to extract features.
Deep learning is now one of the most active fields in machine learning, and have received considerable attention due to their successful applications in speech and image recognition [21, 22] , natural language understanding [23] , decision making [24] and most recently in computational biology [25] [26] [27] [28] . Deep learning has also successfully applied to several problems in bioinformatics [29] [30] [31] [32] [33] . Recently, deep neural network, a type of deep-learning algorithm, have achieved successful results for PPI prediction. Tian et al. [13] propose a method called DL-CPI (the abbreviation of Deep Learning for Compound-Protein Interactions prediction), which employs deep neural network to effectively learn the representations of compound-protein pairs. Du et al. [26] used deep neural networks, to study the sequence-based PPI prediction, and acquired the accuracy of 97.07%, precision of 94.38%, respectively. Although, deep neural network algorithms have achieved successful results in PPI prediction, large-scale application in PPI prediction has not been found.
Here, we developed a computational approach combining DNN with CT feature extraction methods to predict genome-wide novel PPIs. Concretely, we propose DPPI model, to predict new PPI. Firstly, protein sequence features are extracted with Con joint triad (CT). Then, we input the feature vectors of both positive and negative examples to the DNN model. After hyper-parameter adjustment, we train the DNN model and get the DPPI predictor. Finally, we evaluate the prediction performance of the DPPI predictor using a set of performance metrics and compare our method with existing prediction approaches. The best model achieved an average accuracy of 97.65% for the whole training dataset.
Materials and Methods

Preparation of Data Set.
In our experiments, human PPI data set was select a valid BenchMark data set to evaluate the predictor. We get this data set from http://www.csbio.sjtu.edu.cn/bioinf/LR_PPI/Data.htm (HPRD, 2007 version) [34] . This data set contains 36,630 positive pairs and 36,480 negative pairs. We removed protein pairs with fewer than 50 amino acids and unusual amino acids, such as B, J, O, U, X and Z, and obtained 36,591 positive samples and 36,324 negative samples. The positive and negative samples were mixed and selected randomly 30,000 positive samples and 30,000 negative samples as training dataset for model, the remainder of which formed the raining set as hold-out test set for model validation.
Conjoint Triad (CT).
The CT method was first proposed by Shen et al. [10] , they considered the properties of one amino acid and its vicinal amino acids and regarded any three continuous amino acids as a unit. The PPI information of amino acids sequence can be projected into a homogeneous vector space by counting the frequency of each triad type. All 20 amino acids are clustered into seven groups based on the dipoles and volumes of the side chains. The classification of amino acids is listed in Table 1 . Table 1 . Classification of amino acids of CT coding method
Firstly, we replaced each amino acid in the protein sequence by the index depending on its grouping. For instance, protein sequence "RLASCTELRTLNLARN" is replaced by 5213736253242154. Then, we use a binary space (V, F) to represent a protein sequence. Here V is the vector space of the sequence features, and F is the frequency vector corresponding to V [10] . A protein sequence have been catalogued into seven classes, the size of V should be 777; thus, i =1, 2, ..., 343. If a set of data is i 1 i 2 i 3 , the corresponding value of f is . The detailed description for vector space of a sequence features are illustrated by the following formula: (1) Advances in Biological Sciences Research, volume 5 Schematic diagram for constructing the vector space (V, F) of protein sequence is shown in Figure  1 . And thus the dimensions of a protein sequence were dramatically reduced to 7×7×7 =343. Finally, a total 686-dimensional vector has been built to represent each protein pair.
Fig. 1 Classification of amino acids of CT coding method 2.3 Deep Neural Network (DNN).
The DNN model is comprised of three components: the input layer, two or more hidden layers, and the output layer, which are similar to general artificial neural networks but differ from them in the number of hidden layers and the training procedure [14] . Figure 2 illustrates the architecture of the DNN model and its training procedure. The depth of a neural network corresponds to the number of hidden layers, and the width to the maximum number of neurons in one of its layers [35, 36] . A deep neural networks architecture is a multilayer stack of simple modules, the input layer receives data, and then data information is transformed in a nonlinear way through multiple hidden layers. Computing the average gradient and adjusting the weights accordingly, before final outputs are computed in the output layer. Mathematically, let x denote the input data, z(l) denote the input of the l-th layer, and a(l) denote the activation of the l-th layer, we have the following formulation: (2) Where a l is the connection weight matrix between the l-th layer and the (l+1)-th layer, b l is the bias term in the (l+1)-th layer and a(l+1)=f(z(l+1)). Here f() means the activation function, we adopted ReLU as the activation function in the DPPI model (3) ReLU mainly to solve the problem of gradient disappears, that thresholds negative signals greater than 0 will remain unchanged, less than 0 will be activated to 0 and passes through positive signal. This type of activation function allows faster learning compared to alternatives (e.g., sigmoid or tanh unit) [37] . In our study, we employed cross entropy [46] as the loss function, (4) Where n is the number of the training examples, t i is the predicted class of the i-th example, and y i is the real class of this sample. 2.4. Model Architecture. Fig. 3 shows the training framework of deep neural networks for protein-protein interactions prediction. This framework consists of the following five steps.
(1) Obtaining positive and negative set from BenchMark database.
(2) The feature of protein sequence are extracted using CT. (3) Select randomly 30000 pairs from positive set and negative set as training set, respectively, the remainder of dataset as test set.
(4) Then, training set is used to train DNN models, and test set is used to test the performance of the models.
(5) We evaluate the prediction performance of the models using a set of performance metrics. Fig. 3 The training framework of deep neural networks for protein−protein interactions prediction 2.5. Evaluation Criteria.
To measure the performance of the proposed method, we adopted 10-fold cross validation and four parameters, accuracy, recall, loss and area under the receiver operating characteristic curve (AUC). Some are defined as follows:
(5) (6) Where true positive (TP) is the number of true PPIs that are predicted correctly; false negative (FN) is the number of true PPIs that are predicted to be non-interacting pairs; false positive (FP) is the number of true non-interacting pairs that are predicted to be PPIs, and true negative (TN) is the number of true non-interacting pairs that are predicted correctly.
Results
DPPI Model Construction and Parameter Optimization.
In order to choose the best hyper-parameter configuration, models with different configurations should be trained and their performance evaluated by a set of performance metrics. The learning rate and batch size can strongly impact training speed and model performance. Different learning rates are usually explored on a logarithmic scale such as 0.1, 0.01, 0.001 or 0.0001, with 0.01 as the recommended default value but it would be foolish to rely exclusively on this default value [38] . In this experiment, training was started with 0.00001 as the initial value of the learning rate, and increase the learning rate in increments of 0.00001 in each batch. The trends of the learning rate and loss function are shown Fig. 4 . From Fig. 4 , we can see that when the learning rate is between 0.001 and 0.01, the loss function has the fastest decline.
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Fig .4 The trends of the learning rate and loss function Per-parameter adaptive learning rate methods, such as RMSprop, Adagrad [39] and Adam [40] , have been developed in order to appropriately adapt the learning rate per-parameter during training. Adam combines the strengths of previous methods RMSprop and Adagrad and is generally recommended for many applications. ReLU mainly to solve the problem of gradient disappears, ReLU allows faster learning compared to alternatives [37] . We found that sigmoid and tanh slow down the gradient descent by experiments, so we choose ReLU and ELU as activate function. Table 2 provides the recommended hyper-parameters that are chosen by a large number of experiments. The recommended parameters such as the learning rate, which is exploring different values while keeping all other hyper-parameters constant. [25] applied Stacked auto-encoder (SAE) with CT to study sequence-based human PPI predictions, which yielded the accuracy of 94.52%. Sun et al. is the first to use a deep-learning algorithm for sequence-based PPI prediction, and they achieved prediction performance that surpassed previous methods. Compared to Sun's results, our accuracy metrics are outstanding, which indicate that DPPI model is successful in predicting PPIs. 
Comparison with Existing Methods.
Recently, a large number of computational methods have been proposed for predicting PPIs due to the continually development of the high-throughput technologies. Here, we use the same human data set, and compare our experimental result with those of Shen's work [10] , Zhang's work [44] , Huang's work [45] and so on, compared to seven other individual methods, Table 4 shows the results performed by other methods and we can see that the accuracies obtained by these methods are between 83.90% and 97.65%. Our work achieves the best performance, none of these methods gets higher accuracy than that of our proposed method, which yielded the accuracy of 97.65%. Considering these comparisons, it is demonstrated that our model can improve the prediction accuracy compared with the current methods. 
Summary
Deep neural network algorithms have been used in many fields and obtained a series of achievements. However, these powerful methods it is rarely used in PPI prediction. Thus, in this work, we used DNN with a widely-used protein sequence coding methods CT, to study human PPI. From Table 4 , we know that the performance of our model may produce a stable prediction model with higher accuracy than other similar methods. Our work yielded the accuracy of 97.65%, none of these methods gets higher accuracy than that of our proposed method. In this work, the first contribution to the good performance of DPPI model is that we adjust various parameters such as learning rate, batch size, activation function and dropout rate etc., and provides the recommended hyper-parameters that are chosen by a large number of experiments. Then, the application of DNN can learn an internal distributed feature representation automatically from the data. The experimental result shows that our model is superior in prediction accuracy improvement in comparison with existing prediction method.
