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ABSTRACT: Land-use land-cover change (LULCC) has become an important topic of research for the central United States
because of the extensive conversion of the natural prairie into agricultural land, especially in the northern Great Plains. As a result,
shifts in the natural climate (minimum/maximum temperature, precipitation, etc.) across the north-central United States have
been observed, as noted within the Fourth National Climate Assessment (NCA4) report. Thus, it is necessary to understand how
further LULCC will affect the near-surface atmosphere, the lower troposphere, and the planetary boundary layer (PBL) atmosphere over this region. The goal of this work was to investigate the utility of a new future land-use land-cover (LULC) dataset
within the Weather Research and Forecasting (WRF) modeling system. The present study utilizes a modeled future land-use
dataset developed by the Forecasting Scenarios of Land-Use Change (FORE-SCE) model to investigate the influence of future
(2050) land use on a simulated PBL development within the WRF Model. Three primary areas of LULCC were identified within
the FORE-SCE future LULC dataset across Nebraska and South Dakota. Variations in LULC between the 2005 LULC control
simulation and four FORE-SCE simulations affected near-surface temperature (0.58–18C) and specific humidity (0.3–0.5 g kg21).
The differences noted in the temperature and moisture fields affected the development of the simulated PBL, leading to variations
in PBL height and convective available potential energy. Overall, utilizing the FORE-SCE dataset within WRF produced notable
differences relative to the control simulation over areas of LULCC represented in the FORE-SCE dataset.
KEYWORDS: North America; Convective-scale processes; Atmosphere–land interaction; Numerical analysis/modeling;
Regional models

1. Introduction
Land-use land-cover (LULC) plays an important role in
regional and global climate systems (Bonan et al. 2004; Torbick
et al. 2006; Wang et al. 2006; Pyke and Andelman 2007;
Mahmood et al. 2014, 2016; Pielke et al. 2016; Sleeter et al.
2018). As stated in the Fourth National Climate Assessment
(NCA4), ‘‘changes in land-cover continue to impact local- to
global-scale weather and climate by altering the flow of energy,
water, and greenhouse gases between the land and the atmosphere (high confidence)’’ (Sleeter et al. 2018, p. 212). This
primarily reflects the effects of LULC on radiation, through
changes in albedo, surface radiation balance, and differences in moisture content (Pielke 2005; Pielke et al. 2011;
Pitman et al. 2011; Fahey et al. 2017). LULC influences the
surface radiative balance via changes to partitioning of energy into sensible and latent heat fluxes during the daytime
(e.g., Harding and Snyder 2012a,b; Aegerter et al. 2017;
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Chen et al. 2017; Chen and Dirmeyer 2017). Hence, LULC
change (LULCC) further modifies near-surface air temperatures and moisture content.
Koster et al. (2004) have shown that the central United
States is strongly affected by land–atmosphere interactions. As
LULC is intrinsically linked to soil moisture, the process
of coupling between soil moisture and precipitation occurs
through various processes linked to different LULC types.
For example, the transition from natural grasslands to irrigated agriculture during the twentieth century has notably
changed the temperature and moisture regime in the region,
namely, cooler daytime surface temperatures, warmer minimum temperatures, and increases of near-surface moisture
(Mahmood et al. 2004). Mahmood et al. (2006, 2013) subsequently found that increases in the coverage of irrigated
cropland decreased mean maximum growing season temperatures by .18C after 1945. Mahmood et al. (2006) also
noted .18C increase in growing season minimum temperatures
in the post-1945 period. In another study, Mahmood et al.
(2004) found a downward trend in mean and mean maximum
growing season temperatures across areas that had increases in
irrigated lands from 1921 to 2000. Although LULCC lowered
the maximum temperature in certain regions such as those with
intensive agricultural irrigation, the increasing temperature
signal was strengthened in other regions, for example changing
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from natural vegetation to pasture in the Brazilian Cerrado
(Pielke et al. 2011). In terms of variability, LULCC has been
linked to changes in the frequency of midlatitude hot and dry
summers globally (Findell et al. 2017), particularly in areas
with conversion of forest to croplands.
LULC influences diurnal development of the planetary
boundary layer (PBL). Differences in PBL evolution can influence convective potentials (Findell and Eltahir 2003a,b;
Koster et al. 2004; Jimenez et al. 2014), which cause further
surface moisture discontinuities and modify subsequent convective environments. Thus, LULCC can further affect PBL
evolution and convective potentials and influence synoptic and
mesoscale weather patterns (Segal and Arritt 1992; GarciaCarreras et al. 2010; Nair et al. 2011; Huber et al. 2014). As the
effects of LULCC are felt on the meteorological scale, they
also affect broader global climate. For example, thunderstorms
occur over a relatively smaller percentage of Earth’s surface,
however, they redistribute a vast amount of energy and have
synoptic-scale effects (Pielke 2005). In other words, as changes are
made to Earth’s surface on a relatively smaller scales, the resulting
modifications can affect regional and or global-scale climate.
Past studies have shown the importance of including LULC
in global circulation models to produce more accurate representations of global and regional climate systems (Zhao et al.
2001; Zhao and Pitman 2002; Costa et al. 2007; Ge et al. 2007;
Spera et al. 2018). Ge et al. (2007) found that accuracy of
precipitation estimates by regional climate models were reduced when LULC data of less than 80% accuracy were used.
Spera et al. (2018) showed that accurate, regionally validated
land-cover data improve model simulation results. They
demonstrated that by incorporating the improved land-cover
dataset, model performance with regard to precipitation had
increased especially in the dry-to-wet season transition. Again, it
is evident that accurate representations of land cover within
model simulations are crucial to properly represent surface
processes on both meteorological and climatological scales.
LULCC is expected to continue in the coming decades because of increased demands for food, energy, and urban development (Veldkamp and Lambin 2001; Sohl et al. 2014).
Several studies (e.g., Wear 2011; Bierwagen et al. 2010; Lawler
et al. 2014; Sohl et al. 2014, 2016) have developed simulated
future LULCC datasets for potential future socioeconomic conditions. This study uses four such newly developed datasets
to address its research goals, that is, to determine the effects
of using the Forecasting Scenarios of Land-Use Change
(FORE-SCE) LULC dataset within the Weather, Research,
and Forecasting (WRF) Model system.
The objective of this research is to determine the effects of
four 2050 LULCC scenarios on a simulated near-surface atmosphere, lower troposphere, and the PBL under synoptically
calm conditions in the north-central United States (NCUS), or
the states of Nebraska and South Dakota (Fig. 1a). These applications also allowed us to better understand the utility of
FORE-SCE LULC in the WRF modeling suite for short-term
coupled weather simulations. The LULCC scenarios were
developed by using the U.S. Geological Survey (USGS)
FORE-SCE LULC modeling system (Sohl et al. 2007, 2012,
2014). To complete this project, the Advanced Research
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version of WRF (ARW) modeling system (Skamarock et al.
2019) along with the FORE-SCE model’s four future LULCC
projected datasets were used.
The design of this study is such that it also allowed the effects
of the FORE-SCE dataset to be determined in WRF-based
simulations. This is achieved by comparing and analyzing the
LULC fields within the FORE-SCE LULC historical data
(Fig. 1b) and WRF default LULC data [Moderate Resolution
Imaging Spectroradiometer (MODIS) LULC; Fig. 1c]. These
results can aid in developing future FORE-SCE and WRF
related research, especially for potential effects of different
FORE-SCE scenarios within climate length WRF simulations.
Subsequently, WRF-based atmospheric simulations for all four
2050 FORE-SCE scenarios, along with a control simulation
using FORE-SCE 2005 historical data, were completed.
To the best of our knowledge this is one of the first adoptions
of these datasets for regional-scale model applications focusing
on the effects of atmospheric evolution within the boundary
layer. While Nikolic et al. (2019) utilized the FORE-SCE
dataset within WRF, their study focused on the effects of
LULCC on the central U.S. low-level jet and its development
within a climate time-scale simulation. In the sections 2 and 3,
the methods applied and the results of the research, respectively, are presented. A discussion and conclusions of this study
in the context of previous results relating to NCUS LULCC are
provided in sections 4 and 5, respectively.

2. Methods
a. FORE-SCE future LULC dataset
The FORE-SCE LULC dataset is produced using a patchbased model broken into 84 Level III ecoregions of the United
States as mapped for the 1999 U.S. Environmental Protection
Agency (EPA) ecoregion publication (EPA 1999). The model
uses a nonspatial ‘‘demand’’ component to produce the future
proportions of LULCC at a regional level (Sohl et al. 2014).
Demand for a ‘‘historical’’ period of 1992–2005 was based on
LULC proportions from the USGS land-cover trends data
(Loveland et al. 2002). The historical baseline dataset was
created by remapping the 1992 National Land Cover Database
(NLCD; Vogelmann et al. 2001) to the FORE-SCE dataset
thematic classes at a 250-m gridcell resolution. Then the
FORE-SCE model was driven by the 1992–2005 NLCD dataset and USGS land-cover trends to create the 1992–2005
FORE-SCE historical baseline data. Future scenarios for the
2006–2100 period are based on the IPCC Special Report on
Emissions Scenarios (SRES; Nakićenović et al. 2000), downscaled to the regional level for use within the FORE-SCE
model. The scenario-based FORE-SCE projections were designed to provide a high-resolution and thematically detailed
future LULC dataset for investigating the effects of LULCC
on ecology, carbon and greenhouse gas fluxes, climate and
weather, and hydrology (Sohl et al. 2014).
The LULCC data are available from the USGS data repository (https://doi.org/10.5066/P95AK9HP; Sohl et al. 2018)
at a 250-m spatial resolution. The FORE-SCE LULCC
dataset has 17 LULC categories (Table 1) that are similar to
the NLCD LULC categories (Homer et al. 2007), with data
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FIG. 1. (a) The WRF domain used within the study. The red outline shows the inner domain used to create the spatial plots for this study.
(b) The FORE-SCE 2005 Historical LULC dominant category within the inner WRF domain used in the study. (c) The WRF default
MODIS LULC dominant category within the inner WRF domain. Also shown in (b) and (c) are dots denoting the location of the three
vertical profile locations; location X (northeastern Colorado), location Y (central Nebraska–South Dakota border), and location Z (northcentral South Dakota).
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TABLE 1. List of land-use categories within the FORE-SCE
LULC dataset.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Water
Developed
Mechanically disturbed national forests
Mechanically disturbed other public lands
Mechanically disturbed private
Mining
Barren
Deciduous forest
Evergreen forest
Mixed forest
Grassland
Shrubland
Cropland
Hay/pasture land
Herbaceous wetland
Woody wetland
Perennial ice/snow

available from 2006 to 2100 for the conterminous United States
for four different IPCC scenarios. These scenarios include the
A1B (rapid economic growth with balanced energy use across all
technologies), A2 (continuous population growth), B1 (rapid
economic changes to more service and technology with global
environmental protection) and B2 (local/regional environmental
protection), with further descriptions included in Table 2.
The data are available in GeoTIFF format and were processed into a format (geogrid binary format) usable by the
WRF Pre-Processing System (WPS) using the QGIS processing system and the GIS4WRF package. The FORE-SCE
LULC data were then included in the WRF simulations
through incorporation of the dataset into the WPS prior to the
production of the wrfinput files. We utilized 2050 datasets instead of the 2100 datasets because the 2050 datasets provide a
more realistic representation of future LULC owing to the
source IPCC SRES scenarios, as the simulated differences in
the LULCC data become more exaggerated in longer historical LULC projections (Sohl et al. 2014). The WRF simulation
output data were processed and plotted using internal code
within the NCAR Command Language (NCL) available from
NCAR (https://www.ncl.ucar.edu/).

b. WRF Model configuration
The WRF Model, version 4.0.3 (Skamarock et al. 2019), was
used to simulate the evolution of the PBL under inactive atmospheric conditions for 1200 UTC 1 August–1200 UTC
8 August 2001, with the first three days constituting model
spinup/dynamic adjustment time. While 3 days likely does not
constitute enough spinup time for soil moisture levels to
equilibrate with the new LULC data, the stated goal is to determine the influence of the new LULC on the atmosphere. If
soil moisture values are modified based on the LULCC, the
effects of the modified soil moisture values would also facilitate
differences in atmospheric fields causing additional differences
that could not be untangled from the LULCC forced differences. In other words, the soil moisture state could still reflect
the input data’s land surface parameters rather than adjusting
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to the new LULC dataset. Thus, our results could be affected
by model-specific soil moisture, which cannot be disentangled
from the effects caused by the LULCC. As this study serves as a
proof-of-concept work on the use of the FORE-SCE dataset
within WRF, a robust evaluation of the effect of LULCC versus
soil moisture on the atmosphere is not warranted.
The WRF is a mesoscale and nonhydrostatic atmospheric
model, which can be configured either for research or operational use. For this study, a nested domain containing two outer
domains and the inner (analysis) domain was used (Fig. 1a).
The outer domains were at 30- and 10-km resolutions, with the
inner domain at a 2-km horizontal resolution with 38 vertical
levels. The primary analysis was done on the 401 3 386 gridpoint
inner domain centered on South Dakota and Nebraska. The final configuration (Table 3) was determined through sensitivity
testing and comparing configurations of previous modeling
studies completed over the same region (e.g., Harding and
Snyder 2012a,b; Pei et al. 2016; Aegerter et al. 2017). Noah-MP
(Niu et al. 2011) was used to get a baseline of the influence of the
Noah-MP land surface model utilized with the FORE-SCE
dataset. The North American Regional Reanalysis (NARR;
Mesinger et al. 2006) dataset was used for initial and boundary
conditions for all simulations.
The default LULC dataset used for these WRF simulations
was the 17-class FORE-SCE 2005 historical land-cover data
(Sohl et al. 2014). This dataset contains the same land-cover
types used by FORE-SCE and is the final year in the 1992–2005
FORE-SCE historical baseline period. The FORE-SCE 2005 historical data were compared with the WRF default 20-class MODIS
land-cover dataset. This dataset contains 17 land-cover types classified by the International Geosphere–Biosphere Programme
(Friedl et al. 2002) and three tundra classes (Justice et al.
2002). The MODIS LULC dataset was compiled using MODIS
data from 2001 to 2010 (Broxton et al. 2014) and was designed to
work with the Noah LSM within WRF (Li et al. 2014).
To utilize the FORE-SCE data within WRF, substantial
changes to several variable tables related to the land surface were
needed, namely to the LANDUSE.TBL, VEGPARM.TBL,
and MPTABLE.TBL tables. The new LULC dataset would
normally require tuning of variables for the new LULC categories. However, because of the FORE-SCE LULC categories
were based on the NLCD LULC categories (Sohl et al. 2014),
it was possible to use the WRF table variable parameters for
other LULC categories. Parameters within relevant variable
tables were taken from the same or similar LULC categories
in different LULC datasets. If the LULC categories within
FORE-SCE datasets were not available in the NLCD dataset,
details from Sohl et al. (2014) were used to derive the best
possible variable parameters. For example, the urban class
within FORE-SCE datasets is an aggregate category composed of the NLCD dataset’s low-intensity residential, highintensity residential, commercial/industrial/transportation,
and urban/recreation grass classes (Sohl et al. 2014).

c. Data analysis
Differences were calculated by subtracting the control
simulation from the FORE-SCE WRF simulations (FORESCE minus control). Thus, positive and negative differences
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TABLE 2. Description of IPCC SRES scenarios used within the Sohl et al. (2014) study to develop the FORE-SCE LULC datasets used
within this study. Descriptions are summarized from Nakićenović et al. (2000).
Scenario
A2

A1B

B1

B2

Description of main drivers
Economic growth is focused into specific economic regions
Highlighted by lower trade flows and slower technological change
Less international cooperation relative to other scenarios
Advances in technology diffuse across regions slowly
Large population growth through 2100
Per capita income is lower than other scenarios
Local resources prioritized, import dependence minimized through technological advances
Global environmental concerns are weak; focus is on local and regional protections as necessary to control pollution
Economically driven scenario; average income per capita converge across the globe
Technological advances prioritized, play central role in economic growth
Population growth to 2050 and then decline to 2100
Prioritizes a mixture/balance of supply and technological resources
Advances in technology and supply are such that no one energy resource becomes overly dominant
Environmental and social conscious development
Focused on globally coherent approach to more sustainable development
Governments, businesses, the media, and the public pay increased attention to the environmental and social aspects of
development
Scenario is not driven by climate policies
Population increases to 2050 and then decreases to 2100
Technological advances are prioritized in resource use efficiency rather than in productivity as in the A1 scenarios
More balanced scenarios relative to the others
Local and regional decision-making structures are prioritized over international institutions
Humane welfare, equality, and environmental protections are all prioritized
Population growth continuous until 2100
Slower rate of technological and economic development
Technological and economic advancement are regionally heterogeneous
Global priorities largely do not exist in this scenario
Environmental protection strategies are not as successful on a large scale relative to other scenarios
High levels of education and social innovation

indicate higher and lower meteorological values, respectively, under FORE-SCE LULCC scenarios. To diagnose the
influence of the LULCC on the simulated PBL development,
composites were created by averaging across all hours within
each daytime and nighttime period, for both the daytime (1200–
0000 UTC) and nighttime (0000–1200 UTC) for 1200 UTC 4
August–1200 UTC 8 August 2001, with 1200 UTC 1 August–
1100 UTC 4 August constituting model spin up/dynamic adjustment time. The variables investigated were 2-m temperature,

TABLE 3. Configuration of WRF used within this study.
Horizontal resolution
Vertical resolution
Time step
Boundary conditions
LSM
Dynamic vegetation
Longwave radiation
Shortwave radiation
Microphysics
PBL
Cumulus parameterization
Static surface data

30/10/2 km
38 levels
30 s
NARR
Noah-MP
Noah-MP
Rapid Radiative Transfer Model
Dudhia scheme
WRF single-moment 6-class
Yonsei University scheme
Kain–Fritsch scheme (only for
30- and 10-km domains)
Default

vertical temperature (8C) from the surface through the top of the
troposphere, surface heat fluxes (latent and sensible heat;
W m22), 2-m specific humidity (g kg21), PBL height (PBLH)
(m), and vertical dewpoint temperature (8C) from the surface
through the top of the troposphere.
Vertical difference profiles were created for three locations
shown as X, Y, and Z in Fig. 1b. The three locations were
chosen due to shifts in LULC found across the four FORESCE scenarios. In comparison with the 2005 FORE-SCE historical dataset, the 2050 FORE-SCE scenarios show a variety
of differing LULCC at the three locations analyzed for this
study. In the 2050 FORE-SCE scenarios, location X (northeastern Colorado) shows LULCC from cropland to grassland in
scenario B2 while the three other scenarios show small increases
of cropland from grassland; location Y (central Nebraska–South
Dakota border) depicts LULCC from grassland to hay/pasture
or cropland; and location Z (north-central South Dakota) shows
LULCC from grassland to cropland.

3. Results
a. Projected LULCC
As MODIS LULC is the default WRF LULC dataset, it
would be useful to compare the FORE-SCE 2005 historical
baseline LULC data with the MODIS LULC dataset. The
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MODIS LULC dataset (20 categories) has more thematic
classification categories than does FORE-SCE (17 categories).
Further, MODIS represents a LULC climatology from 2001 to
2010 (Broxton et al. 2014), with the 2005 historical FORE-SCE
data chosen owing to it being the final year in the historical
FORE-SCE simulation. The largest difference in categories
between the two LULC datasets within the study domain is
the cropland/nature vegetation mosaic category in MODIS.
This mosaic category is not replicated within the FORE-SCE
dataset while the hay/pasture category shows the most commonality with the WRF parameter tables. This is a result of
spatial resolution, as the 30-m-resolution FORE-SCE data
did not require split land-cover types, which was necessary in
the 500-m-resolution MODIS data.
After interpolating the LULC data to the WRF grid by
utilizing the WPS, a direct comparison of the two LULC
datasets can be completed. There are three primary categories
that change between the two datasets: 1) grassland, 2) cropland, and 3) the hay/pasture or natural/cropland mosaic categories. The FORE-SCE 2005 data (Fig. 1b) extends the
grassland area much farther to the east relative to the MODIS
data (Fig. 1c). The increase in grassland (27% increase) area
comes at the expense of the cropland (9% decrease) and
natural/cropland mosaic (51% decrease) area. Relative to
MODIS, the latter also decreases in the FORE-SCE 2005
dataset. While cropland area decreases in the FORE-SCE
2005 data, there is a widespread change from grassland to
cropland in the western portion of the domain when compared with the MODIS data. Comparisons of the MODIS and
FORE-SCE 2005 datasets with the Cropland Data Layer in
Nebraska (CDL; https://www.nass.usda.gov/Research_and_
Science/Cropland/SARS1a.php; South Dakota information is
not available for 2005) show that the latter dataset matches
most closely with the spatial distribution of grassland and
cropland from the 2005 CDL. CDL has grassland extended
much farther to the east in northern Nebraska and a larger
extent of cropland in the southwest relative to MODIS. Thus,
for this specific WRF domain, the FORE-SCE 2005 data
present a more accurate depiction of LULC when compared
with the MODIS data.
Comparison of the FORE-SCE 2005 data with the FORESCE 2050 data (Fig. 2) from the four modeled scenarios indicates distinct differences (Table 4). With the primary LULC
types in the domain being grassland, hay/pasture, and cropland, the comparison is focused on those LULC categories.
Grassland area decreases in the A1B (222.6%), A2
(29.10%), and B1 (23.50%) scenarios and increases in the
B2 (14.11%) scenario. Cropland follows the same trend,
except it increases in A1B (113.5%), A2 (18.20%), and B1
(13.21%) scenarios and decreases in the B2 (24.70%) scenario. Changes in hay/pasture include a large increase in the
A1B (73.2%) scenario, an increase in the A2 (11.92%) scenario, and decreases in the B1 (26.68%) and B2 (24.50%)
scenarios. While other categories changed from 2005 to 2050,
the only other category with a notable change is the developed class, which increased by around 85% and 90% in the
A1B and A2 scenarios, respectively, 57% in the B1 scenario,
and 43% in the B2 scenario.
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As the primary LULC categories within the chosen WRF
domain are cropland, grassland, and hay/pasture, it is important to note the model specific effects of changes between these
LULC categories. Esteve (2016) and Cuntz et al. (2016) noted that
there are numerous variables within the WRF modeling system
static table input files that affect surface moisture transport and the
radiation budget, vegetation height (HVT), the slope of the Ball–
Woodrow–Berry stomatal conductance model (MP), soil moisture availability (SLMO), leaf reflectivity (RHOL), and stem
reflectivity (RHOS). Esteve (2016) stated that emissivity, albedo,
and soil moisture availability directly affect the partitioning of
surface energy into latent and sensible heat fluxes. Cuntz et al.
(2016) found that most vegetation-related parameters in WRF
affect evapotranspiration (ET). Among these, evaporation was
most strongly sensitive to HVT, while transpiration was strongly
controlled by MP. Thus, albedo, emissivity, soil moisture availability, HVT, and MP are the variables of focus for this research. It
is recognized, however, that the controls of ET are much more
complex than those of the other variables and based on numerous
biophysical and physical properties of plants and soils. The following discussion is solely related to variables within the Noah-MP
land surface model used for our WRF modeling configuration.
While albedo and emissivity might be important to determining
the surface radiation budget, their values are very close within the
three dominant LULC categories (19%/0.96 for grassland, 18%/
;0.96 for cropland, and 18%/;0.96 for hay/pasture). Soil moisture
availability varies between the three categories, with grassland
being the lowest at 0.15, hay/pasture being at 0.30, and cropland
being at 0.5. Higher soil moisture availability means that the surface would produce closer to potential ET than it would with a
lower value of soil moisture availability. While Cuntz et al. (2016)
found that MP was a strong control of transpiration (thus ET)
within the Noah-MP land surface model, the three categories
mentioned here (grassland, cropland, and hay/pasture) all have the
same MP value (9.0). Thus, while MP does produce a strong influence on plant transpiration within the model, it does not appear
to be a factor within the LULCC present in these simulations.
HVT is different among the three LULC categories where
grassland, hay/pasture, and cropland have values of 1.00, 1.5, and
2.00 m, respectively. Higher HVT would mean less surface-based
evaporation owing to larger canopy density, in conjunction with
the increased canopy interception by the taller vegetation. Thus,
independent of other factors affecting ET, vegetation with higher
heights would reduce overall evaporation (and thus ET) relative
to vegetation with shorter heights. Thus, while the HVT increase
would show that ET would be decreased, ET would increase
for changes to cropland due to a much higher soil moisture
availability and decreased albedo. Correspondingly, a switch to
grassland would increase surface-based ET from lower vegetation
density but decrease overall ET linked to a larger albedo and less
transpiration from grass. Aside from the albedo effects, which
would reduce or raise both surface heat fluxes, a reduced latent
flux (ET) would lead to increased sensible heat flux and vice versa.

b. Effects of FORE-SCE LULCC on near surface
meteorology
Overall, the change of LULC from the FORE-SCE 2005
historical LULC dataset to the FORE-SCE 2050 scenario

Brought to you by University of Nebraska-Lincoln Libraries | Unauthenticated | Downloaded 05/10/22 01:46 PM UTC

JANUARY 2021

FLANAGAN ET AL.

183

FIG. 2. FORE-SCE LULC for the (a) B1 scenario, (b) B2 scenario, (c) A1B scenario, and (d) A2 scenario. Also included are the location
of the vertical profiles, as well as colored ovals [(a); colors match the vertical profile colors] highlighting the three main areas of change
when comparing the FORE-SCE LULC datasets and the default WRF LULC dataset.

datasets caused nearly no average daytime or nighttime
changes across the inner WRF domain for the 4 days used for
simulations and analysis. Due to the localized nature of
LULCC within the FORE-SCE dataset for 2050, the nature of
the atmospheric differences is subtle. However, spatial patterns are detected through the analysis of the four WRF simulations completed using the four FORE-SCE 2050 LULCC
scenarios.

The effect of LULCC, at least directly within WRF, would
influence the surface radiative fluxes first and foremost. Thus,
an analysis of sensible and latent heat flux differences is necessary to diagnose the effect of the FORE-SCE LULC dataset
within WRF. However, separately diagnosing and comparing
the fluxes is difficult, and thereby for this analysis an investigation of the Bowen ratio was used. The Bowen ratio is the
ratio between sensible and latent heat fluxes, and thus an
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TABLE 4. Gridpoint count of LULC types within the inner WRF domain. The three tundra classes in the MODIS category were
removed because of no matching LULC type in FORE-SCE and no domain points in the control simulation being identified as tundra.
Percent change is listed in parentheses after each gridpoint count value, and the sign indicates either an increase or decrease in the number
of grid points.

Categories
Water
Developed
Mechanically disturbed national
forest
Mechanically disturbed public land
Mechanically disturbed private
Mining
Barren
Deciduous forest
Evergreen forest
Mixing forest
Grassland
Shrubland
Cropland
Hay/pasture
Herbaceous wetland
Woody wetland
Permanent wetland
Perennial ice/snow
a

MODIS
1290
150
a

a
a
a

24
17
1194
908
54 727
1062
78 735
15 890
a
a

1
0

Historical
2005
788
701
0
0
0
1
125
581
1805
0
69 308
546
71 621
7737
702
85

A1B 2050
788 (0%)
1294 (84.6%)
0

A2 2050
785 (20.38%)
1328 (89.4%)
0

B1 2050
798 (21.27%)
1104 (57.5%)
0

B2 2050
804 (22.03%)
1005 (43.4%)
0

0
0
0
0
0
0
0
0
1
1
1
1
142 (13.6%)
132 (5.6%)
124 (20.8%)
119 (24.8%)
451 (222.4%)
440 (224.3%)
595 (2.41%)
597 (2.75%)
1833 (1.55%)
1820 (0.83%)
1814 (0.50%)
1813 (0.44%)
1
1
0
0
53 869 (222.6%) 63 004 (29.10%) 66 912 (23.50%) 72 161 (4.11%)
329 (239.7%)
427 (221.8%)
435 (220.3%)
485 (211.2%)
81 255 (13.5%)
77 496 (8.20%)
73 922 (3.21%)
68 258 (24.70%)
13 399 (73.2%)
7885 (1.92%)
7220 (26.68%) 7351 (24.50%)
578 (217.7%)
625 (211.0%)
978 (39.3%)
1299 (85.0%)
60 (229.4%)
56 (234.1%)
97 (14.1%)
107 (25.9%)

a

0

a

a

a

a

0

0

0

0

The LULC type is not available in that LULC dataset.

increase in sensible heat flux would increase the ratio, and an
increase in latent heat flux would decrease the ratio. Still, this
analysis is difficult given that the LULCC primarily occurs
between grassland, cropland, and hay/pasture. This is because
the Bowen ratio is small for these LULC types and hence, the
differences occurring from LULCC and these LULC types are
even smaller. Because most of the Bowen ratio values are
between 25.0 and 15.0, we have masked out greater positive
and negative values. Further, given the nature of surface radiation fluxes, nighttime differences were not analyzed for the
Bowen ratio.
Spatially, the Bowen ratio differences are similar across all
four FORE-SCE simulations (Fig. 3). Large-magnitude differences are seen across the southeastern portion of the WRF
inner domain. These differences coincided with large differences found across all four scenarios. Within all four simulations, Bowen ratio differences are reflective of the LULCC.
The B1 scenario (Fig. 3a), even with the smallest LULCC of
the four scenarios, shows negative Bowen ratio differences
resultant from grassland to cropland changes in northern South
Dakota. The simulation for the B1 scenario shows positive
Bowen ratio differences near the central Nebraska and South
Dakota border resultant from cropland to grassland LULCC.
The B2 scenario (Fig. 3b) is the only scenario with a marked
decrease in cropland area within the WRF inner domain of the
four FORE-SCE scenarios. This led to larger positive Bowen
ratio differences within the primary LULCC areas relative to
the other scenarios because of increased sensible heating and
reduced ET. However, increases in cropland are still found
across central South Dakota, resulting in negative Bowen ratio
differences in this area.

The A1B scenario (Fig. 3c) depicts a large change from
cropland and grassland to hay/pasture, primarily across the
center of the WRF inner domain. The A1B Bowen ratio differences do show more positive differences across the South
Dakota and Nebraska border, but otherwise the central portion of the domain shows difference signals similar to the other
cases. This is likely due to the large similarities in WRF static
variables for grassland and hay/pasture. Thus, LULCC between these two LULC categories would not have substantial
effects as seen in the A1B scenario simulation. However,
LULCC to cropland can be seen in northern South Dakota and
southwestern Nebraska/northeastern Colorado, resulting in
negative Bowen ratio differences. Last, in the A2 scenario
(Fig. 3d), expansive areas of grassland are changed to cropland
across central and western South Dakota and southwestern
Nebraska and northeastern Colorado. This results in widespread negative differences, with a reduction of the positive
differences relative to the other three FORE-SCE simulations.
The 2-m temperature field within the FORE-SCE WRF
simulations (Fig. 4) are similar during the daytime (Figs. 4a–d)
and nighttime (Figs. 4e–h). Widespread increases in surface
temperature (0.58–18C) are observed across the inner domain
during the daytime, with negative differences evident, but with
substantially less coverage across the WRF inner domain.
During the night, negative differences areas are more robust,
with large spatial areas showing differences in the range
from 20.58 to 218C. While all four scenarios depict similar
daytime and nighttime differences, the magnitudes of the differences exist in the primary LULCC areas. Both southwestern
Nebraska and the bordering areas of north-central Nebraska
and south-central South Dakota show negative difference
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FIG. 3. WRF FORE-SCE Bowen ratio daytime (1200–0000 UTC) differences (FORE-SCE 2 Control) from the (a) B1 scenario, (b) B2
scenario, (c) A1B scenario, and (d) A2 scenario across the four simulation days analyzed. Bowen ratio differences are unitless. Differences
were calculated as the FORE-SCE minus the Control WRF simulations prior to averaging over the four simulation days. Empty areas are
values above 5 or below 25 that were masked out to facilitate an analysis of smaller value differences.

areas with the largest magnitude in the A1B scenario (Figs. 4c,g)
and the smallest in the B1 scenario (Figs. 4a,e). While in central
Nebraska and South Dakota, B2 scenario (Figs. 4b,f) shows
more moderate negative temperature differences relative to
A1B. Negative temperature differences outside of this area are
much larger relative to the other three scenarios. The A2 scenario (Figs. 4d,h) shows a spatial pattern of temperature differences that are similar to those of the B2 scenario, except in
eastern Nebraska. Here positive temperature differences are
found during the daytime and nighttime as compared with the
B2 scenario (which showed negative temperature differences in
this same region). North-central South Dakota shows positive
differences linked to the modification of grassland to cropland in
each scenario.
With respect to surface moisture, the differences between
the FORE-SCE and control simulations are similar for the day
and night composites (Fig. 5) across the four different FORE-

SCE scenarios. During the daytime (Figs. 5a–d), negative
moisture differences (0.3–0.5 g kg21) dominate west-central
South Dakota and Nebraska, broken up by two positive moisture difference areas originating in southwestern Nebraska and
east-central South Dakota. Interestingly, while the B1 (Figs. 5a,e)
and B2 (Figs. 5b,f) scenarios have the smallest increases of
cropland area of the four scenarios, they show the largest positive
moisture differences across the central portion of the domain,
especially in southwestern Nebraska. Thus, the simulated increases in cropland depicted in the B1 and B2 scenarios are primarily contained in these two regions. The extreme eastern and
western portions of the domain contain largely positive moisture
differences, especially during the nighttime. This is especially
important in the A1B (Figs. 5c,g) and A2 (Figs. 5d,h) scenarios,
as the largest increase of agricultural (cropland and hay/pasture)
area in these two scenarios appears to occur across the eastern
border region of Nebraska and South Dakota (Fig. 2). Given the
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FIG. 4. WRF FORE-SCE 2-m daytime (1200–0000 UTC) temperature differences (8C; FORE-SCE 2 Control) from the (a) B1 scenario, (b) B2 scenario, (c) A1B scenario, and (d) A2 scenario across the four simulation days analyzed. (e)–(h) As in (a)–(d), but for the
nighttime. Differences were calculated as the FORE-SCE minus the control WRF simulations prior to averaging over the three simulation days.

reduced magnitude of positive moisture differences is in southwestern Nebraska for the A1B and A2 scenarios, this moisture
increase across the central portion of the domain appears
linked to the increase of daytime and nighttime increases of
moisture in the east-central portion of Nebraska and South
Dakota. However, in three of the scenarios (B2, A1B, and
A2) a negative moisture area is evident during the nighttime
in the eastern portion of South Dakota likely linked to advection
of low-level moisture from the north-central Nebraska–southcentral South Dakota border. The areas of negative moisture
differences in the southeastern portion of the domain during the
daytime are not as robust or not as evident as in some scenarios
for the nighttime composites. These areas of differences could
be linked to the increase of urban area in southeastern Nebraska
(Lincoln and Omaha, Nebraska) and a small area in southeastern Nebraska where croplands converted to grasslands in all
scenarios. However, the area of positive differences in the
eastern edge of the domain is difficult to explain with just the
LULCC alone. No large-scale LULCC is noted within the four
FORE-SCE future LULC datasets in this area. Hence, these
large moisture differences in the eastern part of the domain
could be caused by factors other than the LULCC.
Last, wind speed would be directly affected by the LULCC.
Different LULC types have different roughness characteristics, which produces different levels of drag on the wind. Thus,

LULCC would directly affect the wind across the WRF domains. Across all four scenarios (Fig. 6) wind speeds increased
in the western portion of the domain and decreased in the east.
Nighttime differences were nearly identical across each of the
scenarios and thus only the daytime differences were analyzed
for this study. In the B1 scenario simulation (Fig. 6a), LULCC
in the center of domain caused small magnitude increases in
the wind speed due to increases of grassland area, which resulted in decreased the surface roughness. In northern South
Dakota, the decreased wind speeds are possibly linked to the
increase of cropland area. In the B2 scenario (Fig. 6b), the large
increase of grassland at the expense of cropland area is evident
in the widespread increases in wind speeds across the western
portion of the WRF inner domain. Small, negative differences
are found in the southwestern portion of the domain and in
extreme western South Dakota under all four FORE-SCE
scenario simulations.
In the A1B scenario (Fig. 6c), wind speed increases and
decreases are not as large in magnitude as the other scenario
simulations. This is likely caused by the more widespread
change of grassland/cropland to hay/pasture within this scenario. This expanded the negative wind speed differences in
south-central South Dakota toward the west given the expanse
of new hay/pasture area within this scenario. The more varied
wind speed differences are likely caused by the change from
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FIG. 5. WRF FORE-SCE daytime (1200–0000 UTC) 2-m specific humidity differences (g kg21; FORE-SCE 2 Control) from the (a) B1
scenario, (b) B2 scenario, (c) A1B scenario, and (d) A2 scenario across the four simulation days analyzed. (e)–(h) As in (a)–(d), but for the
nighttime. Differences were calculated as the FORE-SCE minus the control WRF simulations prior to averaging over the three simulation days.

both grassland and cropland to hay/pasture. This would cause
both increases (change from cropland to grassland) and decreases (change from grassland to cropland) in wind speed, as
the surface roughness has changed. Unlike the other variables,
wind speed could be affected across the entire domain from
smaller changes in LULC. Large-scale shifts in the inner domain, especially given the spatial patterns (differences appear
oriented form southwest to northeast) of the differences, are
likely linked to changing surface roughness due to discrete
changes in LULC near the origin point of the banded differences in 10-m wind speed. The A2 scenario (Fig. 6d) simulation
resulted in the largest negative wind speed differences of the
four FORE-SCE simulations. This is likely caused by the location of the large cropland expansion within the A2 scenario.
For example, the cropland expansion is more dominant in the
northern portion of the domain (central and western South
Dakota) relative to the other scenarios that noted increases of
cropland in southwestern Nebraska. Subsequently, negative
differences in wind speed in central and western South Dakota
are found.

c. Effects of FORE-SCE LULCC on PBL evolution
Identifying the response of the PBL to the FORE-SCE
LULCC would further assist in improving our understanding
of these effects, especially on the convective environment. In

this context PBLH is important for several convective processes (Wisse and Vilà-Guerau de Arellano 2004; Esau and
Zilitinkevich 2010; Gentine et al. 2013). Like the other variables, PBLH differences (Fig. 7) are scattered and nonuniform
across most of the domain. For all four scenarios, positive
daytime and nighttime PBLH differences are evident across
central South Dakota and eastern and western Nebraska.
Negative PBLH differences are found in western South
Dakota, extreme western Minnesota, northwestern Nebraska,
and southeastern Nebraska. Daytime positive PBLH differences across central South Dakota in the B1 (Fig. 7a), B2
(Fig. 7b), and A2 (Fig. 7d) scenarios are similar while the A1B
(Fig. 7c) scenario shows reduced area and magnitude of positive PBLH differences relative to the other three scenarios.
The A1B scenario (Fig. 7c) also shows a larger area of negative
PBLH differences along the eastern border region between
Nebraska and South Dakota and coincided with large negative
temperature differences evident only in the A1B scenario.
While all four scenarios show a series of negative PBLH difference areas across central and southwestern Nebraska, they
are larger in magnitude in the A1B scenario than in the other
three scenarios. The differences shown in the PBLH field relate
more closely to the temperature differences in Fig. 4, showing
the relation between LULCC and the radiation balance at the
surface. Different LULC types would affect balance of sensible
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FIG. 6. WRF FORE-SCE daytime (1200–0000 UTC) 10-m wind speed differences (m s21; FORE-SCE 2 Control) from the (a) B1
scenario, (b) B2 scenario, (c) A1B scenario, and (d) A2 scenario across the four simulation days analyzed. Differences were calculated as
the FORE-SCE minus the Control WRF simulations prior to averaging over the four simulation days.

and latent heat fluxes at the surface. Increases in the sensible
heat flux would increase turbulent kinetic energy in the simulation, thus increasing PBLH, with a decrease in the sensible
heat flux leading to reduced PBLH. Owing to the surface radiative balance, decreases in the sensible heat flux would increase
the latent heat flux, leading to moist conditions in the PBL. Both
of these scenarios can foster or inhibit convective processes
(Findell and Eltahir 2003a,b). For example, the lower PBLH
could reduce the maximum achievable height of parcels below
that of the level of free convection and lifting condensation level,
thus making it harder for air parcels to become positively buoyant
(Mahmood et al. 2011; Gentine et al. 2013; Zaitchik et al. 2013).
However, if the decreased PBLHs are caused by decreases in
the sensible heat flux and thus, increased latent heat flux and
PBL moisture, which also increases moist static energy, the
PBLH difference could be conducive to enhanced convection
(e.g., Eltahir 1998; Findell and Eltahir 1999).

While differences in other atmospheric fields have been
found, the CAPE is relatively unchanged (Fig. 8). During the
day, an area in southwestern Nebraska shows larger positive differences (100–200 J kg21) under the A2 (Figs. 8d,h),
B1 (Figs. 8a,e), and B2 (Figs. 8b,f) scenarios. While a positive CAPE difference region is evident for A1B scenario
(Figs. 8c,g), it is of reduced magnitude relative to the CAPE
differences found in the other three scenarios. These differences are associated with positive temperature and moisture
differences, which would aid in creating a more favorable
environment for convection. On the other hand, this is not
evident during the night when the central and western portion
of the domain primarily show small negative differences
across all four scenarios. Large CAPE differences are evident
in each scenario in the far eastern portion of the domain
during the day and night, likely linked to large increases in
moisture shown in Fig. 5.
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FIG. 7. WRF FORE-SCE daytime (1200–0000 UTC) PBLH differences (m; FORE-SCE 2 Control) from the (a) B1 scenario, (b) B2
scenario, (c) A1B scenario, and (d) A2 scenario across the four simulation days analyzed. (e)–(h) As in (a)–(d), but for the nighttime.
Differences were calculated as the FORE-SCE minus the control WRF simulations prior to averaging over the three simulation days.

Analysis of the vertical differences in temperature and dewpoint temperature helps to understand how surface changes influence the convective environment within the PBL (lowest 2–
4 km of the vertical plots). The results show that changes are
more pronounced in the near-surface (Fig. 9) for temperature
(Figs. 9a,b) than in the moisture fields (Figs. 9c,d). Further, the
temperature profiles show much more variability in differences
between scenarios than do those of moisture. It is found that
during the day, both locations X and Y show positive nearsurface temperature differences (Fig. 9a) coincident with small
negative differences in the near-surface moisture field (Fig. 9c).
Location Z presents more varied results with scenarios B1 and
B2 showing positive and A1B and A2 negative differences in
temperature. The near-surface moisture differences at location
Z are varied as well, with scenarios B1 and A1B demonstrating
positive differences and scenarios B2 and A2 negative.

4. Discussion
Our results indicate that all four FORE-SCE modeled
LULCC scenarios affected the WRF simulations in predictable
manners. Across the study area (inner WRF domain), there are
three primary areas of LULCC: southwestern Nebraska (cropland to grassland area in B2, increases in grassland from cropland
in the other 3), north-central Nebraska and south-central South

Dakota (grassland to hay/pasture and cropland area), and northcentral South Dakota (grassland to cropland area) (Figs. 1b and
2). All three of these areas showed distinct surface flux effects
from the noted LULCC. Bowen ratio differences (Fig. 3) were
reflective of the noted LULCC across all four FORE-SCE scenario simulations. Increases of grassland or hay/pasture area (at
the expense of cropland) resulted in widespread positive Bowen
ratio differences across all four scenario simulations, while increases in cropland (at the expense of grassland and/or hay/
pasture) resulted in negative Bowen ratio differences.
While factors besides LULCC can affect surface fluxes
(clouds, extra input water, wind, etc.), the specific chosen date
was used to minimize the influence of such features. While
clouds were evident within the simulations, these were primarily
found in the extreme western and eastern portion of the domain.
Both regions experienced large-magnitude Bowen ratio differences across the four scenario simulations, thus were not included within our analysis of Bowen ratio. Precipitation did not
occur within our simulations, and thus this would not have affected the surface fluxes. Differences in vegetation height, and
thus different roughness lengths, is noted with differing LULC
types and thus affecting wind speeds. This likely explains the
banded and large-scale structures found in the 10-m wind speed
differences across all four scenarios, as changes in roughness
lengths across discrete areas could affect wind speeds downwind
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FIG. 8. WRF FORE-SCE daytime (1200–0000 UTC) CAPE differences (J kg21; FORE-SCE 2 Control) from the (a) B1 scenario,
(b) B2 scenario, (c) A1B scenario, and (d) A2 scenario across the four simulation days analyzed. (e)–(h) As in (a)–(d), but for the
nighttime. Differences were calculated as the FORE-SCE minus the control WRF simulations prior to averaging over the three simulation days.

of the initial cause of the change. Given the spatial structure
(differences oriented from southwest to northeast) within the
wind speed differences (Fig. 6), this is likely the primary cause of
the widespread wind speed differences. For example, increasing
agricultural (cropland or hay/pasture) area at the expense of
grassland across the central Nebraska–South Dakota border
area and central South Dakota would increase the roughness
length, decreasing wind speeds and explaining the widespread
negative differences seen in most of eastern South Dakota. A
change from grassland to cropland would lower wind speeds and
vice versa. As with the Bowen ratio shifts, changes to cropland
area slowed winds across the southwestern Nebraska and
northeastern Colorado and across the south-central and northern South Dakota LULCC regions.
Across north-central Nebraska and south-central South
Dakota, daytime temperatures decrease (from 20.38 to 218C;
Figs. 4a–d) and moisture content increases (0.3–0.5 g kg21;
Figs. 5a–d), especially in central South Dakota along the
Missouri River. During the nighttime, temperatures are increased (0.38–0.58C; Figs. 4e–h) in this same area, due to the
increase of moisture (0.1–0.3 g kg21; Figs. 5e–h) lowering
the local diurnal temperature range. In north-central South
Dakota, changes from grassland to cropland have locally increased moisture (0.3–0.5 g kg21) and decreased temperatures (from 20.38 to 20.68C). This area shows varied extent of

LULCC depending on the scenario and thus the degree of
change is different for each, with B1 showing the least change
and A1B showing the greatest. An area showing increases in
temperature (0.38–0.58C) and decreases in moisture (from 20.3
to 20.5 g kg21) is evident near south-central South Dakota. It is
opposite of what is expected given the LULCC (grassland to
cropland) in north-central South Dakota. This area of increased
temperature and reduced moisture appears to be connected with
an area across the western Nebraska and South Dakota border,
and thus is likely related to advection in the region. As noted
previously, the most notable area of atmospheric response to
LULCC within the FORE-SCE simulations is found in southwestern Nebraska (cropland to grassland in B2, small changes
between cropland and grassland in the other three scenarios).
Positive temperature differences are widespread during the
daytime (0.38–0.58C), and negative temperature differences
(from 20.58 to 20.78C) dominate the area during the night.
These are collocated with primarily negative moisture differences during the daytime (from 20.1 to 20.3 g kg21) and positive moisture difference during the nighttime (0.3–1.0 g kg21),
which would result in the positive temperature differences
depicted during the day and night. However, small areas in
southwestern Nebraska show positive moisture differences
during the day (0.1–0.5 g kg21), which are linked to the larger
positive moisture difference areas at night. It appears that with
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FIG. 9. Vertical profiles of (a) daytime temperature differences (FORE-SCE 2 Control), (b) nighttime temperature differences, (c) daytime dewpoint differences, and (d) nighttime dewpoint differences across all four
simulation days. Daytime is from 1200 to 0000 UTC, and nighttime is from 0000 to 1200 UTC. Temperature and
dewpoint temperature differences are in degrees Celsius. The blue line represents data taken from location Z, the
black line represents data taken from location Y, and the red line represents data taken from location X as represented in Fig. 1b.

increasing grassland, the primary moisture source (agricultural
land) in the region shifted to the east. This resulted in increases
in CAPE, signaling a more favorable convective environment in
southwest Nebraska, just east of the primary area of LULCC.
The differences at the surface also affected the simulated
atmosphere above the surface, typically in line with the noted
LULCC. For example, the location X (Fig. 9; red lines) reports
changes from cropland to grassland (in B2, with some change
over from cropland to grassland; for the other three scenarios,
changes across very small areas) and a resulting warmer and
drier environment (Figs. 9a,c). However, all of the three primary LULCC areas within our domain were not affected in
line with the analyzed LULCC within the FORE-SCE dataset.

At location Y (Fig. 9; black lines), grassland is changed to
cropland (A2 and B1), hay/pasture (A1B), or no change (B2).
Interestingly, location Y depicts consistent daytime differences
for all four scenarios. Location Z (Fig. 9; blue lines) shows
LULCC from grassland to cropland for all four scenarios but
does not show consistent lower tropospheric differences during
the day or night.
Overall, it is found that many of the differences in the simulations are in line with the conceptual understanding of land–
atmosphere interactions and previous LULCC effects research
(e.g., Pielke et al. 2011; Mahmood et al. 2014). In a modeling
study, Bounoua et al. (2000) showed that surface temperature
decreased on average 1.8 K at the peak of the growing season
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(June, July, and August) owing to LULCC from a drier surface
to one with higher evapotranspiration in the mid- and higher
latitudes. Further, Adegoke et al. (2007) used the Regional
Atmospheric Modeling System to show that a drier (nonirrigated) surface over Nebraska led to a warming of 1.48C relative
to their wet and control (with irrigation) simulations. Even
though the differences in magnitudes in this study are lower
than in previous modeling studies, the previous studies focus
on more extreme variations in LULCC, which led to stronger
modifications in near-surface atmospheric variables. Thus, although this study utilizes a different modeling system, the results of this study still largely agree with the results from
previous modeling studies.

5. Conclusions
Substantial LULCC across the central United States has
already taken place and is predicted to continue due to socioeconomic needs and policies resulting from population growth
and climate change. The effects of LULCC, especially the
change from natural to agricultural land, over the last century
in the central United States has modified the natural climate of
the region and notably affected near-surface temperature and
moisture and thus influenced the convective environment. As
LULCC continues, investigations of the effects of estimated
future LULC are warranted. This research is an introductory
study of the use of four FORE-SCE simulated future LULCC
scenario datasets to simulate their effects on the near-surface
atmosphere and PBL. The FORE-SCE model used four IPCC
scenarios, including the A1B, A2, B1, and B2 scenarios, to
develop four LULCC datasets from 2006 to 2100. The WRF
Model is applied to determine potential effects of these future
LULCC scenarios on the WRF simulated atmosphere. Five
simulations were conducted where one was a control run with
default LULC (2005 LULC from the FORE-SCE dataset)
while the other four WRF simulations utilized four different
projected 2050 LULCC scenarios from the FORE-SCE dataset. For each simulation, the first 3 days are considered as
spinup/dynamic adjustment for the WRF Model and not included in the analysis. Data from the subsequent four days are
used for this study. Results show the following:
d

d

d

d

d

Across the southwestern portion of the study domain, a
substantial area of cropland is changed to grassland in the B2
scenario, with small changes from cropland to grassland in
the other three scenarios, leading to localized daytime surface warming and increased moisture toward the south.
Across the central section of the study domain, an area of
grassland is changed to agricultural land, leading to localized
surface cooling and moistening.
Across the north-central portion of the domain, an area of
LULCC is transformed from grassland to cropland, leading
to localized surface cooling and moistening.
In the southwestern part of the domain, increases in CAPE
resulted in a more convectively favorable environment in the
B1 and B2 scenarios.
In the A1B and A2 scenarios, increases of CAPE resulted
in a more conditionally unstable convective environment in
the southwest.
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Overall, it was found that including the future LULCC
would result in modification of simulated atmospheric variables and the convective environment across Nebraska and
South Dakota during a quiescent summer period. These
changes agree with the effects of observed LULCC across this
region, noted in other studies. While these results represent a
single model configuration, the atmospheric response found
using the four FORE-SCE projected LULCC scenarios agrees
with the theoretical understanding of land–atmosphere interactions due to modifications of grassland, cropland and pasture
and thus would likely be reproducible for other model configurations. However, with this study representing a proof-ofconcept method and without modifications to soil moisture
pertaining to the new LULC categories, the results represent a
less than robust analysis of the effects of future LULCC in
the region.
A next step within this theme of research is planned to utilize
the WRF modeling system and FORE-SCE dataset to investigate longer temporal period simulations and the effect of
future LULCC on seasonal precipitation and hydroclimate
evolution. Results would help guide stakeholders and local and
regional decision-makers in creating reasonable goals to prepare for future climate changes linked to LULCC.
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