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Abstract 
The work presented here mainly concerns the effects of surface tension on steep 
gravity waves. These are investigated by extending a numerical program to include 
surface tension. The work has been influenced by contact with coastal engineers, 
and as a result the third chapter is devoted to the study of waves near a wall, 
in particular on shallow water. The two themes are brought together in the final 
substantial chapter which has significant implications for the extrapolation of results 
from small scale experiments to prototype scale. 
Chapter 1 introduces capillary waves. In chapter 2, results from the potential 
flow solver for nonlinear almost steady waves are compared with the theoretical 
work of Longuet-Higgins (1963,1995) and experiments Perlin, Ting & Lin (1993) 
and found generally to be in agreement. Some differences between our numerical 
results and the work of these authors are highlighted and explained. 
Chapter 3 relates to coastal engineering applications and considers a different 
type of surface wave, the gravity waves found in front of coastal structures. The 
study focuses on the hydrodynamic parameters on the bed under such waves. In 
particular, trends as the water depth is decreased and the failure of linear theory on 
shallow depths. 
Study of the interaction of such waves with coastal structures is continued in 
chapter 4. The flow of water due to the overtopping of a vertical wall by waves is 
modelled. Results for overtopping volume per wave are in general agreement with 
experimental data on overtopping rates. The model is used to investigate the effect 
of different shapes for bed geometry in front of the wall. 
The preceding chapters are brought together in the final sections. The inclusion 
of surface tension allows us to perform overtopping calculations for the small scale 
waves often used in wave experiments. We find that surface tension can significantly 
affect the overtopping volumes and run-up heights. 
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1.1 Capillary waves 
On any fluid surface, there are two main restoring forces; gravity and surface pres- 
sure. For water, gravity is dominant for large scale surface disturbances (of order 
greater than 10cm). The pressure exerted on a surface by the atmosphere can for 
most applications be regarded as constant, i. e. the upper fluid is light enough to 
cause no significant variation in hydrostatic or dynamic pressure. At small scale 
however, this pressure force is modified by a interfacial wind stress or surface ten- 
sion. Surface tension is the force that pulls water droplets into spheres and tends to 
flatten a surface. It arises from attractive forces between partially polarised water 
molecules. A fuller account is available in Batchelor (1967). 
The study of fluid surfaces at small scale has been an area of increasing interest 
over recent years, although reports in the literature of such waves can be traced 
back to the last century. A look at the surface of any wind blown stretch of water 
will reveal many small-scale ripples or capillary waves. 
Figure 1.1 shows a picture of such waves from experimental work by Ebuchi, 
Kawamura & Toba (1987). Observations of such waves are given by Russell (1844) 
(also quoted in Lamb (1932 §350). Capillary waves are typically of wavelength from 
a millimetre to several centimetres. This can be of the same order as the wavelength 
of the electromagnetic radiation used in radar remote sensing (see Jahne & Riemer 
1 
1 10 cm 1 
Figure 1.1: Waves generated by a wind of 6 ms-2 in a laboratory flume. (Ebuchi, 
Kawamura 6 Toba. 1987). 
1995 for example). The waves make a significant contribution to the return signal 
in such cases. 
Short waves, both capillary and `capillary-gravity', where both restoring forces 
can be considered to be important, add `roughness' to the ocean surface. Gravity 
waves generally have moderate slopes, but the slopes of capillary waves can be 
unlimited. The roughness increases the wind stress acting on the ocean surface, and 
affects the wind profile immediately above it. Although most air to sea energy and 
momentum transfer is by pressure, this stress can also play an important role. 
Capillary wavelengths and the length scales associated with laminar diffusion of 
gases across the ocean-atmosphere interface are of the same order. It has been pro- 
posed that capillary effects play an important role in ocean-atmosphere gas transfer. 
Such transfer is would play an important role in any study of global climate. 
Laboratory experiments, for example Schooley (1958) and Koga (1982), have 
provided some evidence that capillary waves break by pinching off bubbles of air. 
Further evidence for this has come from the study of the limiting form of pure 
irrotational capillary waves (Crapper 1957). Air entrainment is thus thought to 
occur as part of the `micro-scale' breaking of capillary waves. This breaking also 
has important consequences for underwater acoustic background noise, which is of 
interest to sub-mariners. 
Capillary waves also play a further role in transfer processes by influencing near- 
2 
breaking gravity waves. At the region of high curvature around the sharp crest of 
a steep gravity wave, surface tension is locally important. It has been proposed 
(Longuet-Higgins 1963 - see below) that the subsequent pressure distribution acts 
like a travelling disturbance to generate capillary waves ahead of the crest. Such 
capillary waves are frequently observed on the front of much larger gravity dominated 
waves. 
As such they extract energy from the underlying wave and dissipate it through 
viscosity. They are also a source of near surface vorticity. Because of the high 
surface curvature of the capillary waves, they generate a vorticity much larger than 
the gravity wave alone. This vorticity may then contributes to the vortex roller 
sometimes seen at the crest of short gravity waves (see Longuet-Higgins 1992a). 
Research in recent years been divided into two broad areas. One area is the 
study of the solution space for two-dimensional symmetric capillary-gravity waves. 
These correspond to the lengths scales where both surface tension and gravity are 
important. Solutions corresponding to families of travelling periodic waves, and 
solitary waves have been found. 
The other area has been towards gaining an understanding of the mechanisms 
involved in the generation of capillary waves and their interaction with gravity waves. 
This deals with length scales where gravity is the dominant restoring force, but 
surface tension remains locally important at regions of high curvature. 
1.2 Basic equations 
The irrotational theory of water waves has proved highly successful since its first 
presentation by Laplace and Stokes. If we assume inviscid, incompressible motion, 
an expression for the phase velocity of surface waves can quickly be arrived at. 
For a two dimensional surface given by 
y- (ý) = 0, (1.1) 
3 
the modification of (dimensional) pressure at a point 0 on the surface is given by 
P=Po-Trc (1.2) 
where P. is the pressure on the exterior side of the surface, T is the coefficient of 
surface tension and r, is the curvature of the surface given by 
= 
x(y(( - Y(X(( (1.3) ((( 
x2 + 2\ 
3/2 
yC/I o 
For the interface between pure water and air T= 73.5 dyn/cm at 151. Values 
of T decrease slowly with temperature. A table of T for different fluid boundaries, 
and temperatures for water is given in Batchelor (1967). Surface tension can also 
be significantly affected by any absorbed material or surfactant. The effect of such 
material is usually to decrease surface tension, by an amount which increases with 
the concentration of contaminant (see Batchelor 1967). Different values for the coef- 
ficient of surface tension are taken by different authors, depending on the conditions 
they wish to model. Values between 72 and 74 dyn/cm are often used for water 
under normal conditions. 
The effect of surface tension is easily included in the linearised water wave equa- 
tions. For a train of progressive waves, the phase velocity c satisfies 






, T' =T, 
(1.5) 
PP- P' 
p' and p being the densities of the top and bottom fluid respectively. For applica- 
tions to water waves, we usually take p=1 and p' = 0, (i. e. s= 0). An important 
point to note is that the phase speed has a minimum value, c,,, given by 
c"` 1+S. 
2. (T'9) 2, (1.6) 
with corresponding wavelength 
1-s 2? r 1-s T' 2 (17) ý"` 








phase velocity, c 






Figure 1.2: Phase velocity as a function of wavelength, linear theory. T= 
72 dyn/cm. 
Thus for any value of c greater than c, , there are two possible wavelengths. A 
graph of c against wavelength A is shown in figure 1.2. This is known as the 
dispersion relation, as it shows that waves of different wavelengths travel at different 
velocities. 
We can see that for sufficiently large A the first term dominates, so the motion 
is governed mainly by gravity. Such waves are called gravity waves. The term 
`gravity-capillary wave' is often used for waves with parameters close to, but to the 
right of the minimum of the dispersion relation, i. e. where surface tension effects 
are important but smaller than gravitational effects. For sufficiently small .\ the 
second term dominates. These waves are called ripples or capillary waves. If they are 
close to, but to the left of the minimum they are sometimes referred to as capillary- 
gravity waves. From here on, unless otherwise stated, it will assumed that p=1 
and p' = 0, and the dashes will be dropped from further equations. The ratio of 
5 
effects of surface tension to gravity for relatively deep water can be expressed by the 
dimensionless quantity 
Tk2 
P9 (i. 8) 
where g is gravitational acceleration, k the wavenumber and p the density (equal 
to 1 for water). Here 
Q»1 corresponds to capillary waves. 
aK1 corresponds to gravity waves. 
If we take T= 72 dyn/cm, this means that 
a<0.01 for waves longer than 17 cm. 
a> 100 for waves shorter than 0.17 cm. 
The nondimensionalisation assumes the wavelength is the characteristic length scale 
for the problem being considered. In between, both surface tension and gravity play 
a role. For wavelengths about 1.7cm, the forces are of roughly equal importance. 
These waves are known as Wilton's Ripples after Wilton (1915) in which a series 
representation for the steady state finite amplitude solution is first analysed in detail. 
Other parameters commonly used to characterise capillary-gravity waves are the 




where h is the undisturbed water depth and the Froude number, 
F= (1.10) 
These parameters are important for characterising flows on shallow depths. Most 
of the work within this thesis concerns deep water, at least on a scale compared to 
the capillary wavelength (i. e. a high Froude number). For relatively deep water, 
the wavelength, rather than the depth, becomes the important length scale. Thus 
(1.8) gives the more natural nondimensionalisation under such circumstances and is 
6 
used to nondimensionalise the surface tension effects in the numerical code presented 
later. 
Previous work by other authors includes studies of capillary-gravity waves for 
Froude numbers near one. I shall briefly review this in the following sections. 
1.2.1 Numerical and analytical studies of capillary-gravity 
waves 
Most work on surface tension has been with waves in the capillary and capillary- 
gravity regime. That is, the region around and to the left of the minimum of the 
dispersion relation shown in figure 1.2. Previous authors have mainly considered 
steady two-dimensional waves for irrotational, incompressible, inviscid flow. The 
main work of this thesis will concentrate on the gravity-capillary regime. Here 
gravity is the dominant restoring force but surface tension makes an important con- 
tribution if there are regions of high surface curvature. As a background illustration 
some of the previous work with waves of smaller wavelength will be described first. 
The first model for weakly nonlinear `long' waves is Korteweg & de Vries (1895). 
Long here means in comparison to the water depth. Since the water depth, rather 
than the wavelength is the important lengthscale we might expect the Bond number 
to play a role in the behaviour of the solution. Following Rayleigh and Boussinesq 
(1872), they arrive at an approximate differential equation for governing the shape 
of the free surface, ý for waves travelling in one direction: 
äý 
_3 
(äff 2ä1 19361 1.11 
at 2h I\ýax 
+ 
3a ax 
+3 7ax3) ) 




The importance of the Bond number, B, in characterising the shallow water 
solutions is immediately apparent. Whether B is greater or less than 1/3 determines 
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the sign of the third order term -y. For B ^t 1/3 the equation is no longer valid 
(see below). 
The properties of capillary-gravity solitary waves are more complicated than pure 
gravity solitary waves. They can occur on both finite and infinite depth water and 
can have oscillatory tails. Solitary waves without surface tension have been shown 
to be symmetric (Craig & Sternberg 1988), whereas it is speculated that solitary 
waves with surface tension can be asymmetric. 
There are also two types of small-amplitude capillary-gravity solitary wave, al- 
though it can be shown that one can go smoothly from one to the other via finite 
amplitude waves. These are a family of depression waves and a family of elevation 
waves. Depression waves (called negative waves by Korteweg & de Vries) are such 
that the level at the origin is lower than that at infinity, although this terminology 
is not appropriate for large amplitude waves. Elevation waves are the converse. 
Korteweg & de Vries, taking capillarity into account, draw the conclusion that 
for sufficiently shallow water (explicitly, for B> 1/3), the solitary wave is one of 
depression. This approximate solution had for a long time since been overlooked 
however. As recently as 1981, it was concluded (Shinbrot 1981) that the solitary 
wave "is completely obliterated when surface tension is present and the depth is 
small enough" (see Benjamin 1982) as he found no elevation solitary wave solution 
for B> 1/3. 
Recently extensions to the results of the Korteweg & de Vries have been made 
using numerical methods. Hunter & Vanden-Broeck (1983) and Vanden-Broeck 
(1991) for example, reformulate the exact nonlinear problem for the unknown shape 
of the free surface, and also carry out a perturbation expansion near B> 1/3. 
They show that for 0<B< 1/3 the KdV equations do not in general accurately 
describe periodic capillary-gravity waves. Their numerical calculations predict a 
number of families of solutions with local surface depressions or `dimples' which are 
on a length scale smaller than considered in the derivation of the KdV equations. 
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In addition they find elevation solitary waves cannot be found as the continuous 
limit of periodic waves as the wavelength tends to infinity. Analytic work has since 
proved the existance of depression solitary waves for B> 1/3 and elevation solitary 
waves for 0<B< 1/3 (see Vanden-Broeck 1991 for references). 
Elevation solitary waves 
These elevation solitary waves generally approach a train of ripples in the far field 
and not a uniform stream. They are not, in general, accurately described by the 
KdV equations. However, the amplitude of these far field ripples varies along the 
solution branch, and for sufficiently small solitary waves can have zero amplitude. 
These particular solutions form a family that are accurately described by the KdV 
equations. Solitary waves with small amplitude oscillatory tails are ofter called 
generalised solitary waves. 
Longuet-Higgins (1993) shows that the elevation solitary wave corresponds to 
stationary solutions of the nonlinear Schrödinger equation that governs slow modu- 
lations in space and time of capillary-gravity waves. In certain regions of parameter 
space it is well known that the nonlinear Schrödinger equations admit solutions in 
the form of wave packets characterised by two length scales; the length of the enve- 
lope and the wavelength of the oscillation inside the envelope. The envelope travels 
at the group velocity while the oscillations travel at the phase velocity. Steady wave 
packets are therefore obtained when the phase and group velocities are equal. 
Depression solitary waves 
The other type of wave is well approximated by the solitary wave solution of the KdV 
equation for Bond number greater than 1/3. From a physical point of view, these 
waves are probably not relevant in the context of water waves. For a water/air 
interface at 20'C, a Bond number, B ^ý 1/3 and Froude number, F-1, the 
solution corresponds to waves with a velocity 21.5cros -' on water of depth 4.5mm. 
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For such waves the effect of viscosity should not be neglected. 
Waves near the minimum of the dispersion relation. 
For waves in the region around the minimum of the dispersion relation, (corre- 
sponding to Bond number, B= 1/3, and Froude number F=1, the coefficient of 
the third-order derivative term becomes small and the KdV equation is no longer 
valid. In this case previous authors (see Hunter & Vanden-Broeck 1983 for example) 
have arrived at a higher order approximation with fifth-order derivative term. This 
modified system is sometimes referred to as the generalised KdV equation. 
The first attempt to explicitly consider periodic capillary-gravity waves of finite 
amplitude in this vicinity is made by Harrison (1909). Here a third order solution 
for capillary-gravity waves is quoted, but not analysed in detail. Wilton (1915) 
is the first to study the solution, presenting a fifth order Stokes expansion of the 
surface profile. Both he, and Harrison before him, noticed that the perturbation 
expansion has zero radius of convergence at certain wavelengths. By reformulating 
the expansion, Wilton finds that two possible waves can exist at the shortest of these 
wavelengths. The wavelength given by the capillary branch (see figure 1.2) being 
an integral divisor of the wavelength given by the gravity branch. The perturbation 
method fails since the primary wave resonantly interacts with one of it's higher 
harmonics. It was thought that no solutions existed at these wavelengths, in real 
applications the effect being reduced by viscosity. 
Much work has since concentrated on the failure of the perturbation expansion 
at these wavelengths (see Hogan 1979). Hogan (1981) however, shows that the irreg- 
ularities in the traditional solution are merely consequences of the non-uniformity 
in the ordering of the Fourier coefficients. Further unexpected results for capillary- 
gravity waves were found, such as rapid decrease with increasing wave height of the 
gravitational potential energy. The decrease, after the expected increase, is con- 
nected with the extreme distortion of the profile. Hogan also finds that the crest 
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height above mean level is not a monotonic function of wave height. 
The advent of sufficiently fast computers permits the numerical study of the full 
nonlinear problem. Several papers providing accurate numerical results have been 
published including those mentioned above by Hogan (1979,1980,1981), Schwartz 
& Vanden-Broeck (1979) and Chen & Saffman (1980). 
Following existence theorems for symmetric solitary waves by Iooss & Kirchgässner 
(1990) and others, much numerical work has concentrated on exploring the solution 
space of the steady capillary-gravity problem for symmetric waves. Recent progress 
has been made in understanding the global periodic solutions of the capillary-gravity 
wave problem by Aston (1993), Dias (1994) and Dias, Menasce & Vanden-Broeck 
(1996). It is found that a given wave form is characterised by three dimensionless 
parameters, two of which are independent; a dimensionless capillary number, a wave 
speed parameter and a wave steepness parameter. 
Analytical and numerical work (Hogan, Chen and Safman, etc. ) has shown that 
there is a multiplicity of solutions for any set of parameter values. In particular, 
many different families of capillary-gravity waves exist when the Bond number is in 
the interval 0<B< 1/3. Buffoni, Groves & Toland (1996) have recently shown 
that near the minimum of the dispersion relation there are infinitely many distinct 
solitary waves. 
1.2.2 Pure capillary waves 
The most famous result for waves with surface tension is that of Crapper (1957). 
Crapper's solution is an exact solution to a nonlinear problem; giving a finite am- 
plitude pure capillary wave profile on infinite depth water. By applying a Stokes 
expansion technique to a wave in which surface tension is the only restoring force 
an exact, rather than a series, solution is found. 
Figure 1.3 shows profiles up to the limiting case where the surface touches itself. 
Unlike gravity waves, these have broad flat crests and sharp troughs. It has previ- 
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Figure 1.3: Surface profiles for pure irrotational capillary waves up to the limiting 
profile. Calculated using equations of Crapper (1957). 
ously been proposed that the method for capillary wave breaking is shown in the 
behaviour of the Crapper solution in limit. That is, the troughs steepen to the point 
that the opposing sides touch, enclosing a bubble of air. This has been confirmed 
to some extent by experiment (Schooley 1958 for example) in which bubbles of air 
were observed beneath the water surface. 
Crapper's solution is generalised by Kinnersley (1976) to waves on sheets of fluid. 
The analysis of small amplitude capillary waves on fluid sheets had previously been 
carried out by Taylor (1959). He found both symmetric and antisymmetric waves 
can exist, that is fluid sheets in which the wave train on one side is in phase with that 
on the other, and sheets in which the wave trains are it out of phase. He produced 
both experimentally. Kinnersley's waves are the finite amplitude version of Taylor's 
and are derived as a straightforward generalisation of Crapper's approach. Taylor's 
waves can be found again as the small amplitude limit of Kinnersley's solution. 
12 
1.3 Summary of chapter 2 
Chapter 2 mainly concerns the effects of surface tension on wavelengths longer than 
mentioned above. On waves of between 5 to 50 centimetres, so-called `parasitic 
capillaries' are observed. Several theories for the generation and propagation of 
these ripples have previously been proposed, along with experiments to analyse 
them. Surface tension has been added to an existing fully nonlinear potential flow 
solver. Chapter 2 presents comparisons of computational results with theory and 
experiment. Some calculations for waves not covered by present theories are also 
presented. 
1.4 Summary of later chapters 
The numerical code used for the studies in Chapter 2 can be employed for a wide 
variety of other free surface problems. One such situation is the flow above the bed 
boundary layer under standing or near standing waves. This problem is of interest 
to coastal engineers. Wave reflection at coastal structures means that standing 
or near-standing waves are often formed. In determining erosion from sediment 
transport in front of structures simple formulae are used. These vary according 
to the conditions the engineer wishes to account for, but are normally based on 
bed velocities. Experimental studies in this field have received much attention, 
and there is still some debate as to which dynamic flow properties most influence 
sediment transport. It is the aim of Chapter 3 to provide some guidance on when 
such models can be applied, in particular for case of near-standing waves on shallow 
water by highlighting the bed parameters under such waves. 
The dynamics of shallow water standing waves are important to coastal engineers 
for other reasons than sediment transport. The run up of steep waves against the 
structure can cause a flow of water over it or `overtopping'. The design of coastal 
structures such as harbour breakwaters has previously been such as to minimise 
the possible damage from high impact pressures. The increased recreational use 
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of breakwaters is one reason why design engineers have also recently been consid- 
ering wave overtopping. The current method of assessing wave overtopping of a 
structure is to extrapolate from existing small scale experimental data. From such 
data empirical formulae for overtopping rates have been derived. These give the 
non-dimensional overtopping volume per unit width per second overtopping. How- 
ever, more important as far as structural damage is concerned are the individual 
overtopping volumes which are much harder to obtain experimentally. 
Our numerical code can calculate the run up of steep waves against vertical 
walls. A simple model is constructed to use these results to estimate overtopping 
volumes for the most common mode of overtopping. From work in Chapter 3 we 
can test this model with the largest waves likely to approach such structures. We 
see that individual overtopping volumes show the same qualitative behaviour as the 
overtopping rates found in experiments. 
We can also consider the affect on overtopping volumes of changes in structural 
geometry. Vertical harbour breakwaters are constructed with foundation berms 
which extend from the foot of the wall. Previous work has highlighted the strong 
affect that changes in the geometry can have with impact pressures. Little work 
has been done in estimating the corresponding changes in overtopping. Our code 
permits the inclusion of smooth foundation berms, and their influence on overtopping 
is presented in Chapter 4. 
The formulae used in estimating overtopping rates are assumed to be non- 
dimensional. Thus results from small scale experiments, where the wave height 
may be less than 10cm, are applied to estimating overtopping for full scale struc- 
tures. Chapter 2 has shown that the effect of surface tension at such length scales 
is not necessarily negligible. The addition of surface tension to our numerical code 
allows accurate calculation of wave motion at such small scales. Work from preced- 
ing chapters is brought together at the end of Chapter 4. A comparison of predicted 
overtopping volumes at small scale with those calculated with pure gravity waves 
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(effectively very large scale) is presented. Results show that for scales at which ex- 
periments are often performed surface tension considerably affects the overtopping 
volume and nondimensional wave run up. 
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Chapter 2 
Surface Tension Effects On 
Steady Gravity Waves 
2.1 `Parasitic' capillary waves 
Chapter 1 presented a resume of previous work on capillary and capillary-gravity 
waves. For much longer waves than these, surface tension may still play a crucial 
role. Short capillary waves with wavelengths of several millimetres can often be seen 
near the crests of steep gravity waves with lengths 5- 25cm. 
Such waves were first investigated experimentally by Cox (1958), although they 
had been reported by Scott Russell as long ago as 1844. Cox's experiments aimed 
at understanding the effects of wind on waves. However, even in the absence of 
wind, high frequency capillary waves were reported near the crests of steep gravity 
waves; it was apparent that the gravity waves themselves were generating the cap- 
illary waves. Cox found that capillary waves were especially noticeable when the 
underlying gravity waves have wavelength between 5 and 50 centimetres. 
Munk (1955) had suggested previously their origin might lie in some unknown 
disturbance near the gravity wave crest. The disturbance would produce capillary 
waves upstream of the crest (Lamb 1932, §271), i. e. on the forward face of the 
gravity wave as observed. A corresponding longer wave would also be produced on 
the leeward face of the gravity wave, although hard to detect experimentally. 
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2.1.1 A dynamical theory of parasitic capillary waves 
The dynamical theory of the generation of these ripples is first presented by Longuet- 
Higgins (1963). A theoretical mechanism for the non-linear transfer of energy from 
gravity to capillary waves is given. In the analytic approach, the underlying wave 
is treated as a pure non-linear steady, irrotational gravity wave. Surface tension is 
introduced as a linear perturbation, so that contributions from different parts of the 
gravity wave surface can be simply added together. 
Longuet-Higgins argues that surface tension is important locally at the crest due 
to the high surface curvature. A progressive, irrotational gravity wave had been 
shown by Stokes (see Kinsman 1965 for example) to have a limiting crest angle of 
1201. It then seem likely that just short of this limit the curvature would become 
very large, so that if surface tension were included, a significant surface stress would 
be produced. 
It is proposed that the capillary waves are thus generated by the normal stresses 
associated with the effects of surface tension near the crest of the gravity wave. The 
crest acts like a travelling disturbance which produces a train of ripples ahead of it. 
Surface disturbance of a stream 
The work of Longuet-Higgins (1963,1995) rests on the linear theory of a point pres- 
sure disturbance of a steady stream presented by Lamb (1932) (§270,271). Lamb 
shows that there are several possible solutions to the problem depending upon 
whether the stream velocity is greater, less than or equal to the minimum wave 
velocity cm, as given by the minimum of the dispersion relation (see fig. 1.2). If the 
stream velocity is greater than c,,,, there are two possible waves, with wave num- 
bers kl > km and k2 < k,,,, which could remain stationary in space on the flowing 
stream (see fig. 2.1). Here km denotes the wave number of the wave with wave 
velocity c,,,. kl lies to the left of the minimum on the dispersion relation graph 
and thus corresponds to a ripple or capillary wave. k2 lies to the right and is dom- 
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Figure 2.1: Surface disturbance to a stream for U> c,. 
inated by gravity. Lamb shows that apart from a correction term near the pressure 
source, the surface disturbance is made up of a system of the two waves, both with 
amplitude a= 2P/(T(kl - k2)), where P is the applied force per unit transverse 
length. The shorter capillary waves remain upstream and the longer gravity waves 
down stream of the pressure disturbance. For kl the group velocity is greater than 
the stream velocity, whilst for k2 it is less which explains why the two wave trains 
are respectively found ahead and to the rear of the disturbance. 
We can see from the behaviour of the amplitude above that the linear theory 
breaks down as the stream velocity approaches cm from above, since for this velocity 
kl = k2 = k,. For a stream velocity less than c,,,, there is no wave that can remain 
stationary on the stream. The disturbance level is then confined to a region about 
the pressure source and decays rapidly to zero with distance from it. For the critical 
case, viscosity becomes important and it is found (see Lamb 1932 §271) that the 
amplitude of the surface disturbance is given by P/T'µ' 2. 
The above work is modified by Longuet-Higgins (1963) to that for a steady but 
non-uniform stream. This flow models that around the gravity wave crest in a frame 
of reference moving with the phase speed. Several corrections to this basic model 
are presented in Longuet-Higgins (1995). A non-uniform stream means that while 
the surface velocity can be less than c,,, in the vicinity of the pressure disturbance, 
it can be greater than c, some distance from it. The same problem of infinite 
amplitude occurs around this cross over point, or caustic. 
To obtain the disturbance caused by a pressure distribution over a finite breadth, 
Longuet-Higgins integrates over the contribution from many point sources. The 
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assumption of linearity allows these contributions to be simply added. 
The theory presented by Longuet-Higgins is not valid for regions where the am- 
plitude of the predicted capillary waves becomes nonlinear, i. e. where the surface 
velocity, in a frame of reference moving with the gravity wave speed, is sufficiently 
close to the local minimum wave speed, c,. The integral calculation of the surface 
profile is stopped some finite distance from these points. Viscosity is also not taken 
into account. 
2.1.2 Energy of parasitic capillaries 
The capillary waves take energy from the gravity wave in two ways: by the action 
of surface tension at the sharp crest, and by interaction of the capillary waves 
with the non-linear velocity field on the forward face of the gravity wave through 
radiation stress. (For a full treatment of radiation stresses see Longuet-Higgins & 
Stewart 1964, in particular §9). It has previously been shown (Lamb 1932 §250, 
for example) that surface waves possess momentum in the direction of propagation 
and proportional to the square of their amplitude. Radiation stress is defined as 
the excess flux of momentum due to the waves. The capillary waves on the forward 
face of the gravity wave propagate against the steady straining velocity field of 
the underlying wave. This straining flow does work against the radiation stress to 
provide a momentum balance. Energy is thus gained by the capillary waves at the 
expense of the gravity wave. 
At the same time, the capillary waves lose energy through the action of viscos- 
ity. For pure capillary waves of energy density E and wavelength 2ir/k, the rate 
of energy dissipation by viscosity is given by 4vk2E (Lamb 1932, §348). The effec- 
tiveness of energy dissipation through viscosity by the capillaries compared to the 
gravity wave is inversely proportional to the underlying wavelength. For the range 
of wavelengths studied here the rate of energy dissipation by the gravity part of the 
wave remains less than that by its parasitic capillaries assuming the two have equal 
steepness. 
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Predictions of the theory of Longuet-Higgins (1963) 
Some qualitative predictions from the theory compare favourably to experiment. 
such as capillary steepness near the crest of the gravity wave. The predicted waves 
on the front face of the gravity wave are stationary in a coordinate system moving 
with the gravity wave crest. At some distance from the crest the waves appear in 
the approximation to be free capillary waves with amplitude proportional to the 
underlying current. 
Other quantitative predictions cannot be tested however due to their dependence 
on the undisturbed curvature at the crest, which is difficult to measure experimen- 
tally (see Chang, Wagner & Yuen 1978). 
There are some discrepancies between predicted and observed phenomena how- 
ever. One is that the theory predicts a decrease in the wavelengths of parasitic 
capillaries towards the trough of the underlying gravity wave. The slopes of these 
capillaries are predicted to first increase then decrease when moving away from the 
crest. This is in contradiction to the experimental results of Schooley (1958) and 
Ebuchi, Kawamura & Toba (1987), which report a dip in the measured slopes of the 
capillary waves near the underlying crest. 
2.1.3 Generation of vorticity by parasitic capillaries 
The existence of strong vortical region near the crest of a gravity wave had previously 
been reported in experiments. Longuet-Higgins (1992) accounts for the surface dip 
and the vortical crest region by calculating the vorticity that would be produced by 
steep capillary waves. If there is no tangential stress at a free surface, then there is a 
surface vorticity due to viscosity given by w= -2icq, where c is the curvature and 
q the tangential velocity. In surface water waves this produces a vorticity boundary 
layer, with some vorticity diffusing into the body of fluid. 
Longuet-Higgins finds that vorticity generated by the parasitic capillaries and 
released below the boundary layer is much greater than that from the the original 
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gravity wave. It accumulates very rapidly (within the time taken by the gravity wave 
to travel one wavelength) near the crest of the gravity wave. This may contribute 
significantly to the sometimes observed crest vortex, which in turn may affect the 
dynamics of the parasitic capillaries. Our model presented later solves for potential 
flow and thus does not include viscosity or vorticity. We may therefore expect some 
differences between our numerical calculations and experiments. 
2.1.4 Blocking of capillary waves 
The theory of Longuet-Higgins (1963) is further improved upon by Longuet-Higgins 
(1995). Capillaries are again considered to be a linear perturbation to an otherwise 
steady, irrotational, non-linear gravity wave. A more accurate knowledge of the 
profile of the underlying Stokes wave is used. In particular, the incorrect hypothesis 
that the curvature at the gravity wave crest is proportional to the wave amplitude 
is discarded. Instead the asymptotic theory of Longuet-Higgins & Fox (1977,1978) 
for the `almost highest wave' is used. 
The effect of gravity on the capillary waves themselves is also taken into account. 
This follows a proposal of its importance by Ruvinsky & Friedman (1981). Further, 
the effect of particle acceleration in the Stokes wave is also included. This the 
replaces ordinary gravity, g, with an effective gravity, g*, defined as 
g* =g cos a- KU2 (2.1) 
Here cti is the inclination of the gravity wave surface and U the particle velocity 
at the free surface in a frame of reference moving with the phase speed, c. r. U2 is 
then the acceleration of a fluid particle normal to the fluid surface. 
Following these improvements, a better agreement between predictions of surface 
slopes and those reported by Cox (1958) is reported. The theory is also compared to 
experiments by Perlin, Lin & Ting (1993) and appears in approximate agreement, 
despite the apparent unsteadiness of the waves reported by them (see Longuet- 
Higgins (1995) §11, paragraph 3). 
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The steadiness in the theory is only of course a first approximation. Complete 
steadiness would require a constant input of energy, by wind for example. Without 
this there would be a decay in the gravity wave amplitude as they propagate since 
energy is continuously lost through the action of viscosity. In many situations in 
the ocean, the wind provides energy to the capillaries at much the same rate as 
they are being dissipated with the result that they are in approximate equilibrium 
(Crapper 1984). Another reason why complete steadiness would not be achieved 
is the interaction of the capillary wavetrain with itself and with waves of different 
frequency. 
2.1.5 Three- and four-wave interactions 
When several dominant wave-modes are present there is a mutual interaction be- 
tween them. In general this interaction is very weak which is partly why simple 
linear theories, which ignore nonlinear terms, have proved so successful. However 
interaction between wave modes can be significant, especially if a resonance between 
the modes exists. 
The simplest case of such resonant interaction is between groups of three waves. 
Suppose the dominant linear modes have the form 
Re{a, (t)exp [i(kj "x- wit)]} (j = 1,2,3), (2.2) 
with small amplitudes aj(t) where each amplitude is slowly varying in time. Then 
the interaction of any two modes, 1 and m say, gives 0(a2) terms with periodicities 
exp{i [(k1 -x- wit) (km "x- w, t)]}. (2.3) 
Three wave resonance occurs when any of these terms has the same period as that 
of the third wave mode, i. e. when 
k1 ± k2 ± k3 = 0, 
WI fw2±w3=0, (2.4) 
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where the wavenumbers and the frequencies are also related through the disper- 
sion relation. McGoldrick (1965) showed that three capillary-gravity waves may 
interact resonantly, and later investigated such resonant interactions experimentally 
(McGoldrick 1970). For some systems, deep water gravity waves for example, no 
three-wave resonance is possible and the strongest interactions occur between four 
waves. Again, this interaction is strongest, producing nonlinearities of 0(a3) , when 
the general conditions for four wave-resonance are met; 
k1fk2±k3fk4=0, 
WI ± W2 1 W3 + W4 = Oi (2.5) 
with corresponding signs and ki and w, satisfying the dispersion relation. Such 
four-wave and indeed higher number wave interactions can occur for capillary-gravity 
waves, although the order of nonlinearities in wave amplitude decrease with the 
number of waves involved (a7z for nth order interaction), so interactions between 
higher numbers of waves are considerably weaker. 
Resonant interaction gives a exchange of energy between modes, the total energy 
being conserved. For three wave interaction, if at any instance the energy density 
of one component is decreasing, the energy density of the other two components 
is simultaneously increasing. These energy exchanges are periodic and involve a 
substantial fraction of the total energy. 
Resonant interaction has important consequences for the stability of a single 
finite amplitude wave train. If in (2.2) al is of finite amplitude and a2 and a3 
infinitesimal, it is found that the infinitesimal modes can grow exponentially until 
comparable in amplitude to the initial wave. Thus a finite amplitude wave train can 
be unstable to infinitesimal disturbances. 
A set of three modes that do not precisely satisfy (2.4), but the more general 
condition 
k1 ± k2 ± k3 = 0, 
Wl±W2±W3=OWi (2.6) 
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where Aw is small, can also undergo resonant interaction. Resonant interactions 
can also occur for wavetrains that vary slowly in space as well as time. For three- 
wave interaction, `slow' means such that derivatives of amplitude variation are at 
most 0(a2) . The equations governing the rate of energy exchange then have extra 
terms, but the qualitative behaviour remains the same. 
In a wavefield consisting of many components any given wavenumber may be 
contained in a large number of resonant sets. Few analytic results have been obtained 
for such wave fields. However it has been shown that most of the energy transfer 
occurs amongst groups of almost equal wave number. 
McGoldrick's series of experiments (1970a, 1970b, 1972) with capillary-gravity 
waves showed that certain wave numbers corresponding to waves near the minimum 
of the dispersion realtion can interact with their own higher harmonics. There is a 
continual energy exchange between the primary wave and its harmonics and steady 
state solutions are not found in such circumstances. 
From the above we might therefore expect the parasitic capillary wavetrain that 
forms on the front of the steep gravity wave to undergo some interaction with itself, 
or to a lesser extent the underlying gravity wave or the longer gravity wave also 
formed by the pressure disturbance at the crest. Thus, if we observed the surface 
profile over a sufficiently long time period, we might expect to see a modulation of 
the capillary wave amplitudes due to this mechanism. For supercritical wave cal- 
culations, modulations of amplitude 1 or 2° were noted in the surface slopes with 
periods several times that of the underlying wave. Such a variation is indistinguish- 
able on the graphs of surface profiles presented later. For strongly subcritical waves, 
modulations involving significant changes in amplitudes were noted for all times. 
Both of these modulations could be caused by resonant interaction described above. 
2.1.6 Breaking of parasitic capillary waves 
If capillary waves can be generated by a sharp crested gravity waves, how does this 
effect the gravity wave itself? For short, steep gravity waves the energy dissipated 
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by the capillaries is much greater than that dissipated by the gravity wave alone. As 
stated above, Longuet-Higgins (1963) proposes that the capillaries take energy from 
the gravity wave. Thus capillaries may effect the stability of the underlying wave and 
play a crucial role in consequent wave breaking. Analytic work on energy transfer to 
non-linear parasitic capillaries is presented in Crapper (1970). An energy equation 
is formulated which gives the capillary steepness. Results show that sufficiently 
steep capillaries can form and break by enclosing a bubble of air, and as Crapper 
points out, this is what happens when gravity waves are seen to break. However 
the energy imparted to the ripples would be less than that predicted by Crapper's 
theory since he neglects the effect of the breadth of the pressure distribution at the 
crest. A pressure distribution that is wide compared to the capillary wavelength will 
not result in as large amplitude capillaries as may be expected due to an interference 
of waves from different parts of the pressure disturbance (see Lamb §271). Surface 
tension would however play an important role in the stability of the crest. 
2.1.7 Origin of parasitic capillary waves 
Parasitic capillaries on the forward face of gravity waves are initially generated 
by a `travelling disturbance' at or near the gravity wave crest. Until recently the 
consensus of opinion had been that this disturbance was due to the action of surface 
tension at the sharp crest (see above). However, for short gravity waves, recent 
analytic and experimental work has suggested another source. 
Duncan, Philomin, Behres & Kimmel (1994) present high speed photographs of 
mechanically generated gently spilling breaking waves. Formation of a bulge on the 
forward face of the waves is reported as they steepen. At the toe of the bulge is a 
region of sharp concave curvature simultaneously develops. Capillary waves are seen 
to form ahead of this. This feature does not last long however and the bulge rapidly 
moves down the forward face of the gravity wave, eventually becoming turbulent. 
Longuet-Higgins (1996) investigates whether such a surface feature can exist in 
a steady state, assuming irrotational, inviscid flow. The feature is referred to as a 
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`capillary jump'. He shows that on a non-uniform current, such as is found on the 
front face of steep gravity waves, a quasi-steady wave may exist in which the wave 
height in the up-stream direction differs from that in the downstream. Furthermore 
Longuet-Higgins proposes that energy from the jump may be a source of parasitic 
capillary waves. 
2.2 Current work on parasitic capillaries 
The current work has focused on a general investigation of the parasitic capillaries 
produced on the forward face of steep gravity waves. In particular whether our 
fully non-linear numerical code predicts the same results as the linear perturbation 
method of Longuet-Higgins. 
2.2.1 Numerical formulation 
The program used during numerical calculations of unsteady flows is a version of 
the fully nonlinear potential flow solver of Dold & Peregrine (1986). A boundary 
integral method is employed which reduces the calculation of the fluid motion to 
evaluation of the surface alone. This approach had previously been employed by 
Longuet-Higgins and Cokelet (1976), Vinje and Brevig (1981), Baker, Merion and 
Orszag (1981) and Roberts (1983). The code has since been modified by Cooker 
(1990) to allow the study of flow over an irregular bed. Its numerical properties are 
described by Dold (1992). 
2.2.2 Basic numerical model 
For inviscid, irrotational and incompressible flow a velocity potential q(r, t) exists 
and satisfies Laplace's equation, 
v2c = o. (2.7) 
Thus all the interior properties of the fluid are determined by its properties at the 
boundaries alone. The entire motion can thus be modelled by considering a point 
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discretisation of the surface. 
If the fluid is contained above a fixed impermeable lower boundary 6B, the 
component of velocity normal to the boundary is zero at the boundary, i. e. 
q,, (r, t) -0 for rc 8B. (2.8) 
For a flat horizontal bed y= -h, this condition simplifies to 
qy(r, t) -0 for y= -h. (2.9) 
In such cases the domain can be reflected in the bed and the symmetric flow solved, 
given large savings in the size of the required numerical calculation (see figure 2.2). 
The velocity of the fluid at the surface is determined using 
u= VO = 0s9 + 0. n, (2.10) 
where 9 and n are tangential and normal unit vectors respectively. The kinematic 
condition is that the fluid that starts as part of the surface remains as part of the 
surface. Thus the surface discretisation points move with the surface velocity; 
Dr 
_ Dt u. 
(2.11) 
The dynamic condition is given by Bernoulli's equation, 
DO 
-12 Dt 2u - 
PIP - 9y. (2.12) 
Here p is the fluid density and g is the acceleration due to gravity in a direction 
of decreasing y. Surface tension is included by defining P as 
P=Po - apt, (2.13) 
where Po is the pressure on the exterior side of the surface. a is the coefficient 
of surface tension defined in (1.8) for periodic deep water waves. For the infinite 
domain with shallow water, the depth becomes the dominant length scale and the 
Bond number given in (1.9) is used instead of a in nondimensionalisation. Note, for 
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calculations of solitary waves on shallow water given later the results are presented 
in dimensional form. rK is the curvature of the surface given by 




_ (xEy«k - yýx«) / 
(x2 + y2) 2 (2.15) 
where R= (x(e, t), y(e, t)) is the fluid surface. ý is a parametric variable that 
represents a particle following coordinate. It increases from 0 to n, where n is 
the number of discretisation points, with arclength along the surface. The surface 
is then discretised by considering only integer values of ý. Po can be chosen to 
approximate the effects of wind or a localised pressure on the surface, though it is 
not used in the results described here. 
Solution of Laplace's equation 
If we take r=x+ iy as the complex equivalent of position vector r= (x, y) ,0 
is an analytic funcion of r. It follows that the complex potential gradient, defined 
as q(r) = O., ý - iqy is also an analytic function of r. Similarly taking R(ý, t) as 
the complex equivalent of the surface profile vector R, q can be defined in terms 
of the tangential and normal gradients of 0 at the surface by 
Q# = 0, ý + ZOy = 
Rs(0s - Z0n), 
(2.16) 
where Rs = RC/IRCI is the arclength derivative of R along the surface and * 
denotes complex conjugate. If we assume that the surface contour is smooth, then 
applying Cauchy's integral theorem gives 
Y's -in= 
Rs ý- (2.17) 
i7r R'-R 
03 can be found directly, so rearranging the above gives us an equation for the 
unknown, 0.; 
iron =f Im R, 
R, 
R01 




where the arclength s' is a scalar variable which in the above equation increases in 






Figure 2.2: Domain for the periodic problem. 
are evaluated at the surface. How this contour is formed depends on whether we are 
interested in solution in a periodic or infinite domain. In either case however the 
vertical parts of the contour make no contribution. In the periodic case the two ends 
cancel as the values are the same, but are integrated in opposing directions. For the 
unbounded domain, it is assumed that all variables tends to zero at large positive 
and negative x, such that the contribution from each end is zero. In both cases for 
finite depth, the horizontal bottom condition is taken into account by assuming the 
fluid region extends continuously to a reflection of the surface in the bottom. In this 
way a large saving in the required total number of calculation points is made. For 
infinite depth, the bottom condition is replaced by Vq -4 0 as y -* -oo. 
The motion of the reflected surface mirrors that of the real surface such that the 
condition 













Rs 1 ý) + Re R'-R R'*-R-2ih) Sds, 
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where s' now increases from right to left along the surface only. This is then used 
as the basis of an iterative scheme to solve for 071 numerically. 
Time stepping of the surface 
Time stepping of the surface has previously been described in Cooker (1990) and 
Dold (1992). 't and Ott are also analytic functions satisfying Laplace's equation in 
the domain and the bottom boundary condition. Thus similar equations to (2.15) 
can be set up for ct,, and Ott,,,. Once the kernels of the integrals in (2.15) have been 
calculated they can also be used to obtain time derivatives of the surface motion. 
From these, Lagrangian time derivatives of R and ¢ are found. A truncated Taylor 
series is then used to march the surface values of R and ¢ forward in time. An 
analysis of the errors involved in this procedure is given in Dold (1992). 
Previous work with this numerical code has been under the assumption of a con- 
stant surface pressure, i. e. with no surface tension. Surface tension is now included 
using (2.13). To time step the surface time derivatives of the pressure are needed. 
However, pressure given by (2.12) is only defined on the surface. Thus a switch to 
Lagrangian derivatives is required. Equations for this are given in Appendix A of 
Dold (1992). It remains to find DP/Dt and D2P/Dt2 , which are given 
by 
DP [(x 3 
Dt --Q. 
£+ y2) 2 (uff. /Cý + xC. v« - VC. xg£ - YC. UCý 
- 3. (xý. y«« - yC. xCC) 
(x, + ycý (x(. uý + w. vd 





Dtý - Q. [[(x2 + y2) 2 
Dt 
(DuC. 
y,, + 2. uC. v« + 
DDtC 
. xý - Dt . x« - 
2. vc. uC£ - DtC. yC/ 
-3 (ue. y«« + xC. v« - v£. x« - y£. uCC) 
(x, + yýý2 (x{. uC + yý. vý), 
(x 2+y23 / 
DP 
+ 3(Dt/0) (xC"uC+yf"vf)/(xf2 2) +yf 
DVC 
+ 3P [(Xc + y2) (u2 + xC. DtC + v2 + yc. Dt 
z 
- 2. (xC. uC + yC. vC)2, / 
(x2 + y2) (2.22) 
Many of the calculations, including those immediately above, involve obtaining 
derivatives with respect to point number. The accuracy of the numerical scheme as 
a whole depends on that of this process. A spectral technique can be used, however 
any local inaccuracy about one point would immediately affect results at all other 
points due to the global nature of the method. Instead, estimates of first and second 
order derivative at a point are found using 10th order polynomials centred on the 
point in question. The relative error arising from such formulae is of the order of 
16r/2l'o (Dold 1992). 
2.2.3 Length scales and the choice of a 
All quantities calculated by the code are usually taken to be dimensionless. When 
running the code, the data is set up so that the length scale of the gravity wave 
is 27r in the periodic version, or depth 1 for shallow water problems. To regain 
dimensional quantities (dashed) from the non-dimensional calculated values for the 
periodic domain, they are scaled as follows; 
= x/k (2.13a) 
t' _t (2.13b) 
v' _ v (2.13c) 
A 
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where k the wave number. For shallow water problems we use the length scale d, 
the water depth. Thus 







By choosing o, we set a ratio of surface tension to gravity effects which effectively 
determines a length scale for the motion. If we take g= 980.6cm s-', po = lg cm-3 
and T' = 74g s-', (the value used by Longuet-Higgins 1995) then from (1.8) we 
have approximately, using c. g. s. units, 
0.0754k2 =Q (2.14) 
for periodic waves with wave number k (used in the periodic version of our numerical 
code), and 
0.0754 
d2 = o, 
(2.15) 
using c. g. s. units, for shallow water (as used in the unbounded version for solitary 
wave calculations). We can see then that an increase of surface tension of a factor 
of n2 is equivalent to reducing the spatial scale of the numerical calculation by a 
factor of n. This of course does not take into account possible viscous effects. The 
relationship between the two is shown in fig. 2.3 
This then gives us that a non-dimensional length of 2ir will scale to dimensional 
lengths of 18.0cm, 1.8cm and 0.18cm if we use values for the surface tension param- 
eter or of approximately 0.01,1 and 100 respectively. These correspond to regimes 
where surface tension effects are 100 times less than, equal to, and 100 times greater 
than those due to gravity. 
2.2.4 Numerical instabilities and smoothing 
The numerical scheme proves to be occasionally susceptible to numerical instabil- 
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Figure 2.3: Surface tension parameter o against characteristic length scale, l cm 
for g =980.6 cros -2, po = lg cm-3 and T' = 74g s-2 . 
variables. These saw-tooth modes are generally of length two surface calculation 
points. If left unchecked they lead to the eventual breakdown of the calculation. 
Such sawtooth modes arise in most existing numerical schemes for following the mo- 
tion of surface waves. They were first encountered by Longuet-Higgins & Cokelet 
(1976) who developed smoothing techniques to control them. In the code used here 
saw-tooth modes are effectively removed by using the smoothing formula given by 
Dold (1992). 
As with the estimation of arclength derivatives, the smoothing formulae are 
based on the fitting of high order polynomials to the surface data. We suppose that 
the data values at M= 2m +1 consecutive points -m <(<m consists of a 
polynomial of order M-2 and a displacement 6M which is positive at even points 
and negative at odd points. This represents a two point saw-tooth disturbance to 
an otherwise smooth surface, 
( 
f( + () f(M-2)(0 + 
bis for even (2.16) 
-SM for odd. 
A similar equation for a three point saw-tooth disturbance can also be found. Fitting 
33 
the polynomial approximation leads to a solution for bM . 
Al -point smoothing of 
a function f then achieved by subtracting the values of SM(e) from f (ý) at each 
value of ý. Thus waves of wavelength two and three grid points can be selectively 
removed. The effect on the smoothing formula on longer waves lengths is very 
small, so that smoothing can be used repeatedly. With gravity as the only restoring 
force, such waves arise only as a result of numerical instabilities. However with the 
inclusion of surface tension such waves can arise as real phenomena. Smoothing now 
has more direct consequences for modelling very small wavelength capillaries and 
the total energy of the system. 
2.2.5 Surface energy 
In addition to kinetic and gravitational energy, the inclusion of surface tension in- 
troduces a surface energy. This surface energy is simply the product of the surface 
tension coefficient and the surface extension: 
E% ds - A(2.17) s- J 
_o 
' 
where s is arc length. This is the total excess energy per unit length normal to the 
plane of motion for one wave cycle. It represents the work done in extending the 
surface against the restoring force of surface tension. 
2.2.6 Effect of smoothing on energy 
The equations for the pressure and its Lagrangian derivatives shows a numerical 
instability. To counteract this they are smoothed used a 15 degree polynomial 
formula as given in Dold (1992). The smoothing acts to selectively remove waves of 
wavelength two or three grid points. 
These short surface modes increase the surface extension and thus a have an 
associated small energy. The inclusion of surface tension means that the energy 
involved with these small surface displacements is increased from that with gravity 
alone. That is, a sawtooth mode in the surface will act to increase the surface length 
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and thus the superficial energy. In removing the short waves, energy is taken from 
the system. Smoothing the surface without any form of imposed energy conservation 
thus leads to an slightly increased rate of energy loss compared to the original gravity 
only program. Without some form of imposed energy conservation the total energy 
of the system is then slowly reduced. Energy and mean level are conserved by the 
method given in Dold (1992). This scales the surface displacements from the mean 
level and the potential function. The scaling assumes an equal contribution from 
kinetic and potential energy and scales both potential and surface displacements 
by an equal amount to bring the total energy back to the initial value. It is not 
clear that this is the the best system for ensuring energy conservation with the 
inclusion of surface tension. However, some restoration of energy is desirable, even 
if done in a non-physical way since the study of Hamiltonian systems shows that 
it is essential to maintain the values of conserved quantities. Calculations with 
pure capillary waves show that using this method of energy conservation, Crapper's 
analytic solution for a steepness of 0.7 was maintained for over 50 wave periods. 
Very steep solutions developed superharmonic instabilities after a shorter period of 
time. Further calculations with such waves are not presented due to exhaustive 
coverage by previous authors. 
Sawtooth modes are found to occur more frequently with the inclusion of surface 
tension. This is a least partly to do with the rapid variation in surface quantities 
with calculation point number in the presence of short ripples. Thus is the shorter 
scale oscillations in surface variables associated with the capillary waves that now 
provides much of the source of the unstable modes. The energy that drives these 
modes must then come predominantly from the surface energy. 
The effect of smoothing was tested on a number of cases. For normal point 
distribution, smoothing with a lower order formula gave fewer parasitic capillaries on 
the forward face of the gravity wave, although of slightly larger maximum steepness, 
for the same number of points. Small short waves at the leading edge of the parasitic 
wave train are reduced, while having little effect on the parasitic capillaries near the 
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crest. The energy lost by removing capillaries is replaced by scaling the velocity 
potential and the surface displacement, hence a smaller number of slightly steeper 
capillaries. With more calculation points the possible effects of smoothing on the 
shortest ripples is reduced since each wave is specified by a greater number of points. 
They are also much reduced by changing the point distribution, either to one with 
is uniform with arclength or based on local surface curvature. 
If too few points are used the very short capillaries generated naturally by the 
surface will be only a few calculation points in length. They are then significantly 
reduced in amplitude by the smoothing along with any possible numerically gener- 
ated saw-tooth modes. It is important therefore to use sufficient surface calculation 
points to resolve any real capillary waves. The capillaries will not then be smoothed 
away. No smoothing leads to poor calculation of the higher Lagrangian derivatives 
of pressure and eventual breakdown in the program. Smoothing is then required to 
run the program over many wave periods. If we stipulate that each wave should 
be represented by at least 5 calculation points to limit any effects of smoothing, 
we limit the size of capillary wave we can accurately predict. For instance in the 
case of an 8 centimetre wavelength with 400 points we are approximately limited 
to accurately resolving capillary waves with wavelengths above 1 millimetre. For 
the calculations presented 400 surface calculation points were used and the use of 
smoothing minimised as far as possible. 
In the energy conservation method described above the lost energy is made up 
by increasing the kinetic energy and the surface displacement which increases the 
gravitational and superficial energy. In real situations, energy would be lost through 
the capillary waves by viscosity (see Lamb 1932). On water surfaces such as lakes 
and oceans, a steady wave can be maintained by a input of energy via a wind stress, 
which acts to steepen the wave as reported in Crapper (1984). This process of 
maintaining total energy while some is lost through the capillary waves is reflected 
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Figure 2.4: Kinetic (top) and potential (bottom) energy for a wave with initial 
Stokes wave profile ak = 0.227, A=6.82 cm. Non-dimensionalised against initial 
energies. 
Fig 2.4 shows the development of non-dimensional kinetic energy and gravita- 
tional potential energy with time for a typical run with parasitic capillaries devel- 
oping on a Stokes wave profile. Energies have been non-dimensionalised with those 
for the initial starting profile. Similarly, figure 2.5 shows non-dimensional kinetic, 
potential and surface energy. The initial value problem will in general give waves 
propagating in both directions. The energy variations observed correspond to small 
waves traveling in the opposite direction to that of the gravity wave. Such waves 
are seen in the calculations started with solitary waves with sufficiently high surface 
tension parameter. It may be possible to selectively absorb these waves and thus re- 
move their effect from the calculation. Although the energy fluctuations persisted, 
the variation in the surface profile in most cases becomes smaller than graphical 
accuracy. The cases where the oscillation in amplitude of the capillaries remained 
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Figure 2.5: Non-dimensional kinetic energy (top), potential energy (middle) and 
surface energy (bottom) for a wave with initial Stokes wave profile ak = 0.227, 
A=6.82 cm. 
that the oscillation in ripple amplitude generally had a different period to the energy 
oscillations reported above. For supercritical waves the surface but not energy oscil- 
lations decay. It is likely that the modulations in capillary wave amplitude and the 
exchanges in energy have a different causes. The possible contributary mechanisms 
for the observed modulations in parasitic capillary amplitude are discussed in §2.1.5 
and §2.3.1. 
2.2.7 Other effects of point number 
One problem inherent in nonlinear boundary integral methods is that of numerical 
dispersion. This has previously been discussed, with particular reference to the 
program used here with zero surface tension, in Dold (1992). With N surface points 
uniformly spaced between 0 and 2ir up to N/2 independent wave-numbers can be 
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Figure 2.6: ky against kx. Comparison of steady wave for 200 and 400 surface 
calculation points. ak = 0.3, A=8 cm. No regridding. (Wave propagation is in 
the +x direction). 
wavelength of two points. It is found (see Dold 1992) that for waves described by 
only a few surface points, frequency and phase velocity are underpredicted. The 
percentage error decreases rapidly the more points that describe each wavelength. 
Thus if we try to model the same surface with different numbers of points we 
would expect slightly different surface profiles for regions which contain very short 
waves on currents. In the case where we let the surface reach a quasi-steady state 
after a long period of time, small errors eventually make a small but noticeable 
difference. Figures 2.6 and 2.7 show the steady (to within graphical accuracy) 
profiles obtained from the same starting conditions using 200 and 400 calculation 
points per wavelength. The difference is most noticeable in the small capillaries on 
the bottom of the forward face of the underlying wave. With 200 points they are 
slightly longer and have amplitudes that decay quicker with distance from the crest. 
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Figure 2.7: ky against kx. Comparison of steady wave for 200 and 400 surface 
calculation points (no regridding). Close up of trough region. ak = 0.3, A=8 cm. 
The ripples calculated with 400 calculation points have a shorter wavelength. 
with few points per wavelength as described above. 
The capillary waves are stationary in a frame of reference moving with the un- 
derlying wave. The phase speed of each capillary wave balances the underlying 
nonlinear velocity field; i. e. the wavelengths of the calculated stationary capillary 
waves must have numerical phase speed equal to the underlying velocity. In the 
case where we have less points describing that part of the surface, we see that the 
wavelengths are longer. As these waves are well within the capillary branch of the 
dispersion relation (fig 1.2), their phase speed increases with decreasing wavelength. 





This leads to the conclusion that numerical phase speeds for capillary waves of 
very few surface points are over-estimated, rather than under-estimated. A full 
investigation along the lines of Dold (1992) is needed to determine the full numerical 
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dispersion relation in the capillary regime. 
2.2.8 Resolution of capillary waves 
In the calculation of surface waves by the above scheme, it is important that surface 
variables are sufficiently slowly varying. This is required to ensure the accuracy 
of calculated surface derivatives for example. Where the surface variables vary 
rapidly with distance along the surface, sufficient number of calculation points have 
to be used so that the variation with calculation point number remains small. Steep 
gravity waves have smooth troughs and sharp crests, so require a higher point density 
at the crests where surface quantities vary more rapidly with arclength. It does not 
matter (apart from in terms of efficiency) if there are more points in the troughs, so 
long as there are a sufficient number of points around the crest. 
With a scheme which follows the calculation points as surface particles, the 
points become denser in regions where the stream velocity is smallest. For surface 
waves this is at the wave crests. Thus when calculating steep gravity waves we 
can get away with a relatively small total number of calculation points as they will 
naturally be distributed in greater numbers around the sharp crests where they are 
most needed. 
Steep capillary-gravity waves have an appearance more like the Crapper solution 
(figure 1.3), i. e. sharp troughs and broad, rounded crests. Thus to ensure a smooth 
variation of surface variables with point number, we need to take care that there are 
sufficiently many points at the wave troughs. 
One way to do this is just to use many points. This is inefficient for calculating 
a surface consisting of purely capillary waves, but less so when the surface is a 
perturbation to a gravity wave, as in most of the solutions presented here. Another 
way is to regrid the surface, or change the calculation scheme such that the points no 
longer move as fluid particles but have position along the surface as some function 
of the surface variables such as curvature or arclength. By regridded the surface it 
can be specified by a smaller number of points. However, further calculations have 
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to be performed and the time-stepping process becomes considerably slower. 
2.2.9 Regridding the surface 
A regridding algorithm was included in the program that placed calculation points 
equi-distant along the length of the surface. The option for a point distribution 
proportional to local curvature was also included. The arclength of the surface is 
calculated using the current point distribution. From this the distance along the 
surface of each point in the new distribution is found. A 10th order polynomial 
centred on the nearest point in the current distribution is used to interpolate each 
surface variable and find its value at the new position along the surface. The surface 
is then stepped forward in time as normal. The interpolation can introduce errors 
on its own if too few points are used, so calculations presented here are for 400 
points. 
It is found that the natural point distribution is not sufficient. An equi-distant or 
curvature based point distribution is required to ensure that small capillary waves, 
particularly their troughs, are adequately resolved. Without regridding the sharp 
troughs of capillary waves can be subject to smoothing if they are only defined by 
a few calculation points, even if there are a relatively large number of points in 
each capillary wavelength. In such cases the smoothing algorithm reduces a sharp 
trough in the same way as a sawtooth instability. By placing more points around 
the troughs, the rate of change of surface variables with calculation point number 
is reduced along with any possible effects of smoothing. 
The difference is seen in figures 2.8 and 2.9 which show surface profile and slope 
for an initial Stokes wave of steepness ak = 0.315 and length 8cm. Looking at 
the wave profile, the capillary waves are of larger amplitude, particularly in the 
underlying wave trough. Capillary wave troughs themselves are sharper, and cer- 
tainly non-linear. The capillary ripples are also found to be slightly longer, by 




















Figure 2.8: Quasi-steady surface profiles with (below) and without (above) regrid- 















-2 o2 as 
kx 
Figure 2.9: Surface slope of quasi-steady waves with (below) and without (above) 
regridding the surface calculation points alp = 0.315, A =8 cm. Propagation is in 
-x direction. 
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2.3 Numerical calculations 
The work presented here is for the generation of parasitic capillary waves by steep 
gravity waves. Calculations for steadily propagating pure capillary waves have also 
been performed, and are not presented due to the extensive amount of work on these 
by previous authors (see Chapter 1). 
2.3.1 Quasi-steady capillary gravity waves 
For the investigation of parasitic capillaries, pure progressive Stokes waves are used 
as initial starting profiles. These are calculated by the method of Teles de Silva & 
Peregrine (1988), which for zero vorticity is that of Tanaka (1983). It is then as if 
surface tension is switched on at t=0. The result for a Stokes wave of length 8cm 
and steepness ak = 0.3 can be seen in figure 2.10. The wave soon develops ripples 
on its forward face. The ripples emerge from the smooth face of the wave. The 
capillary wave train grows forward from in front of the crest. 
This is what we would expect at least for part of the profile which has surface 
velocity greater than the minimum possible wave speed. The energy associated with 
the pressure disturbance travels against the underlying surface velocity at the group 
velocity, c9 . 
If we take a frame of reference moving with the gravity wave crest, 
the surface velocity appears as a non-uniform current in a direction opposite to the 
direction of gravity wave propagation. Note that the of the value c9 will then vary 
along the profile. For capillary waves we have the approximate relation cg - 3c/2. 
For nonlinear capillaries, the actual group velocity would be slightly less than this. 
So if we look at the profiles in a moving frame of reference we would expect to see 
the spread of capillaries at a speed slightly less than half the surface velocity at that 
point. 
The amplitude of the surface oscillation decays until a quasi-steady profile is ob- 
tained (see fig 2.11 below). It can be seen (figure 2.10) that there is a maximum in 
the capillary wave steepness shortly after the initial time. For this particular wave 
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the maximum occurs after the gravity wave have travelled a distance of approxi- 
mately 2.25 wavelengths. This then coincides with the time taken for the energy 
associated with ripples generated at one crest to reach the next. The variation in 
capillary amplitude persists, as can be seen from their subsequent reduction and re- 
emergence in the figure. The ripple amplitude oscillates about a mean with maxima 
occurring each time the wave train travels another 2.25 wavelengths. However, the 
amplitude of this surface oscillation decays until a quasi-steady profile is obtained 
(see fig 2.11 above). 
The discernible variation in surface profile decays with time to an extent depen- 
dent on the steepness of the underlying wave. For supercritical wave steepnesses the 
time taken to reach a profile that appears steady to graphical accuracy is of the order 
of ten wave periods. Figure 2.11 shows surfaces overplotted every wave period for 
ten periods For subcritical waves modulations in capillary wave amplitudes persist. 
Figure 2.4 earlier showed a plot of the kinetic and potential energies against time for 
a typical wave (shorter and less steep than the one shown in figure (figure 2.10). An 
oscillation in potential and kinetic energy can clearly be seen which does not decay in 
time. The kinetic energy remains above, and the potential energy below that of the 
initial Stokes wave for most later times. This has been found to a greater or lesser 
extent for all waves calculated. Figure 2.5 shows non-dimensional kinetic, potential 
and superficial energies against time for the same wave (this time not divided by 
the non-dimensionalised initial energy). It can be seen that the superficial energy 
also undergoes oscillations, but of twice the period. The possible source of these 
oscillations has been addressed earlier. The surface oscillations remained noticeable 
on the strongly subcritical waves. Such modulations could also be due to resonant 
wave interactions of the type discussed earlier. For most calculations shown here a 
quasi-steady profile was reached and in such cases it is these surface profiles that are 
shown. For the calculations in which significant modulations persisted (for example 
ak =0.24 and ak =0.26 for the 8cm wave), a representative profile is shown. 
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Figure 2.11: Overplotting of ky against kx over 10 wave periods. ak = 0.32, 
A=8 cm. (Wave propagation is in the +x direction). 
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2.4 Comparison with other numerical calcula- 
tions 
2.4.1 Longuet-Higgins (1995) 
Numerical calculations of steady parasitic capillary waves are presented by Longuet- 
Higgins (1995). This further improves upon the theory of Longuet-Higgins (1963) 
(see above). Capillaries are again considered to be a linear perturbation to an 
otherwise steady, irrotational, non-linear gravity wave. A more accurate knowledge 
of the profile of underlying Stokes wave is used. 
The inclusion of gravity in the capillaries has another important result. A critical 
steepness parameter (ak), is introduced at which the surface velocity (in a frame 
of reference moving with the phase speed) equals the minimum (local) speed of 
capillary-gravity waves. For subcritical gravity waves, with steepness (ak) < (ak), 
the surface velocity is everywhere larger than the minimum capillary-gravity wave 
speed. Thus capillary waves may theoretically be generated at all points on the 
surface. For supercritical waves, with (ak) > (ak), the surface velocity in the 
vicinity of the crest is smaller than the minimum. Hence capillary waves can only 
be generated in the wave troughs and are bounded away from the crests. 
Surface profiles 
Quasi-steady waves have been calculated starting from Stokes waves with length 8 
centimetres and steepnesses ak = 0.24,0.26,0.28,0.30,0.31,0.31.5 and 0.32. Sur- 
face profiles are shown in figure 2.12, and the corresponding surface slopes in figure 
2.13. Comparable calculations presented in Longuet-Higgins (1995) are reproduced 
in figures 2.14 and 2.15, which have a greater vertical exaggeration. Note that the 
profiles have been shifted, but not scaled, for clarity. For 2.14 mean ky should be 
zero and for 2.15 mean dy/dx should be zero for each profile. 
The sudden end of the capillary waves in the trough of the supercritical waves 
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in figure 2.15 (most noticeable in the plots of surface slope) may not be a physi- 
cal phenomenon. The equations used by Longuet-Higgins have singularities at the 
caustics that limit the `blocked' region, so the integral calculation is stopped a finite 
distance from these points. The singularity arises from the 1/(k1- k2)) dependence 
of the wave amplitude from Lamb (1932) §271 mentioned earlier. It can be seen 
that there is good agreement between the profiles calculated and those presented by 
Longuet-Higgins up to steepness 0.3. A marked increase is seen in ripple amplitude 
as the critical steepness is approached. In addition the capillary wave steepness is 
seen to first increase than decrease away from the crest. In general our method 
predicts a slightly shorter wavelength for the parasitic capillaries than that from 
Longuet-Higgins by up to 4%. Another difference is the decay in capillary wave 
steepness with distance from the crest. Our calculations show the same maximum 
slope, but a slightly quicker decay in slope away from the crest. This may be an 
effect of numerical smoothing. 
A maximum amplitude for parasitic capillaries in the trough is found around 
ak = 0.31 for the wave of 8cm. More calculations are required to find the exact 
critical steepness for this particular wavelength. This is partly consistent with the 
calculations of Longuet-Higgins (1995), and is to be expected from the disturbance 
to a stream work of Lamb. We do however find that capillary amplitude near the 
underlying wave crest remains the same to within the small modulations observed 
beyond the critical steepness for the cases studied; i. e. the disturbance becomes 
more localised around the wave crest. We cannot at present accurately calculate 
parasitic capillaries on much steeper Stokes waves due to the very steep capillaries 
that from shortly after the initial time, before a quasi-steady profile is reached. Thus 
we cannot check whether this feature continues far beyond the critical steepness. 
Longuet-Higgins gives the wave profiles assuming the capillary waves generated 
are small linear perturbations to the underlying Stokes wave profile. It can be seen 
that the capillaries generated are certainly nonlinear, having sharper troughs and 
rounded crests. For supercritical waves the linear capillary perturbation is only 
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calculated by away from the caustics. This may lead to the double bump in the 
profile near the crest that can be seen in figure 2.15, particularly fo ak =0.32. Our 
calculations show a single large bulge continues at the crest as the steepness is in- 
creased above the critical value. This may be the source of the inconsistency between 
our continued large amplitude, but increasingly localised capillaries on supercriti- 
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Figure 2.12: Surface profiles for A= 8cm, ak = 0.24,0.26,0.28,0.30,0.31,0.315, 
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Figure 2.13: Surface slopes for A= 8cm, ak = 0.24,0.26,0.28,0.30,0.31,0.315, 
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Figure 2.14: (a) Surface elevation and (b) slope for A= 8cm, ak = 0.24,0.26,0.28 
and 0.30 (subcritical). NB: For both (a) and (b), the profiles have been shifted for 










Figure 2.15: (a) Surface elevation and (b) slope for A= 8cm, ak = 0.32,0.34 and 
0.36 (supercritical). NB: For both (a) and (b), the profiles have been shifted for 
clarity. Longuet-Higgins (1995). 
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Blocking 
Our calculations show the presence of a `blocked' region in agreement with the linear 
perturbation theory of Longuet-Higgins. The blocked region calculated by Longuet- 
Higgins is that in which the local velocity in a frame of reference moving with the 
wave is less than the minimum wave velocity as given by linear theory. Thus linear 
waves that are stationary in the moving reference frame cannot exist here. 
Figure 2.16 shows the surfaces profile and region in which capillary waves are 
excluded for a Stokes wave and the corresponding capillary-gravity wave for a su- 
percritical steepness. The limits of this region in the Longuet-Higgins (1995) are 
calculated on the Stokes wave profile (dashed vertical lines on figure 2.16). The 
effect of the capillaries on the underlying flow is not taken into account. The solid 
vertical lines on figure 2.16 show the corresponding blocked region for the fully de- 
veloped capillary-gravity wave. It can be seen that the blocked region is shifted 
forward, corresponding to the forward shift of the crest capillary-gravity wave crest. 
The blocked region is also wider. The effect of the parasitic capillaries is to reduce 
the orbital velocity at the crest compared to the pure gravity Stokes wave. 
According to the theory developed by Longuet-Higgins, there should be no cap- 
illary waves within this region. Close inspection of the slope of the supercritical 
capillary-gravity wave calculation within this region reveals ripples of very small 
amplitude. However, these are considerably smaller than the waves found outside 
the `blocked' region as can be seen in the graph of surface slope in figure 2.17. 
Since the surface quantities outside this region are rapidly varying, some very small 
variation inside might be expected as a numerical artifact. 
The extent of the blocked region is calculated using linear wave theory. For 
nonlinear ripples, the phase velocity decreases with steepness from the linear value. 
Thus in practice nonlinear waves with slower phase velocities could exist within the 
limits of this region. 
Also, the theory presented by Longuet-Higgins does not well represent the neigh- 
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bourhood close to the `blocking points', due to the singularity in the expression for 
capillary amplitude there, similar to that in Lamb's surface disturbance to a stream 
given earlier. Longuet-Higgins states that "there may be some detectable capillary 
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Figure 2.16: ky against kx for a Stokes wave ak =0.315 (dashed) and a fully 
developed capillary gravity wave started from the Stokes wave profile (solid) for 
o, = Tk2/g = 0.0452. The corresponding vertical lines delimit the region around 
the crest in which the stream velocity is less than the minimum linear wave speed. 
(Wave propagation is in the +x direction). 
Although important for waves produced in laboratory flumes, blocking is not 
important for waves longer than 1 m, such as found on the ocean surface. The 
effect of the velocity field of the gravity wave on the steepness, wavelength and 
dissipation of capillaries has received further attention in Longuet-Higgins (1987). 
One small but noticeable difference between sub- and supercritical waves is in the 
averaged Stokes drift velocity. Figure 2.18 shows the averaged drift velocity against 
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Figure 2.17: dy/dx against kx for a Stokes wave ak =0.315 (dashed) and a fully 
developed capillary gravity wave started from the Stokes wave profile (solid) for 
TK2/g = 0.0452. The corresponding vertical lines delimit the region in which the 
stream velocity is less than the minimum linear wave speed. (Wave propagation is 
in the +x direction). 
straight lines to highlight the step in the otherwise linear plot between ak = 0.315 
and 0.32. The critical steepness for this wave lies within this interval. Surface 
calculation points move as surface particles, so calculating the average drift is a 
simple matter. In performing the calculations previously presented, it was noted that 
the calculation points were carried further at the crest of the waves with increasing 
steepness, particularly for supercritical waves. From figure 2.18 we see there is a 
small jump in drift velocity which coincides with the critical steepness. Over the 
small steepness range shown it appears that for both sub- and supercritical waves 
Stoke's drift increases linearly with steepness. For supercritical waves the rate of 
increase with steepness is slightly greater (the straight lines for sub- and supercritical 
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Figure 2.18: Numerically calculated drift velocity for a gravity-capillary waves of 
wavelength 8.25cm. 
2.4.2 Comparisons with Perlin, Lin & Ting (1993) 
The observations made by Perlin et al. (1993) are of plunger- generated waves at 
two frequencies: 5.26 and 4.21 Hz. For the 5.26 Hz wave, a comparable profile is 
given by a Stokes wave of length 6.82 cm and ak = 0.227. Figure 2.19 shows the 
development of the capillary waves from an initial Stokes gravity wave of wavelength 
6.82cm and steepness ak = 0.227. This is a strongly subcritical wave, where we 
might expect capillaries generated by one crest to catch up with the next. It is not 
easily seen that there is an appreciable overlap of capillary-gravity waves generated 
on one crest with those from the next. Capillary ripples quickly form on the forward 
face of the initially pure gravity wave. The start from the sharp crested wave leads 
to oscillations in the amplitude and steepness of the parasitic capillaries. These can 
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This recurrence-like phenomenon is reported in the experiments of Perlin et al.. 
By comparing images from different locations downstream of the wave-maker they 
conclude that "both the underlying gravity wave and the parasitic capillaries are 
temporally periodic regardless of the proximity of the measurement location to the 
wave-maker". They conclude that the cause of this oscillation is some (undefined) 
resonance mechanism. As with the results of Perlin et al. we notice that the capillary 
waves emerge from the smooth surface along the gravity wave rather than propa- 
gating to their eventual destination. Thus the capillary wave train is stationary in 
a coordinate system moving with the gravity wave crest. 
It may be conjectured that a source for the oscillation in our model is the initial 
difference between the initial profile and the fully developed capillary gravity wave. 
Modulations in surface profile are seen for the less steep (more subcritical) waves 
and for such waves lead to almost a complete periodic disappearance of the ripples. 
Looking at figure 2.20, we see that the time of the first maximum in the am- 
plitude of the parasitic capillaries coincides with the point at which capillary wave 
development from one crest reaches the crest in front, as with figure 2.10. This 
occurs at a time when the underlying wave has travelled a distance of more than 
two wavelengths. These points lead us to the conclusion that the recurrence phe- 
nomenon in ripple amplitude may be alternatively be explained as the interaction 
of capillaries formed in front of one crest with those in front of the next. 
Suppose then that a wave with a sharp crest is quickly formed, such as by a 
wave-maker. Parasitic ripples will develop in front of the crest due to the pressure 
disturbance from the action of surface tension at the region of high curvature. The 
energy is propagated from the crest at a velocity of slightly less than c/2 in a 
frame of reference moving with the crest. Capillary development will then reach 
the next crest in front after the underlying wave has travelled a distance of slightly 
more than two wavelengths. The ripples modify the curvature and in turn affect 
the parasitic capillaries generated at that crest. This process is then repeated at 
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equal time intervals as the energy associated with the initial disturbance propagates 
over the wave profile. After a sufficiently long period this energy would be dispersed 
over a wider region, thus the magnitude of the oscillation in the parasitic capillaries 
reduced to an extent, as observed. Since for subcritical waves the capillary waves 
can exist at all points on the surface, the continuation of the amplitude modulation 
is likely to be due to a resonant self interaction as descibed earlier. On supercritical 
waves the short capillary wavetrains on each Stokes wave are blocked from eachother, 
so the possibility of resonant interaction is reduced. 
In the numerical experiments carried out here the initial wave is unlikely to be 
identical to that produced at the wave-maker. However, both start with a wave 
profile different to the final steady wave and show that form an initial non-steady 
profile a quasi-steady profile is eventually formed. 
Perlin et al. choose an arbitrary image from their data set to compare to the 
predictions made by theories from Longuet-Higgins (1963), Crapper (1970) and 
Schwartz & Vanden-Broeck (1979). The theory presented by Crapper (1970) is 
similar to that of Longuet-Higgins (1963) in calculating the parasitic capillary waves 
as perturbations to an underlying Stokes wave profile. Crapper (1970) uses the exact 
pure capillary wave solution of Crapper (1957) (see chapter 1) at first order however, 
and a nonlinear ordinary differential equation for capillary wavelength and amplitude 
is derived from energy considerations. Schwartz & Vanden-Broeck (1979) calculate 
symmetric waves of permanent form for an inviscid, irrotational, incompressible flow. 
This method is not limited to perturbations from a Stokes wave profile. It permits a 
steady wave formed by a train of capillary waves travelling against the non-uniform 
surface velocity of an underlying longer wave, and it is found that a number of 
possible such solutions can exist for the chosen parameters of nondimensional surface 
tension wave speed and wave steepness. 
The image is from a time series in which the surface profile is quasi-stationary and 
nearly symmetric. Thus, according to Perlin et al., "comparison between theory and 
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experiment should be favourable". The comparison of the measured 5.26Hz profile 
with these theories is reproduced from Perlin et al. in figure 2.21, and further with 
the improved theory of Longuet-Higgins (1995) in figure 2.22. 
The Longuet-Higgins (1963) theory severely underpredicts the amplitude of the 
capillary waves for an underlying wave of the correct amplitude (2.21 (b), bold line). 
The second line on 2.21(b) shows the surface profile from the theory of Longuet- 
Higgins (1963) that gives the same capillary wave amplitude as observed in the 
experiment. It can be seen that according to this theory a much steeper gravity wave 
is required to produce parasitic capillaries of the observed amplitude. The improved 
(1995) theory (fig. 2.22) does much better, although there is still an underprediction. 
A possible explanation for this is given in Longuet-Higgins (1995). Perlin et al. 
reported that the amplitude of the parasitic capillaries decayed with distance from 
the plunger such that for the 5.26Hz wave they were `almost non-existant by 2.5 
wavelengths downstream'. 
One reason for this is energy dissipation through viscosity. Longuet-Higgins also 
points out that wave-makers itself might generate freely propagating capillary waves. 
In this case the capillaries that are generated purely by the progressive wave cannot 
be isolated. These transient effects mean that larger amplitude capillaries should be 
expected soon after the generation of the underlying wave. By the time the wave 
has settled down to an almost steadily propagating profile the parasitic capillaries 
would be smaller. At a greater distance from the wave-maker the surface would 
still be very slowly varying due to energy loss by viscosity. The theories against 
which the experiments of Perlin et al. are compared all assume energy conservation, 
thus would only be expected to accurately model the experimental results further 
down stream. This said, the theory of Longuet-Higgins (1963) only produces a 
wave with comparable amplitude parasitic capillaries for a underlying wave with an 
amplitude half as large again (2.21 (b), thin line). The theory of Crapper (1970) 
predicts the correct amplitude waves on the forward face of the wave, but overpre- 
dicts amplitude on the leeward face. The three possible solutions from the Schwartz 
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& Vanden-Broeck scheme either completely underpredict capillary wave amplitudes, 
or overpredict them in the trough and on the leeward face. All these solutions are 
symmetric. 
Figure 2.23 shows the development of the surface profile calculated by our nu- 
merical code after 2 (bottom) and 20 (top) wave periods. At 2 wave periods the 
surface is still developing. By 20 wave periods the oscillations in capillary wave 
amplitude and length have reduced, but are still visible. It can immediately be 
seen that the profile after 2 wave periods is close match to the experimental data. 
However the eventual steady surface has small capillaries over the entire surface, 
although their amplitude remains greatest on the forward face of the wave. The 
steady profile predicted is a close match to that predicted by the improved method 
of Longuet-Higgins. It is also noticeably more symmetric than the calculations with 
steeper, slightly longer waves shown previously. 
Perlin et al. also present experiments for a steep wave generated at 4.21Hz. 
Figure 2.24 reproduced from that paper again compares a `characteristic' wave with 
the steady theories of Longuet-Higgins (1963), Crapper (1970) and Schwartz & 
Vanden-Broeck (1979). However as with the 5.26Hz wave, the capillary amplitude is 
reducing quickly with time (as can be seen from figures 10 and 12 from that paper). 
The authors of the paper note that by 2 to 2.5 wavelengths downstream the surface 
on the forward face of the underlying wave is nearly smooth. 
This quick decay is most likely due to the effects explained in Longuet-Higgins 
(1995) as noted above. Again it is unlikely therefore that the steady theories would 
predict comparable parasitic capillary amplitudes. Figure 2.25 shows the wave pro- 
file predicted by the improved theory of Longuet-Higgins (1995), and figure 2.26 the 
profile and surface slope predicted by our time-stepping model. Both profiles show 
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Figure 2.21: Comparison of (a) the measured . 5.26Hz profile (chosen representative 
image) with (b) the theory of Longuet-Higgins (1963). The bold line is a wave of 
the correct steepness and the second line is the wave which gives the same predicted 
capillary amplitude as observed. (c) is the theory of Crapper (1970) and (d), (e) and 
(f) three possible numerical solutions determined using the Schwartz and Vanden- 












Figure 2.22: (a) The profile of a wave at 5.26Hz as recorded by Perlin et al. (1993). 
(b) The profile calculated by Longuet-Higgins (1995) for alp = 0.227, ). = 6.82 cm. 
Perlin et al. (1993) 
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Figure 2.23: ky against kx. Numerical calculation of surface profile after 2 and 

































Figure 2.24: Comparison of (a) the measured 4.21Hz profile (chosen representative 
image) with (b) the theory of Longuet-Higgins (1963). The bold line is a wave of 
the correct steepness and the second line is the wave which gives the same predicted 
capillary amplitude as observed. (c) is the theory of Crapper (1970) and (d) nu- 
merical solution determined using the Schwartz and Vanden-Broeck scheme (1979). 
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Figure 2.25: Wave calculated by Longuet-Higgins (1995) for ak = 0.25, A_ 
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Figure 2.26: dy/dx (top) and ky (bottom) against kx from our numerical code 
for ak = 0.25, A= 10.2 cm. Plots have been shifted (but not scaled) to fit on same 
graph. Direction of propagation is right to left. 
Both our method and those of Longuet-Higgins underpredict the capillary wave 
amplitude in comparison to the experimental results. The Crapper (1970) solution 
has considerably shorter capillaries as well as larger capillaries on the leeward face 
of the underlying wave. From the plot of surface slope we see that our method also 
predicts shorter capillary waves. The symmetric Schwartz & Vanden-Broeck (1979) 
solution shows no noticeable ripples and closely matches that of Longuet-Higgins 
and our own calculations. 
2.5 Very steep gravity waves 
Longuet-Higgins & Cleaver (1994) show that, considered in isolation, the crest of a 
steep, irrotational gravity wave is unstable. The instability is presented as a limiting 
form of the instability previously found (Tanaka 1983 , Longuet-Higgins 1986) 
for 
steepnesses around ak = 0.4292 corresponding to the lowest energy maximum. This 
instability has the effect of shifting a volume of water near the crest towards the 
forward face. The resulting bulge of water has a region of sharp positive curvature 
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at its `toe' for a sufficiently large initial perturbation. In such cases, it is argued that 
this could then be that this region of positive curvature is the disturbance causing 
the capillary waves. 
Some experimental evidence for this has come from Duncan, Philomin, Behres 
& Kimmel (1994). They present high speed photographs of mechanically generated 
gently spilling breaking waves. Formation of a bulge on the forward face of the 
waves is reported as they steepen. At the toe of the bulge is a region of sharp 
concave curvature simultaneously develops. Capillary waves are seen to form ahead 
of this. This feature does not last long however and the bulge rapidly moves down 
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Figure 2.27: Wave evolution until breaking for ak = 0.44, )= 50cm. 
Figure 2.27 shows the results of a numerical calculation until breakdown for a 
wave of length 50cm and steepness ak = 0.44. The initial profile is that of a pure 








Figure 2.28: Wave evolution until breaking for ak = 0.42, A= 50cm. 
the forward face. However, from similar calculations with other less steep waves, 
(for example ak = 0.42 in figure 2.28) this appears to be no more than the extension 
of the mechanism previously described. The crest instability only occurs above a 
certain wave steepness, about ak = 0.4292. We might expect to find a corresponding 
difference in the behaviour of calculated crest evolution for steepnesses above and 
below this instability limit. Instead the same behaviour occurs to a correspondingly 
lesser extent for waves of lower steepness, with no sudden change as steepness is 
increased. 
The crest of the initial Stokes wave becomes much sharper with increasing steep- 
ness. The corresponding breadth of the initial pressure distribution caused by the 
action of surface tension is thus considerably narrower than in calculations previ- 
ously shown. The result is the large surface displacement just in front of this in 
accordance with the theory presented in Lamb (1932, §271). In such calculations 
the displacement begins to break and computation cannot be continued. Since this 
behaviour occurs for waves less steep than the threshold of the instability described 
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by Longuet-Higgins & Cleaver (1994), we conclude that in the calculations pre- 
sented here it arises from the action of surface tension at the sharp crest. It is likely 
that such a feature would also be seen with the development of jets in breaking 
waves under the influence of surface tension and give better comparisons with the 
experimental work of Duncan et al (1994). 
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the program it is as if surface tension were suddenly added at t=0. The result 
is that again there is a period of time over which parasitic capillaries develop on 
the forward face of the wave. We now also see a train of small amplitude capillaries 
shed by the wave at t=0 which continue to travel in the opposite direction to 
that of the main wave. These may also be occurring for the calculations started 
with periodic waves giving the energy fluctuations noted earlier. An example of the 
development of the profile of the main wave is given in figure 2.31. The profile is 
shown from a frame of reference moving with the wave speed, which in this case is 
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Figure 2.31: Development of a capillary-gravity wave travelling in the -x direc- 
tion. Depth, d= 1cm. The initial surface profile is that of a pure gravity wave of 
a/d = 0.7. 
As with the periodic waves, we see that initially the crest steepens. A small bulge 
begins to appear in front of this. As this bulge and the crest behind it continue to 
steepen a second bulge develops in front of the first. This process continues with 
each new capillary forming forward of the last. Thus the train of parasitic capillaries 
is slowly built up, appearing to emerge from the smooth surface of the underlying 
wave as reported in the periodic wave experiments of Perlin et al. earlier. 
The speed of the spread of the capillaries against the non-uniform velocity field 
of the underlying wave is given by the local group velocity, c9 , 
i. e. the rate at which 
the wave energy is propagated. For capillary waves we have that c9 ý-- 3c/2, so that 
the energy propagates faster than the capillary waves themselves. 
For the case of the wave on a depth of one centimetre we find the main wave 
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Figure 2.32: Surface gradient of capillary-gravity wave at t =8 for d =1cm, initial 
a/d =0.7. 
stationary in frame moving with it are than also moving at this speed. If we assume 
that sufficiently far in front of the crest they are moving across an initially flat, 
undisturbed surface then their speed is also 44.8 cm/s. Using (1.4), this gives us 
a capillary wavelength of 2ir/26.6 = 2.4 mm. Looking at the plot of surface slope 
in figure 2.33 we calculate a wavelength of 2.2mm at a horizontal distance 15cm in 
front of the wave crest and 2.6mm at a distance 10cm in front. Then to a rough 
estimate it appears that we within 10% of the correct phase speed even for these 
small wavelength ripples. 
For solitary waves of the same a/d on deeper water, the parasitic capillaries 
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Figure 2.33: Surface profiles of capillary gravity waves for d= 1cm (top), 2cm, 3cm, 
4cm, 5cm and no surface tension (bottom). a/d =0.7 
source for the parasitic capillaries is the pressure caused by the effect of surface ten- 
sion at the high curvature at the crest. With the solitary waves on a larger scale, the 
curvature at the crest is less and the corresponding breadth of the resultant pres- 
sure source greater. The result is that capillaries are not produced and the solitary 
wave propagates almost unchanged from its non-dimensional pure gravity profile. 
We thus have that solitary waves with sufficiently small a/d propagate unchanged 
even at scales down to depths of several centimetres. This is to be expected from 
the analytic work with pressure distributions on steady streams presented in Lamb 
(§271). 
However, we can find a solitary wave sufficiently near the limiting a/d ratio such 
that the crest region is sharp enough to produce an initial pressure distribution of 
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breadth smaller than the capillary wavelength. Parasitic capillaries will always form 
ahead of this region in such cases. 
2.7.1 Blocking on solitary waves 
The `blocking' of capillary waves by short steep non-breaking gravity waves was 
first suggested by Philips (1981), and treated in depth in Shyu & Philips (1990). 
Capillary wave blocking is an important feature of periodic gravity-capillary waves 
since the ripples in one wave trough are isolated from those in the next. With a 
solitary wave `blocking' has no such significance, since one crest travels in isolation. 
2.8 Conclusion, discussion and further work 
Surface tension as been added to a fully non-linear potential flow solver. This 
has been used to compute surface profiles for gravity capillary waves. It is found 
that the surface point distribution must be regridded to resolve the sharp wave 
troughs of the small capillary waves. In accordance with previous experimental and 
analytic work we find that ripples form on the forward face of steep propagating 
Stokes waves. Lower frequency steep gravity waves generate capillaries with higher 
wave numbers. In general the predicted profiles are found to be in agreement with 
previous experimental work. For subcritical steepnesses, these profiles are also found 
to be in broad agreement with those predicted by the linear perturbation theory of 
Longuet-Higgins (1995). This theory is based on the idea that the capillary waves 
are a result of the action of surface tension at the sharp gravity wave crest causing 
a pressure disturbance. In accordance with the theory of Longuet-Higgins (1995) 
we find `blocked' regions on waves above a critical steepness. In this region we 
do find some detectable oscillation in surface slope, especially towards the leeward 
face, but a level considerably lower than that just outside. The `blocked' region is 
calculated considering the linear minimum phase velocity, so nonlinear waves with 
lower minimum phase velocities could exist within the limits of this region. 
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The limits of the `blocked' region calculated from the possible capillary wave 
speed along the surface coincide with points were capillary wave amplitude is seen 
to be reduced. We also note that there is a small jump in the calculated Stoke's 
drift velocity between sub- and supercritical waves. 
We find, in accordance with Longuet-Higgins (1995), that a critical steepness 
exists corresponding to the formation of a blocked region. At this steepness the am- 
plitude of the parasitic capillary waves in the underlying wave trough is a maximum. 
Above this we find capillary amplitudes in the trough decrease but the amplitude 
at the crest remains approximately the same. It appears that the disturbance be- 
gins to become more localised around the Stokes wave crest. A comparison of point 
distributions was made to ensure this was not a numerical feature. 
Longuet-Higgins considers the parasitic capillaries to be linear and have no effect 
on the underlying flow. The equations used to calculate the linear capillary wave 
perturbation have a singularity at the caustics that limit the blocked region, so 
the capillary wave perturbation is only calculated away from this. This the likely 
reason why our nonlinear method gives a single large bulge at the crest rather the 
two smaller waves at and just in front of the crest as calculated by Longuet-Higgins 
(1995) for just supercritical waves. It may also be the cause of the difference in the 
decay of capillary wave amplitudes above the critical wave steepness given by our 
numerical code and Longuet-Higgins. 
Apart from the non-linearity of the ripples themselves and their effect on the 
underlying gravity wave, there is another possible reason for differences between 
profiles computed here and those by Longuet-Higgins (1995). The linear theory 
presented by Lamb (1932) (§271) also gives long gravity waves behind downstream 
of the pressure disturbance. Although these are the same amplitude as the ripples 
on the forward face, the length of the gravity wave means that it has a much less 
noticeable affect on the surface slope, so is hard to detect experimentally. This long 
wave is neglected in the theory presented by Longuet-Higgins (1995). 
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Perlin et al (1993) calls for numerical calculations in order to test whether the 
asymmetry seen in experiments is a viscous or inviscid phenomenon. As with 
Longuet-Higgins (1995) we find asymmetric profiles that closely match those found 
experimentally. In addition our numerical results also exhibit the same temporal 
behaviour as those found in the wave-maker produced waves of Perlin et al. In 
attempting to calculate steadily propagating gravity-capillary waves we find modu- 
lations in the parasitic capillary amplitudes and also in the proportions of kinetic, 
superficial and potential energy. The solution never settles to a completely steady 
profile over the time periods calculated. The location of the capillary waves is 
quasi-stationary in a coordinate system moving with the underlying wave. Energy 
oscillations persist in all cases, although changes in the surface profile become small 
for supercritical waves. Modulations in parasitic capillary amplitude are reported 
in the experiments of Perlin et al (1993). In the same paper the authors call for 
numerical time-marching calculations to see whether the `resonance' seen in exper- 
iments can be predicted. Here then we predict such modulations although their 
source is not clear. The modulations can be most clearly seen on subcritical waves. 
The first maximum of the capillaries coincides with the moment that the system of 
ripples from one crest reaches the next. From then on the period of the oscillations 
in capillary amplitude continue at this frequency - i. e. at a period given by the time 
taken for a particle travelling with the capillary group velocity to travel from one 
crest to the next. This suggests that the disappearance and re-emergence of the 
ripples is due to an interaction of capillary waves from different crests starting from 
a profile slightly different to the final steadily propagating state. A contributing 
factor could be a resonant self interaction in the wavetrain, as decribed in section 
2.1.5. 
It was not possible to compute quasi-steady surface profiles starting with very 
steep Stokes waves. For such waves the rate of change of curvature in front of the 
crest became too great to continue accurate computation. All calculations in the first 
part of the chapter were started with a Stokes wave profile. It is possible that other 
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solutions exist for the same wave steepness and length. A different profile would have 
a different initial pressure distribution over the surface and hence possibly lead to 
a different eventual quasi-steady profile. Other numerical methods that specifically 
look for steady waves, notably Schwartz & Vanden-Broeck (1979), have found a 
multiplicity of solutions for the same dimensionless surface tension and steepness 
parameters. 
We note that for less steep waves, still within the range of validity of the analysis 
of Longuet-Higgins (1995), the profile is more symmetric. Some further calculations 
have been performed with short gravity waves, with wavelength less than the re- 
gion of validity of the theory of Longuet-Higgins (1995), and with solitary waves. 
We note that starting with initial Stokes wave profiles quasi-steady solutions were 
not found for such waves. Instead modulations persisted. This is not to say that 
steady solutions do not exist at such wavelengths, merely that they are not found 
from similar starting conditions to those used to generate the gravity-capillary wave 
profiles above. The profiles calculated compare qualitatively to those produced by 
a wind stress in the experiments of Schooley (1958). 
Other calculations were performed with solitary waves. It is shown that the 
profiles of such waves are well approximated by the normal pure gravity solitary 
wave profile for depths greater than 5 centimetres or so, depending on the non- 
dimensional amplitude a/d. Parasitic ripples are always formed if the pressure 
disturbance at the crest is sufficiently narrow. This is in accordance with the theory 
of a pressure disturbance on a steady stream presented in Lamb (1932). 
Further work might include looking at the affects of surface tension in wave 
breaking at very small scales. Some recent work has been done modelling free 
surface flows as a line vortex approaches the surface from below (Barnes, Brocchini, 
Peregrine & Stansby 1996). This gives rise to surface `scars', features that are often 
seen at the edges of an area of vorticity on free surfaces. These features are at a scale 
within the gravity-capillary regime, but studies so far have neglected surface tension. 
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The formation of jets under the influence of surface tension is also of interest and 
may provide a better insight into the experimental results of Duncan et al. (1994). 
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Chapter 3 
Waves Near Vertical Walls 
3.1 Introduction 
Scouring and the transport of suspended particles are of interest to the coastal en- 
gineer because they affect the distribution of sediments and shore line evolution. 
Changes in the bed profile near the shoreline can also have consequences for navi- 
gation. Particle transport is also important to pollutant disposal in the sea, and to 
the transport of nutrients needed for the sustaining of marine life. 
Breakwaters and sea walls are now a common feature along many coastlines. The 
function of these walls is to protect the area behind from waves and the resulting 
flows and erosion. The main purpose is not to protect the sea bed beach in front. 
Such coastal structures have been blamed for the disappearance of beaches in front 
as well as adjacent to them. Scour in front of some the long breakwaters in Japan 
has developed up to 6 metres deep and almost 100 metre in length. Such scouring 
threatens the stability of the breakwater. An increase in the water depth immedi- 
ately in front of the breakwater may increase the design wave height. It can also 
directly scatter or remove armour blocks leading to an increase in impact pressures 
on the structure. 
The successful description and prediction of sea bed changes is thus an important 
part of planning coastal defence, and assessing the stability of structures such as sea- 
bed pipelines and breakwaters. In the construction of coastal structures, the bed 
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in front is often replaced with stone or a more stable material in order to reduce 
scouring. The stability of this material depends on the hydrodynamic forces, which 
can be estimated if the the near bed velocity is known. 
Although scouring is important at coastal structures, the complexity of the prob- 
lem means that solutions are usually estimated using simple approximation formulae. 
Sediment transport formulae are often used in solving practical engineering prob- 
lems. Many different formulae have previously been proposed. Different formulae 
stress the importance of different aspects of the possible flow so the correct selection 
has to be made when solving a particular problem. Transport formulae based on 
time-averaged velocity distributions and time averaged sediment concentration dis- 
tributions are often used. Much sediment transport takes place under waves rather 
than steady currents however. 
Recent experimental studies have shown that water waves can sometimes fluidise 
silty soil beds. Total fluidisation is where a block of soil particles becomes almost 
effectively in complete suspension, with its weight supported almost entirely by 
the intervening fluid. Laboratory wave flume experiments by Clukey et al (1983) 
show that states of total or partial fluidisation can be achieved in a soil trench 
below shallow water waves. Packwood & Peregrine (1980) showed analytically that 
fluidisation can also occur under sufficiently steep bores. This is based on the work 
of Madsen (1974), who showed that a sufficiently large pressure gradient alone is 
enough to cause fluidisation of the bed under certain conditions. 
The oscillatory nature of flows above sea beds has also recently attracted much 
interest. This is due to the large amount of sediment observed to be transported by 
oscillatory sheet flows. 
Most of the existing transport models, even ones specifically designed to incorpo- 
rate unsteady flow, do not explicitly consider pressure gradient. (Note that pressure 
is related to the acceleration by Du/Dt = 1/p. V p ). Instead, fluid velocity is the 
dominant independent variable, for example King and Seymour (1982). Although 
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velocity is the important parameter in transportation of sediment in suspension, 
how the sediment first becomes suspended or under which conditions it first moves 
may crucially depend on other parameters. 
The force fluid particles is often included indirectly in simple models by assuming 
a sinusoidal wave profile or a `wave friction factor' (see Madsen & Grant 1976 for 
example). These models still assume that the acceleration during the orbital oscil- 
lation is of minor importance. This view is not supported by the results of Davies 
(1980) for example. Davies (1980) presents experimental results of near-bed velocity 
and observed sediment movement. The lack of strong correlation between the two 
illustrates that orbital velocity may not be a good determinant of the threshold of 
movement. Instead bed shear stress gives a much better indication, so would need 
to be explicitly considered in an accurate sediment transport model. 
Hallermeier (1982) also discussed the dependence of bed load transport on accel- 
eration and concluded that the fluid accelerations play a "direct role" in sediment 
transport. The importance of acceleration in the near bed kinematics is also high- 
lighted by Soulsby & Dyer (1981). Here accelerations due to variations in tidal 
current over a time scale of order 10 minutes are initially considered. Even though 
the departure from the velocity profile without acceleration is small, it is found to 
be important for the calculation of shear stress. 
An understanding of the near-bed velocity and pressure field generated by ran- 
dom waves interacting with a coastal structure is crucial for understanding and 
predicting movement of fronting material. This applies regardless of the particular 
model used. Research in this area has been largely based on long wave flume ex- 
periments. These show the importance of near bed kinematics in beach response. 
Little work has been done on direct measurement of near-bed kinematics in front of 
coastal structures however, due to the difficulties and subsequent cost involved. 
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3.2 Waves near coastal structures 
The strong reflection of incident waves by a vertical structure means that the waves 
directly in front of it structure are well modelled by standing or near-standing waves 
if no breaking occurs. Perfect reflection of progressive waves at a vertical wall will 
produce such a standing wave, resulting in surface oscillation antinode at the wall 
and a node distance L/4 from it, where L is the wave length. Such waves are the 
topic of this chapter. 
Two dimensional standing waves were first studied by Rayleigh (1915), who cal- 
culated a perturbation series of the surface profile to 3rd order for deep water. This 
work has been progressively extended both to include much higher order terms and 
to include surface tension and arbitrary depths. Numerical models have also been 
developed, in particular by Mercer & Roberts (1992) and (1994), which enable the 
calculation of limiting standing waves on water of arbitrary depth. Their calcula- 
tions show that appearance of the standing waves becomes more like a reflecting 
solitary wave as depth is decreased. The largest waves that can approach any sea 
or harbour wall are shallow water waves whose crests are very similar to solitary 
waves. 
Solitary waves are commonly used to represent shoaling waves on mild beaches 
and as a model for tsunami waves. Thus solitary waves continue to be of interest 
to the coastal engineering community. The fact that the shallow water limit of a 
standing wave is a reflecting solitary wave gives a further reason for interest. 
Standing Waves 
Two dimensional standing waves were first studied by Rayleigh (1915) who cal- 
culated a perturbation series to 3rd order for deep water. This work has been 
progressively extended. Penny and Price (1952) increased the series to 5th order on 
deep water and 2nd order on finite depth. For the case of infinite depth, the series 
has been extended to 25th order by Schwartz & Whitney (1981) using conformal 
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mappings. Mercer & Roberts (1992) used a numerical method to calculate the mo- 
tion and stability of near limiting form standing waves. Wave steepness was found 
to have a maximum short of the most extreme profile, thus it is unsuitable for pa- 
rameterising near limiting waves. Instead, Mercer & Roberts used non-dimensional 
maximum crest acceleration, a* = a/g , as 
determining parameter, the theoretical 
(although still contested) limit being a standing wave with a* = 1. 
For finite depth, Tadjbakhsh & Keller (1960) calculated a 3rd order series for sur- 
face profile, potential function, pressure and frequency in terms of amplitude/wave- 
length. They noted that at certain depths the linear theory did not give a unique 
solution to the problem. This is due to resonance between the fundamental wave 
and its higher harmonics. The strength of the resonances between the higher order 
harmonics decay rapidly with the order of harmonic, so this did not affect their nu- 
merical scheme. Tadjbakhsh & Keller (1960) also found that there is a critical depth, 
kh = 1.07, (later refined by Marchant & Roberts (1987) to 1.058), such that for 
depths greater than kh the fluid free oscillation frequency decreases with amplitude 
and for depths shallower than kh its free oscillation increases with amplitude. 
Concus (1962,1964) extended this work to include surface tension. He also 
showed that the depths at which the linear theory does not have a unique solu- 
tion are everywhere dense. However, he argued that resonances between the higher 
order harmonics would be damped by viscous forces, hence the agreement between 
the experiments of Fultz (1963) and work of Tadjbakhsh and Keller (1960). Vanden- 
Broeck & Schwartz (1981) used a numerical scheme using truncated infinite series. 
This proved unsuitable for extreme waves due to the slow decay of series coefficients. 
Recently Mercer and Roberts (1994) extended their numerical method of (1992) 
to finite depth to study near extreme standing waves. Particular attention was paid 
to harmonic resonances and multiple solutions found near resonant depths. They 
found an appreciable difference between the extreme profiles on infinite depth and 
deep water. 
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As the depth is decreased, calculations show that appearance of the standing 
waves becomes more like a solitary crest reflecting between two walls. In the limit 
as the depth tends to zero this can be interpreted as a reflecting solitary wave. 
Bed Velocities 
The phenomenon of standing waves in front of vertical structures and associated 
bed evolution has previously been described, by Oumeraci (1994) for example. Here 
experimental results of scour development for standing waves in front of vertical 
breakwaters is presented. Attention is paid to the influence of wave period, wave 
height and sediment size. A recent area of research has also been to investigate the 
possibilities of using a Boussinesq model coupled to a description of the sediment 
transport in the simulation of scour. 
Some success has been achieved in providing guidance formulae to estimate ve- 
locity parameters for arbitrarily defined incident wave spectrum. This success has to 
an extent been limited to relatively deep water. Hughes (1992) for example outlines 
a linear method for the prediction of velocities in front of a vertical wall. The surface 
elevation is generated by the straight superposition of a unidirectional incident wave 
and the partially reflected wave from the structure. The horizontal water particle 
velocity at any depth below the surface is assumed to be given by linear wave the- 
ory. This provides the basis for a simple method of determining the spectrum of 
horizontal water particle velocities for the case of random waves interaction with a 
coastal structure. The simple linear theory is compared with a series of irregular 
wave experiments. The results show a tendency to overpredict velocities at low rela- 
tive depth (h/gTý < 0.01, where Tp is the period associated with the peak spectral 
frequency) by as much as 11%. 
O'Donoghue & Goldsworthy (1995) have extended this model to include waves 
in front of sloping as well as vertical walls. They were concerned with the root mean 
square of velocity, a variable often used in bed response equations. They found that 
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80% of urms measurements were within 10% of predicted values. A general trend 
towards poorer agreement between predicted and measured arme as relative depth 
is decreased was found. The authors state that this may be due to a combination of 
effects including enhancement of wave non-linearities by shallow water conditions, 
and less accurate phase and reflection coefficient data. The tendency was towards 
overprediction of velocities at low relative depths, as by found Hughes. 
Reflection or partial reflection at the wall will lead to the formation of near stand- 
ing waves. As the depth is decreased a standing wave becomes more like a reflecting 
solitary wave. The surface profile of a train of solitary waves has broader flatter 
troughs and steeper narrower crests. Here linear theory is no longer appropriate. 
The pressure and velocity history on a wall due to standing waves has previously 
been reported by many authors, for example see Nagai (1969). Nagai found that 
although higher order solutions considerably extend the range of validity in compar- 
ison to linear theory, considerable discrepancies were still present particularly under 
severe wave conditions. 
The run up of steep waves has also been studied numerically and experimentally. 
Sen (1992) compares numerical calculations of standing waves at a wall to the ex- 
periments of Nagai (1969) and to linear and third order theory using a boundary 
integral potential flow solver. Near standing waves were generated by reflection of 
an incident wave group at the wall. He showed that such a numerical scheme pro- 
duces results that generally compare better to experiment than the linear or third 
order solution. 
The pressure and velocity profile on the bed under standing and near standing 
waves has received rather less attention and is the subject of this chapter. I first 
look at standing waves on relatively deep water. Bed quantities other than pressure 
here are well modelled by linear theory. On shallow depths however linear theory 
begins to break down, as found by previous authors in modelling experimental work 
mentioned above. On extremely shallow depths, linear theory is completely inap- 
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propriate. On such depths a solitary wave is a good model for the moving crest of 
a standing wave and some computations are presented for solitary wave collision at 
a wall. 
3.3 Small amplitude theory for bed quantities 
Assuming the fluid is both incompressible and irrotational, the velocity potential 
in the fluid region satisfies Laplace's equation. It can be easily verified, see Lamb 
(1932) for example, that the surface profile 
71= asin(kx)cos(wt+E) (3.1) 
, where w and 
k are the radian frequency and the wavenumber respectively, satisfies 
the linear boundary conditions for small amplitude, a. This represents a standing 
sinusoidal wave. The corresponding velocity potential is given by; 
_ 
ga cosh (kz + kh) 
w cosh (kh) 
cos (kam) cos (wt + e) 
3.3.1 Parameters characterising shallow water waves 
(3.2) 
There are three length scales that need to be considered in the characterisation of 
shallow water waves. These are the maximum wave amplitude, a defined as half 
the maximum crest to trough distance, the still water depth h, and the wavelength 
1= 27r/k. A commonly used method for finding approximate irrotational, incom- 
pressible and inviscid water wave solutions is to linearise the free surface boundary 
conditions and apply them at the undisturbed position of the surface. This approx- 
imation assumes all the variables can be expanded in a Taylor series. The above 
equations are a solution to such a linearisation for a standing wave formed by the 
superposition of two periodic wavetrains travelling in opposing directions. To see 
when such an approximation is valid the order of the neglected terms, compared to 
those retained needs to be considered. It is found (see Peregrine 1972 for example) 
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that for the above, the conditions 
alp « 1, tanh(kh), and coth(kh) (3.3) 
must hold. If kh is not small these conditions are satisfied by 
ak « 1, (3.4) 
implying the wave slope must be small. If kh is also small, then it is required that 
a«h, (3.5) 
i. e., the amplitude must be much less than the water depth for depth much less 
than a wavelength. A further condition was first mentioned by Stokes (1849). In 
expanding the potential of a regular wavetrain in powers of a/h he found that the 
second order term is small compared to the leading term only when 
ale/h3 « 1. (3.6) 
This parameter was not discussed in further papers by Stokes, and it's importance 
not recognised until a paper by Ursell (1953) in reference to the so-called `long wave 
paradox' in the theory of gravity waves. One aspect of this paradox concerns the 
apparent contradictory theories of Airy (1845) and Rayleigh (1876). Airy concluded 
that the progressive long waves cannot propagate without change of form. In the 
derivation of this theory, Airy assumed that the pressure at any point in the fluid is 
exactly equal to the hydrostatic head of water above the point, the `long wave hy- 
drostatic assumption'. The resulting equation includes terms quadratic in wave am- 
plitude. However, from what appeared to be a similar set of assumptions, Rayleigh 
(1876) developed the theory of a solitary wave, a long wave of small amplitude that 
travelled without change of form. 
Analysing the assumptions made by these authors and in the simple linear ap- 
proximation, Ursell found that the conditions for their validity were best given in 
terms of the dimensionless parameter ale/h3 . The similar parameter a/k2h3 
has 
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since been referred to as the Ursell parameter, Ur , 
by later authors. The usual 
criterion for the validity of linear theory, ak «1 (see Lamb 1932 §250 for exam- 
ple) is shown to be insufficient. In reference to the Boussinesq equations (1872), 
nonlinear terms are only neglible if the condition Ur «1 holds, when dispersion 
is more important than nonlinear effects. Conversely, the Airy theory assumes that 
nonlinearity is more important than dispersion, and is valid only for Ur » 1. Thus 
in characterising the flow we consider the Ursell parameter. 
3.3.2 Bed velocity 
Note that the velocity potential decreases exponentially with depth, and with wave- 
number. If we describe a general fluid surface as the Fourier sum of waves of the 
form (2.14), we can immediately see from (2.15) that the motion produced by the 
higher harmonics, with correspondingly larger wavenumbers, decays with depth at a 
much higher rate. Thus if we want to consider motion on the bed for depths greater 
than the wavelength, linear theory gives a very good approximation. For shallower 
water, higher harmonics begin to affect the magnitude and appearance of the bed 
velocity. For a standing wave with ak = 0.6, the contribution to the magnitude of 
bed velocity from 2nd and higher harmonics compared to linear is approximately 
2% for a depth, kh = 22 and only 10% for kh = 2fi . 
For less steep standing waves, 
these non-linear contributions are correspondingly less. 
Figure 3.1 shows how the profile of non-dimensional velocity on the bed changes 
with depth for a standing wave with maximum crest acceleration 0.3 g (Ur 0.002 
to 0.41). 
The calculations were performed using the fully nonlinear potential flow of Dold 
(1992). The initial standing wave profiles were calculated by the numerical method 
of Mercer & Roberts (1994). The initial surface profile is with crests at kx =0 and 
27r. Half way through the motion, the crest is at kx = ir before returning to 0 and 
2ir after one wave period. The figure shows contour plots of the velocity on the 
bed with axes x (nondimensionalised with k) and time (nondimensionalised with 
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/) for one wave period. Bed velocities for a standing wave with same maximum 
















































Figure 3.1: Bed velocities under standing waves with maximum crest acceleration 
0.3 g. Calculated using numerical code of Dold & Peregrine (1986). 
There are two important trends to note. The first is an increase in the magnitude 
of the velocities as depth is decreased. The innermost contour on the first graph, 
for kh = 5, ak = 0.25 (U,. = 0.002) corresponds to a nondimensional velocity of 




mensional velocity of 0.2. The exponential decay in velocity with depth means that 
compared to an equivalent standing wave on deep water, a standing wave in shallow 
water causes significantly greater velocities on the bed. The maximum velocities 
are over-estimated if we attempt to use small amplitude theory for finite waves, 
the over-estimation increasing as depth decreases. This is due to poor representa- 
tion of the shape of the standing waves, which on shallower water have broad flat 
troughs and narrow crests and thus produce less disturbance on the bottom than a 
corresponding sinusoid. 
The next trend to note is the slight distortion in the shape of the velocity contours 
as the depth is decreased. The small amplitude, linear theory gives a profile con- 
sisting of four concentric ring systems of symmetric elliptical shape contours. This 
is clearly visible for the case U,. = 0.002. A small amplitude approximation still 
provides a good approximation to the velocity profile on the bed for the shallower 
depths, i. e. a symmetric elliptical shape. However, note as the depth is decreased 
that the elliptic shape becomes increasingly `squashed'. The full symmetry is lost 
and instead the contours are drawn towards aX pattern. This trend is also seen for 
increasing steepness on the same depth. 
Figure 3.2 shows the sequence of numerically calculated surface profiles of a near 
standing wave with maximum crest acceleration 0.5 g It can be seen the surface 
has broad flat troughs and narrow crests. A reflecting solitary wave would give a 
similar surface profile and bed velocity contours concentrated under the travelling 
crests, i. e. an X shape indicated by the trend highlighted above. Figure 3.3 shows 
the bed velocity under near standing wave with maximum crest acceleration 0.5g 
for Ur = 1.75, and for a reflecting solitary waves of amplitude 0.3 kh (Ur = 3.75 ) 
Comparing these profiles to figure 3.1 shows a continuation of the trends previously 
highlighted. The nonlinear bed velocity profile leads to the start of regions of high 
acceleration each side of the crest as the extreme profile is reached (see the equivalent 
plot of pressure gradient in figure 3.7). Linear theory gives a profile the same shape 
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Figure 3.2: Surface profiles for a near standing wave with maximum crest accelera- 
tion 0.5 g for Ur = 1.75. Surface displacement has been scaled by 2. 
In defining formulae to estimate bed parameters under standing waves, linear the- 
ory is often employed. In all cases (see Hughes 1992 or O'Donoghue and Goldsworthy 
1995 for example), this leads to an over- prediction in bed velocity, often by as much 
as 20% for simple standing waves for the parameter range studied. 
An explanation for the failure of small amplitude linear theory (as used by 
O'Donoghue and Goldsworthy 1995 for example) at small relative depths can be 
seen by looking at the wave profiles for the standing waves. Although we would not 
expect first order approximations to give accurate results for all but UT «1, they 
are still used in models of sea bed hydrodynamics under standing or near standing 
waves, so it is useful to highlight the differences that can be expected. 
As noted by Mercer and Roberts (1994), for shallower depths the standing waves 
increasingly take on more of the characteristics of a solitary wave reflecting between 
two walls one wavelength apart. As the Ursell parameter is increased, the trough 
becomes broader and the crest narrower compared to the more sinusoidal looking 
profile of deep water standing waves. The poor representation of this profile by a 
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sinusoid then leads to an overprediction in velocity magnitude if using small ampli- 







Figure 3.3: (a) Contour plot of bed velocity under near standing wave on depth kh = 
0.5. Maximum crest acceleration is 0.5g. (b) Contour plot of bed velocity under 
reflecting solitary wave a/kh = 0.15 (Ur = 3.75). Calculation using numerical 




The pressure at depth -z beneath the mean surface is given by, 
_ -gz- 2 
(02+02 
-Oe+B(t), (3.7) 
where B(t) is a function of time only. Since we have p= po at the surface, and an 
equation for 0 we can find expressions for B(t) and (¢y + 0z) . 
We obtain 
p_12 cosh2 (kz + kh) 2 
pg -z 2w. 
a 
cosh2 (kh) 





sin (kx) cos (wt + E) -1w. a2 cos (2wt) (3.8) 
to second order in wave steepness, where w is the radian frequency and ca phase 
shift.. It can be seen that first order theory predicts an oscillatory pressure field 
that decays exponentially with depth. An unattenuated pressure component which 
oscillates at twice the frequency of the surface is revealed by considering 2nd order 
terms. Figure 3.4 shows contour plots of non-dimensional bed over-pressure over 
one period for standing waves with a maximum crest acceleration of 0.3g on four 
different depths as in figure 3.1. (The axes have been nondimensionalised as in figure 
3.1). Calculations are again using the nonlinear potential flow solver. 
It can be seen how the 2nd harmonic becomes less dominant as depth decreases. 
For the case kh =5 (U,. = 0.002) we can see that the over-pressure undergoes 
two oscillations in one surface wave period. If we follow the pressure at kx = it for 
one wave period, T, we see that it is initially negative under the wave trough. As 
the trough of the standing wave rises to become the crest we see that the pressure 
increases to a maximum before T/2. The pressure then reduces slightly, then in- 
creases to another maximum after T/2 before decreasing again as the crest moves 
away from kx = 7r. This `double-hump' profile in pressure history under standing 
waves crests has been well reported by previous authors, for example Nagai (1969). 
The linear component which decays exponentially with depth is dominated by the 
unattenuated second order harmonic on such deep water. 
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As depth is decreased, conversely to with velocity profile, we see an improvement 
in the qualitative behaviour predicted by a first order approximation. The double 
hump in over pressure underneath the crest is still present for kh = 2.207 ((Jr = 
0.02) but not captured on the resolution of contours given for kh = 1.2 ((Jr = 
0.14). For kh = 0.799 (U, = 0.41) there is just a single, although elongated 
maximum under the crest. The increasing relative importance of the first harmonic 
of shallower depths is clearly visible. For kh = 0.799 we see an over pressure profile 
similar to what we would expect from a first order approximation for this particular 
standing wave. Quantitatively, small amplitude theory gives over-estimates for bed 
over pressure on shallow water, again due to the failure to model the shape of the 
surface profile. For the case kh = 0.799 (U,. = 0.41) this overprediction is of 
the order of 10%, and for the case kh = 0.5 (Ur = 1.75) shown in figure 3.6 
approximately 27%. In relation to the Ursell parameter, we would expect a first or 
second order approximation to give a poor prediction of the standing wave motion 
for all but very small U,.. We find that, for both a quantitative and qualitative 
description of motions on the bed, a second order approximation gives fairly good 































































Figure 3.4: Bed pressures under standing waves with maximum crest acceleration 





3.3.4 Pressure gradients 
Pressure gradients are important to sediment transport. The pressure gradient alone 
can cause a saturated bed to fail. The particles in the bed become fluidised when 
the net vertical force on them is zero. When exactly this occurs depends on the bed 
material. Madsen (1974) suggests that the critical pressure gradient for fluidisation 
is given by 
-1 aý 2 tanO ^- 0.5 for 0= 350, (3.9) 
P9 aX c, tt yf 
where ry* is the specific submerged weight of the solid, -y f is the specific weight of 
the fluid, and 0 is a parameter depending on the characteristics of the sand which 
varies slightly under different load conditions. Generally ry* /ry f ^ý 0.7,0 <0< 20° 
for clays and 0<0< 35° for saturated sands. The value of 0= 35° chosen by 
Madsen may give an overestimate of the pressure gradient needed for fluidisation. 
A value of 0= 20°, as for clays, gives the non-dimension pressure gradient of 
0.25. 
Figure 3.5 shows contour plots of nondimensional pressure gradient, d on the 
bed under a standing wave with maximum crest acceleration 0.3 g, calculate as 
above. We see that none of the pressure gradients produced by these standing 
waves would give bed fluidisation for saturated sands or clays. The profiles show 
little qualitative difference as the depth is reduced, but an increase in the magnitude 
of the gradients. Figures 3.6 and 3.7 show the bed overpressure and presure gradient 
for a near standing wave for amplitude ak = 0.25 (Ur = 3.5), and for reflecting 
solitary waves of amplitude ak = 0.045 (U, = 3.75). A trend towards localised 
pressure gradients at the time the extreme profile is reached is seen. Rather than 
occurring approximately half way between the crest and trough as is seen in 1st and 
second order linear theory, the pressure gradient maxima occur close to the crest for 
shallow depths. This is consistent with the narrow crest and broad trough structure 
of the standing wave profile. As well as the poor prediction of pressure gradient 
profile, a second order approximation (as given by 2.4) significantly overpredicts the 
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the maximum pressure gradient; by 25% for the case Ur = 0.41 in figure 3.5 and 
60% for the case Ur = 1.75 in figure 3.6. 
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Figure 3.5: Bed pressure gradients under standing waves with maximum crest ac- 
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Figure 3.6: Contour plot of bed (a) over pressure (b) over pressure gradient, dp/dx 
under near standing wave on depth 0.5 /k . 
Ur = 3.5. Calculation using numerical 
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Figure IT Contour plot of bed (a) over pressure (b) over pressure gradient, dp/dx 
under reflecting solitary waves. (Ur = 3.75). Calculation using numerical code of 
Dold & Peregrine (1986). 
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3.4 Standing waves on very shallow water 
For very shallow water, kh « 1, wave tank experiments and analytic work has been 
carried out by Chester & Bones (1968) and Chester (1968) respectively. They looked 
at near resonant oscillations of liquid in a tank and compared them to long wave 
theory. It was found that when dispersion was significant, the surface profile could be 
likened to a series of reflecting cnoidal waves. As expected, small amplitude theory 
give very poor predictions for all but the smallest of waves. High bed velocities, 
over-pressures and pressure gradients are localised under the travelling crest, and 
are underestimated by the linear theory. 
3.4.1 Bed parameters under reflecting solitary waves 
For very shallow water in front of a vertical breakwater, the above work has indi- 
cated that the most extreme non-breaking wave likely to meet the structure can be 
modelled by a solitary wave. The interaction of solitary waves with walls can be 
accurately calculated using the previously mentioned potential flow solver of Cooker 
(1990). The wall is modelled by the collision of two identical solitary waves placed 
symmetrically about x=0 and initially far enough apart that there is no interac- 
tion between them. Our model is for inviscid, incompressible flow so we do not take 
into account possible effects of viscous damping or compressibility at the wall and 
energy is conserved. Calculations of the maximum pressure on the wall using this 
code have previously been presented in Cooker (1990) and are in good agreement 
with the numerical results of Fenton & Rienecker (1982). 
Figure 3.8 shows calculations of bed velocity, u for a solitary wave of amplitude 
0.5 h. Here the amplitude refers to the full height of the solitary wave, from crest to 
still water level. The figure shows how velocity is localised under the solitary wave 
crest and in the direction of propagation for both the incident and reflected wave. 
As the wave collides with the wall there is a brief period of almost zero bed velocity. 


















Figure 3.8: Contour plot of bed velocity under solitary wave collision with a wall. 
a=0.5h. Calculation using numerical code of Dold & Peregrine (1986). 
sure and pressure gradient. For this amplitude wave we note that the pressure 
maximum occurs at the foot of the wall after the moment of maximum run up. The 
pressure history along the bottom of the wall shows a double hump of two almost 
equal maxima. Looking at the non-dimensional pressure gradient (equivalent to the 
bed acceleration Du/Dt), we see that a maximum value of approximately 0.2 (see 
3.10) is reached which occurs before the moment of maximum run-up at some dis- 
tance, approximately 2 h, from the wall. Note that the maximum non-dimensional 
pressure gradient for the standing waves considered earlier (figures 3.5) and 3.6) 
reached only 0.12, and considerable less for greater depths. We find that the maxi- 
mum pressure gradient is greater, but more localised than predicted by linear theory 
on very shallow depths. 
Table 3.1 shows the maximum non-dimensional pressure gradient under reflecting 
solitary waves of different amplitude to depth rations. Even for the nearly steepest 
solitary wave we find that the pressure gradient alone is not enough to cause bed 
fluidisation on saturated sands using the formula of Madsen (1974). However, local 
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Table 3.1: Numerically calculated maximum absolute non-dimensional pressure gra- 
dient under reflecting solitary waves. 
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Figure 3.9: Contour plot of bed (a) over pressure (b) over pressure gradient, dp/dx 
under solitary wave collision with a wall. a=0.5h. Calculation using numerical 
code of Cooker (1990). 
3.5 Discussion and conclusion 
Ursell (1953) shows how we can only expect a first order approximation to be valid 
for U,. « 1. Despite this, first order approximations are often used in modelling bed 
parameters under waves with U,. 0(1) and greater. This chapter has highlighted 
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Figure 3.10: Close up of contour plot of bed over pressure gradient under solitary 
wave collision with a wall. a=0.5h. Calculation using numerical code of Cooker 
(1990). 
Previous work by Nagai (1969) has indicated the range of applicability of first and 
third order approximations in estimating pressures under a standing wave crest. For 
large Ur , the 
behaviour becomes increasingly similar to that of a reflecting solitary 
wave. 
A first order increasingly overpredicts bed velocity with increasing Ursell param- 
eter. Similarly, and second order approximation, required to find the `double hump' 
behaviour in bed overpressure, also overpredicts bed values and does not capture 
the areas of localised pressure gradient and acceleration found under such waves. 
Solitary waves are typical of the largest waves that could meet a shallow water 
structure. Although linear first and second order theory is often used, we have seen 
that is not applicable to such waves, so would give erroneous results. 
The reflection of a solitary waves at a wall produces a highly localised region of 
strong bed acceleration and pressure gradient. For large amplitude solitary waves 
however, the pressure gradient is alone great enough to cause localised fluidisation 
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of clay beds according to the simple rule of Madsen (1974). 
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Chapter 4 
Overtopping of Vertical Walls 
4.1 Introduction 
Vertical breakwaters are now found all round the world. Their traditional home is 
Italy, where they have been used since Roman times, but they can now be found in 
increasing numbers along Britain's coastlines and especially in the Far East. The 
total length of Japanese vertical breakwaters for instance exceeds several hundred 
kilometres. Some typical breakwater cross-sections are reproduced from Goda (1985) 
in figure 4.1 
YOKOHAMA PORT East Breakwater (1890-1896) 
N=3m 
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The salient features of a vertical breakwater that play a role in determining it's 
interaction with sea waves, at least in terms of overtopping rates and forces, are 
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WAKAYAMA North Harbor-West Breakwater (1957-1960) 
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Figure 4.1: Cross sections of a some typical harbour breakwater. 
the shape and size of it's foundation berm, the crest free-board or height above still 
water level, and the depth of water in which it is built (see fig. 4.2). Here, still 
water depth is labelled d to avoid confusion with the normal choice of H for the 
wave height. It is fairly obvious that less water will overtop the structure the higher 
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Figure 4.2: Schematic cross section of a harbour breakwater with definition of terms. 
Advantages of vertical breakwaters 
The alternative, where a harbour wall or breakwater is required, is to build a rubble 
mound. However, vertical breakwaters are now increasingly used for a number 
of reasons. Due partly to the long history of vertical breakwaters, engineers are 
familiar with the main problems involved. Vertical breakwaters take up less room, 
so can allow bigger harbours. Also vertical caisson breakwaters, particularly those 
of recent construction, have proved less prone to failure than rubble mound design of 
breakwater. This is due to recent improvements in construction technologies which 
also allow rapid installation and comparatively low maintenance costs. 
Drawbacks of vertical breakwaters 
An immediate disadvantage to a vertical, rather than a sloping structure, is the 
strong reflection of incoming waves. As discussed in the previous chapter, reflection 
of a group of waves can lead to the formation of standing waves, themselves much 
steeper than the incident waves. These waves are hazardous to vessels in front of 
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the structure. As well, the formation of standing waves has some important conse- 
quences for erosion of the local sea bed. This has also been discussed in the previous 
chapter. Despite these apparent drawbacks, vertical breakwaters are sometimes de- 
signed to maximise the chance of standing wave formation (see Franco 1992). In 
this way the chances of waves breaking in front of the structure and the resulting 
large impact pressures are reduced. 
Another important disadvantage of such vertical structures is the resultant over- 
topping of water waves, even on fairly calm days. On rougher days, it is not un- 
common for `sediment' of the order of 10 centimetres diameter to be brought over 
the structure by the overtopping waves. Such overtopping can itself cause damage 
to the structure. The offshore breakwater of Gela, on the south coast of Scicily is 
built in a depth of 12m. In 1991 it was hit by a storm with an estimated peak sig- 
nificant wave height of 6m. Although the caisson structure remained stable, heavy 
wave overtopping resulted in damage to pipelines running along the structure and 
breaching of the crown wall. Wave overtopping was also the main cause of damage 
to the breakwater at Bagnara in Southern Italy also in 1991. 
The safety against wave overtopping in particular has gained importance with 
increased recreational use of breakwaters, which are commonly easily accessible to 
the public. For the structure itself the resulting flow of water can be important 
because of consequent erosion and potential for flooding. 
Harbour breakwaters are meant to protect vessels and harbour installations from 
the effects of waves but if too much overtopping occurs it can interfere with harbour 
activities, and cause damage to the structure, and vessels moored on the rear side. 
4.2 Parameters affecting overtopping 
There are clearly many parameters that influence the mean rate of overtopping of a 
structure. A list of such is given by de Waal (1994) for example. These can be divided 
into those that specify the wave conditions and those that specify the structure. 
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would be small. We can also think of other secondary parameters that would play 
a role, air entrainment and salinity for example. 
Due to the large number of relevant parameters and the very complex water mo- 
tion at the structure a purely theoretical approach to the wave overtopping problem 
is not practical. In previous work, a restriction to the number of variables is made 
by choosing certain simple wave and structure parameters. Attention is focussed on 
those that are likely to play major role, and which are easily quantifiable. Common 
choices for the specification of the incident waves are; 
" perpendicular wave attack. 
9 long crested waves (no directional spreading) 
" JONSWAP (Joint North Sea Wave Project) empirical wave spectrum. 
" Rayleigh distribution of wave height exceedence probabilities. 
Similarly, a simple structure is often chosen, i. e. straight, vertical, smooth and 
impermeable. Experimental work has shown that the most important factor affect- 
ing overtopping discharge is the relative crest freeboard, R, /H,,, where R, is the 
wall crest height above the still water level and H3 the significant wave height (see 
Franco 1993). Experimental results are thus usually presented as graphs of overtop- 
ping against relative crest freeboard, even if it is some other parameter that is being 
changed. 
In general the above parameters all play a role in influencing the water motion 
at the structure. The behaviour of a non-breaking wave at a vertical wall however 
is almost completely determined by its own dimensions and does not depend on 
the characteristics of the preceding waves. For such waves, only the characteristics 
at the wave crest are relevant to overtopping. The details of motion however are 
still determined by a complex relationship between most of the above mentioned 
parameters. 
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In the calculations presented later, we have chosen a single wave representative of 
the steepest waves likely to approach such a structure. This is a steep solitary wave. 
Thus the ratio a/d is also fixed for our calculations, although we would expect the 
variation of these two parameters independently to have affect overtopping rates. 
The idea then is to firstly see if a simple model can predict the same relationship 
as observed experimentally. We can then go on to see the effect changing other 
parameters, such as the shape of the foundation berm and the scale of the motion. 
There are two types of behaviour characteristic of extreme standing waves, or waves 
reflecting (Thais & Peregrine, in preparation). One is a thin sheet like jet that we 
see in figure 4.4, but a berm can also give the other almost "table-like" elevation as 
in figure 4.10, or wave breaking before the wall. 
4.3 Previous work on wave overtopping 
Work done so far consists largely of small scale wave basin experiments, for example 
Prud'homme and Perez (1992). This has concentrated on the relationship between 
dimensionless overtopping discharge or rate and relative crest free-board. In the 
rubble mound experiments of Juhl and Sloth (1994) for example a water depths 
between 0.4m and 0.35m, crest free-boards between 0.05m and 0.1m and significant 
wave heights between 0.05m and 0.11m are used. Thus the corresponding Ursell 
parameter for the steepest wave near the breakwater itself is likely to be 0(1) and 
thus fairly well represented by solitary waves. 
Such experimental work has been carried out with both pure vertical walls and 
with rubble mounds for both normal and oblique wave attack. By far the majority 
of work has been done for rubble mounds however, for example de Waal and van 
der Meer (1992), Yamamoto and Horikawa (1992) 
In Franco(1994) an empirical formula is established for the mean overtopping 
discharge for vertical breakwaters exposed to normal wave attack, based on a series 
of random wave wave basin experiments. For vertical breakwaters dimensionless 
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overtopping discharge, Q, related to relative crest free-board through the relation 
Q=A. exp (B. 
Hs 
I (4.1) 
for constants A and B. 
Work with rubble mounds has also found that for dimensionless free-boards 
less than about 1.5 overtopping discharge is also well described by an exponential 
function of Re/H . 
Here different parameters were found for plunging (breaking) 
and surging (non-breaking) waves, which may also be important in interpreting the 
results presented later. 
A set of safety criteria is proposed in Franco (1992) based on statistical analysis of 
failures for structural damage. The safety criteria for people, cars and the structure 
itself have been arrived at by comparison of test results using ballasted scale models 
with those from full scale objects and volunteers. 
A crucial factor in the design of a breakwater is the crest free-board. This must be 
a compromise between providing a protection against overtopping (requiring larger 
free-board heights) and construction costs. 
All the above mentioned work considers rates of overtopping rather than indi- 
vidual overtopping volumes. Overtopping rates are easier to measure as they just 
involve weighing the collected overtopping water after a certain period of time. 
However, maximum overtopping volumes are better indicators of the damage likely 
to occur. An estimate of individual overtopping volumes can be arrived at using 
statistical methods although a more accurate method would be desirable. 
An empirical prediction formula for distribution of individual overtopping vol- 
umes is presented in Franco (1994) based on wave basin experiments with random 
waves. Details of the experimental set up were not given, so our model cannot 
be directly compared. However we can compare trends. Results in Franco (1994) 
show that typically a pure vertical face produces a smaller percentage of overtopping 
waves, but with larger maximum volumes and thus a greater probability for damage 
to the structure. Rock protection in front of the caisson was found to increase the 
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overtopping discharge. 
Very few full scale in-situ measurements have been taken, due to the difficulty 
and cost of such operations. However the importance of obtaining full scale mea- 
surements has been recognised for validating experimental data, in particular for 
overtopping results. The topic of whether small scale experiments can accurately 
be extrapolated to full-scale is addressed in the second part of this chapter. 
The main direction in the design of recent breakwaters however has been to 
engineer towards smaller overtopping volumes, in particular by varying the front 
geometry of the wall and the foundation berm. Initial analysis conducted at Hy- 
daulics Research Ltd. at Wallingford indicated strong effects of local changes to the 
structure/sea bed geometry close to the wall on impact pressures. This section also 
shows how the local foundation geometry can also effect overtopping. No previous 
theoretical work so far has been carried out to test the direct influence of relative 
berm dimensions on overtopping. 
Computational modelling of steep unsteady waves now permits calculation of 
waves meeting a vertical wall and causing a significant vertical jet of water. Such 
jets are an important element in many overtopping situations. The object of the 
work here is to present a simple theoretical model to calculate overtopping volumes 
per wave from such computations. 
4.4 Overtopping model 
The program used is that of Cooker, Peregrine, Vidal & Dold(1990) which is based 
on the accurate irrotational flow solver of Dold & Peregrine(1986) as described 
in Chapter 2. The version used here is for an unbounded, rather than periodic 
domain. The computation assumes inviscid, irrotational and incompressible flow, 
solving Laplace's equation with a boundary-integral method, and using the fully 
nonlinear boundary conditions to time step the computation. High-order numerical 
approximations are used. It is required that all surface variables tend to zero at 
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both ends so that the vertical contributions in the Cauchy integral of the surface 
contour can be neglected. 
The reflection of waves by a vertical structure such as a breakwater means that 
the waves in front of the structure are well modelled by standing or near-standing 
waves if no breaking occurs. Breakwaters are sometimes designed so as to guarantee 
the formation of standing waves in front of the structure. In this way the chances 
of the occasional very high impact pressures which might lead to structural failure 
are reduced. An extensive series of model tests were carried out by Nagai (1973) to 
determine the effect of berm dimensions on ensuring total reflection of waves. He 
concluded that total reflection will occur for a wave height H if, 
depth at toe of foundation berm > 1.8H 
and 
depth at toe of wall > 0.75(depth at toe of foundation berm). 
Experimental observations (such as de Waal 1995) report that the most common 
modes of overtopping occurs when the crest of a standing wave reaches higher than 
the crest of the structure, or a steep wave collides with it. The previous chapter 
described how the appearance of the standing waves becomes more like a reflecting 
solitary wave as water depth is decreased. The largest H waves that can approach 
any structure are shallow water waves whose crests are very similar to solitary waves. 
Thus we use solitary waves as incident waves for the examples here. 
Impact on a vertical wall is modelled by considering the symmetrical collision 
of two steep solitary waves. That is, the initial condition in the computation corre- 
sponds to two accurate solitary waves heading towards each other, but sufficiently 
far apart that there is no initial interaction between them. An initial solitary wave of 
any height can be accurately modelled using Tanaka's (1986) method. The program 
can include simple deformations to a flat bed, such as beaches and half ellipses. A 
berm of quarter-elliptical shape in front of the wall is modelled by placing a semi- 
ellipse on the bottom directly below the line of symmetry of the surface, where the 
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aI23 
As a jet ascends a wall there is some slight pressure against it. This is due to 
motion towards the wall as each portion of the jet stretches and thins. As the water 
passes the top of the wall this slight pressure drops to atmospheric, but the motion 
towards the line of wall continues. This means any portion of fluid passing the top 
of the wall has some momentum in a direction towards the wall which can carry it 
over the wall face and cause overtopping. Thus our model is as follows: 
" Take horizontal slices of water as they pass the level chosen to represent the 
top of the wall. 
" Work out their horizontal momentum. 
" Treat each slice as a particle moving under gravity as in equations (1) and (2). 
" Consider each slice as it returns to the level of the top of the wall. Use the 
position of its centre of mass to decide how much, if any, of the water has 
moved horizontally past the face of the wall and hence counts as overtopping. 
" Add the contribution from all the slices that flow past the top of the wall to 
give an estimate of the total volume of water overtopping due to that wave. 
This calculation could be further refined by allowing for the contraction of each 
slice under its initial velocity field. However, such contraction is influenced by the 
slight pressures exerted by adjacent slices, so that to try and include it would mean 
going beyond the simple modelling we wish to present here. 
The velocity field in representative jets was examined in detail. It was found, as 
expected, that the vertical velocity is close to uniform across the jet at any one level. 
The horizontal velocity varies almost linearly from zero at the wall, so that although 
some initial computations used velocities from several points to assess the horizontal 
momentum, just one or two points are sufficient to evaluate the momentum of a slice 
in most cases. More points are used for the computations in which the jet shape is 
significantly altered by interaction with the berm. 
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of the solution. An estimate of the `roughness' of the calculations is made at each 
time-step by determining the norm of the degree of smoothing which would arise 
if the third time derivatives of position and potential were smoothed using an 11- 
point smoothing formula. It thus gives us an idea of the accuracy of the solution 
by highlighting inaccuracies in the time derivatives. Clearly we would wish to avoid 
taking large steps in time whilst there are errors in the time derivatives. 
A limit on time-step sizes can be achieved by a number of methods. A limit on 
the change of maximum acceleration was used here. The increase in roughness seen 
at the start of the period of strong acceleration was then completely avoided. 
Without the time-step limit small errors are introduced during this phase of the 
motion. Whilst in most cases these are too small to see graphically in the surface 
profile they often led to a break-down of the program before the time of maximum 
run-up was reached. In some cases, a small difference in using a reduced time-step 
was the shape of the jet produced. This in turn led to small differences in the 
overtopping estimate. 
4.4.1 Limitations of simple model 
In these calculations it is assumed that solitary waves are an accurate representation 
of the likely steepest incoming waves (see previous chapter). For the collision of 
solitary waves only the case of no surface tension and constant depth has been 
previously studied (Cooker 1990 for example). When the waves are steepened by 
interaction with the berm a range of motions can develop, including flip-through 
motions as described by Cooker & Peregrine(1990). Flip-through motion is very 
sensitive to wave shape and can produce very violent jets. The present model is 
only applied to situations in which free surface calculated by the potential flow solver 
has reached or passed the time of maximum run-up before breaking down. Thus 
we cannot model overtopping from breaking waves such as seen in figure 4.5, or the 
strong `flip-through' impacts described by Cooker & Peregrine since in such cases we 
cannot compute up to the time of maximum elevation. Experiments (Juhl 1990) have 
123 
shown that of the thin, high jets resulting from `flip-through' type motions, about 
one half of the water falls back without overtopping. If the wave breaks directly 
against the wall, the water spurts moderately high and in a variety of directions. If 
the wave has already broken any resulting jet is small and mostly fails to overtop the 
structure. Thus the cases to which our model is restricted are those which happen 
to be responsible for most overtopping. 
Since we do not include waves that produce the violent high jets, we might 
expect our model to underpredict overtopping volumes at high crest free-boards. 
Experiments would include some events which produce very high jets, and thus some 
overtopping at heights not reached by our non-breaking approximation. We would 
expect our model results to reach lower crest free-boards than found experimentally 
for waves of a particular steepness on certain berms. For wall heights near the 
limit of the jet, it is essential that the jet tip is fully resolved using a sufficiently 
large number of surface calculation points. Since the jet stretches and thins, the 
calculations points which follow particles paths on the surface become spread out 
along the sides of the jet. Regridding can be used to ensure there is a sufficient 
number of points around the jet to accurately resolve its surface and velocity. In 
experiments dimensionless free-boards between 0.5 and 5 are often used. Clearly, our 
model is inaccurate for wall heights below the height of jet formation, or for waves 
where no significant jet is formed, i. e. where the force due to internal pressure on 
a fluid particle is not negligible compared to gravity. Thus for example it does not 
apply to surging over low walls. In practice this means that only solitary waves of 
steepness greater than 0.5 d were used, and the results are restricted to the higher 
end of the dimensionless freeboard range (approximately to above R, /H =1.8 in the 
calculations presented here). 
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4.5 Results with gravity waves. 
Since these calculations assume two-dimensional waves the overtopping volumes cal- 
culated are volume per unit length of the wall, q. The undisturbed water depth, d, 
is used as the unit of length in computations, so for example the wave height, H, is 
a dimensionless ratio of wave height to that water depth. Following the presentation 
of results in previous papers on overtopping rates, the quantities presented in the 
following section are in terms of the overtopping volume q/H2, and dimensionless 
wall crest free board RC/H , where 
R, is the height of the top of the wall above the 
undisturbed water level. Note, for these solitary wave computations the undisturbed 
level corresponds to trough level in a periodic or irregular wave train. 
The primary computations are for a solitary wave travelling over constant water 
depth to meet a vertical wall. The flow is relatively simple since no breaking is 
involved. However, a more relevant configuration is obtained by considering a berm 
giving shallower water in front of the wall. By using a conformal mapping in the 
solution of Laplace's equation, see Cooker et al (1990), an elliptical berm can be 
placed on the otherwise horizontal bed. In each case the profile of the berm is 
one quarter of an ellipse; the given width refers to the horizontal semi-axis and the 
height to the vertical semi-axis. Berms wider than 4d were not used as this led to a 
breakdown of the program due to wave breaking or formation of extremely thin jets 
before the maximum water height was reached. Such steepening of the wave profile 
over a wide berm is shown in figure 4.5. 
These berms are also outside the realistic range of berm dimensions currently 
used in vertical breakwaters. 
4.5.1 Without berm 
Figure 4.6 shows the results of dimensionless overtopping against dimensionless crest 
free board for the case of a horizontal bed. The dimensionless overtopping volume 
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Figure 4.5: Solitary wave steepening over wide berm 
significant jet is formed at the wall. Thus our model is not accurate for the wave of 
lower amplitude shown here for which it is only likely to give a rough indication of 
overtopping volumes. For most of the parameter range where we expect reasonable 
accuracy there is a roughly linear plot which indicates an exponential relation be- 
tween wall height and overtopping volume. The variation with wave height reflects 
the greater height of run-up at wall for the highest waves. This is described in 
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Figure 4.6: Solitary wave overtopping on water of constant depth; different wave 
heights, H 
4.5.2 With berm 
For cases with a berm a wave with a/d = 0.7 was used. From above this is likely to 
give us a good approximation to the type of motions found experimentally. It is also 
near the maximum inshore significant wave height which is found experimentally 
to produce maximum overtopping discharges (see Allsop et al 1995). For the case 
of a berm in front of the wall figures 4.7 and 4.8 show the results of dimensionless 
overtopping volume against dimensionless crest free board for a solitary wave with 
amplitude 0.7d for berm widths d and 2 d. These include a range of results for 
berms of different heights. Rather surprisingly, for berms of width d, 2d, the 
overtopping decreases with increasing berm height. For these short berm widths, 
the higher berm interferes with the water motion near the wall. The influence on 
the shape of the resultant jet shape is small in the case of length d, but strong for 
the berm of length 2d (see figure 4.10 for example), making it increasingly wide and 
short. Such "table-like" elevations are one of the characteristic extreme standing or 
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Figure 4.7: Solitary wave overtopping; berm width = d, different berm heights. 
H=0.7d 
It was noted in the introduction that previous work with impact pressures has 
highlighted the effects of local changes to the structure close to the wall. The above 
calculations show that the local geometry can equally strongly affect overtopping 
volumes. It can be seen in figure 4.10 that the berm forces the water level at the wall 
up earlier than in the case with no berm. The result is that the strong accelerations 
normally seen at this time are reduced and the water just sloshes smoothly against 
the wall. In this case the reduction in the violence of the collision also corresponds 
to a reduced impact pressure at the wall. However, since the motion of the water 
is directed up by the berm at the wall this may give larger overtopping volumes at 
low crest free-boards. This is beyond the scope of our current model. For berms of 
width 3d (figure 4.9) the effect seen with the 2d berm and that of wave steepening 
appear to cancel each other. The overtopping predicted is close to that with no 
berm. For wider berms still, wave steepening is the dominant effect, which increases 
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Figure 4.8: Solitary wave overtopping; berm width =2d, different berm heights. 
H=0.7d 
Similar data is plotted in figures 4.11 and 4.12 which show the dimensionless 
overtopping volume against dimensionless crest free board for berms of fixed height 
but different width. For dimensionless free-boards up to 2.5 there is little difference; 
it is only in the free-boards near the maximum run-up height that the influence of 
the berms can be clearly seen. Results show that a berm of width less than 3d 
decreases q, compared to the no berm case. Over wider berms, the wave steepens 
giving a stronger jet on impact. (see figure 4.13). A clear exponential relation 
between individual dimensionless overtopping volume and dimensionless free-board 
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Figure 4.11: Solitary wave overtopping: berm height = 0.1 dl . 
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4.6 Comparison to existing experimental data 
To the author's knowledge there are no experimental results for individual overtop- 
ping volumes for a vertical breakwater in which the required geometric and hydraulic 
characteristics are all given. Indeed, the purpose of this study is partly to fill that 
gap. We can however draw some parallels between the calculations presented here 
and some existing experimental results. From the knowledge of wave steepnesses 
(defined in related experimental work as wave height/distance between crests) and 
the nondimensional wave speed in our model, we can work out a rough overtopping 
rate. Values for wave heights are given in terms of a significant wave height, defined 
as the mean height of the 1/3 highest waves. In conversion to approximate rates we 
use this as equivalent to the height of our test wave. Where a range of significant 
wave heights is given our test wave is chosen equal to the mean of the range. 
The overtopping rate is defined as the overtopping volume divided by the time 
between overtopping events. The time between overtopping events usually differs 
from the wave period as only a limited percentage of the incident waves produce 
overtopping. This has been highlighted in Franco (1994). Finally then, taking 
account of these two factors we would hope that our calculations at least show 
the same qualitative trends as found experimentally, and quantitatively give results 
comparable to within an order of magnitude. We cannot hope for much better than 
this due problems of converting individual overtopping volumes to random wave 
overtopping rates. 
4.6.1 Franco 1994 
Franco (1994) conducted 50 model tests at a scale of 1: 30 on a plain vertical wall 
breakwater. The main purpose of the study was to determine the influence of wave 
period and spectral shape on overtopping volumes. A probability distribution of 
overtopping volumes per wave is presented. From the experimental results a global 
formula is derived which directly gives the overtopping volume per wave as a function 
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of the crest free-board, significant wave height and mean wave period. We can 
test our dimensionless overtopping volumes against the global empirical formula 
derived by Franco by calculating the exceedence probabilities. We would hope that 
it would follow the same trend, and predict realistic probabilities. A more accurate 
comparison is not possible since formula is for a wide range of wave conditions, 
only a small percentage of which produce overtopping. A time between overtopping 
events for our waves is estimated by using the wave speed and calculating a rough 
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Figure 4.14: Exceedence probabilities for our non-dimensional results. 
4.14 we can see that there is a sharp rise near the zero probability but for most 
of the probability range the graph approximates a straight line which mirrors the 
trend found in Franco (1994). 
4.6.2 Juhl (1995) 
A series of model test are carried out by Juhl (1995). Results for dimensionless over- 
topping rates are presented for differing angles of wave attack and wind velocities. 
Our model is only applicable to the results with zero wind velocity and normal wave 
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attack. Again, we have to be careful when comparing our model to results with 
overtopping rates. Suppose we assume that only 10% of waves produce overtopping, 
a likely figure from various experimental results. Our model thus only gives a rough 
approximation to the experimental data. 
Figure 4.15 compares the rate of overtopping found with zero wind velocity and 
0° angle of wave attack to that predicted by our simple model over its range of 
validity. The period between overtopping events used to find the rate is derived 
by assuming the a periodic train of solitary waves which give a steepness equal to 
the average used in the tests, multiplied by the probability. We see that our model 
produces results that are of the same order of magnitude over most of the range. 
However there is a tendency for under-prediction at higher dimensionless free boards. 
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Figure 4.15: Comparison of estimated overtopping rates with Juhl (1995) (wind 
speed= 0, angle of attack= 0° ) 
that of Juhl for dimensionless free boards in the range 2 to 3. 
135 
4.7 Overtopping with gravity-capillary waves 
It has been noted in past experiments and analytic calculations that parasitic cap- 
illary waves are especially noticeable when the underlying gravity wave has wave- 
length between 5-50cm. Surface tension plays an important local role where-ever 
the surface curvature is sufficiently high. In the calculations above, extremely thin 
jets are often produced which have a region of very high curvature at the tip. Sur- 
face tension can have a significant effect on the shape of the jet at this tip. This in 
turn might effect the predicted overtopping volumes. There are two ways in which 
surface tension is likely to effect overtopping - by affecting the profile of the incident 
wave, and by affecting the resulting jet shape. We ask, at what scale would surface 
tension become significant in overtopping experiments? 
In the rubble mound experiments of Juhl and Sloth (1994) for example, a water 
depths between 0.4m and 0.35m, crest free-boards between 0.05m and O. lm and 
significant wave heights between 0.05m and 0.11m are used. A wave of height 5 
to 10cm is certainly within the length scales over which we might expect surface 
tension to play an important role. This shown by the profiles of such waves (both 
periodic and solitary) which have been presented in chapter 2. 
The lack of data on scale correction factors to date has been reported as substan- 
tially hindering the application of research results to practical engineering analysis 
or design (Oumeraci et al 1996). Using previous work in the laboratory and field, 
initial scale correction factors to be used for wave impact pressures / forces have 
previously been derived, but there exist no such correction data for overtopping 
events or indeed whether such a correction is necessary. 
Our model permits the inclusion of surface tension in the evolution of the surface. 
There are, of course, other scale effects not included in our model. These include 
the break up of jets into water drops and the effects of any wind. There may also be 
problems including any air entrainment effects. We can however see if the action of 
surface tension on the wave and jet profile for the scale of wave flume experiments 
136 
makes a difference in overtopping volumes. As previously mentioned, in experiments 
ordinary overtopping occurs when the crest of a standing wave reaches higher than 
the crest of the structure. This normal mode for overtopping would then be well 
modelled here as there is little break up of the jet. 
The two different starting conditions were tested. One is two solitary waves, 
sufficiently far apart so the that there is no initial interaction between them. Par- 
asitic capillaries quickly become established on the forward face of the wave only 
for very small depths for the main test wave (a/d =0.7) used. Profiles at the time 
of collision are reported in the last chapter. Due to the unsteady nature of the 
surface, the full train of parasitic capillary waves may not have time to develop for 
the small scale waves if they are started close together. To investigate the effect of 
parasitic capillaries we can alternatively include surface tension just for the wave 
collision by restarting calculations from pure gravity wave runs to find the effect 
on the jet. The two different approaches were found to make very little difference 
to the final overtopping volumes predicted in all case except for the very shallow 1 
centimetre depth. Here the parasitic capillary train became too steep to continue 
accurate computation shortly before collision of the main wave crest. The results 
are described in terms of the properties of clean water, and hence the description of 
water depth is used to specify the strength of surface tension. 
Capillarity 
Liquids display properties of both cohesion and adhesion. Both of these are forms 
of molecular attraction. Surface tension is due to cohesion of particles at the surface 
of the liquid, while adhesion enables a liquid to adhere to another body. Both 
cohesion and adhesion are important when considering the forces at a contact point 
between three media in equilibrium. Consider a liquid in contact with a vertical 
solid in equilibrium. Whether the point of contact is raised or depressed at the solid 
depends on whether adhesion of the liquid to the solid is more or less effective than 
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the self cohesion of the liquid. 
solid 
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Table 4.1: Thickness of the jet tip at the time of maximum run-up. 
where R is the radius of curvature taken as being positive when the center lies on 
the air side of the surface. From this it can be calculated that the equilibrium height 
of the capillary rise h (see fig. 4.16) from an otherwise flat surface is given in terms 
of the contact angle by 
h2 =2P (1 - sinO). (4.5) 
1/2 Thus the relevant length scale is (T/pg). For the parameters chosen here 
this is approximately 0.27cm. This gives us a scale over which adhesive forces 
are important. We can compare this to the thickness of the jet tip at the time 
of maximum run-up (see table 4.1). For the smaller scales, the capillary length 
(T/pg)1/2 represents a significant proportion of the jet thickness. Thus we can 
expect the results presented here to differ from experimental results by a small 
amount depending on the properties of the wall. The 900 contact angle however 
will be a fairly good approximation as the water level at the wall rapidly rises. 
4.8 Run-up of solitary type waves with surface 
tension 
Chapter 2 shows how surface tension modified the shape of small scale gravity 
waves by producing a train of parasitic capillary ripples on the forward face for 
solitary waves with sufficiently sharp crests. Figure 4.17 shows the jet at the time 
of maximum run-up for a solitary waves with a/d = 0.7 and d= 5cm. A similar 
calculation for d=1 cm did not reach the height of maximum run-up as the parasitic 
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Figure 4.17: y/d against x/d at times up to maximum run-up for a solitary wave 
a=0.7 d, d =5cm, berm width=4 d, berm height=0.1 d. 
figure 4.18 shows the jet profiles at the time of maximum run-up for solitary waves 
a=0.7d , 
for d=2cm, 5cm, 10cm, 20cm, 50cm and oo (i. e. no surface tension). 
It can be seen that the jets have an increasingly rounded tip due to the action of 
surface tension over the time of run-up as the scale is reduced. Ripples down the 
sides of the surface can also be seen in the 2 and 5 centimetre cases. In the previous 
chapter it was seen that for the particular case of a solitary wave with a/d = 0.7 
propagating on depths 5 centimetres and larger no noticeable capillary waves formed. 
Experimenters might then expect surface tension to play no measurable role in 
experiments. The main effect of the inclusion of surface tension is to modify the 
shape of the jet produced in the solitary wave collision. The jet is generally broader 
and shorter due to surface tension. A decreasing non-dimensional run-up height 
with increasing surface tension (i. e. decreasing scale) is found. For the d=5 cm 
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Figure 4.18: y/d against x/d at time of maximum run-up for a solitary wave 
a=0.7d, for d =2cm, 5cm, 10cm, 20cm, 50cm and oo i. e. no surface tension. 
Profiles have been shifted vertically for clarity. 
10%. 
4.8.1 Overtopping volumes with surface tension 
Figure 4.19 shows the dimensionless overtopping predicted by our model for a 
solitary wave of amplitude a=0.7d. Results for depths of 5cm, 10cm, 20cm and 
50cm are shown alongside the result for no surface tension. Results for depth 2cm 
are not shown: at this scale surface tension restricted the formation of a jet too much 
for our overtopping model to be valid. For small dimensionless free-boards we see 
that the results coincide. At higher dimensionless free-boards the difference in jet 
shape shown in figure 4.18 is affecting overtopping volumes. At smaller scale (higher 
nondimensional surface tension values) the run-up height is less, and the average 
velocity towards the wall is reduced. Even for the calculation for d =50cm there 
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Figure 4.19: Dimensionless overtopping volume against dimensionless free-board for 
a solitary wave a=0.7d, d= 5cm, 10cm, 20cm, 50cm and oo i. e. no surface 
tension. 
and adhesive forces at the wall by the assumption of a 90° contact angle may affect 
the details of the results to a small extent, as would other the approximations made 
here. However, this would certainly not increase overtopping to the extent of the 
reductions shown here. 
We can then see that even experiments carried out on depths of the order 20 to 
50cm there is an underprediction at the upper limits of dimensionless free-board. For 
experiments where the incident wave is only 5-10cm relatively large underpredictions 
of overtopping volume and wave run-up can occur when scaling results back to full 
scale for use in breakwater design for RC/H > 2.6. Of course here we are modelling 
only the non-breaking waves. More violent impacts produce jets beyond the scope 
of this simple model. 
Figure 4.20 shows dimensionless overtopping for a wave on 5cm depth where 
the wave is steepened by a berm of width 4d. As with no surface tension, wave 
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Figure 4.20: Dimensionless overtopping volume against dimensionless free-board on 
a berm of width 4d for a solitary wave a=0.7d, for d =5cm with no surface 
tension. 
trend towards a straight line for much of the range on figure 4.20 for higher berms. 
Without surface tension, overtopping is recorded for dimensionless crest free-boards 
of over 3.6, compared to only 2.85 with the corresponding 5cm calculation. It is 
clear then that extrapolating experimental results from such a small scale can give 
misleading values at high relative crest free-boards. 
4.9 Further work and conclusion 
It appears that this simple theoretical approach gives plausible results for overtop- 
ping volumes per wave for non-breaking solitary waves. When strong jets are formed, 
particularly in calculations were the wave is steepened by interaction with a long 
berm, it is found that the overtopping volumes have an exponential dependence on 
run-up for waves of a given height. Such an exponential relationship is similar to 
experimental results on overtopping rates (Franco, 1994, Juhl and Sloth, 1994, for 
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example). The method predicts the same trends as previously reported in measure- 
ment of overtopping rates. A comparison of the results to measured overtopping 
volumes per wave is needed to validate the method however. Quantitatively, over- 
topping rates compare well with experimental results of Juhl (1995), allowing for 
the expected underprediction at high relative crest free boards. 
From the results it appears that for the parameter range studied the short high 
berms decrease overtopping, producing "table-like" elevations rather than thin jets. 
Wider berms steepen the incoming wave making its encounter with the wall more 
violent. In cases where the flow could be calculated up to the maximum run-up, wide 
berms tended to increase overtopping volume. Cases where the flow could not be 
computed up to the time of maximum run-up involved significant wave steepening, 
often to the point of breaking before impact with the wall. 
Wind can also play a role in overtopping. A wind force would accelerates spray 
above wall height. It can thus act to significantly increase or decrease overtopping. 
Such a wind force could easily be incorporated into the simple mathematics of this 
overtopping model. 
Most experiments are carried out at scales where surface tension plays a role in 
the jet dynamics. The effect of surface tension is generally not taken into account 
when extrapolating experimental results to full scale. Results here show that for 
overtopping rates that the effect of surface tension cannot be ignored for high crest 
free-boards. The action of surface tension on the tip of the jet leads to a consid- 
erable reduction in overtopping volume at relative crest free-boards greater than 
2.6 for wave on depths up to the order of 20cm, and a corresponding reduction in 
non-dimensional run-up height. Since our model fits the most common mode of 
overtopping, we expect experimental results to be affected also, even though they 
generally include other modes of overtopping not covered here. 
Since surface tension has a considerable affect on the wave run-up at small scale 
we might then expect other experiments in which this is a factor to be similarly af- 
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fected. For instance experiments to measure impact pressures typically scale results 
obtained from waves as small as 5 centimetres high. We can expect surface tension 




Surface tension as been added to versions of the non-linear potential flow solver 
of Dold & Peregrine (1986) for both periodic and unbounded domains. The point 
distribution in the program is changed so that sharp capillary wave troughs are 
accurately resolved. This has been used to investigate the formation of `parasitic' 
capillary waves on steep gravity waves. Such waves are observed on gravity waves of 
length between 5 to 50 centimetres and have previously been studied experimentally 
and analytically. In particular our numerical results are compared with the theoret- 
ical predictions of Longuet-Higgins (1963,1995) and experiments of Perlin, Ting & 
Lin (1993). We find that for most gravity wave steepnesses there is agreement with 
Longuet-Higgins (1963,1995). 
Consistent with the theory proposed by Longuet-Higgins (1995) we find that 
there exists a critical steepness above which stationary capillary waves in a frame 
of reference moving with the gravity wave crest are bounded away from the crest. 
The breadth of this `blocked' region is wider than predicted by Longuet-Higgins 
as the capillaries modify the underlying flow to reduce the orbital velocity at the 
crest. However, we do find some small variation inside the blocked region as given 
by linear theory. A possible explanation is the nonlinearity of the capillary waves, 
which would travel at a lower phase speed. 
We also find that the critical steepness coincides with a maximum in the am- 
plitude of parasitic capillaries away from the Stokes wave crest. For the steepness 
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range studied we found that the near the crest the ripples remain large and do not 
decrease with steepnesses beyond critical. We also found that our calculated pro- 
files for supercritical waves differ from that given by Longuet-Higgins in that single 
large bulge at the crest seen for subcritical waves remains. The theory presented 
by Longuet-Higgins gives the capillary wave disturbance only at a distance from 
the blocked region, so does not well represent the underlying crest for supercritical 
waves. This is a possible reason for these two differences. 
A previously unreported jump in averaged Stoke's drift velocity is also found 
at the critical steepness. The apparent modulation phenomenon reported in the 
unsteady experiments of Perlin, Ting & Lin (1993) is found by our numerical method 
and possible mechanisms for its origin proposed. Significant modulations are only 
found for subcritical waves where waves generated by one crest can interact with 
those from the next. Further calculations show the generation of parasitic capillary 
waves on solitary waves. 
In chapter 3 we consider surface gravity waves that are the usual waves in front of 
coastal structures. Scouring and the transport of suspended particles are of interest 
to the coastal engineer because they affect the distribution of sediments and shore 
line evolution. The reflection of waves by a vertical structure such as a breakwater 
means that the waves in front of the structure are well modelled by standing or 
near-standing waves if no breaking occurs. 
Oscillatory flows above sea beds attract interest due to the large amount of sedi- 
ment observed to be transported by such flows. Although hydrodynamic parameters 
on vertical walls under standing waves have been investigated experimentally and 
analytically by many previous authors, their profile on the bed under standing and 
near standing waves has received rather less attention. For standing waves on rel- 
atively deep water (Ur « 1), bed quantities other than pressure are well modelled 
by linear theory. For larger Ur however linear theory begins to break down, as 
found by previous authors in modelling experimental data. Trends in the behaviour 
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of hydrodynamic parameters as depth is decreased or wave steepness increased are 
identified. 
On extremely shallow depths, (Ur > 1) linear theory is inappropriate. On such 
depths a solitary wave is a good model for the moving crest of a standing wave and 
some computations are presented for solitary wave collision at a vertical wall. It is 
found that under certain conditions pressure gradients resulting from the reflection 
of solitary waves may alone cause bed fluidisation. 
Chapter 4 concerns another problem of interest to coastal engineers. The flow 
of water due to the overtopping of a vertical wall by waves is modelled. The waves 
are computed with the accurate irrotational flow solver of Dold & Peregrine (1986). 
The case where a jet of water is projected up the face of the wall is considered. 
A simple estimation is made from the computation for an the amount of water 
that can pass over the crest of a wall of finite height. Previous experiments have 
focused on overtopping rates rather than volumes. However volumes per wave are 
better indicators of the likely damage from overtopping. The results for overtopping 
volume per wave show a roughly exponential decaying dependence on the height of 
the wall above the still water level, in general agreement with experimental results for 
overtopping rates. Results are given for waves of differing height and also for various 
sizes of foundation berm in front of the wall. It is found that berm dimensions can 
strongly influence overtopping volumes by changing the behaviour of the reflecting 
wave. 
The preceding chapters are brought together in the final sections. The hydro- 
dynamic parameters used in the design of coastal structures are generally based 
on empirical formulae extrapolated from small scale experiments. The inclusion of 
surface tension allows us to perform the overtopping calculations for clean water at 
length scales commonly used in wave experiments. We find that at such scales sur- 
face tension can strongly affect the overtopping volumes and nondimensional run-up 
heights. This has significant implications for the validity of empirical formulae based 
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on laboratory experiments for much of the parameter range. 
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