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ABSTRACT
Conventional heart rate measurement techniques, including manual measure-
ment by placing two fingers on the wrist or side of the neck, electrocardiogram
(ECG) or pulse oximetry devices require direct physical contact to the sub-
ject and this has the potential to cause inconveniences in cases when the
subject has skin irritations or severe burns, contagious disease or intensive
care conditions. Hence, there is a need for noncontact heart rate measure-
ment. Previous research on noncontact heart rate measurement utilizes either
a complex hardware setup, such as laser illuminators or high-speed cameras,
or expensive computational methods, such as independent component anal-
ysis. The aim of this work is to apply different signal processing methods
utilized in pitch detection problems of periodic signals, namely zero-crossings,
autocorrelation, maximum likelihood and Fourier-based methods, to the sig-
nal obtained from the average pixel values of the frames of a video recording
of the subject’s face obtained using a standard webcam in order to find simple
yet effective methods and compare them to previous works, under the same
stability assumptions of the subject and illumination of the environment. For
this purpose, first, the noncontact heart rate measurement problem is posed
as a sinusoidal parameter estimation problem in order to analyze it from a
sinusoidal parameter estimation problem point of view. Then, nonparamet-
ric methods that are used in period detection of periodic signal problems
is presented and their performances are compared with each other as well
as previous research. Algorithms are tested on both synthetically generated
data and data obtained from input video files. Findings indicate that under
stability conditions, inexpensive pitch detection techniques perform almost
as well or better compared to computationally expensive methods. Finally,
a different approach is taken from the oscillator devices perspective, and an
oscillator circuit is used in a similar fashion to an injection locking problem
in order to find the period of the input signal from the output of the oscillator
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circuit. In cases where the circuit parameters such as resistor and capaci-
tor values are tuned accordingly based on the input signal, it is possible to
extract heart rate information from the falling edge occurrences of output
oscillator voltage with high accuracy.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Heart rate, listed among the four vital signs of the body, is an important
tool that can indicate different health problems, stress and anxiety levels,
and physical activeness [1]. Conventional techniques for heart rate measure-
ment include manual measurement by placing the tips of the first two fingers
on the wrist or side of the neck [2], and using an electrocardiogram (ECG)
that requires the subject to wear adhesive gel pads on several parts of the
body. Relatively new devices such as wearable heart rate trackers that uti-
lizes pulse oximetry [3] require placing the tracker directly on the skin [4]
or putting a clip on a finger [5]. Similarly, mobile applications for heart
rate measurement require the subject to place a finger onto the camera [6],
[7]. These measurement techniques that require some form of contact with
the measurement device might be uncomfortable for the patients, especially
if they have skin irritations or severe burns, sensitive skin conditions, such
as babies, contagious diseases or are subject to intensive care conditions [8].
Also, wearing the pads or measurement devices for a long period of time, such
as for sleep studies and during infant or elderly adult care, is not sustain-
able. Hence, the development of a noncontact heart rate monitoring system
is in demand. It will not only ease the process both for patients and medical
personnel, but in the long term, it is likely to find other applications beyond
medical environments, such as airport surveillance or for elderly adult home
care.
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1.2 Literature Review
There exist several trends in previous works studying noncontact heart rate
measurement that utilize different setups and problem models. One way of
measuring heart rate without physical contact with the subject is to utilize
electromagnetic methods that transmit an electromagnetic wave toward the
subject and measure backscattered waves that are modulated with both the
breathing rate and heart rate caused by the chest displacement of the sub-
ject [9], [10]. Another solution for the noncontact heart rate measurement
problem is to utilize laser-based methods in order to measure the movements
of the arteries [11]. Further, there exist several image-based methods that
track the changes of the illuminated light from the skin of the subject. Some
of these techniques require laser illumination on the subject’s skin [12], [13],
while others utilize time-lapse images [14] or computer webcams [15] com-
bined with facial area detection algorithms.
In the domain of noncontact heart rate measurement methods utilizing a
standard computer webcam, previous studies have shown that cardiac pulse
causes subtle facial color changes; although it is not visible to the naked
eye [16], [17]. Wu et al. made this subtle change visible to the eye (Fig.
1.1) by using video magnification technique presented in their Eulerian video
magnification work [17]. In their work, facial color changes of the subject is
observed to have a periodic behavior in accordance with the heart rate. How-
ever, the main focus of that particular work was magnifying subtle changes
in the real world, such as guitar string vibrations and color changes of the
face. It was not developed for heart rate measurement, so further analysis
on heart rate measurement is not provided.
Another work that aims to measure heart rate via video input obtained
with a standard webcam is developed by Poh et al. and called “cardiocam”
[15]. In this work, the subject is assumed to be sitting still in front of a com-
puter webcam under stable lighting conditions, and the face is recorded by a
standard computer webcam. Then, the Viola-Jones face detection algorithm
[18] is applied in order to extract a region of interest within the video frame.
Next, all the pixels within the region of interest are averaged on each color
channel, and independent component analysis (ICA) is performed in order
to decompose this average color signal into three components. Finally, the
component with the highest spectral signal-to-noise ratio (SNR) is chosen in
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(a) Input
(b) Magnified
Figure 1.1: The facial color change in accordance with heart beat is made
visible by the work of Wu et al. [17]
order to extract heart rate using fast Fourier transform (FFT).
Based on the literature work in this area, it can be deducted that previ-
ous work conducted to solve noncontact heart rate measurement problems
requires either (1) an expensive and hard to obtain setup such as laser illu-
minators, electromagnetic wave transceivers, time-lapse cameras, etc. or (2)
computationally complex methods, such as face detection algorithms and in-
dependent component analysis. The focus of this work will be in the domain
of image-based computationally efficient noncontact heart rate measurement
methods utilizing a standard computer webcam and under stability assump-
tions of the subject and lighting conditions.
1.3 Proposed Implementation
Previous works on noncontact heart rate measurement required either a com-
plex hardware setup or, even if the setup was as simple as using a regular
computer webcam, they utilized computationally expensive methods. Yet,
they were not robust to movements of the subject or illumination changes
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in the environment. The aim of this work is to apply computationally in-
expensive signal processing techniques used in pitch detection problems to
noncontact heart rate measurement problem, and to present a comparison of
these methods under similar stability assumptions of the subject and light-
ing conditions to the previous works that used computationally expensive
methods.
In Chapter 2, first the definition of the problem and the setup will be given
in Section 2.1, and the problem is posed as a sinusoidal parametric model
in Section 2.2 in order to analyze it from a sinusoidal parameter estimation
problem point of view. In Section 2.3, nonparametric methods that are used
in period detection of periodic signal problems are presented, since facial color
change signal is not necessarily a sinusoidal signal but might be a generic
periodic signal.
In Chapter 3, applications of different methods will be demonstrated first
on synthetically generated sinusoidal signals under different levels of noise
(Section 3.1.1) and then on synthetically generated nonsinusoidal periodic
signals inspired from biological photoplethysmogram (PPG) signal (Section
3.1.2). Then, in Section 3.2, accuracies and running times of the methods will
be compared on real data obtained from previous works [15], [17]. Real-time
implementation results will be demonstrated in Section 3.3.
Finally, in Chapter 4, an experimental approach that utilizes an oscillator
device that will lock its output frequency to that of the input signal’s will be
taken and simulation results will be presented.
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CHAPTER 2
THEORY
In this chapter, first, the definition and methodology of the noncontact mea-
surement of heart rate problem will be posed in Section 2.1. Then, two dif-
ferent theoretical approaches, namely sinusoidal parameter estimation and
period detection of periodic signals will be discussed in Section 2.2 and Sec-
tion 2.3, respectively.
2.1 Problem Definition
The previous work of Wu et al. [17], that aims to magnify subtle changes
in the real world, indicates that faces of people change color as their hearts
beat. Although it is not visible to the naked human eye, this subtle color
change is perceivable by a standard laptop webcam, which is a MacBook Pro
FaceTime webcam. This facial color change is indeed in correlation with the
heart rate of the subject [15].
Considering periodicity of a beating heart, it is expected to see the same
periodicity in the facial color change resulting from heart beats. In order
to analyze this behavior, and extract heart rate information, a method to
transfer this color change information into a signal form is needed. This
transformation can be done by capturing the subject’s face with a camera,
assuming the face covers the frame recorded by the camera almost entirely,1
and averaging this captured frame’s pixel values over all pixels and all chan-
nels.
A video consists of N consecutive image frames, where N ∈ N; and most
traditionally, each image frame has three channels, namely RGB (red, green
and blue), and each channel of each image frame is a matrix with H rows
1Assuming the face covers the entire frame is not crucial, since it can be ruled out by
face detection techniques, which is not used in this study for the sake of computational
simplicity.
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Figure 2.1: Demonstration of system setup and one dimensional signal
construction
and W columns. A representation of channels and frames is shown in Fig.
2.1. Here, vi(h,w, n) ∈ R denotes the pixel value of the pixel (h,w) ∈
{1, . . . , H} × {1, . . . ,W} of the i-th channel of the n-th frame in the video
where i ∈ {1, 2, 3} and n ∈ {1, . . . , N}. Usually, vi(h,w, n) ∈ [0, 1] so that 0
represents the darkest value and 1 represents the brightest value. Then, the
average pixel value of the i-th channel of the n-th frame is
ai[n] =
1
HW
H∑
h=1
W∑
w=1
vR(x, y, n) (2.1)
Here in Eq. 2.1, ai constitutes a one-dimensional signal over frames n ∈
{1, . . . , N}. First, three average signals ai for all channels are obtained,
where a1, a2, a3 represents red, green and blue channels, respectively. These
signal values are then normalized as follows in order to eliminate possible
reflectance and absorbance difference of each channel,
aˆi[n] =
ai[n]− µi
σi
(2.2)
where µi is the sample mean and σ
2
i is the sample variance of ai[n] obtained
by
µi =
1
N
N∑
n=1
ai[n] (2.3a)
σ2i =
1
N − 1
N∑
n=1
a2i [n] (2.3b)
Then, three normalized signals aˆi are again averaged, this time over three
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color channels.
x[n] =
1
3
3∑
i=1
aˆi[n] (2.4)
Since cardiac pulse is a periodic event, the resulting facial color change
signal is also expected to be periodic. However, this signal is distorted by
a noise as a result of the artifacts such as illuminance changes or image
acquisition noise. Hence, in a most general setting, we can model the signal
as
x[n] = s[n;T ] + w[n] (2.5)
where s[n;T ] represents a periodic signal, that includes heart rate information
in its period T , and it is buried in noise w[n] which is assumed to be i.i.d.
zero-mean Gaussian with variance σ2.
Now, the problem can be treated in the same way as obtaining the period
of a periodic signal s[n;T ] under i.i.d. Gaussian noise.
2.2 Sinusoidal Parameter Estimation
As observed from previous works [15]-[16], the color change on the face caused
by the cardiac pulse displays a periodical behavior. Hence, it can be modeled
as in Eq. 2.5. In this section a sinusoidal model as in Eq. 2.6 will be assumed.
Since it is one of the most common and well-analyzed type of periodical
signals, further theoretical analyses will be performed on that model.
x[n] = A cos(2pifTsn+ φ) + w[n] (2.6)
2.2.1 Cramer-Rao Lower Bound
Probability density function of the observed data x given the parameter θ
to be estimated is called the likelihood function, denoted by p(x; θ). The
ability of estimating a parameter can be evaluated by the “sharpness” of
the likelihood function, which is related to its variance. Crame´r-Rao Lower
Bound (CRLB) introduces a lower bound on the minimum variance of any
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possible unbiased estimator θˆ as
var(θˆ) ≥ 1
Iθ
(2.7)
where Iθ is the Fisher information and defined as
Iθ = E
[(
∂ ln p(x; θ)
∂θ
)2]
= −E
[
∂2 ln p(x; θ)
∂θ2
]
(2.8)
For the problem defined in Section 2.1, the parameter to be estimated is
the period T of the signal s given observations x. Since w[n] ∼ N (0, σ2)
is i.i.d. and the underlying signal s[n] is assumed to be deterministic, the
probability density function of the observed data given the parameter T
to be estimated. That is, the likelihood function p(x[n];T ) would also be
Gaussian with distribution N (s[n], σ2) and can be written as
p(x[n];T ) =
1√
2piσ2
e−
1
2σ2
(x[n]−s[n;T ])2 (2.9)
Then, since the samples are i.i.d., the likelihood of the observed data p(x;T )
can be written as
p(x;T ) =
N∏
n=1
1
(2piσ2)1/2
e−
1
2σ2
(x[n]−s[n;T ])2
=
1
(2piσ2)N/2
e
− 1
2σ2
N∑
n=1
(x[n]−s[n;T ])2
(2.10)
where x = {x[1], . . . , x[N ]}.
In order to obtain Fisher information in Eq. 2.8, the second derivative of
the PDF in Eq. 2.10 with respect to T should be calculated.
−E
[
∂2 ln p(x;T )
∂T 2
]
= −E
[
∂2
∂T 2
(
−N ln(2piσ2)
2
− 1
2σ2
N∑
n=1
(x[n]−s[n;T ])2
)]
= E
[
1
σ2
N−1∑
n=0
(
∂s[n;T ]
∂T
)2]
(2.11)
This calculation is not possible without having additional information on
the signal. However, if sinusoidal model in Eq. 2.6 is adopted, the problem
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becomes frequency estimation of a sinusoidal signal in i.i.d. Gaussian noise,
and estimator performances for this specific problem can be derived.
Utilizing the transformation of parameters on CRLB, the lower bound of
the variance of an unbiased estimator of heart rate var(HˆR) will be 3600
If
and
If =
(
A2piTs
σ
)2[
N(N−1)(2N−1)
12
− 1
32(sin(
ω
2
))4
((N2 − 2N + 1) cos(ω(N + 1) + 2φ)
−(2N2 − 4N) cos(ωN + 2φ) + (3N2 − 2N − 1) cos(ω(N − 1) + 2φ)
−N2 cos(ω(N − 2) + 2φ))
]
(2.12)
[19]≈ pi
2A2N(N−1)(2N−1)
3σ2
= SNR
pi2(N−1)(2N−1)
3
(2.13)
where the signal-to-noise ratio SNR is defined as
SNR =
NA2
σ2
(2.14)
and
SNRdB = 10 log10
NA2
σ2
(2.15)
CRLB of the unbiased frequency estimator versus SNR can be seen in Fig.
2.2. CRLB decreases as SNR and the number of samples increases. Looking
at Fig. 2.2, in theory, for a signal with 150 samples and even at -10 dB
SNR, one can optimistically expect to estimate heart rate with variance of
3600e−8 = 1.2 bpm, if such unbiased estimator that reaches CRLB exists.
2.2.2 Maximum Likelihood Estimation
As stated in [20], the efficient estimator explained in Section 2.2.1 can be
found if and only if there exist some functions g and I such that
∂ ln p(x; f)
∂f
= I(f) (g(x)− f) (2.16)
Here in this setup,
∂ ln p(x; f)
∂f
=
2ApiTs
σ2
N−1∑
n=0
n sin(2pifTsn+ φ) (x[n]− A cos(2pifTsn+ φ))
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Figure 2.2: SNR vs. log(CRLB) on f for signals with different lengths
and it is not possible to find such g and I [20]. Hence, finding an unbiased
estimator of f that achieves CRLB is not possible in this case. Luckily, even
though an exact efficient estimator cannot be found in this case, one can still
look for the maximum likelihood estimator (MLE), which is asymptotically
efficient, i.e. it asymptotically achieves CRLB for an infinite number of data
samples.
In the literature, parameter estimation of a sinusoidal signal from its dis-
crete samples is a well-studied area for different cases of unknown parameters
[21]. For this specific problem, the frequency of the signal is of interest, and
the ML estimator for frequency is given as [21]
fˆ = arg max
f
|A(f)|2 (2.17)
where
A(f) =
1
N
N∑
n=1
x[n] exp(−j2pifn)
As it is seen from Eq. 2.17, there is not a closed-form expression for the
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frequency estimation of a sinusoidal signal given by the sampled data points.
Instead, it is necessary to utilize numerical methods such as DFT [21].
2.3 Period Detection of Periodic Signals
One possible approach to the noncontact heart rate measurement problem
defined in Section 2.1 is to adopt a sinusoidal signal model for the underlying
signal and apply statistical parameter estimation techniques as discussed in
Section 2.2. Another approach is to apply different period detection methods
used in speech analysis problems for pitch detection, as will be discussed in
this section. Due to the nature of speech signals, the methods used to process
them are applicable to periodic but not necessarily sinusoidal signals. Hence,
they are appropriate to use in this setting, where the signal is assumed to be
periodic but, unlike previous section, not sinusoidal.
2.3.1 Zero-Crossings Algorithm
One of the most intuitive ways to detect periodicity of a signal is to look for
its zero-crossings.
The zero-crossing rate of a discrete signal can be mathematically defined
as
Z[n] =
1
N
N∑
i=1
Jx[n+ i− 1]x[n+ i] < 0K (2.18)
where J.K denotes indicator function, and zero-crossing time is
Tz[k] = Nk+1 −Nk (2.19)
where Nk ∈ {n : x[n − 1]x[n] < 0} and N1 < N2 < · · · < Nk−1 < Nk < ....
Hence, the period of the signal is directly related to its zero-crossings time.
Although it is very intuitive and easy to implement [22], algorithms based
on zero-crossings are usually highly prone to noise [23].
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2.3.2 Maximum Likelihood Algorithm
One of the pitch detection methods suggested by Noll [24], and referred as the
maximum likelihood algorithm, is a method designed for pitch determination
of continuous human speech signals. It is essentially based on finding the
optimum length of the segment so that when the signal is divided into these
length of segments, resulting average of those segments minimizes the mean
square error. Noll’s method can be modified for discrete signals for this
problem as follows.
In order to maximize the likelihood function in Eq. 2.10, one needs to
minimize
J(x;T ) =
N∑
n=1
(x[n]− s[n;T ])2 (2.20a)
=
N∑
n=1
x2[n]︸ ︷︷ ︸
J1
− 2
N∑
n=1
x[n]s[n]︸ ︷︷ ︸
J2
+
N∑
n=1
s2[n]︸ ︷︷ ︸
J3
(2.20b)
Considering s[n] is a periodic signal with period T , which means
s[n] = s[n+ iT ] (2.21)
where n and n + iT ∈ [1, N ], different parts of summation in Eq. 2.20b can
be written as
J2 = 2
M∑
i=0
b∑
n=1
x[n+ iT ]s[n] + 2
M−1∑
i=0
T∑
n=b+1
x[n+ iT ]s[n]
= 2
b∑
n=1
s[n]
M∑
i=0
x[n+ iT ] + 2
T∑
n=b+1
s[n]
M−1∑
i=0
x[n+ iT ] (2.22a)
J3 =
M∑
i=0
b∑
n=1
s2[n] +
M−1∑
i=0
T∑
n=b+1
s2[n]
= (M + 1)
b∑
n=1
s2[n] +M
T∑
n=b+1
s2[n] (2.22b)
where b ∈ [0, T − 1] and M ∈ N such that MT + b = N .
Then, in order to find the estimate of s[n], denoted as sˆ[n], that minimizes
Eq. 2.20a with respect to s[n] for n ∈ [1, T ], one needs to calculate the
12
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+1
 
n=b 
M
 
n=1 n=T 
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x[n] 
Figure 2.3: Dividing signal s[n] into segments of length T
derivative of J . Since s[n] is involved over different intervals in Eq. 2.22, the
derivative should be calculated differently for n ∈ [1, b] and n ∈ [b + 1, T ]
cases.
∂J
∂s[n]
=

− 2
M∑
i=0
x[n+ iT ] + 2(M + 1)s[n] 1 ≤ n ≤ b
− 2
M−1∑
i=0
x[n+ iT ] + 2Ms[n] b+ 1 ≤ n ≤ T
(2.23)
and setting the derivative Eq. 2.23 to zero,
sˆ[n] =

1
M+1
M∑
i=0
x[n+ iT ] 1 ≤ n ≤ b
1
M
M−1∑
i=0
x[n+ iT ] b+ 1 ≤ n ≤ T
(2.24)
and s[n+ iT ] = s[n] for M ∈ N such that MT + n ≤ N .
This division for an arbitrary signal x can be visualized in Fig. 2.3. The
estimate in Eq. 2.24 makes intuitive sense as well, since it means averaging
over the corresponding samples at n to construct one period of the signal.
Now, the problem of minimizing Eq. 2.20a boils down to finding T that
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minimizes
J =
N∑
n=1
(x[n]− sˆ[n])2 (2.25)
This can easily be obtained since Eq. 2.25 is calculated from sampled data
points x[n].
2.3.3 Autocorrelation Algorithm
Another method for periodicity estimation is to use its autocorrelation func-
tion. The autocorrelation function of a finite discrete-time signal x[n] for
n = 1, . . . , N is given by
Rx[n] =
N−n∑
i=1
x[i]x[i+ n] (2.26)
If a signal is periodic with period T , then its autocorrelation function is
quasiperiodic with peaks at the period T and its multiples. Hence, looking
at the peak locations of the autocorrelation function would give the period
of the signal.
2.3.4 Fourier-Based Algorithms
If a periodic signal obtains a sinusoidal behavior, one of the most conventional
ways to extract the frequency of this periodic behavior, and hence the period,
is utilizing frequency domain analysis, which corresponds to Discrete Fourier
Transform (DFT) in this application.
However, in cases when the signal has more than one sinusoidal component,
or it is a non-sinusoidal periodic function in general, Fourier transform will
give several dominant frequencies that correspond to individual frequencies
of the dominant components of the signal. Extracting periodicity informa-
tion from those individual frequencies might be difficult especially since the
number of sinusoidal components in the signal is not known.
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CHAPTER 3
APPLICATIONS AND RESULTS
In order to apply different methods introduced in Section 2.3 to the noncon-
tact heart rate measurement problem, three different setups are used.
First, the methods are applied on two different sets of synthetically gen-
erated signals. One set is comprised of noisy sinusoidal signals generated
according to the model in Eq. 2.6 with various signal-to-noise ratios (SNRs).
The other set is a periodic, non-sinusoidal signal, as in Fig. 3.1(b), again
with different SNRs.
t (sec)
0 1 2 3 4 5 6 7 8 9 10
-3
-2
-1
0
1
2
3
4
Signal
Signal with noise
(a) Single sinusoidal model
t (sec)
0 1 2 3 4 5 6 7 8 9 10
-8
-6
-4
-2
0
2
4
6
8
Signal
Signal with noise
(b) Periodical model
Figure 3.1: Synthetically generated (a) sinusoidal and (b) non-sinusoidal
signals in noise
Second, algorithms are applied to previously recorded video files. For this
purpose, video files obtained from previous works [15], [17] are used to enable
making an end result comparison.
Finally, real-time heart rate detection is performed using a subject directly
facing a webcam under a combination of indoor light and constant daily light.
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3.1 Synthetic Data
3.1.1 Sinusoidal Signals
While constructing the first set of synthetically generated signals, recorded
video files from previous works [15], [17] are used as a reference for the
parameters such as signal amplitude, frequency and recording length. There
were three different video recordings, and parameters extracted from these
three different videos can be seen in Table 3.1. Each set of signals with
different parameters corresponds to one type of signal.
Table 3.1: Parameters of three different signals obtained from video
recordings of previous works [17], [15]
Type 1 Type 2 Type 3
A 0.6297 0.4530 0.2639
f 1.033 0.9083 0.9367
SNRdB 16.53 16.42 10.54
HR 62 54.5 56.2
N 150 300 300
fs 15 30 30
Three types of sinusoidal signals are generated using the parameters in
Table 3.1, and additive white Gaussian noise at different SNR levels as defined
in Eq. 2.14, varying from 0 dB to 30 dB, is added to the signal. For each type
and SNR level, 200 different noisy sinusoidal signals x[n] are generated and
four different methods explained in Section 2.3 (zero-crossings, maximum
likelihood, autocorrelation, Fourier-based algorithms) are applied to these
signals. Resulting log-mean square errors of estimated heart rates for each set
of generated signals, with and without filtering the signals with a bandpass
filter, are displayed in Fig. 3.2, Fig. 3.3 and Fig. 3.4. Results are compared
to the noncontact heart rate measurement method of Poh. et al. that collects
the signal in the same way as in Section 2.1, utilizes independent component
analysis and obtains heart rate information from the component with highest
SNR using FFT [15].
Looking at the results, although filtering the signal before processing helps
to decrease mean-square error, the zero-crossings algorithm performs the
worst among all four methods. This is expected since without additional
processing, the zero-crossings algorithm is more prone to noise than the other
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Figure 3.2: Type 1
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Figure 3.3: Type 2
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Figure 3.4: Type 3
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Figure 3.5: A representation of photoplethysmogram (PPG) signal
methods. Among the other three methods, the maximum likelihood method
performs better than the others on unfiltered signals and either better or
equally as well as DFT and autocorrelation with low SNR. It is important
to note that mean-square error rates are computed in terms of bpm and 0
log-mean-square error corresponds to an average of 1 bpm2 error square rate.
3.1.2 Generic Periodical Signals
In Section 3.1.1, algorithms are compared on synthetically generated signals
with a single sinusoidal component under various levels of SNR. However,
color variations on the face caused by the cardiac pulse, which is not a si-
nusoidal signal itself, is not necessarily a sinusoidal signal. Thus, to be able
to make a more comprehensive analysis, a different set of signals, that are
periodic but not sinusoidal, are used. While generating a periodic signal, it
is based on photoplethysmogram (PPG) signal. The PPG signal is defined
as “a noninvasive circulatory signal related to the pulsatile volume of blood
in tissue” [25] and it is used to obtain the blood volume in the vessels of
the measurement place, by reflecting light through the tissue and measuring
the backscattered light with a photodetector [26]. A representation of the
PPG signal regenerated from [27] can be seen in Fig. 3.5. The locations
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Figure 3.6: Log-mean square error comparisons of methods applied on
periodical signal in Fig. 3.1(b)
and amplitudes of the peaks of the PPG signal shown in Fig. 3.5 can vary
depending on factors such as the age, gender, height, and the skin type of
the subject [26].
Similar to the results of Section 3.1.1, the zero-crossings algorithm per-
forms worst among all four methods. Since the underlying signal is not a
sinusodal signal, the performance of DFT decreases compared to the single
sinusoidal case in Section 3.1.1, and maximum likelihood method performs
best on unfiltered signals, and almost as well on filtered signals on low SNR
values (Fig. 3.6).
3.2 Real Data
In this part, instead of generating synthetic signals, the face video recordings
from previous works are used to understand how algorithms perform on real
video recordings. Sample frames from each video recording can be found in
Fig. 3.7. After reading video frames, and averaging them as explained in
Section 2.1, resulting signals x[n] defined as in Eq. 2.4, can be seen in Fig.
3.8.
Once obtaining these color change signals from the videos, four different
methods explained in Section 2.3 are compared on both bandpass-filtered and
unfiltered versions of those signals. The results of applying those methods, in
comparison to the results obtained from the work of Poh et al., can be seen
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(a) Video 1 (b) Video 2 (c) Video 3
Figure 3.7: Frames from three different previously recorded video files [15],
[17]
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Figure 3.8: Average color change signals obtained from three different
previously recorded video files [15], [17]
in Table 3.2 (applied on filtered signals) and Table 3.3 (applied on unfiltered
signals).
As it is seen from Table 3.2 and Table 3.3, the zero-crossings algorithm
gives unrealistic results on real signals as well. For time domain methods,
considering Video 1 has sampling frequency of 15 fps and Video 2 and Video 3
have sampling frequencies of 30 fps, the resolution of the heart rate estimation
corresponding to their real heart rate values are 4.2 bpm, 1.6 bpm and 1.8
bpm, respectively. Hence, obtained results are accurate within the margin of
resolution, except for the autocorrelation method applied to the unfiltered
signal obtained from Video 3.
Comparing the running times of each algorithm presented in Table 3.2
and Table 3.3, although zero-crossings algorithm has the best performance
in terms of running time, considering its poor results, it can be seen irrelevant
in this comparison. By looking at other methods, the results of the methods
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Table 3.2: Results of different methods applied on unfiltered signals
Video 1 Video 2 Video 3
HR Time (ms) HR Time (ms) HR Time (ms)
ZC 888.6 5.1 11371 6.8 642.7.6 21.2
AC 60 120.2 56.3 72.2 120 122.0
ML 60 70.6 52.9 70.2 54.5 93.4
FFT 60.8 16.9 52.8 9.3 54.6 19.3
Poh [15] 60.6 268.6 51.0 294.2 54.5 489.7
Reference 62 54.5 56.2
Table 3.3: Results of different methods applied on filtered signals
Video 1 Video 2 Video 3
HR Time (ms) HR Time (ms) HR Time (ms)
ZC 888.6 5.1 1590.6 8.4 1746.6 15.6
AC 60 120.2 52.9 53.1 54.5 117.5
ML 60 70.5 52.9 62.1 54.5 104.4
FFT 60.8 16.9 52.8 13.2 54.6 20.4
Poh [15] 60.6 268.6 51.0 244.5 54.5 341.0
Reference 62 54.5 56.2
presented in Section 2.3 are equally as good as for the advanced heart rate
detection methods utilizing expensive algorithms such as independent com-
ponent analysis as in the case of [15]. This supports the aim of this work,
that is, finding a simple but effective algorithm exploiting period detection
techniques of periodical signals to detect heart rate.
3.3 Real-Time Observations
Using a subject standing still under stable lighting conditions, which is in-
direct sunlight, in front of a MacBook Pro Retina FaceTime HD camera,
the above mentioned heart rate detection techniques are again applied. Ten
consecutive measurements each consisting of 100 frames are taken and the
true heart rate of the subject is measured with a wearable device with an
optical heart rate monitor (Garmin VivoSmart HR). In order to prevent ar-
tifacts introduced to the optical heart rate monitor, the wrist of the subject
wearing the device is held on a stable table and measurements are taken 10
seconds after placing the arm on the table.
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Real-time video capturing and processing is performed in MATLAB [28].
Frames are captured and recorded with their timestamps, allowing interpo-
lation to obtain a fixed sampling rate of 20 fps.
Error statistics obtained from those measurements can be seen in Table 3.4.
In this setting, a single measurement is obtained from 5 seconds of recording.
However, the reference device measures and displays the heart rate several
times in this time frame. Hence, the average of these measurements is taken
while comparing the results with the reference device.
Table 3.4: Error statistics of real-time heart rate measurements
ZC AC ML FFT Poh [15]
e 730.6 6.8 6.0 -3.4 -1.6
|e| 730.6 9.8 8.5 8.2 13.3
σe 74.3 10.2 7.4 9.0 16.9
σ|e| 74.3 7.3 4.2 5.0 10.5
In Table 3.4, e is the mean error, |e| is the mean absolute error, σe is the
standard deviation of the error and σ|e| is the standard deviation of absolute
error. Even though the mean error rate is smaller for reimplementation of
the method presented by Poh et al., its mean absolute error and standard
deviation are higher than for other methods.
22
CHAPTER 4
APPLICATIONS USING OSCILLATOR
DEVICES
Other than applying signal processing methods to the problem of heart rate
detection, one of the ideas within the scope of this work with the purpose of
finding an inexpensive method for heart rate detection was utilizing oscillator
devices.
With the help of Prof. Jeffrey Weldon and his group at Carnegie Mellon
University, the problem is posed similar to the one in injection locking. Giv-
ing the assumed to be periodic facial color change signal in Eq. 2.4 as the
input to an oscillator circuit utilizing their S-NDR device, we try to find the
oscillation frequency of the circuit in order to match this frequency to heart
rate. Various experiments are conducted using Cadence simulation environ-
ment, with both synthetically generated signals in Section 3.1 and also with
video signals obtained in Section 3.2.
The circuit scheme used in simulations can be seen in Fig. 4.1. The input
signal is given from V1 supply of the circuit and introduced to the oscillator
circuit with a gain. The model of the S-NDR oscillator device is obtained
from Prof. Jeffrey Weldon’s group, and other circuit elements are standard
resistors, inductors and capacitors.
Table 4.1: Simulation parameters and results
Input signal R (kΩ) C(µF) Estimated HR Reference HR
Synthetic (10dB) 250 10 62.4 62
Synthetic (15dB) 200 10 69 62
Synthetic (20dB) 250 10 60 62
Synthetic (25dB) 250 10 60 62
Video 1 200 20 59.4 62
Video 2 300 20 59.2 54.5
Video 3 300 25 57.3 56.2
Heart rate is obtained from the output signal of the oscillator circuit,
measured from Vout probe, by counting the frequencies of the falling edges
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Figure 4.1: Oscillator device circuit used in Cadence simulations
after 5 seconds. Input signals and measured oscillator outputs can be seen
in Fig. 4.2 for signals generated synthetically in Section 3.1, and in Fig. 4.3
for signals obtained from real videos in Section 3.2.
Circuit parameters and estimated frequencies, hence the heart rates, can
be seen in Table 4.1. Although heart rate estimates can be considered as
accurate, for some of the signals, different circuit parameters need to be
selected. Even though it is easy to do so during simulations, when considering
real-life circuit applications, more sensitive tuning of parameters is necessary.
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Figure 4.2: Input signals (dashed) and oscillator outputs (solid) for
synthetically generated signals at different SNR levels
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Figure 4.2 (continued)
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(a) Signal obtained from Video 1
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(b) Signal obtained from Video 2
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(c) Signal obtained from Video 3
Figure 4.3: Input signals (dashed) and oscillator outputs (solid)
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CHAPTER 5
CONCLUSION
Noncontact heart rate measurement is a necessity in many cases such as
when the subject has irritated skin, severe burns, is infected with a conta-
gious disease or unable to accommodate wearing measurement devices for a
long time, as the case with babies. Previous methods applied on the non-
contact heart rate measurement problem require either a complex hardware
setup, such as laser illuminators or high-speed cameras, or expensive compu-
tational methods, such as independent component analysis even under the
stability assumptions of the subject and illumination of the environment. In
this work, several computationally inexpensive signal processing techniques
used for pitch detection in speech processing, namely zero-crossings, autocor-
relation, maximum likelihood and Fourier-based methods, are applied to the
noncontact heart rate measurement problem. The results of these methods
are compared to the previous computationally expensive work on the same
data with the stability of the subject and constant illumination assumptions.
Each method is first compared on synthetically generated signals of two types:
(1) synthetically generated single sinusoidal signals and (2) synthetically gen-
erated periodical but not sinusoidal signals inspired from PPG signal, both
buried in additive white Gaussian noise with different SNR values. On the
first set of synthetically generated signals, the maximum likelihood algorithm
slightly outperformed other methods for low SNR values, and all the meth-
ods except zero-crossings performed better than the independent component
analysis method proposed in [15] at high SNR values, although it is ambigu-
ous whether it is possible to reach that high level of SNR values at 25-30
dB using the proposed setup with standard computer webcam. On the sec-
ond set of signals, since the target signal is not a single sinusoidal signal
in this case, the performance of FFT is decreased, and algorithms based on
maximum likelihood and autocorrelation, that are specifically used to detect
arbitrary periodic signals, outperformed other methods.
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Then, algorithms are applied on real video recordings of the subjects col-
lected from previous works [15], [17] and their performances and running
times are compared. Although the running time was significantly lower than
other methods, the zero-crossings algorithm performed too poorly to be in-
cluded in the comparison with other methods. Comparing the other methods,
FFT performed best with an average of 16 ms running time with 1.5 bpm
mean error rate, outperforming the proposed method of Poh [15] that has
2.2 bpm mean error rate and with an average running time of 318 ms. FFT
also performed the best in terms of mean absolute error rate of 8.2 bpm,
followed by maximum likelihood, autocorrelation and then the ICA method
of Poh [15], with mean absolute error rates of 8.5 bpm, 9.8 bpm and 13.3
bpm, respectively, in cases when real-time measurements are taken with a
subject sitting still in front of a webcam. Although the improvement in the
accuracy is not very high, it shows that it is possible to obtain similar or
even better results with a much simpler algorithm under stability conditions.
In addition to these pitch detection techniques, a different approach is
taken in collaboration with Prof. Jeffrey Weldon’s group at Carnegie Mellon
University in order to perform simulations using the oscillator device they
developed, in a similar way to injection locking problem. Although it is
possible to successfully estimate heart rate from the period of the falling
edge occurences of output voltage of the oscillator, with mean absolute error
of 2.8 bpm when it is applied on data obtained from previous works, circuit
parameters needed to be tuned individually for each of the datasets. Hence,
this poses a practical problem in real-life applications and needs to be further
explored.
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