We benchmark the Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) algorithm with an Increasing POPulation size (IPOP) restart policy on the BBOB noiseless testbed. The IPOP-CMA-ES is compared to the BIPOP-CMA-ES and is shown to perform at best two times faster on multi-modal functions f15 to f19 whereas it does not solve weakly structured functions f22, f23 and f24.
RESULTS
The data for BIPOP-CMA-ES were obtained using the BBOB 2009 experimental set-up which differ from that of BBOB 2010 only in the number of test function instances considered (respectively 1 to 5 for BBOB 2009 and 1 to 15 for BBOB 2010) and the number of repetitions on each of these function instances (resp. 3 for BBOB 2009 and 1 for BBOB 2010).
Results from experiments according to [5] on the benchmark functions given in [2, 6] are presented in Figures 1, 2, 3 and 4 and in Tables 1 and 2 . The expected running time (ERT), used in the figures and tables, depends on a given target function value, ft = fopt + Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [5, 10] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration. Figure 3 shows that the proportion of functions solved by BIPOP-CMA-ES is larger than IPOP-CMA-ES. The most prominent differences between the performances of the two algorithms are in the group of the multi-modal functions (f15 to f19) and that of the weakly structured multi-modal functions (f20 to f24). The IPOP-CMA-ES is shown to perform faster on functions f7, f13, f15, f16, f17, f18, f19 by a factor of around two at most when the dimension of the search space is larger than 10. The IPOP-CMA-ES solves function f19 but is slower than the BIPOP-CMA-ES in dimension smaller than 5. The IPOP-CMA-ES does not solve functions f22 f23 and f24 when the dimension is larger than 10, whereas the BIPOP-CMA-ES does. The fact that BIPOP-CMA-ES can solve f23 and f24 can be attributed to the small population size management of BIPOP-CMA-ES. Finally, neither the IPOP-CMA-ES nor the BIPOP-CMA-ES solve functions f3 when the dimension of the search space is larger than 10, f4 when the dimension is larger than 3 and f20 when the dimension is larger than 40. 5 Linear slope
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