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Abstract
We study the inequivalent quantizations of the N = 3 Calogero model by separation
of variables, in which the model decomposes into the angular and the radial parts.
Our inequivalent quantizations respect the ‘mirror-S3’ invariance (which realizes the
symmetry under the cyclic permutations of the particles) and the scale invariance in
the limit of vanishing harmonic potential. We find a two-parameter family of novel
quantizations in the angular part and classify the eigenstates in terms of the irreducible
representations of the S3 group. The scale invariance restricts the quantization in the
radial part uniquely, except for the eigenstates coupled to the lowest two angular
levels for which two types of boundary conditions are allowed independently from
all upper levels. It is also found that the eigenvalues corresponding to the singlet
representations of the S3 are universal (parameter-independent) in the family, whereas
those corresponding to the doublets of the S3 are dependent on one of the parameters.
These properties are shown to be a consequence of the spectral preserving SU(2) (or
its subrgoup U(1)) transformations allowed in the family of inequivalent quantizations.
1 e-mail: yonezawa@post.kek.jp
1 Introduction
The N -body Calogero model, which describes N particles interacting each other by the
combined inverse square and harmonic potential on a line, is exactly solvable and yet admits
a diversity of mathematical extensions and physical applications. For the mathematical side,
Calogero’s analysis [1] for N = 3 has been extended to general N [2, 3] as well as to models
with modified potentials [4, 5] and Lie-algebraic structures [6] (see also [7, 8, 9, 10, 11, 12] and
the references therein). For the physical side, its relevance to high energy physics has been
argued, albeit in specific circumstances, in various areas, e.g., in the Yang-Mills theory [13],
two-dimensional QCD [14], superstrings [15] and black holes [16]. Moreover, its potential
application has also been argued in condensed matter physics, e.g., for spin chains [17],
quantum Hall effect [18], magnons [19] and the electron-hole interaction [20].
In considering the application to particles with anyon statistics, Veigy [21] made an
important observation that, when the coupling constant of the interaction lies in a certain
range, the Calogero model admits a wider class of solutions than those obtained by Calogero.
Technically, the possibility of the extension is found in the treatment of the singularities
in the inverse square potential, where a specific (the Dirichlet) boundary condition has
conventionally been adopted, allowing for only bosons and fermions for the possible statistics
of the particles. It is shown in [21] that, if one adopts a different boundary condition at the
singularities in the angular part of the model, which arises after the separation of variables is
implemented for the N = 3 case, one indeed finds extra eigenstates that correspond neither
to bosons nor fermions. More recently, it has also been shown in [22, 23, 24] that the model
admits novel solutions if we consider a general class of boundary conditions for the radial
part, even if the conventional boundary condition is adopted for the angular part.
To explore a fuller class of solutions available in the Calogero model, which amounts
to exploring the possible inequivalent quantizations of the model, it is necessary to study
the combined extension in the boundary conditions both in the angular and radial parts in
more general terms, and this has been initiated in [25] for N = 3. For the angular part, the
class of boundary conditions considered in [25] forms a two-parameter family (containing
the cases treated by Calogero and Veigy earlier) and respects a dihedral D6 symmetry,
which derives from the demand of indistinguishability of the particles. We found that the
model can still be solvable, but the spectrum cannot be obtained explicitly except for a
number of special cases such as the ones considered earlier. The purpose of the present
paper is to provide another class of solutions allowed when we relax the demand from the D6
symmetry to its subgroup S3 and impose instead scale symmetry in the vanishing harmonic
potential limit. In physical terms, the S3 symmetry is equivalent to the invariance under
cyclic permutations of the particles, while the additional scale symmetry ensures the smooth
limit to the pure inverse square potential system at the quantum level. For the angular part,
this leads to a novel two-parameter family of inequivalent quantizations, where the spectra
can be obtained in closed form as well as the explicit solutions classified according to the
irreducible representations of the group S3. For the radial part, on the other hand, the scale
symmetry specifies the quantization essentially uniquely to one obtained under the Dirichlet
boundary condition, except for the eigenstates coupled to the lowest two angular levels for
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which the Neumann boundary condition is permitted as well. This allows us to have a
number of possible combinations of boundary conditions for the angular and radial parts.
We also observe that the levels which are singlets of S3 are universal, i.e., independent of the
parameters of the family, whereas the doublets of S3 are dependent on one of the parameters.
This will be seen as a consequence of the spectral preserving SU(2) (or its subgroup U(1))
transformations allowed in the family of inequivalent quantizations of the model.
The plan of the paper is as follows. We recapitulate in section 2 the procedure of in-
equivalent quantizations of the N = 3 Calogero model by separation of variables and present
the symmetries we impose. We give a detailed discussion on the eigenstates and eigenvalues
in the angular part in section 3. These results are then combined with the counterparts of
the radial part discussed in section 4 to provide the solutions and the spectra of the entire
system. Section 5 is devoted to the discussion of the universality of the S3-singlets based on
the spectral preserving su(2) algebra found earlier [27]. Finally, our conclusion is presented
in section 5.
2 The N = 3 Calogero model
In this section we provide a framework for quantizing the N = 3 Calogero model based on
the separation of variables method, in which we split the model into the radial and angular
parts. Concerning this, there are two important issues that require a particular care, one of
which is the treatment of the singularity in the potential and the other is the choice of the
symmetry we shall adopt for our inequivalent quantizations.
2.1 Separation of variables
The N body Calogero model [2, 3] is a system of N particles governed by the Hamiltonian,
H = − ~
2
2m
N∑
i=1
∂2
∂x2i
+
N∑
j=1
N∑
i=j+1
{ g
(xi − xj)2 +
1
4
mω2(xi − xj)2
}
, (2.1)
where xi, i = 1, . . . , N represent the positions of the particles under interaction. As is well-
known, the system can be analyzed by the method of separation of variables (see, e.g., [25]),
which for the N = 3 case begins with the use the Jacobi coordinates,
x =
x1 − x2√
2
, y =
x1 + x2 − 2x3√
6
, z =
x1 + x2 + x3√
3
, (2.2)
and passes on to the polar coordinates (x, y) = (r sinφ, r cosφ). In the unit 2m = 1, ~ = 1,
this procedure brings the Hamiltonian to the separable form,
H = − ∂
2
∂r2
− 1
r
∂
∂r
− ∂
2
∂z2
+
3
8
ω2r2 +
1
r2
{
− ∂
2
∂φ2
+
g
2
9
sin2 3φ
}
. (2.3)
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It is also known that, if g < −1
2
, the model does not admit a ground state [28], and if
3
2
≤ g, the Hamiltonian H is essentially self-adjoint and leads to a unique quantization. In
the present paper, we consider the cases −1
2
< g < 3
2
, g 6= 0, where H admits self-adjoint
extensions allowing for inequivalent quantizations. Here, the two particular points g = 0
and g = −1
2
are excluded because the model becomes a harmonic oscillator in the former
case while it requires an independent treatment technically in the latter case. For our later
convenience, instead of g we use ν introduced as
g = 2ν(ν − 1), 1
2
< ν <
3
2
, ν 6= 1. (2.4)
On account of the separable form (2.3), we have the Hamiltonian H = H0+Hrel with H0
describing the centre of mass system and Hrel the relative motion. The latter splits further
into Hrel = Hr + HΩ, where Hr and HΩ are the Hamiltonians for the radial and angular
parts, respectively. Consider now the angular eigenvalue equation,
HΩ ψλ(φ) = λψλ(φ), HΩ = − d
2
dφ2
+
9ν(ν − 1)
sin2 3φ
, (2.5)
with eigenvalue λ. To each λ, we further consider the effective radial Hamiltonian Hr,λ =
Hr + λ/r
2 and its eigenvalue equation,
Hr,λψE(r;λ) = E ψE(r;λ), Hr,λ = − d
2
dr2
− 1
r
d
dr
+
3
8
ω2r2 +
λ
r2
. (2.6)
The eigenfunction for the entire system (apart from that for the centre-of-mass system in
the z-direction) with total energy E is obtained as ψE(r;λ)ψλ(φ) from the solutions of these
equations (2.5) and (2.6).
2.2 Singularities and formal symmetries
In our quantization, an important point to note is that both of the angular Hamiltonian
HΩ and the radial Hamiltonian Hr,λ are ill-defined at the singular points of the potentials,
i.e., at φ for which sin 3φ = 0 and at r = 0. Thus, to quantize the model properly and
solve the eigenvalue equations, we need to consider self-adjoint extensions to each of the
operators, that is, we provide an appropriate domain of definition in such a way that the
entire Hamiltonian H be self-adjoint. In practice, this is accomplished by furnishing a set of
connection conditions for the eigenfunctions at these singular points according to the general
scheme for singular Hamiltonians (2.6) and (2.5), and in what follows we adopt the scheme
presented in [26].
We start with the angular Hamiltonian, and for this we first note the formal symmetry
of the operator HΩ in (2.5). From of the potential, it is clear that HΩ is invariant under the
reflections,
P3 : φ 7→ −φ, R3 : φ 7→ π
3
− φ, (2.7)
4
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Figure 1: Axes of reflections Pi, Ri, i = 1, 2, 3, on the plane (x, y). The numbers k = 1, . . . , 6
indicate the sectors sk = (φk−1, φk) defined along the circle.
and also under other four reflections Pi, Ri, i = 1, 2, analogously defined (see Fig.1). It
follows that the Hamiltonian is invariant under the rotation by angle π
3
,
Rpi
3
= R3 ◦ P3 : φ 7→ φ+ π
3
, (2.8)
and hence under the successive ones (Rpi
3
)j , j = 0, 1, 2, 3, 4, 5, as well. Combining all these
reflections and rotations, we obtain a D6 group as the group of the formal symmetry of HΩ.
On the angular wave function ψ(φ), the action of the operation g ∈ D6 is realized by
gˆ ψ(φ) = ψ(g−1φ). (2.9)
It should be stressed, however, that the symmetry D6 is still formal and the actual symmetry
at the quantum level should be determined by taking account of the connection condition
at the singularities.
In order to provide the connection condition at the singular points φ = φk,
φk =
kπ
3
, k = 0, 1, 2, 3, 4, 5, (2.10)
we first focus on the singularity at φ = φ0 = 0 and introduce the boundary vectors
B0(ψ) :=

 W [ψ, ϕ01]0+
W [ψ, ϕ01]0−

 , B′0(ψ) :=

 W [ψ, ϕ02]0+
−W [ψ, ϕ02]0−

 , (2.11)
where W [ψ1, ψ2]φ± = limǫ→±0W [ψ1, ψ2] (φ+ ǫ) are the limiting values of the Wronskian,
W [ψ1, ψ2] = ψ1
dψ2
dφ
− ψ2dψ1
dφ
. (2.12)
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The functions ϕ0i (i = 1, 2) appearing in (2.11) are real eigenfunctions of HΩ around
φ = 0, called the ‘reference modes’, which are normalized with respect to the Wronskian,
W [ϕ01, ϕ
0
2] = 1. The most general form of the connection condition at φ = 0, which ensures
the local continuity of the probability current there, is then given by
(U0 − 12)B0(ψ) + i(U0 + 12)B′0(ψ) = 0, (2.13)
where U0 ∈ U(2) is an arbitrary unitary matrix characterizing the connection condition
(hence the singularity), and 12 is the identity matrix. In components, the condition (2.13)
consists of two equations linear in ψ and its derivative dψ
dφ
at the singularity. The use of the
Wronskians is to render the equations well-defined, since the quantities ψ and dψ
dφ
may be
divergent at the singularity.
To provide the connection conditions at other singularities with k = 1, . . . , 5 in (2.10)
analogously to the case k = 0, we need to choose the reference modes ϕki (i = 1, 2) around
each of the singularities φk. On account of the formal invariance of the Hamiltonian under
D6, these reference modes may simply be provided by the translations,
ϕki (φ) := ϕ
0
i (φ− φk), k = 1, . . . , 5. (2.14)
Note that, if we choose the reference modes for k = 0 possessing the parity property,
ϕ0i (φ) = (−1)iϕ0i (−φ), (2.15)
then (2.14) implies
ϕk
′
i (φ) = (−1)iϕki (Rlφ), (2.16)
which are fulfilled by the pair of reference modes at the two singular points φk and φ
′
k mapped
under the reflection Rl as
φk′ = Rlφk. (2.17)
With this choice of the reference modes, following (2.11) we introduce the boundary vectors
Bk(ψ) :=

 W [ψ, ϕk1]φk+
W
[
ψ, ϕk1
]
φk−

 , B′k(ψ) :=

 W [ψ, ϕk2]φk+
−W [ψ, ϕk2]φk−

 , (2.18)
for k = even, and
Bk(ψ) :=

 W [ψ, ϕk1]φk−
W
[
ψ, ϕk1
]
φk+

 , B′k(ψ) :=

 −W [ψ, ϕk2]φk−
W
[
ψ, ϕk2
]
φk+

 , (2.19)
for k = odd. As in (2.13), the connection conditions at φ = φk for all k are provided by
(Uk − 12)Bk(ψ) + i(Uk + 12)B′k(ψ) = 0, (2.20)
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with matrices Uk ∈ U(2) characterizing the singularities at φ = φk. We mention that (2.16)
implies that these boundary vectors are related as
Bk(Rlψ) = Bk′(ψ), B
′
k(Rlψ) = B
′
k′(ψ), (2.21)
for the two singular points connected by (2.17).
Now, turning to the radial part, we introduce from the radial Hamiltonian Hr,λ the new
operator
Hr,λ :=
√
r ◦Hr,λ ◦ 1√
r
= − d
2
dr2
+
3
8
ω2r2 +
λ− 1
4
r2
. (2.22)
Note that the self-adjointness of Hr,λ with respect to the measure dr implies the self-
adjointness of Hr,λ with respect to the radial measure rdr. It is known (see, e.g., [25])
that for λ ≥ 1 the operator Hr,λ is essentially self-adjoint, while for λ < 1 it admits a U(1)
family of self-adjoint extensions. The family can be specified by the boundary condition for
the radial wave function ρ(r), which is given, using the Wronskian in the radial part, by
W [ρ, ϕ1]0+
W [ρ, ϕ2]0+
= −κ(λ). (2.23)
Here, ϕi(r) (i = 1, 2) are the reference modes for the radial part which are eigenfunctions
of Hr,λ and normalized as W [ϕ1, ϕ2] = 1. Note that the real number κ(λ) (which includes
κ(λ) =∞) characterizes the singularity at r = 0 and is dependent on the angular eigenvalue
λ in general.
2.3 Mirror-S3 and scale invariant quantizations
In our scheme of quantization, we have the set of parameters in Uk, k = 0, . . . , 5 and κ(λ)
which specify the connection/boundary conditions and thereby the self-adjoint extensions of
the Hamiltonian. These conditions are subjected to the symmetry we wish to bestow with
the quantized model. For the symmetry of the model, one may assume, for instance, that the
three particles are identical physically. Since the three possible exchanges of the particles are
generated by the reflections, Pi (i = 1, 2, 3), which form an S3 group, the invariance under
the reflections implies the ‘exchange-S3’ group as the symmetry of the model. One may
further assume that the pairwise collision be physically independent on the position of the
remaining spectator particle. This leads to the D6 symmetry mentioned in the Introduction,
and the quantizations with this symmetry has been presented in [25].
In this paper, we relax our demand and assume only the symmetry under the ‘mirror-
S3’ group, which is generated by the reflections, Ri (i = 1, 2, 3), consisting of the elements
{e, Ri, (Rpi
3
)±2} with e being the identity. In physical terms, this demand ensures the invari-
ance of the model under all cyclic permutations of the particles; for example, if x1 < x2 < x3,
the interaction in the limit x2 → x1 is identical to that in the limit x2 → x3 when the spec-
tator particle is fixed. In our scheme, this is equivalent to the requirement that all Uk be
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conjugacy class {e} {Ri} {(Rpi
3
)±2}
identity rep. χ+ 1 1 1
signature rep. χ− 1 −1 1
2-dim. rep. χ(2) 2 0 −1
Table 1: Character table of mirror-S3
identical, i.e.,
Uk = U, k = 0, 1, 2, 3, 4, 5, (2.24)
for some U ∈ SU(2). Indeed, when combined with (2.21), the property (2.24) ensures that
the boundary conditions are compatible with all the reflections in the mirror-S3 group. Once
the mirror-S3 is installed as a symmetry in the angular part, we can classify the eigenstates
of the operator HΩ in (2.5) in terms of the representations of the group S3, which has two
1-dimensional and one 2-dimensional irreducible representations (see Table 1).
Another property we wish to have comes from the observation that the Hamiltonian
(2.3) acquires a formal scale invariance in the limit ω → 0. Namely, we demand that this
scale symmetry be maintained in the limit in our inequivalent quantizations, so that our
quantized model is smoothly connected to the model with a pure inverse square potential.
Roughly speaking, the scale symmetry breaks down at the quantum level when we allow the
parameters of self-adjoint extensions to bear nontrivial scale dimensions (see [26]). For the
mirror-S3 invariant quantizations we are considering, a sufficient condition prohibiting such
scale parameters is that
U = ±12, or U = V σ3V −1, V ∈ SU(2), (2.25)
for the angular part specified by (2.24), and that
κ(λ) = 0, or κ(λ) =∞, for each λ, (2.26)
for the radial part (2.23). In the present paper, we shall restrict ourselves to the class of
inequivalent quantizations fulfilling (2.24), (2.25) and (2.26).
3 Angular part
We now discuss inequivalent quantizations for the angular part in detail. Among the scale
invariant choices (2.25) the cases U = ±12, which are parity invariant, have already been
treated in [25] and will not be discussed here. To analyze the remaining cases U = V σ3V
−1,
we consider V for which U 6= ±σ3 and U = ±σ3, separately. This separate treatment is
required since for the latter case the angular part breaks into six sectors sk = (φk−1, φk),
k = 1, . . . , 6, which are physically disconnected at the singular points (see Fig.1). The
treatment is based on a set of basic solutions, which are used to analyze both the connected
and the separated cases later.
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3.1 Basic solutions
For convenience, we first set λ = 9µ2 allowing for complex µ for λ < 0. The two independent
solutions for (2.6) are given [25] by
v1,µ(φ) =| sin 3φ|ν F
(
ν + µ
2
,
ν − µ
2
, ν +
1
2
; sin2 3φ
)
, (3.1)
v2,µ(φ) =| sin 3φ|1−ν F
(
1− ν − µ
2
,
1− ν + µ
2
,
3
2
− ν; sin2 3φ
)
, (3.2)
where F (α, β, γ; z) is the standard hypergeometric function. For the reference modes needed
in the connection condition at the singularity φ = φ0, we choose
ϕ01(φ) =
1√
3(2ν − 1)v1,µ0(φ) [Θ(φ)−Θ(−φ)] , (3.3)
ϕ02(φ) = −
1√
3(2ν − 1)v2,µ0(φ), (3.4)
with some real µ0, where Θ(φ) is the Heaviside step function. The reference modes for
the connection condition at the singularity φ = φk are provided according to (2.14). We
introduce the shorthand,
a1(µ) = v1,µ
(π
6
− 0
)
=
Γ(ν + 1
2
)Γ(1
2
)
Γ(ν+µ+1
2
)Γ(ν−µ+1
2
)
, (3.5)
a2(µ) = v2,µ
(π
6
− 0
)
=
Γ(3
2
− ν)Γ(1
2
)
Γ(1− ν+µ
2
)Γ(1− ν−µ
2
)
, (3.6)
b1(µ) = v
′
1,µ
(π
6
− 0
)
=
6 Γ(ν + 1
2
)Γ(1
2
)
Γ(ν+µ
2
)Γ(ν−µ
2
)
, (3.7)
b2(µ) = v
′
2,µ
(π
6
− 0
)
=
6 Γ(3
2
− ν)Γ(1
2
)
Γ(1−ν−µ
2
)Γ(1−ν+µ
2
)
. (3.8)
and
α =
a1a2
3(2ν − 1) , β =
b1b2
3(2ν − 1) , γ =
a1b2 + a2b1
3(2ν − 1) = −
cos πµ
cos πν
, (3.9)
which fulfill the relation
αβ =
1
4
(γ2 − 1). (3.10)
In terms of these, as a set of basic solutions in sector s1, we furnish the symmetric and
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anti-symmetric eigenfunctions,
η1+,µ(φ) =


b2(µ)v1,µ(φ)− b1(µ)v2,µ(φ) (0 < φ ≤ π6 )
b2(µ)v1,µ(
π
3
− φ)− b1(µ)v2,µ(π3 − φ) (π6 ≤ φ < π3 )
0 (2π > φ > π
3
)
(3.11)
η1−,µ(φ) =


a2(µ)v1,µ(φ)− a1(µ)v2,µ(φ) (0 < φ ≤ π6 )
−a2(µ)v1,µ(π3 − φ) + a1(µ)v2,µ(π3 − φ) (π6 ≤ φ < π3 )
0 (2π > φ > π
3
)
(3.12)
Likewise, we also introduce the basic solutions in sector sk from these by translation,
ηk±,µ(φ) = η
1
±,µ (φ− φk−1) , k = 2, . . . , 6. (3.13)
The general solution is then given by a linear combination of these basic solutions with
appropriate coefficients ck±,
ψµ(φ) =
6∑
k=1
(
ck+η
k
+,µ(φ) + c
k
−η
k
−,µ(φ)
)
. (3.14)
Out of these basic solutions each having their support in one sector, we also introduce a set
of solutions having supports on the sectors sk with k odd or even only:
η+ =
3∑
n=1
η2n−1+,µ , η˜+ =
3∑
n=1
η2n+,µ, (3.15)
η− =
3∑
n=1
(−1)nη2n−1−,µ , η˜− =
3∑
n=1
(−1)nη2n−,µ. (3.16)
3.2 Connected case
To analyze the connected case
U = V σ3V
−1, U 6= ±σ3, (3.17)
we parametrize the characteristic matrix, using a real ξ and a complex ζ , as
U =

 ξ ζ
ζ∗ −ξ

 , ξ2 + |ζ |2 = 1. (3.18)
In terms of the vectors defined from the coefficients in the general solutions (3.14),
Ck =

 ck+
ck−

 , (3.19)
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we find that the connection conditions (2.20) become the matrix equations,
C2n = T+C
2n−1, C2n+1 = T−C
2n, (3.20)
with the transfer matrices defined at the singularities between odd-even and even-odd sectors,
T+ =
1
ζ

 −ξ + γ −2α
−2β ξ + γ

 , T− = 1
ζ∗

 ξ + γ −2α
−2β −ξ + γ

 , (3.21)
where α, β and γ are given in (3.9). These relations lead to the consistency condition,
TC1 = C1, T := T−T+T−T+T−T+. (3.22)
From this we find det(T − I) = 0, which implies
γ2 = 1, or γ2 =
1 + 3ξ2
4
. (3.23)
These determine the spectrum µ in the angular part.
To examine the case γ2 = 1 in (3.23), we note from (3.10) that the condition implies that
either a1, a2, b1 or b2 must vanish. None of these are compatible with each other, and we
consider them separately. First, we find that a1 = 0 occurs when
µ = ν + 1 + 2m, m = 0, 1, . . . . (3.24)
We then have
T =

 1 0
12β
1−ξ 1

 , (3.25)
and from this we find the coefficient vectors Ck to obtain, up to a constant, the corresponding
eigenfunctions
ψ˜−(φ) =
1− ξ
ζ∗
η−(φ) + η˜−(φ). (3.26)
These eigenfunctions belong to the signature representation χ− of S3. Second, a2 = 0 occurs
when
µ = 2m+ 2− ν, m = 0, 1, . . . (3.27)
and the transfer matrix is
T =

 1 0
− 12β
1+ξ
1

 . (3.28)
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The eigenfunctions are found to be
ψ−(φ) = η−(φ)− 1− ξ
ζ
η˜−(φ), (3.29)
which again belong to the signature representation χ− of S3. Third, b1 = 0 occurs when
µ = ν + 2m, m = 0, 1, . . . . (3.30)
We then have
T =

 1 12α1+ξ
0 1

 , (3.31)
and the eigenfunctions
ψ˜+(φ) = −1 − ξ
ζ∗
η+(φ) + η˜+(φ), (3.32)
which belong to the identity representation χ+ of S3. Finally, if b2 = 0, we find
µ = |1− ν + 2m|, m = 0, 1, . . . (3.33)
and
T =

 1 − 12α1−ξ
0 1

 . (3.34)
We obtain the eigenfunctions
ψ+(φ) = η+(φ) +
1− ξ
ζ
η˜+(φ), (3.35)
belonging to the identity representation χ+ of S3.
When the second condition γ2 = 1+3ξ
2
4
in (3.23) holds, on the other hand, we have T = 12
and hence C1 is left undetermined. For definiteness we may choose C1 as an eigenvector of
the rotation R2pi
3
. The transfer matrix that corresponds to R2pi
3
is
T−T+ =

 −12 −4α(γ+ξ)1−ξ2
−4β(γ−ξ)
1−ξ2 −12

 , (3.36)
which has the eigenvectors
X± =

 2α
±√3i(−ξ + γ)

 . (3.37)
12
− cosπ∆(ξ)
cosπ∆(ξ)
µ
cosπµ
− cosπν
−1
2
cosπν
1
2
cosπν
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Figure 2: Eigenvalues µ arise at the intersections of cosπµ and the two lines ± cos∆(ξ),
which are shown here for the values ν = 0.8 and ξ = 5
6
. Dashed lines represent the upper
and the lower limits of the lines, and the shaded regions indicate the allowed ranges of the
eigenvalues.
With these eigenvectors, the vectors Ck± may be written as
C2n−1± = 
∓nX±, C
2n
± = 
∓nT+X±,  :=
−1 + i√3
2
. (3.38)
If we denote by ψ
(±)
1 the eigenfunction corresponding to C
k
± with γ > 0, and similarly by
ψ
(±)
2 the eigenfunction corresponding to C
k
± with γ < 0, then
R2pi
3
ψ
(±)
i = 
±1ψ(±)i , R2ψ
(±)
i = ψ
(∓)
i , i = 1, 2. (3.39)
To find the spectrum of these eigenstates, we combine (3.23) and the last equation of
(3.9) to obtain
cosπµ = ∓ cos π∆(ξ), ∆(ξ) := 1
π
Arccos
(√
1 + 3ξ2
2
cosπν
)
. (3.40)
The solutions for µ will furnish the eigenvalues, which occur periodically as displayed in
Fig.2. We then see that the eigenvalues for γ > 0 are given by
µ =

 2m+ 1−∆(ξ),2m+ 1 +∆(ξ), (3.41)
whereas the eigenvalues for γ < 0 are
µ =

 2m+ 2−∆(ξ),2m+∆(ξ), (3.42)
where m = 0, 1, . . . . Since |ξ| ≤ 1, we find that ∆(ξ) stays in the range,
∆(0) ≤ ∆(ξ) ≤ ∆(1) = ν. (3.43)
The eigenvalues and eigenfunctions are summarized in Table 2.
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eigenvalue µ eigenfunction rep. of S3
2m+ 1 + ν ψ˜− χ−
2m+ 2− ν ψ− χ−
2m+ ν ψ˜+ χ
+
|2m+ 1− ν| ψ+ χ+
2m+ 1−∆(ξ)
2m+ 1 +∆(ξ)
ψ
(+)
1 , ψ
(−)
1 χ
(2)
2m+ 2−∆(ξ)
2m+∆(ξ)
ψ
(+)
2 , ψ
(−)
2 χ
(2)
Table 2: Eigenvalues and eigenfunctions in the connected case.
3.3 Separated case
Next we analyze the case
U = σ3, (3.44)
under which all the sectors sk are physically separated from each other. (The other separated
case U = −σ3 can be dealt with similarly and will not be discussed here.) To proceed, we
note that under the choice (3.44) the boundary condition (2.20) reads
b2C
2n−1
+ = a2C
2n−1
− = b1C
2n
+ = a1C
2n
− = 0. (3.45)
As before, the vanishing conditions of a1, a2, b1 and b2 are not compatible, and we consider
them separately. Recall, first, that a1 = 0 is realized by µ in (3.24). The vectors C
k obtained
in this case lead to the eigenfunctions η˜− belonging to the signature representation χ−, and
also
η˜
(±)
− =
3∑
n=1
∓nη2n−,µ, (3.46)
which belong to the doublet representation χ(2). Second, a2 = 0 is realized by µ in (3.27),
and the corresponding eigenfunctions are given by η− belonging to χ−, and
η
(±)
− =
3∑
n=1
∓nη2n−1−,µ , (3.47)
which belong to χ(2). Third, b1 = 0 occurs when µ is given by (3.30). The eigenfunctions
are found to be η˜+ belonging to χ
+, and
η˜
(±)
+ =
3∑
n=1
∓nη2n+,µ, (3.48)
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eigenvalue µ eigenfunction rep. of S3
η˜− χ−
2m+ 1 + ν
η˜
(+)
− , η˜
(−)
− χ
(2)
η˜+ χ
+
2m+ ν
η˜
(+)
+ , η˜
(−)
+ χ
(2)
η− χ−
2m+ 2− ν
η
(+)
− , η
(−)
− χ
(2)
η+ χ
+
|2m+ 1− ν|
η
(+)
+ , η
(−)
+ χ
(2)
Table 3: Eigenvalues and eigenfunctions in the separated case.
which belong to χ(2). Finally, b2 = 0 occurs when µ is given by (3.33). The eigenfunctions
are η+ belonging to χ
+, and
η
(±)
+ =
3∑
n=1
∓nη2n−1+,µ , (3.49)
which belong to χ(2). These eigenvalues and the eigenfunctions are summarized in Table 3.
The spectral behavior of the two cases is shown in Fig.3 (left).
At this point, we mention that the connected case discussed earlier has a smooth limit to
the separated case, that is, the eigenfunctions in the former case can be obtained formally
from those in the latter case by considering the limit U → σ3, even though the two cases
require distinctive treatments. For the eigenstates which are singlets of the mirror-S3, this
can be seen at once since the eigenfunctions in the connected case reduce to
ψ+ → η+, ψ− → η−, ψ˜+ → η˜+ , ψ˜− → η˜−, (3.50)
in the limit ξ → 1, which is equivalent to U → σ3; see (3.18). To see that the same is true
for the doublets, consider the case a1 = 0 in which the eigenstates vanish ψ
(±)
+ → 0 in the
limit. Non-vanishing outcomes in the limit may be obtained, however, by rescaling them
properly as
−8i
ζ∗
√
3
ψ
(±)
1 → η˜(±)− . (3.51)
Similarly, for a2 = 0, we find
i
2
√
3
ψ
(±)
2 → η(±)− . (3.52)
The continuity in the remaining cases b1 = 0, b2 = 0 can also be argued analogously.
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4 Radial part and the total energy spectrum
4.1 Radial part
The eigenfunctions for the radial part can be obtained immediately, since there remain only
two choices (2.26) for the inequivalent quantizations under the scale invariance we have
imposed. Note that the radial Hamiltonian Hr,λ admits the two independent solutions [25],
ρE,1(r) = (
√
cr)
√
λ+ 1
2 e−
1
2
cr2 Φ
(
1 +
√
λ
2
− E
4c
, 1 +
√
λ; cr2
)
, (4.1)
ρE,2(r) = (
√
cr)−
√
λ+ 1
2 e−
1
2
cr2 Φ
(
1−√λ
2
− E
4c
, 1−
√
λ; cr2
)
, (4.2)
where Φ(a, b; z) is the confluent hypergeometric function and c :=
√
3
8
ω. Since these two so-
lutions diverge generically as r →∞, the square integrability requires that the eigenfunctions
be proportional to their linear combination,
ρE(r) =
Γ(1−√λ)
Γ(1−
√
λ
2
− E
4c
)
ρE,1(r)− Γ(1 +
√
λ)
Γ(1+
√
λ
2
− E
4c
)
ρE,2(r), (4.3)
which vanishes as r →∞.
To enforce (2.26), we choose the reference modes as
ϕ1(r) =
(
2
√
λc
)−1/2
ρE,1(r), ϕ2(r) = −
(
2
√
λc
)−1/2
ρE,2(r). (4.4)
With these the radial boundary condition (2.23) reads
κ(λ) =
Γ(1 +
√
λ) Γ(1−
√
λ
2
− E
4c
)
Γ(1−√λ) Γ(1+
√
λ
2
− E
4c
)
. (4.5)
For the case κ(λ) = 0, the solutions and the energy eigenvalues are
ρE(r) = r
√
λ+ 1
2 e−
1
2
cr2L
√
λ
m (cr
2), E = E(m, λ) = 2c
(
2m+ 1 +
√
λ
)
, (4.6)
for m = 0, 1, . . ., where L
√
λ
m is the (generalized) Laguerre polynomial. Analogously, for the
case κ(λ) =∞ we find
ρE(r) = r
−
√
λ+ 1
2 e−
1
2
cr2L−
√
λ
m (cr
2), E = E(m, λ) = 2c
(
2m+ 1−
√
λ
)
, (4.7)
for m = 0, 1, . . .. As noted earlier, these two types of solutions arise only for λ < 1;
otherwise only the former solution (4.6) is allowed. This solution (4.6) is in fact the one used
by Calogero [1] and also conventionally adopted by others [16, 17, 20] for all values of λ.
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range of ν κ(λ1) κ(λ2)
1
2
< ν ≤ 2
3
0 0
2
3
< ν ≤ 1− ν0 0 or ∞ 0
1− ν0 < ν < 1 + ν0 0 or ∞ 0 or ∞
1 + ν0 ≤ ν < 43 0 or ∞ 0
4
3
≤ ν < 3
2
0 0
Table 4: Possible choices of κ(λ1) and κ(λ2).
4.2 Total energy spectra
Having obtained the solutions for both the radial and the angular parts, we now construct
the solutions for the entire (relative coordinates) system (2.5) by combining the solutions of
the respective parts as
ψE(r;λ) =
1√
r
ρE(r)ψµ(φ), E = E(m, λ = 9µ
2), (4.8)
where we have denoted the angular solutions by ψµ(φ) collectively. These solutions ρE(r)
and ψµ(φ) are dependent on the parameters κ(λ) and ξ, ζ that specify the inequivalent
quantizations of the respective part.
It is important, however, to note that not all combinations of them are allowed because
the choice κ(λ) = ∞ is available only if λ < 1. In fact, one can readily see that κ(λ) = ∞
is possible, at most, for the lowest two angular eigenvalues λ = λ1 or λ = λ2, where
λ1 := 9(1− ν)2, λ2 := 9(1−∆)2, (4.9)
and that κ(λ) = 0 for all other λ which are above the two. More explicitly, the case κ(λ) =∞
is admitted for λ1 if
2
3
< ν <
4
3
, (4.10)
and for λ2 if
1− ν0 < ν < 1 + ν0, ν0 = 1
π
∣∣∣arctan√3ξ∣∣∣ . (4.11)
Since the condition (4.11) is stricter than (4.10), available choices for the inequivalent quan-
tizations depend on the value of ν, as summarized in Table 4.
For illustration, we show in Fig.3 the angular spectrum (left) for various values of ξ, and
the total energy spectrum (right) for different choices of the κ(λ) parameters. We observe
that if κ(λ) = 0 for all λ the energy levels are made of one single series, consisting of a regular
pattern formed by four singlets and four doublets. The equispaced levels suggest that, for
this case, the Calogero model may be solved by use of the ladder operator, as demonstrated
for the special case [7, 8] which amounts to U = −I and κ(λ) = 0 in our scheme.
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Figure 3: The spectra of µ for various ξ (left), and the total energy E for m = 0, 1, 2, 3
(right). The spectra of µ are plotted for ξ = 0, 1
3
, 2
3
, 1 under ν = 0.9, which interpolate
between U = V −1σ3V and U = σ3. The energy spectrum of E (in units of 6c) is obtained
for ν = 0.9 and ξ = 5
6
. The signs inside the dashed squares for the lowest two levels to each
m in the energy spectrum of E represent the levels arising for κ(λ) = ∞, which is allowed
only for these two levels. All other levels are obtained for the choice κ(λ) = 0. Symbols
used to plot the levels show the representations of the mirror-S3 group; the symbol ⊙ stands
for the identity representation χ+, ⊡ for the signature representation χ−, and × for the 2-
dimmensioal representation χ(2), respectively. (The superimposed symbols ⊗ and ⊠ indicate
that the levels are degenerate by the corresponding distinct representations.) The numbers
1, 2, 3 on the upper right of the symbols show the total multiplicities of the levels.
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5 Spectral preserving SU(2) and the angular spectrum
The angular spectrum obtained in section 3 is independent of the phase of the parameter ζ
even though the eigenfunctions are dependent on it. In particular, the levels of the mirror-
S3 singlets depend on neither of the parameters ξ and ζ and hence are independent on the
choice of V in U = V σ3V
−1. In fact, these are a consequence of the spectral preserving SU(2)
(or its subgroup U(1)) transformations [29] which are found in the family of inequivalent
quantizations we are considering here.
To see this, let us first consider the reflection transformation Q1 given by Q1 := P3 in
(2.7). Observe that the action (2.9) on the states,
ψ(φ)→ (Q1ψ)(φ) = ψ(−φ), (5.1)
is spectrum-preserving in the sense that if ψλ is an eigenstate of the angular operator HΩ as
in (2.5) with eigenvalue λ, then
HΩ (Q1ψλ)(φ) = λ (Q1ψλ)(φ), (5.2)
on account of the formal invariance of the operator HΩ under Q1. Note that this does not
imply that Q1 is a symmetry unless it is compatible with the boundary conditions specified
by U . For the boundary vectors, we find
Bk(Q1ψ) = σ1B6−k(ψ), B
′
k(Q1ψ) = σ1B
′
6−k(ψ), (5.3)
for k = 0, . . ., 5, with the identification B0 = B6 and B
′
0 = B
′
6. Thus, in effect, the
transformation Q1 induces in the connection conditions (2.20) the change
U → σ1 U σ1. (5.4)
It follows that the operator HΩ shares the same spectrum under the boundary conditions
specified by U and σ1 U σ1.
We next consider the ‘alternate reflection’ defined by
ψ(x)→ (Q3ψ)(φ) :=

 ψ(φ), φ2k < φ < φ2k+1,−ψ(φ), φ2k+1 < φ < φ2k+2. (5.5)
Evidently, this is also spectral-preserving, and on the boundary vectors we have
Bk(Q3ψ) = σ3Bk(ψ), B
′
k(Q3ψ) = σ3B
′
k(ψ). (5.6)
Accordingly, we find that the alternate reflection (5.5) induces
U → σ3 U σ3 (5.7)
in the connection conditions (2.20). From Q1 and Q3 we further define the product trans-
formation Q2 := iQ1Q3 that yields
Bk(Q2ψ) = σ2B6−k(ψ), B
′
k(Q2ψ) = σ2B
′
6−k(ψ). (5.8)
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By construction, Q2 is spectral-preserving and induces
U → σ2 U σ2. (5.9)
Consequently, we see that the connection conditions by U and σi U σi for all i = 1, 2, 3 give
rise to the same spectrum for the operator HΩ. Note that Qi’s form the su(2) algebra,
[Qi, Qj ] = 2iǫ
ijkQk. (5.10)
Suppose, now, that the state ψ is in a singlet representation of the mirror-S3, i.e., it is an
eigenstate of Ri with fixed eigenvalues ±1 for all i = 1, 2, 3. The state ψ is then a periodic
function with period 2π/3, and hence we have Bk(ψ) = B−k(ψ) and B′k(ψ) = B
′
−k(ψ). The
three relations (5.3), (5.6) and (5.8) can then be combined as
Bk(Qiψ) = σiBk(ψ), B
′
k(Qiψ) = σiB
′
k(ψ), i = 1, 2, 3. (5.11)
On account of the linearity of Bk and B
′
k observed in (5.11) and the algebraic property
(5.10), we find that a linear combination of the Qi’s
Q =
3∑
i=1
ciQi,
3∑
i=1
c2i = 1, (5.12)
with arbitrary coefficients ci fulfills Q
2 = I and is also spectral-preserving for singlet states.
On the matrix U , this induces
U → σ U σ, σ =
3∑
i=1
ci σi. (5.13)
It can be shown [29] that by choosing ci appropriately one finds σ such that σ U σ = V
−1UV
for any V ∈ SU(2). In other words, the transformation generated by Q in (5.12) yields the
change
U → V −1 U V, (5.14)
without altering the spectrum. It then follows that, as far as the mirror-S3 singlets are
concerned, the operator HΩ shares the same spectrum under V
−1UV for any V ∈ SU(2).
From this we see that for the scale invariant U = V σ3V
−1 we are considering, the spectrum
of the mirror-S3 singlets is independent of V , as we have observed in the last section.
This SU(2)-independence does not hold for the eigenstates in the doublet representation
χ(2) of the mirror-S3, because for them the transformations Q1 and Q2 interchange different
boundary vectors as seen in (5.3) and (5.8). However, the transformation Q3 still maps
the boundary vectors to themselves as (5.6) and can be used to provide a 1-parameter
family of spectral-preserving transformations eiθQ3 for any real θ. On the matrix U , the
transformations induce
U → e−iθσ3 U eiθσ3 , (5.15)
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which form a U(1) subgroup of the SU(2) transformations (5.14). In parameters, this allows
us to alter the phase of ζ in U freely, which implies that the whole spectrum depends only
on |ζ | or ξ as seen earlier.
Finally, we mention that the universality in the spectrum is a general feature of a circle
system with even number 2N of singularities that appears when it is quantized under mirror
symmetries defined analogously to the present case 2N = 6.
6 Conclusion
In the present paper we studied the inequivalent quantizations of the N = 3 Calogero model
based on the method of separation of variables. Our inequivalent quantizations respect both
the mirror-S3 invariance and the scale invariance. These quantizations are, in a sense, sup-
plemental to the quantizations presented in the paper [25] which respect the D6 invariance,
in view of the fact that the D6 is restored when the scale invariance is exchanged for parity
invariance in our case. Our symmetry requirement is that all the connection conditions at
the singularities in the angular part are specified by a single matrix U of the form (2.26).
For a system consisting of a line, this class of singularities is known as the scale invariant
family and is given, except for the cases U = ±12, by an S2 parameter space (see (3.18)).
We mention that the scale invariant family supports the Berry phase (or anholonomy) when
the singularities are tuned along a cycle on the scale invariant sphere S2 [30].
In our inequivalent quantizations, we found the eigenstates and eigenvalues explicitly,
both for the angular and radial parts that arise after the separation of variables is made.
These eigenstates are classified in terms of the irreducible representations of the mirror-
S3 group. We observed that the eigenvalues corresponding to the singlets of the S3 are
independent of the choice of U in the family, whereas those corresponding to the doublets
of the S3 are dependent only on one parameter ξ which corresponds to the coordinate along
a great circle on the S2. We showed that these properties are due to the spectral-preserving
SU(2) transformations or U(1) transformations that the scale invariant family possesses.
The scale invariance is strict enough to narrow the possible boundary conditions at r = 0
in the radial part down to just two types, one given by the Dirichlet condition and the other
by the Neumann condition. The Neumann condition is possible if λ < 1, which occurs only
for the eigenstates coupled to the lowest two angular levels. The possibility of the Neumann
condition brings about a number of different spectra for the total energy, as we have seen
in Fig.3. When all the radial eigenstates adopt the Dirichlet condition irrespective of the
eigenvalue λ of the radial level that couples to them, the energy spectrum exhibits a regular
pattern consisting of a number of distinct sets of levels which are equispaced from each other.
This suggests that for these cases we may also devise the method of the ladder operator to
solve the model. In contrast, this seems to be impossible when the Neumann condition
is adopted for the lower levels, where the regular pattern is broken at the lowest end of
the spectrum. The appearance of the intriguing combination of inequivalent quantizations,
which we found in the angular and radial parts in our model, is perhaps a generic feature to
be observed in quantizing models of more than two dimensions in general frameworks.
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