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SUMMARY
Video as a visual-communication modality finds utility in multimedia appli-
cations ranging from entertainment and education to telemedicine and telehealth.
However, video delivery for enabling such a multitude of applications imposes sub-
stantial demands on the underlying communication infrastructure. These demands
are further amplified with the advent of mobile multimedia technology, which while
simplifying the production of high-quality videos, also multiplies the challenges in
providing a high-quality video experience to the end user. In a wireless and mo-
bile communication paradigm, distribution and sharing of video content often occurs
over unfriendly network environments constrained by lack of sufficient bandwidth,
and prone to jitter, delay and packet losses. The research presented in this thesis
reasons that it is not possible to design a single “silver bullet” video-coding and
video-delivery solution to address all the challenges posed by the variety of multime-
dia applications that need to be supported over a diverse set of channel conditions.
Instead, this research proposes an assortment of application-specific optimizations de-
signed to enable high-quality video communication over bandwidth constrained and
unreliable channels, termed herein as Application Specific Video Coding and Delivery
(ASVCD) solutions. These ASVCD solutions employ content and context adaptive
approaches such as Region of Interest (ROI) video coding, Multiple Representation
Coding (MRC), and Multiple Representation Coding of the Region of Interest (ROI
+ MRC) for enabling video-based applications such as live surgical telementoring,
mobile and wireless video streaming, and asynchronous distance learning.
Stated briefly, this thesis investigates the effectiveness of ROI based video-coding
in facilitating diagnostically lossless delivery of surgical videos, with the objective of
xii
enabling surgical telementoring over very low bandwidth channels. Furthermore, to
facilitate error resilient video delivery over channels prone to burst losses and signal
loss intervals, a novel scheme known as Multiple Representation Coding is proposed
and evaluated in this thesis. Finally, the thesis proposes a scheme for unequal protec-
tion of the ROI in the video by using the MRC scheme to enable applications such as
distance learning and video streaming over low-bandwidth and unreliable channels.
The ultimate aim of every application-specific optimization presented in this thesis
is to provide the end-user with a high-quality multimedia experience in spite of the




The relative ease in producing, sharing and consuming video content afforded by the
recent advances in telecommunication and silicon technology, has multiplied the num-
ber of multimedia applications and services available to the average consumer. Today,
viewers can receive television broadcasts using Internet Protocol Television (IPTV),
stream on-demand videos using Netflix and Hulu, and engage in virtual meetings and
video conferences using Cisco Telepresence and Skype. Additionally, due to the busi-
ness growth reported by some e-retailers [82], availability of product-specific videos
on e-commerce websites such as Amazon and e-Bay is also becoming increasingly
common. This explosion in the popularity of streaming video is illustrated in studies
which have reported that over 85% percent of the Internet audience in the United
States views online videos every month [21], and that billions of videos are consumed
globally in a month [20]. Besides entertainment and shopping, video communication
plays a crucial role in facilitating important applications such as telemedicine and
remote healthcare delivery. Delivering medical videos with a diagnostically lossless
(DL) quality can lower morbidity by enabling a variety of telemedicine applications
such as teleconsultation, telementoring, telesurgery, and remote diagnosis. For ex-
ample, telementoring has already been proven effective in multiple scenarios ranging
from surgical education and civilian-oriented peace-time health care, to emergency
care in disaster relief and in military combat zones [29, 78,83].
An important factor contributing to the exponential growth in the availability
of the so-called “rich media applications” has been the improvement in the video-
delivery systems, and the video-coding technology facilitated by the H.26x family of
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video-coding standards. The H.26x series [102] comprises of the H.261 [37] and the
H.263 [38] standards developed by the ITU-T Video Coding Experts Group (VCEG),
and also the H.262/MPEG-2 Video [68], the H.264/MPEG-4 Advanced Video Cod-
ing (AVC) [39], and the H.265/High Efficiency Video Coding (HEVC) [13] standards
jointly produced by the ITU-T/VCEG and the ISO/IEC Moving Picture Experts
Group (MPEG). H.264/AVC is currently the most deployed video compression stan-
dard, and H.265/HEVC is the new emerging standard, promising a bit-rate reduction
of around 50% for equal visual quality compared to the H.264/AVC video-coding stan-
dard. In spite of the widespread deployment of the H.26x series of video encoders, it is
important to note that the different users participating in video communication over
the Internet are equipped with devices differing in power and computational capabil-
ities, and communicate over networks with differing bounds on the bandwidth and
channel reliability. For example, a video uploaded on a globally visible video-sharing
website such as Youtube may be streamed by a user in an urban setting equipped
with a fairly powerful desktop computer, and having access to a broadband connec-
tion with a download speed of several megabits per second (Mbps). The same video
could also be requested by user located in a remote rural area over a cellular data
connection with a download speed of only a few hundred kilobits per second (kbps).
In addition to such client diversity, the multimedia applications themselves impose
substantial and diverse set of demands on the underlying network. It is not possible
to design a single video coding and video delivery solution that can effectively address
the enormous diversity and heterogeneity created by variables such as channel condi-
tions and computing limitations, all while satisfying the unique requirements of each
and every multimedia application that needs to be supported. Clearly, enabling high-
quality video communication over bandwidth constrained and/or unreliable channels
requires certain application-specific optimizations.
In this thesis we present several video-coding and video-delivery solutions which
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adapt to the nature of the underlying network, and also to the modality of the video
content provisioned by each application. Collectively, we refer to this assortment of
content and network adaptive algorithms as Application Specific Video Coding and
Delivery solutions. The rest of this chapter will be devoted to establishing the need for
developing ASVCD solutions, and to introducing the reader to example applications
which can be rendered effective by employing the ASVCD toolkit.
Diagnostically lossless delivery of surgical procedures over low-bandwidth
channels
Surgical telementoring can be very effective in overcoming distance, cost, and
mobility issues, but the necessary bandwidth availability is not universal. Scenarios
requiring ultra-low bandwidth video communication are very likely to occur in rural
or military settings. Existing compression standards such as H.264/MPEG-4 Ad-
vanced Video Coding (AVC) [39] can compress videos at very low bitrates (less than
200kbps), but the quality of the compressed video is almost never “diagnostically
lossless.” Thus, telementoring in low-bandwidth scenarios is an example of applica-
tions that could benefit from the improved end-to-end video delivery facilitated by
the proposed ASVCD solutions. A compressed medical image or video is said to be
diagnostically lossless, if the medical expert examining the medical imagery does not
feel uncomfortable rendering a diagnosis off it. Based on expert evaluations it was
determined that the DL compression ratio for digital pathology images compressed
using the Joint Photographic Experts Group (JPEG) standard [49] is approximately
10:1 [109], and that videos of laproscopic surgery also compressed using JPEG are
diagnostically lossless at bitrates higher than 1.5 Mbps [42]. Compressing the medical
imagery at DL or sub-DL compression ratios is crucial to ensure that the informa-
tion conveyed by important features such as the myocardium in a cardiac MRI [19],
the nuclear morphometry, intensity, texture and gradient information in stains of
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Gliomas [110], or medical features such as skin tone mottling and respiratory rate in
case of telepediatric videos [81] is not compromised. However, aggressive compres-
sion of image or video data can result in artifacts that can impair the visibility of
diagnostically important features. For example, as seen in Figure 1, the visibility
of the suture degrades as the encoded bitrate of the surgical video drops from 1000
kbps (suture clearly visible) down to 250 kbps (suture visibility affected), and to 100
kbps (suture is not at all visible). Unfortunately, sufficient bandwidth to encode and
transmit the entire video at a DL bitrate is often unavailable. In this thesis, we
recommend employing a content-adaptive video-coding solution, known as Region of
Interest compression to overcome this challenge. In ROI-based video encoders, the
diagnostically or medically important regions of the frame are compressed at a higher
bitrate, and hence at a higher quality as compared to the rest of the frame. ROI video
coding, thus enables compression and transmission of the medical features at a diag-
nostically lossless quality, without exceeding the bit budget dictated by the channel
bandwidth. Hence ROI-based video coding is included as one possible video-coding
method in the ASVCD suite of solutions.
Error-resilient video delivery in the presence of burst losses and signal loss
intervals
Besides bandwidth constraints, wireless and mobile video access is also hampered
by the presence of burst losses and signal-loss intervals over the network. For exam-
ple, users may experience a complete loss of signal when riding an elevator, driving
through a tunnel, or traveling aboard an underground public transit. Signal loss on
the physical layer results in the loss of multiple packets on the network layer. Loss of
several packets ultimately manifest as a loss of multiple frames or seconds of the video
sequence on the application (video) layer. Existing error-control and error-recovery
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(a) Bitrate: 1000 kbps (b) Bitrate: 250 kbps
(c) Bitrate: 100 kbps
Figure 1: Effect of bitrate on the suture visibility in a surgical video.
approaches such as Forward Error Correction (FEC), or Flexible Macroblock Order-
ing (FMO) defined in the H.264/AVC standard cannot handle multi-frame losses, and
hence are rather limited in the presence of burst errors or signal-loss intervals. As a
result, the decoder has to resort to some form of naive error-concealment if multiple
consecutive frames of the sequence are lost. This is illustrated in Figure 2, where a
loss of multiple consecutive frames results in a “black-screen” or a “freeze frame” at
the receiver. This severely hampers the quality of video experience for the end-user.
Objectively, the loss of quality due to a freeze frame or a black screen appears as
deep “valleys” in the Peak Signal to Noise Ratio (PSNR), as seen in Figure 3. In
this research, we propose and demonstrate the effectiveness of a novel approach for
error-resilient video delivery, which we term as Multiple Representation Coding. By
transmitting multiple interleaved representations of the source sequence, the MRC
scheme facilitates a graceful recovery from burst and signal losses over the network.
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(a) No loss
(b) Loss: black screen
(c) Loss: freeze frame
Figure 2: Effect of the loss of consecutive frames on the received sequence.
Further, we improve the error-robustness of the proposed scheme by modifying the
MRC scheme to adapt to the expected length of the burst loss over the network. MRC
thus constitutes one of the video-delivery methods included in the ASVCD toolkit.
Error-resilient delivery of the region of interest over bandwidth-constrained
and unreliable networks
Bandwidth constraints and lossy channels can independently limit the ability to
enable high-quality video communication. However, the two impairments are not
necessarily mutually exclusive. On the contrary, wireless and cellular connections can
often be constrained by lack of sufficient bandwidth, and simultaneously be impaired
by burst losses and signal loss intervals. Useful applications such as distance learning,
where students remotely participate in courses by streaming live or pre-recorded video
6
Figure 3: Effect of the loss of consecutive frames of the video on the PSNR of a coded
video sequence.
lectures can be rendered undeliverable due to such impairments. We observed that
videos of lectures or presentations usually contain a well-defined ROI such as an
equation on the whiteboard, or the face and gestures of the lecturer. In such distance
learning applications, it can be useful to employ ROI-based video coding to deliver
a high-quality ROI in spite of the limited bandwidth availability. Further, error-free
delivery of the ROI can be ensured by using the MRC scheme. Thus, in this thesis we
propose disproportionately allocating the bits in a frame to establish a high-quality
ROI, and then unequally protecting the ROI against burst and signal losses by using
the MRC scheme. This coupling of video-coding with a ROI support, and error-
resilient video delivery using MRC is also included in the suite of ASVCD solutions.
1.1 Key Contributions
Based on the discussion above, we can state that existing line of H.26x video-coding
standards although powerful, still need to be adapted to provide higher coding effi-
ciency and reliable video delivery for enabling several important applications. Fur-
ther, we believe that these optimizations would need to be both content dependent
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and network dependent. Supported by multiple research grants, and strengthened by
a knowledge base adapted from signal processing and communications theory, this
thesis makes three key contributions to facilitate high-quality video communication
tailored to support specific multimedia applications over non-ideal networks.
• We investigate the effectiveness of ROI video coding in enabling surgical tele-
mentoring over very low-bandwidth channels. We implement a low-complexity,
standard-compliant, flexible and interactive ROI support in surgical videos, and
gather expert feedback to evaluate the diagnostic quality of the surgical field
when encoded as the ROI. Further, we also develop a working prototype demon-
strating a surgical telementoring application enabled using the proposed ROI
video coding technology. Finally, we compare the performance of ROI-based
video coding with other techniques such frame-rate and frame-resolution down-
sampling, which may also be useful in diagnostically lossless delivery of medical
videos.
• We present a novel approach for enabling error-resilient mobile and wireless
video streaming, which we term as Multiple Representation Coding. We demon-
strate that the MRC scheme can facilitate a graceful recovery from impairments
on the coded video sequence due to burst losses or signal loss intervals. Further,
we enhance the performance of the MRC scheme by implementing modifications
which enable the MRC scheme to adapt to the length of the burst loss over the
underlying network. We also compare the performance of the MRC scheme with
FEC, and study the effectiveness of the MRC scheme in enabling error-resilient
delivery of sequences encoded using the emerging H.265/High Efficiency Video
Coding (HEVC) standard.
• Finally, we present the ROI + MRC method for facilitating robust delivery of a
high-quality ROI by unequal protecting the ROI using the MRC scheme, at the
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expense of a degraded and lossy background. The ROI+MRC technique will be
employed for enabling applications such as asynchronous distance learning.
1.2 Organization of the thesis
The three key contributions of the thesis described in the previous section constitute
the ASVCD toolkit, and will be described in the upcoming three chapters. It is im-
portant to note that each of these techniques have a “sweet spot” in terms of possible
application scenarios. For example, ROI-based video coding is most effective in en-
abling applications which require real-time video communication over low-bandwidth
channels. The MRC technique owing to its design, is most suitable for enabling non
real-time applications such as video streaming which require error-resilient video de-
livery. Since the ROI+MRC technique inherits the advantages and limitations of
both methods, the ROI+MRC technique is most effective in enabling video appli-
cations which are hampered by the presence of bandwidth constraints and channel
impairments. Consequently, each upcoming chapter presents the problem definition,
an overview of existing research in each area, and also the specific application sce-
narios where the ASVCD toolkit finds the most utility. Further, a discussion of the
experimental results, and the conclusion derived from engaging in this research is also
documented in each chapter. Thus, Chapter 2 presents on overview of existing tele-
mentoring systems, and ROI video coding methods. Implementation and evaluation
of the proposed ROI-based video coding solution is also presented in Chapter 2. A
literature review of existing error-resiliency schemes for video delivery is presented in
Chapter 3. The MRC and the adaptive-MRC schemes are introduced, and compared
to an existing scheme in Chapter 3. Chapter 4 presents techniques to enable a robust
delivery of the ROI, with the aim of enabling distance learning applications. Finally,




REGION OF INTEREST VIDEO CODING FOR
ENABLING SURGICAL TELEMENTORING IN
LOW-BANDWIDTH SCENARIOS
2.1 Introduction
Surgical needs of remote rural communities and those of the armed forces present
a unique set of challenges. In rural surgical facilities or military field hospitals, a
single surgeon may oversee the care of numerous patients. However given the extent
of specialization in surgery, just one surgeon cannot be expected to handle the wide
range of surgical possibilities that may arise in such settings. Surgical telementor-
ing presents a possible solution to this problem. Surgical telementoring represents
an advanced telemedicine application which can facilitate real-time guidance and in-
struction of less experienced, remotely-located general surgeons by more-experienced
surgeons and subspecialists using audio, video, and telecommunication resources. It
has been shown that surgical telementoring can increase patient access to experienced
surgeons and expert consultation in rural communities, and facilitate emergency care
during disaster relief, humanitarian missions, and in military combat zones [29,78,83].
Further, surgical telementoring can prove useful for education and training of new sur-
gical residents, and for demonstration and dissemination of novel surgical approaches
around the world [25]. However, the absence of broadband communication infras-
tructure in remote rural communities or in military theatres, limits the ability to
facilitate real-time video communication. While bandwidth limitations impose an
upper bound on the bitrate of the videos to be encoded, a lower bound is imposed
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by the low tolerance towards any compression-related artifacts on the diagnostically-
important surgical content within the video. As a result, enabling real-time surgical
telementoring, while balancing these seemingly conflicting requirements still remains
a technically challenging problem.
2.1.1 Bandwidth requirements for telementoring
Several successful deployments of telementoring systems have been reported in liter-
ature. Demartines et al. attempted to assess the accuracy of telediagnosis in surgical
cases by arranging weekly teleconferences between six university hospitals in four Eu-
ropean countries over a period of two years [25]. The participants were presented
with short edited clips of surgical procedures, and then asked questions such as “is
the organ structure recognizable?”, and “ is the organ fine structure recognizable?”.
These teleconference were conducted using six Integrated Services Digital Network
(ISDN) lines with a total channel capacity of 384 kbps. The authors reported that
presentation of the surgical clips was rated positively by 72.2% of the participants,
and the transmission bandwidth of 384 kbps performed satisfactorily, resulting in
an accuracy of 93.3% in recognizing the organ structures, and an accuracy of 60%
in recognizing the fine structures. However, the artifacts increased from 3% to 12%
when the bandwidth was reduced to 256 kbps. Boanca et al. employed channels
with average bandwidth between 800 kbps to 1024 kbps to compare the experience
of surgeons in accessing the surgical field using a robotic camera, as opposed to a
separate pan-zoom camera mounted on a tripod [10]. The surgeon was able to iden-
tify the surgical anatomy equally well in both cases. Schulam et al. developed a
system for transmitting videos of laparoscopy procedures from the operative site to
a central site (mentor location) using a single T1 line with a channel capacity of 1.54
Mbps [85]. These videos were captured with a frame-resolution of 176x144 (QCIF)
and a frame-rate of 30 frames per second (fps), and were encoded using the H.261
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video-coding standard [37]. All the seven cases were completed successfully and with-
out any complications using their teleconsultation system. Several other examples of
intra-hospital, local, and international telementoring systems were reviewed in [83]
& [2]. In most clinically successful demonstrations of telementoring systems in gen-
eral surgery, medium (384 kbps) to high (in excess of 1.5 Mbps) bandwidth resources
were required for real-time delivery of fairly low-resolution medical videos. However,
broadband communication infrastructure is nonexistent in remote rural communities
and either absent, or damaged due to warfare in military combat zones. Bandwidth
constraint has previously been cited as a rate-limiting resource that can render wire-
less, long-distance telementoring systems ineffectual [78]. As an example, Cubano et
al. used “off-the-shelf” components to establish video, voice, and data communica-
tion between the USS Abraham Lincoln aircraft carrier cruising the Pacific ocean, and
stations located in Maryland and California [23]. However, with the total bandwidth
limited between 9.6 kbps to 28.8 kbps, video communication had to be reduced to
very low frame-rates of 2-4 fps (typically videos are captured at the frame-rate of 24,
30 or 60 fps), and introduced delays of 2-20 seconds.
Clearly, the diagnostically-important surgical content within the videos place a
lower bound on the bitrate of the encoded videos. Furthermore, procedures involv-
ing excessive dissection, suturing and knot-tying demand even higher communication
capacity. Silva et al. performed 18 porcine pyeloplasty procedures using a robot and
satellite links [24]. Their experiments concluded that telesurgery was not possible at
a bandwidth below 4 Mbps. Hiatt et al. subjected controlled procedures of laparo-
scopic surgery to various levels of compression using the JPEG standard and displayed
them to physician and nurse observers [42]. The authors concluded that clinically ac-
ceptable video compression for remote proctoring of laparoscopic procedures could be
performed only at a bitrate of 1.5 Mbps (or higher). Similarly, Nouri et al. attempted
to determine the necessary bitrate for transmitting medical-grade videos [71]. The
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surgical videos were compressed using the MPEG-2 video-coding standard [68], and
evaluated by a panel of experienced surgeons. The expert evaluations concluded that
videos encoded with a bitrate of 3 Mbps (or higher) have a medically-satisfactory
quality. A relatively new video codec (Windows Media Video 9) was used to enable
mobile remote consultation for care of patients with acute stroke by Kim et al. [57].
Their study concluded that the remote specialists had a difficulty assessing patients
with a stroke by viewing videos encoded with bitrates below 400 kbps.
All the above examples substantiate that medical-grade video is one of the most
demanding data modality in terms of the necessary transmission bandwidth. Unfor-
tunately, in remote settings, low-bandwidth wireless channels are the only possible
mode of video communication. As per the feedback from our collaborators at the
Telemedicine and Advanced Technical Research Center (TATRC) at Fort Gordon in
Augusta, Georgia, very low bandwidth of around 128 to 200 kbps might be available
for video communication with the forward military sites. To the best of our knowledge
only one demonstration of surgical telementoring in low bandwidth scenarios has been
reported in literature [36]. In most cases, lack of sufficient bandwidth tends to render
clinically beneficial programs like remote surgical mentoring undeliverable. ROI video
coding is a potential solution to address the constraints imposed by limited bandwidth
channels. By disproportionately allocating larger information rate resources to the
ROI as compared to the background (BG), it could be possible to encode the surgical
field with a visual quality that is appropriate for medical assessment.
2.1.2 Region of interest video coding
Several methods have been proposed for introducing ROI support in encoded videos.
Wong et al. proposed a ROI-based, channel-adaptive, source-coding scheme for wire-
less video transmission [112]. Channel bandwidth was computed based on the channel
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state information, and the ROI and the BG were then adaptively encoded with differ-
ent and varying compression ratios determined by the channel bandwidth. The BG
was dropped altogether when necessary. Chai et al. proposed and implemented two
ROI-coding strategies [15]. Their maximum-bit-transfer (MBT) strategy assigned the
highest permitted compression level to the BG, and the lowest possible compression
level to the ROI in a manner that ensured that the target bitrate was not exceeded.
Their joint bit-allocation strategy allocated bits to the ROI and the BG based on
the size, motion, and priority of each region. They also implemented a user-defined
mode, where the user could adjust bit consumption using a scale that ranges from
“not-coding-foreground” to “coding-foreground-only”. A central ROI was assigned
the highest priority, and multiple regions around the ROI were assigned decreasing
priorities before reaching the background in [1]. The background was assigned the
lowest priority. To introduce a graceful degradation in the picture quality going from
the ROI to the BG, higher priority regions were allocated more bits as compared to
the lower priority regions. This method specifically targeted a two-layer approach
for rate control, and assigned bits at the group-of-pictures (GOP) and the frame lev-
els. Given the iterative nature of the rate-allocation algorithm presented in [15], and
the complexity of the algorithm presented in [1], a real-time implementation of these
methods seems infeasible. Although real-time ROI coding is targeted in [112], the
results were demonstrated on a five fps source video, which would be considered too
low for surgical telementoring applications.
The algorithms presented in [15] and [112] were implemented using the H.261 and
the H.263 [38] video-coding standards respectively, while the algorithm in [1] was
implemented by modifying the H.264 reference software. H.264 is currently the most
popular video-coding standard. As a result, several approaches have been proposed
to introduce ROI in an H.264 compliant fashion. Such techniques primarily rely
on using the Flexible Macroblock Ordering (FMO) and the Arbitrary Slice ordering
14
(ASO) tools available in the baseline and the extended profiles of the H.264 standard.
Using these tools, it is possible to divide a frame into multiple slice groups. Each
slice group is composed of several independently decodable slices. Every macroblock
of the picture can be freely assigned to one of these slice groups. Thus for example,
one slice group can represent all the macroblocks of the ROI, and another slice group
can be used represent all the macroblocks of the BG. In [26], FMO of Type 2 was
used to divide the picture into a number of regions of interest and one region of
disinterest. Further, the regions of interest were compressed at a higher bitrate than
the region of disinterest. The region of disinterest was entirely dropped in the extreme
case. Leuven et al. proposed an user-interactive implementation in which the user-
defined regions of interest were signaled using a FMO of Type 2, Type 3 and Type
6 [100]. Further, a concept of an extensible ROI (x-ROI) was introduced to smooth
out the transition between the ROI and the BG. Once the shape and the size of the
ROI were determined, each picture was compressed using predetermined quantization
parameters (QPs). For example, the set {25-30-35} would imply a QP of 25 for the
ROI, a QP of 30 for the x-ROI and a QP of 35 for the BG. In [5], the ROI was signaled
using a standard-compliant FMO mapping function and was combined with a QP-
adaptation scheme to control the source rate. However, due to coding inefficiencies
and additional decoder complexity associated with FMO, most H.264 encoders do
not implement these error-resiliency features. FMO is also excluded from the most
commonly used “main” and “high” profiles of the H.264/AVC standard. Furthermore,
most of the techniques described so far, are blind to the medical content of the
videos, and hence untested in their ability to support telementoring applications.
For example, the schemes proposed in [112] & [26], BG was dropped entirely in
extreme cases. However, complete loss of background context can be distracting for
the medical experts examining the video (see Section 2.3 & [81]). The next sub-
section reviews a few techniques which are targeted specifically for ROI-compression
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of medical videos.
2.1.3 ROI coding of medical videos
Medical videos are evaluated by experts who require the videos to be diagnostically
lossless. However, most ROI-coding algorithms proposed in literature are not strictly
targeted towards medical applications. Very few approaches have specifically ad-
dressed ROI coding of medical videos. Yu et al. did not explicitly introduce the
notion of a ROI, but presented a new measure to estimate motion complexity, and
also proposed a perceptual bit-allocation method to heavily compress the non-medical
content within a medical sequence [114]. For example, the authors suggested com-
pressing the black background of an “echocardiography” sequence more heavily, as
compared to the cardiac imagery in the picture. Although the PSNR and bitrate
gains achieved by ROI encoding were negligible, the subjective evaluations indicated
an improvement in the perceptual quality [114]. Perceptual quality however, is not
the same as medically or diagnostically-acceptable quality. DL of encoded videos can
only be determined by medical experts. However, the subjective evaluations in [114]
involved a single “medical doctor”. In [90], the authors developed a “gaze map” indi-
cating the ROI in the frame by tracking the eye movements of the surgeon. Using this
gaze map, the videos were pre-processed with a filter to aggressively remove texture
information from regions outside the ROI, giving as much as 50% reduction in the
bit-rate of the encoded video. However, the impact of removing the so-called “re-
dundant information” on the complexity of the encoder, and the diagnostic quality
of the videos were not evaluated by experts. In [97] the ROI in carotid ultrasound
videos was identified using a visual attention model and signaled using a saliency map.
Once the ROI was identified, the BG was blurred and the video was compressed using
MPEG-2 and MPEG-4 [69]. Since the BG needs to be blurred to reduce its quality
in the encoded video, the encoded quality of the ROI has to be varied indirectly by
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varying the strength of the median filter. Although a gain in the coding efficiency
was reported in [97], the authors also noted that the medical experts evaluating these
videos did not express a significant preference towards the ROI-encoded videos. An
elastic ROI was introduced in telepediatrics videos in [80, 81]. Expert feedback from
physicians was used to determine the bitrate at which the mathematically lossless
(ML) and DL quality was achieved when encoding various pediatrics videos. This
information was then incorporated in the encoder design by using a state machine
to determine the bitrate that should be allocated to the ROI and the BG of telepe-
diatric videos. Based on subjective evaluations by physicians, their study concluded
that ROI-encoded videos can be deemed diagnostically lossless at bitrates around
500 kbps as compared to 1077 kbps for the uniformly encoded videos. However, as
will be seen in Section 2.3, considerable amount of inter-expert variability and con-
tent dependancy may exist when evaluating the quality of surgical sequences. This
makes it impossible to allocate a single bitrate [81], or a single QP value [100] for
the ROI across different surgical sequences, while ensuring a DL quality. Still, based
on the existing literature, it can be asserted that ROI encoding can prove valuable
for compression and transmission of surgical videos in low bandwidth scenarios. In
the next few sections, we will propose a method to introduce a flexible, interactive
and low-complexity ROI support in a standard-compliant fashion for enabling remote
mentoring of surgical procedures.
2.2 Region of interest compression for video delivery in low
bandwidth scenarios
As seen in the previous section, encoding surgical videos with a ROI support can
improve the quality of the surgical field delivered over very-low bandwidth chan-
nels. Besides the challenge of delivering a real-time, diagnostically lossless video over
bandwidth constrained channels, several other restrictions may be imposed by a tele-
mentoring application. The operating room located in a rural surgical facility or
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military field hospital may have limited computing capabilities, and may not be able
to support high complexity algorithms for encoding and transmitting the surgical
videos. Furthermore, to support multiple, and possibly mobile decoding platforms at
the mentor site, the video needs to be encoded in a standard-compliant fashion. Given
the above requirements, this work focuses on adapting an existing H.264 encoder to
introduce flexible, interactive, and diagnostically lossless ROI in surgical videos, as
described below.
2.2.1 Objectives
The desired outcome of this part of the research is a military surgical paradigm where
less experienced surgeons deployed at forward sites can be mentored by more experi-
enced specialists from a rearward remote site, enhancing in-theater surgical options
by bringing scarce expertise into play. Given the surgical nature of the videos, the
first and foremost objective of the presented research is to determine the effectiveness
of establishing a ROI in encoding a diagnostically lossless surgical field. The second
aim of the proposed research is to develop and evaluate a prototype demonstrating a
surgical telementoring application.
2.2.2 Equipment
For this project we used a head-mounted camera configuration to capture the surgical
procedures. In consultation with physicians at the Eisenhower Army Medical Center
(EMAC) at Fort Gordon, GA, we determined to use to the Luxtec surgical video
system [64]. As seen in Figure 4, this system consists of a head-mounted camera and
a light source mounted on the same headset as the camera. In the video system,
the camera output is fed to a MPEG-2 encoder, and optionally to a liquid crystal
display (LCD), and a digital video recorder (DVR) for recording the captured video.
The camera output has a spatial resolution of 720x480 pixels and a frame rate of
30 fps. Ideally, we would have preferred gaining access to the uncompressed video
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output of the system. Unfortunately, due to the relatively closed (black-box) nature
of the surgical system, accessing uncompressed video output from the camera is not
very feasible. However, the built-in MPEG-2 encoder compresses the captured videos
at a very high bitrate of around 6.4 Mbps. Based on the manufacturers testing,
and existing literature, a bitrate higher than 6 Mbps can be safely considered to be
diagnostically and visually lossless. As a result, we simply decoded these MPEG-2
compressed videos, and treated them as raw or uncompressed videos for the purpose
of our experiments.
Figure 4: Luxtec surgical video system [64].
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(a) Transconjunctival incision (b) Left lateral skin closure
(c) Intraoral vestibular access (d) Left orbital rim fracture
Figure 5: Example clips in the surgical video database
2.2.3 Database
Multiple video clips of maxillofacial surgery were recorded by a surgeon using the
head-mounted camera. The clips included a variety of surgical procedures such as
incision, suturing, tooth-extraction etc. Figure 5 shows some of the clips in the
database.
2.2.4 Region of interest video compression
The design of the proposed system is based on the following assumptions,
1. The upper bound on the channel capacity for video transmission is 200 kbps.
2. One-way video communication capability is available to enable the remote men-
tor to view the surgical procedure.
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3. Two-way audio communication capability is available to enable the remote men-
tor to interactively engage the surgeon during the procedure.
Given the design requirements of facilitating live video communication, we choose
the x264 software for encoding [67]. X264 is a free and open source library and
software for real-time encoding of video streams in the H.264/MPEG-4 AVC format.
An overview of the various rate-allocation modes available in x264 can be found
in [67]. We use the average bitrate, 1-pass mode to achieve the target bitrate in real
time. Without any modifications, x264 can compress a 720x480p, 30 fps input video
with a processing speed well over 30 fps using a generic desktop computer. This
processing speed easily meets the real-time requirement of our system.
To introduce a flexible and interactive ROI in the picture, we modify the quan-
tization coefficients of each macroblock of each frame. By differentially quantizing
different regions of the video frame we can create a low bitrate background region, and
a high bitrate ROI. This strategy introduces ROI encoding in a standard-compliant
fashion, thus ensuring that any decoder capable of decoding H.264 bitstreams will
also be able to decode the ROI-encoded videos. The H.264 standard specifies 52 val-
ues (0-51) for the QP, and each value of the QP maps to a certain step size of the
H.264 quantizer. As the value of QP increases, the quantizer step size also increases.
Furthermore, the step size doubles for ever increment of six in the QP value. In the
x264 source code, we identified an entry point to insert custom macroblock quantizer
coefficient offsets to implement the ROI encoding capability. ROI is implemented
in the x264 encoder by supplying a positive or negative ‘QP-offset’ value to each
macroblock of the frame. Thus the ROI can be established by supplying a negative
QP-offset value to reduce the QP of the ROI macroblocks and simultaneously sup-
plying a positive QP-offset value to increase the QP for the BG macroblocks. X264
adaptive quantization in the 1-pass mode assigns QP values by estimating various
parameters such as the motion and texture complexities within the picture. The
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user-defined QP-offsets are applied on top of the QP decisions made by the x264
rate-allocation algorithm. In [100], predetermined QP values are forced on the ROI
and the BG regions. This has the disadvantage of indiscriminately quantizing the
regions of varying complexities within the ROI and the BG with the same QP. In
contrast to the approach in [100], by applying user-defined QP-offsets on top of the
decisions made by x264, we are able to preserve the rate-allocation decisions made by
x264 while still allocating larger bits to the ROI as compared to the BG. However,
since the QP-offsets are applied on top of the QP decisions made by x264, we need to
ensure that the target bitrate is not affected by the externally induced changes in the
quantization parameter. After running multiple experiments on the test videos, we
empirically determined to restrict the QP-offset values for the ROI between ‘0 to −10’
and the QP-offset values for the BG between ‘0 to +8’. To simplify the application
of QP-offsets, a QP-offset control was provided to the user. As the QP-offset control
varied from 0 to 10, the ROI visibility varied from no-ROI (or uniformly compressed
frame) to a strong ROI (and a heavily compressed background). Figure 6 shows the
effect of three different QP-offset settings: 0, 6, 10 on the left lateral skin closure se-
quence. Qualitatively, these settings correspond to uniformly compressed, or no-ROI
(0), medium-ROI (6) and strong-ROI (10). As seen from Figure 6, the visibility of
the suture clearly improves with a strengthening ROI.
Given the head-mounted nature of the camera, the surgical field could move over
the entire frame during the procedure. As a result, the ROI encoded in the trans-
mitted video would also have to follow this movement from frame-to-frame. This
problem can be partially simplified by assuming that the remote mentor can request
the surgeon to momentarily hold his or her head still. Given this simplification, a
low-complexity and flexible ROI was introduced in the system. This flexibility can
be achieved by dividing the frame into a 3x3 grid (or 9 cells), such that we have cells
(1,2,3) on Row 1, cells (4,5,6) on Row 2, and cells (7,8,9) on Row 3 as seen in Figure
22
(a) QP-offset=0 (b) QP-offset=6
(c) QP-offset=10
Figure 6: Effect of changing QP-offset value on the ROI and the BG quality of the
left lateral skin closure sequence.
7. Now we have the flexibility to choose five different locations of ROI, each of size
2x2 (or four cells). These are: (a) Northwest (1, 2, 4 and 5), (b) Northeast (2, 3, 5
and 6), (c) Southwest (4, 5, 7 and 8), (d) Southeast (5, 6, 8 and 9) and (e) Center.
The center ROI region is composed of the central cell (5) and extends half-way into
each of its neighbors (1-9). Figure 8 shows the various possible ROI locations in our
implementation.
Figure 7: Illustration of the nine cells and the central-ROI.
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Figure 8: Various possible locations of the ROI in the proposed system.
Some ROI encoding approaches implement automatic detection and tracking of
the ROI using various gaze tracking [90], or segmentation [63] algorithms. Introducing
such complexities for a surgical telementoring application is not only unnecessary,
but almost undesirable. It is important to note, that the ultimate aim of the surgical
telementoring system is to deliver a DL-quality surgical video to the mentor. Given
the level of inter-expert subjectivity involved in evaluating surgical videos, the best
individual (or algorithm) to determine the location and the quality of the ROI is the
mentor actually making the remote diagnosis. Hence, instead of transmitting videos
which are encoded using a ROI defined by a person, or an algorithm at the encoder
(operative site), an interactive user-interface is provided to the remote mentor. This
enables the mentor to view the live video, and signal a change in the quality and the
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location of the ROI as and when necessary.
2.3 Results and Discussion
Figure 9a shows the PSNR of the ROI and the BG for the intraoral vestibular access
sequence compressed at 150 kbps with a QP-offset value of 10 (strong ROI). As seen
from the figure, the PSNR of the ROI is boosted at the expense of the PSNR of the
BG. Figure 9b shows the variation of the PSNR of the ROI with varying values of
QP-offset. Clearly, as the value of QP-offset increases, the PSNR of the ROI also
increases.
(a) PSNR of the ROI and the BG with QP-
offset=10
(b) PSNR of the ROI with different QP-offsets
Figure 9: Analysis of the intraoral vestibular access sequence.
Figure 10 illustrates the ability of the proposed ROI-based encoder in increasing
the apparent bandwidth of the transmission channel. Although the video in Figure
10a, and the video in Figure 10c are encoded at the same bitrate (156 kbps), the ROI
of the video (Northwest) in Figure 10c appears to have a better perceptual quality.
This difference is particularly noticeable around the incision and near the tip of the
surgical instrument. Moreover, the ROI of the video in Figure 10c which is encoded
at 156 kbps appears to have the same visual quality as that of Figure 10b which is
encoded at 256 kbps. Thus, for video transmission over a channel whose bandwidth
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(a) 156 kbps, without a ROI (b) 256 kbps, without a ROI
(c) 156 kbps, with a ROI
Figure 10: Frame of a surgical video compressed at (a) 156 kbps without ROI, (b)
256 kbps without ROI, and (c) 156 kbps with ROI.
is limited to only 156 kbps, the ROI-encoded video (Figure 10c) seems to be a better
choice compared to the uniformly-compressed video (Figure 10a).
Although ROI encoding gives a PSNR gain in the ROI of the picture (Figure 9a),
and appears to have a higher perceptual quality (Figure 10), the diagnostic quality
of the ROI-encoded videos can only be evaluated by experts, or in this study, by
surgeons. To establish the DL criterion, and also to evaluate the usefulness of ROI
encoding in surgical videos, subjective evaluation involving multiple surgeons were
conducted. The test design is briefly described below:
1. Three different surgical videos (Figure 5a, Figure 5b and Figure 5d) were chosen
for the test. Each video was compressed at three different bitrates: 125 kbps,
150 kbps and 200 kbps and three different QP-offset values: 0, 6 and 10.
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2. The entire evaluation was presented in the form of nine “test sessions”. Each
test session consisted of three videos which were all encoded at the same bitrate,
but with different QP-offsets.
3. The evaluators were instructed to view each video and give a rating of acceptable
(A), somewhat acceptable (S) or unacceptable (U) to each video. The evalu-
ators were also encouraged to fill out the comments section with qualitative
observations.
4. Since the evaluators were unfamiliar with video-coding and region-of-interest
technology, a “training session” was included before the actual evaluation. The
training session comprised of videos demonstrating all possible “effects” that
would appear in the evaluation videos. Thus, the training videos consisted
of surgical videos encoded with varying bit-rates (and hence varying levels of
compression artifacts such as blockiness), and varying strengths of the ROI.
The training videos were not included in the test sessions.
5. To avoid biasing the responses of the evaluators by presenting videos in a pre-
dictable pattern, the display order of all the videos for different test sessions
was completely randomized. This made it impossible for the evaluators to de-
termine the bitrate and QP-offset value of the video based on the order in which
it appeared in the evaluation.
Figure 11a shows an example response of one of the evaluators for Test Session 2.
The three videos displayed in this test session were all compressed at 200 kbps and
with QP-offset of ‘10’ for Video1, ‘6’ for Video2 and ‘0’ for Video3. As seen from the
figure, all the videos were rated as ‘A’ or ‘S’. Based on the ratings and comments given
by a surgeon for this test session (Figure 11a), there seems to be a preference towards
a stronger-ROI over the medium or no-ROI videos. However, as seen in Figure 11b,
in contrast to Test Session 2, all the videos in Test Session 4 were rated ‘U’. All the
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videos in Test Session 4 were compressed at 125 kbps. Thus the response of the same
surgeon for Test Session 4 indicates that no amount of ROI coding is sufficient to
achieve diagnostic quality for this video encoded at 125 kbps.
(a)
(b)
Figure 11: Evaluation of (a) Test Session 2 and (b) Test Session 4 by the same
surgeon.
A total of eight surgeons and seven dental residents evaluated the ROI-encoded
videos. Table 1 shows the aggregated evaluations of all participants. The clips were
displayed to the participants in the order seen in Table 1. The final three columns
of the table indicate the number of times a video was rated either ‘A’, ‘S’ or ‘U’.
These evaluations were further aggregated as seen in Table 2, to determine the effect
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of varying bitrate and varying quality of the ROI using QP-offset on the quality of
the encoded videos.
Table 1: Aggregate of evaluations received from all participants
STIMULUS BITRATE OFFSET #A #S #U
Offset 10 3 8 4
CLIP2 125k Offset 06 8 3 4
Offset 00 3 4 8
Offset 10 8 5 2
CLIP1 200k Offset 06 10 5 0
Offset 00 10 4 1
Offset 10 5 7 3
CLIP2 200k Offset 00 8 6 1
Offset 06 8 6 1
Offset 10 2 7 6
CLIP3 125k Offset 00 4 6 5
Offset 06 6 6 3
Offset 06 8 4 3
CLIP3 200k Offset 00 7 7 1
Offset 10 9 3 3
Offset 06 7 5 3
CLIP1 150k Offset 10 6 8 1
Offset 00 9 6 0
Offset 10 4 8 3
CLIP3 150k Offset 06 5 9 1
Offset 00 8 2 5
Offset 06 6 8 1
CLIP2 150k Offset 00 2 7 6
Offset 10 7 7 1
Offset 06 9 4 2
CLIP1 125k Offset 00 8 5 2
Offset 10 9 3 3
From Table 2, two following two trends can be spotted:
1. Higher bitrate is always preferred. Thus, the evaluators always rated a video
compressed at 200 kbps as possessing better or the same quality as that of a
video compressed at 125 kbps or 150 kbps. Furthermore the difference in the
number of ‘A’ and ‘U’ ratings for a video compressed at 200 kbps is much higher
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Table 2: Summary of evaluations by all participants
A S U #A - #U
125 52 46 37 15
Bitrate 150 54 60 21 33
200 73 47 15 58
0 60 45 30 30
QP-offsets 6 67 50 18 49
10 52 58 25 27
than for the other two encoding bitrates under consideration.
2. It was also observed that although ROI-encoded videos are preferred over uni-
formly compressed videos, the strongest ROI quality was not always preferred.
As seen in Table 1 there were multiple instances where evaluators rated video
encoded with QP-offset of 10 to be lower than video encoded with QP-offset
of 6. This observation was also confirmed in Table 2, where the difference in
the number of ‘A’ and ‘U’ ratings for QP-offset of 6 is significantly larger than
that for videos with QP-offset of 0 or 10. Although sufficient qualitative com-
ments were not available to explain this observation, as seen in Figure 12, some
reasons such as “weird depth issue” for the videos compressed with strong-ROI
were noted. Videos in Figure 12 were all compressed at 200 kbps, but with QP-
offsets of 6, 0, and 10. This indicates that although increasing the ROI-quality
at the expense of the BG can help, boosting the quality of the ROI to the point
where the BG is highly distorted can be distracting for the expert evaluators.
This observation is consistent with the study in [81], where the authors have
reported that background context, or overview information is important to the
physicians, and have also noted that, “DL quality in the ROI is necessary and
is the most important issue, but is itself not a sufficient condition for the overall
assessment of the patient.”
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Figure 12: One evaluation of Test session 5.
2.4 ROI encoding prototype
A ROI encoding prototype was implemented to demonstrate real-time ROI encoding
and streaming of surgical videos. This implementation utilized the open source VLC
video player and streaming server [73], and the open source x264 encoder. A basic
user interface (UI) which runs on a web browser was also implemented to allow
the remote mentor to control the location and the quality of the ROI within the
frame. Figure 13 shows a screen-capture of the prototype in action. The prototype
is enabled by launching the VLC player in a streaming server mode of operation.
Encoder parameters such as single-pass encoding and small look-ahead buffering are
chosen to facilitate low-latency and real-time encoding of the surgical video, and the
target bitrate is set equal to the actual capacity of the channel. The encoded video
is streamed over the network using Hypertext Transfer Protocol (HTTP). The VLC
encoder periodically checks the contents of a local file which contains information
regarding the current location of the ROI (NW, NE, Center, SW, SE), and also the
current value of the QP-offset (0-10) requested by the remote mentor. The client
UI is a PHP: Hypertext Preprocessor (PHP) script running on the web server which
allows the client to change the location and the strength of the ROI remotely, and in
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real time.
Figure 13: The client UI of the ROI evaluation prototype.
The ROI prototype was also evaluated by three experts. The users were given the
opportunity to experiment with the prototype for as long as they wished, and then
asked to provide qualitative answers to four questions structured to prompt feedback
from the users regarding the prototype, as well as the ROI-coding technology itself.
The questions and a few select responses are enumerated below,
1. Is it useful to have buttons to control the location of the ROI? Is this
location control easy to use?
“It is very useful to have buttons to control ROI location.” “It is important to
allow the surgeon to have the option to change the location.” “It will be nice
to have it (the ROI) outlined or highlighted for a second when it starts.”
2. Is it useful to have a slider to control the strength of the ROI? Is this
strength control easy to use? “ It was very useful to have a slider control
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the strength of the ROI. If bandwidth is a concern the strength control can be
adjusted for best clarity available at the time.”
3. What additional features would you like to see to improve the useful-
ness and the usability of the tool? “ include adjustment options for - color,
sharpness, brightness, etc. to improve contrast between anatomic structures,”
“Maybe (include) some numbers impacting quality of video like kb/s or resolu-
tion.” ” .. 10 grades of ROI level are too much and not very convincing. None
- Some - Lots (1-5-10), however, may be useful in some situations. In general,
on the other hand, having it on or off may be all you need.”
4. After having used the prototype, what is your opinion on the useful-
ness of ROI for viewing remote videos? “ROI for viewing remote videos
can be a very beneficial option in austere environments. ..allowing an opportu-
nity to make critical decisions and provide insight that would positively impact
morbidity.”
2.5 Non-ROI methods for surgical telementoring over low-
bandwidth channels
As detailed in Section 2.1, the challenges involved in transmitting high-quality surgical
videos over low-bandwidth channels are immense. However, ROI coding may not be
the only solution to address these challenges. Martini et al. designed a network-aware
video compression and transmission system to address the contrasting requirements
of low compression ratio, and high loss protection for transmission of medical videos
over low bandwidth channels [66]. Their system varies parameters such as frame
rate, QP values for the I and P-frames, and the GOP-length of MPEG-4 video,
in response to the received video quality measured using metrics such as PSNR.
However, it is well known that PSNR does not relate well with the visual or the
diagnostic quality of the decoded video. In [18], a mobile teletrauma system was
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implemented over a commercial 3G cellular connection whose bandwidth fluctuated
between 153 kbps and 60 kbps. Congestion on the channel during low data-rate
intervals was managed by varying the frame-rate of the transmitted medical video.
Although the transmitted videos used in their work had a fixed frame resolution of
320x240, the frame rate varied between 2-25 fps. The videos were encoded using the
motion JPEG (M-JPEG) standard to give a compression ratio between 15:1 to 25:1.
Again, the frame-rate adaptation in this system was done entirely by estimating the
link bandwidth, and did not consider the implications of varying the frame-rate on the
diagnostic quality of the video sequence received by the remote consultant. In [27], the
patient and network status was monitored to determine the quality of transmitted
video. Patient videos were encoded using the scalable video coding extension of
H.264 [86]. Only the base layer was transmitted during normal patient status, but
a high quality stream with a base layer of 128 kbps, and two enhancement layers,
each encoded at 256 kbps were transmitted during urgent patient status. PSNR and
Structural Similarity Index (SSIM) were measured to demonstrate that the received
streams have an “acceptable quality”. Unfortunately, PSNR and SSIM have no fixed
relation to the diagnostic quality of medical videos. H.264/SVC was also employed
in [76] to encode and transmit ultrasound videos at VGA and QVGA resolutions,
and frame rates of 10, 15, 20 and 30 fps over wireless and cellular networks. Their
study concluded that 30 fps VGA sequences could be transmitted over the 802.11g
(wireless) connection, but only 10 or 7 fps QVGA sequences could be transmitted over
the 3G cellular connection while still retaining most of the diagnostically important
information in the video. Using H.264/SVC, the base layer was encoded at QVGA
layer, while an additional enhancement layer permitted transmission of sequences at
VGA resolution, provided sufficient bandwidth was available. Scalable coding tends
to increase the encoder and decoder complexity, and hence is usually not provisioned
34
in most devices. However, all the work reviewed in this section indicates that DL-
quality transmission of medical videos over bandwidth limited channels is possible by
adaptively scaling the frame rate and/or frame resolution.
Since the existing work presented above does not deal with specific modality of
surgical videos, a small controlled test was conducted to determine the effectiveness
of scaling the frame rate and frame resolution in enabling remote surgical mentoring.
Three surgical videos with varying amount of spatial and temporal complexity were
chosen from the database, and then scaled to obtain four different combinations of
frame rates and resolutions:
(a) 720x480, 30fps (original)
(b) 720x480, 15 fps (temporally downsampled)
(c) 360x240, 30 fps (spatially downsampled)
(d) 360x240, 15 fps (temporally and spatially downsampled)
These videos were further encoded at the three different bitrates: 125 kbps, 156
kbps and 200 kbps using the H.264/AVC standard. These downsampled and encoded
videos were then evaluated by three experts using a similar setup as the one described
in Section 2.3. Following observations were made from this experiment:
1. No improvements in the ratings were noted for the videos in case (b). This
indicates that dropping the frame rate down to 15 fps (while maintaining the
same bitrate) does not degrade or improve the diagnostic quality of a sequence
from ‘U’ to ‘S’, or ‘A’.
2. Overall rating for multiple sequences improved from either ‘U’ or ‘S’ to ‘A’ when
the frame resolution was down-scaled in cases (c) and (d). One video used in
this test was common to evaluations described in Section 2.3. For this video,
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ROI support had also facilitated similar improvement in the rating of the clip
from ‘S’ to ‘A’.
While this test is too small to make a compelling case in favor of dropping frame
rates or resolutions, it does seem to indicate that insufficient bandwidth, not reduced
frame rate and frame resolution is the barrier to achieving DL quality in compressed
surgical videos. More comprehensive testing in the future could validate that both:
ROI and SVC technologies can potentially deliver surgical video with DL-quality over
low-bandwidth channels.
2.6 Summary
This chapter presented a method to introduce ROI support in live patient video for
enabling remote mentoring of surgical procedures over low-bandwidth channels. The
ROI was implemented in a low-complexity and H.264-compliant fashion. Further,
diagnostically lossless delivery of the surgical field was facilitated by enabling the
remote mentor to interactively choose the location and the strength of the ROI. Ob-
jective and subjective evaluations indicated that ROI-encoded videos can increase the
apparent bandwidth of the low-bandwidth channels, and facilitate surgical telemen-
toring. ROI-based video coding was thus included as one of the video coding schemes
in the ASVCD suite of solutions. Further, a prototype employing ROI video coding
for enabling surgical telementoring was developed, and received favorable evaluations
by experts. The findings from this Chapter were published in [53], and are being
considered for commercialization in the future.
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CHAPTER III
MULTIPLE REPRESENTATION CODING OF
STREAMING VIDEO FOR GRACEFUL RECOVERY
FROM SIGNAL LOSSES
3.1 Introduction
The ease in creating and publishing video content afforded by the current generation
of cheap and powerful mobile multimedia devices has rapidly increased the ability and
the desire of consumers to generate and share high quality video content. In 2011,
Google reported that 48% of smartphone users watch video on their smartphones [33].
As the number of smartphone users continues to rise, the amount of wireless and cel-
lular video access is also expected to grow rapidly. Not surprisingly, video is already
one of the most dominant sources of traffic over the Internet. According to a forecast
by Cisco Systems, video data is expected to comprise 86% of the total traffic over
the Internet by 2016 [91]. Unfortunately, in the mobile multimedia communication
paradigm, much of this video data is distributed over channels prone to jitter, delay
and bandwidth fluctuations, and abundant packet losses. Video communication can
be severely hampered due to presence of such impairments on the channel. For ex-
ample, a mobile video-streaming session can be interrupted due to the loss of signal
experienced when riding an elevator, or traveling aboard an underground railway.
As illustrated in Chapter 1, loss of signal eventually translates into loss of multiple
frames and seconds of the video sequence, and severely degrades the quality of experi-
ence delivered to the end-user. The end-user in the case of telemedicine applications
studied in Chapter 2, is a remote surgical mentor, expecting video-communication
at a diagnostically-lossless quality. For more generic video streaming applications,
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the end-user is a viewer initiating a mobile or wireless video access, and expecting
a consistently high-quality video. Unfortunately, supporting such high-quality video
services over unfriendly environments prone to burst losses and signal loss intervals
remains a huge technological challenge.
Due to its pervasiveness, the problem of error-resilient video delivery has been
studied for several decades. Numerous error-resiliency tools for video transmission
have been proposed for the H.26x family of video-coding standards [59, 107]. In
H.263+, up to 12 optional error-resiliency modes such as FEC, reference picture
selection (RPS), and modes that facilitate organization of the picture into indepen-
dently decodable slices and segments have been specified. Error-resiliency tools such
as FMO and ASO have also been defined in the baseline and extended profiles of
the H.264/AVC video-coding standard. Using these tools, it is possible to divide a
frame into multiple slice groups. Each slice group is composed of several indepen-
dently decodable slices. Every macroblock of a picture can be freely assigned to one
of these slice groups. By grouping non-adjacent macroblocks in a single slice group,
FMO can scatter the burst of errors over the entire frame. The loss of one or more
slice groups can be easily concealed by neighboring macroblocks belonging to the
slice groups which were received correctly. This facilitates a graceful recovery from
errors. Moreover, since these errors are scattered over the entire frame, they are more
easily concealed compared to the errors accumulated in a small region of the frame.
However FMO does not lend itself to concealing loss of entire frames occurring due
to signal loss intervals. Moreover, FMO also results in increased decoder complexity,
and reduction in the coding efficiency of the encoder. Implementation and comparison
of packet-level FEC strategies using Reed-Solomon (RS) codes at the link layer, and
Raptor codes at the application layer for broadcast multimedia applications such as
IPTV was presented in [58]. RS FEC coding and adaptive packetization of the video
frame for recovery from erasures was proposed in [48]. Although FEC can be effective
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in combating burst errors, it has an all or nothing performance. If the packet-loss
rate exceeds the correction capability of the FEC code, almost nothing is available to
the receiver. Enabling FEC to combat burst losses requires adapting the FEC redun-
dancy to the length of the burst losses over the network [96], or interleaving packets
(symbols) from multiple FEC blocks [70], which result in additional complexity and
delay penalties. In Automatic Repeat Request (ARQ), the receiver can request re-
transmission of the lost packets. ARQ may be employed in conjunction with transport
protocols such as the Transmission Control Protocol (TCP) for multimedia streaming
over the Internet [103]. A relaxed form of ARQ, known as soft ARQ avoids retrans-
mission of late data that would be discarded by the decoder [77], while hybrid ARQ
which combines FEC and ARQ error control is proposed in [16]. However ARQ is not
suitable for multimedia transmission scenarios where a return channel for requesting
a retransmission is either not available, or is inconvenient to use, as in the case of
broadcast and satellite communications. Moreover, retransmission of missing intra-
frames in presence of a signal loss may result in unacceptable delays and bandwidth
overheads. Several other approaches such as optimal inter/intra-mode switching for
packet-loss resiliency [115], FEC [93], and FEC and pseudo-ARQ applied to layered
coding [17] have been proposed to facilitate error-resilient video delivery over unre-
liable channels. In SVC and other layered video coding schemes, the source video is
encoded as a base layer, and one or more enhancement layers to provide scalability in
the spatial domain, the temporal domain, or in the signal quality. However, due to
picture dependencies within a layered coded video sequence, any impairment on the
base layer can result in impairments on all video layers of the sequence. As a result
SVC by itself is not suitable for transmission over channels prone to burst errors, and
has to be used in conjunction with other error-resiliency schemes in which the base
layer can be unequally protected using FEC or ARQ. Multiple Description Coding is
another popular approach for error-resilient video delivery [34,104]. In MDC, several
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independently decodable streams are generated spatially or temporally and transmit-
ted over multiple paths [3]. If all the transmitted streams are received correctly, a
high-quality video is reconstructed. However, in contrast to SVC, even if one or more
encoded streams are lost, a low-quality video signal can still be reconstructed from
the correctly received descriptions. The strength of the so-called multipath transport
(MPT) approach lies in the assumption that spatio-temporally co-located segments
of all the multiple descriptors are less likely to be impaired simultaneously when
routed over disjoint channels [65]. However, it is not always possible to guarantee
multiple dedicated channels between the source and client for the entire duration of
video communication. Furthermore, given the non-deterministic arrival time of data
over different channels, the receiver implementation of the MPT system tends to be
highly complex. If all the multiple descriptions are to be transmitted over the same
channel, these multiple bitstreams would need to be temporally interleaved in a man-
ner that ensures that co-located segments belonging to different multiple descriptors
are not impaired by the same burst or signal loss. Maximum separation between
multiple descriptors can be achieved by sequentially sending one entire description
followed by another on the same channel. However, this approach is obviously im-
practical because it introduces a transmission delay exceeding the duration of the
entire video. Clearly, there is a need to design more feasible algorithms for dispersal
of these multiple streams over a single channel.
In this chapter, we present a novel approach for error-resilient video delivery over
a single bursty channel termed as Multiple Representation Coding (MRC). Similar
to MDC, the MRC scheme relies on creating multiple independently decodable rep-
resentations of the input, which are then streamed over a single channel. Instead
of relying on path-diversity, a unique “GOP interleaving” approach is proposed to
ensure that co-located frames of multiple representations are temporally dispersed,
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thereby providing a graceful recovery from impairments caused by signal-loss inter-
vals on the transmitted channel. The MRC scheme will be described and evaluated
in the following sections.
3.2 Multiple Representation Coding
Figure 14 shows the block diagram of the proposed MRC system. The MRC scheme
involves transmitting multiple downsampled representations of the source video to the
receiver as a single stream. These multiple representations may be generated by spa-
tial or temporal downsampling of the input sequence. The anti-aliasing filter prevents
objectionable aliasing artifacts from appearing in the downsampled representations.
The downsampled representations are then encoded using one or more video encoders.
The encoded representations are then temporally dispersed on a single stream and
transmitted over a single channel using the GOP interleaver.
Figure 14: Block Diagram of the MRC System.
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The receiver inverts all the operations performed by the transmitter. The received
bitstream is deinterleaved to recover the multiple representations. These represen-
tations are then independently decoded using one or more video decoders. Decoded
pictures from these representations are reassembled to recover the full-size frame.
Missing pixels belonging to the impaired representations are approximated from the
correctly-received pixels using a simple interpolation filter. As seen in Figure 14 the
interpolation filter is not used if all the representations are received correctly. In the
following few subsections, the various subsystems shown in the block diagram will be
studied in detail.
3.2.1 Downsampling
The MRC scheme relies on creating multiple downsampled representations from the
full-size source video. These multiple representations can be generated using several
methods proposed in literature. Some approaches include polyphase spatial subsam-
pling (PSS) [7], spatial subsampling by separating out top and bottom fields [60],
temporal downsampling by separating out even and odd frames [3], oversampling and
then downsampling transformed input frames [31], or using the FMO extension in
H.264 as proposed in [88]. A “ hybrid MDC ” approach which segments the video in
the spatial and the frequency domain to generate multiple descriptions is also pro-
posed in [44]. After studying several methods to create multiple representations, we
empirically determined to generate multiple representations by spatially or temporally
downsampling each input frame, as seen in Figure 15. Further, spatial downsampling
can be performed in one of the three configurations illustrated in Figure 15. Thus,
it is possible to generate four multiple representations (4-MRC) as shown in Figure
15a or two multiple representations (2-MRC) as shown in Figure 15b and Figure 15c.
The fidelity of error concealment of the MRC scheme against burst losses increases
as the number of descriptions increases, whereas the error-robustness increases with
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both: the number of representations, and the length of the representation segments
interleaved in the video stream. However, this increased robustness comes at the cost
of compression efficiency. As seen in Table 3, for the same value of the quantization
parameter, the total bitrate of the transmitted stream increases with increasing num-
ber of representations. Thus, error-robustness and compression efficiency are clearly
conflicting requirements which need to be carefully traded-off.
(a) (b) (c)
(d)
Figure 15: Spatial and temporal downsampling configurations for the MRC scheme.
3.2.2 Anti-Aliasing
The anti-aliasing filter prevents the appearance of aliasing artifacts in the downsam-
pled representations. Figure 16a illustrates aliasing artifacts such as the jagged edges
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Table 3: Total bitrate (kbps) for encoding the Foreman sequence [92] using different
MRC configurations.
QP Full-Size 2-MRC 4-MRC
22 921 1082 1352
27 442 541 670
32 221 274 338
37 112 139 171
of the building in the Foreman sequence. A three-lobed Lanczos downsampling fil-
ter [98] is used here. As seen in Figure 16b, the Lanczos-3 filter is very effective
in preventing aliasing. Although the aliasing artifacts are visually unpleasant, the
perceptual distortion introduced by aliasing artifacts is not accurately measured by
fidelity measures such as the Peak Signal to Noise Ratio (PSNR). On the other hand,
the picture modification occurring due to the low-pass filtering action of the anti-
aliasing filter is readily reflected in the PSNR of each frame. As a result, the PSNR
of a properly anti-aliased downsampled frame can be lower than that of an aliased
downsampled frame as seen in Table 4. It can also be observed from Table 4 that
in comparison to the aliased representations the anti-aliased representations can be
compressed more efficiently. This again is a result of the low-pass filtering action of
the anti-aliasing filter.
3.2.3 GOP interleaver
The key of the proposed MRC scheme is to temporally disperse data via the GOP in-
terleaver. If the multiple representations are to be transmitted over a single channel,
the GOP interleaver needs to ensure that corresponding sub-pictures of different rep-
resentations are not impaired by the same burst loss. Typically, most sequences are
encoded with a GOP length spanning approximately one second. Thus if the source
frame-rate is 24 fps, each GOP contains 24 frames. If the full-size video is impaired
by a signal loss, the decoder has to entirely rely on some form of error-concealment.
But if the loss spans multiple GOPs, multiple seconds of the video sequence are lost,
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(a) Anti-aliasing filter absent
(b) Anti-aliasing filter present
Figure 16: Spatial downsampling using the 2-MRC configuration (Figure 15c) (a)
without Anti-aliasing filter and, (b) with Anti-aliasing filter.
and the decoder has to request retransmission. Retransmitting multiple frames of
the sequence requires a reverse channel, and can also result in unacceptable delays.
However in case of the MRC system, there are atleast two or more downsampled
representations for every second of the video. If the GOP interleaver can ensure that
the same burst loss does not impair all the spatio-temporally co-located segments
belonging to multiple representations, then the error-concealment at the decoder can
yield higher picture fidelity. The GOP interleaver separates the multiple represen-
tations of the 4-MRC configuration as shown in Figure 17. On careful examination
of the transmission order shown in Figure 17, it can be seen that that temporally
co-located GOPs of multiple representations are never adjacent to each other, and
hence are less likely to be simultaneously impaired by the same burst loss.
Table 4: Effect of anti-aliasing filter on the PSNR and the bitrate of the Foreman
sequence [92].




Figure 17: GOP interleaving for the 4-MRC configuration.
As seen in Figure 18, a burst loss which is four GOP-lengths long, would lead to
a loss of four seconds, namely the 11th, 12th, 13th and the 14th second in the full-size
scheme. On the other hand, a burst loss which is four GOP-lengths long would result
in the loss of the SE11, SW12, NE13 and NW14 GOPs in the MRC scheme. This
means that only one of the four representations for the same four second sequence
(11 to 14) is completely lost. The missing pixels from the lost representation can be
easily interpolated at the receiver. Figure 19 also shows the modifications in the GOP
interleaver to accommodate a 2-MRC configuration. It is important to note that in
contrast to a simple data or packet interleaving that may be performed on the lower
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layers, the proposed GOP interleaver is highly video-centric. Since the lower layers
are blind to the information carried on each packet, data or packet interleaving on the
lower layers cannot guarantee that adjacent frames of the sequence are sufficiently
dispersed on the transmitted stream, and hence cannot facilitate a graceful error
recovery at the receiver. It is also important to note that the receiver has to wait for
all the representations to arrive before attempting to reconstruct the full-size frames.
This implies that the error-robustness of the MRC scheme comes at the expense of
increased delay in reconstructing the received sequence.
Figure 18: Simplified illustration of the effect of burst loss on (a) the full-size scheme,
and (b) the MRC scheme.
Figure 19: GOP Interleaving for the 2-MRC configuration.
3.2.4 Frame reconstruction and interpolation filter
The “frame reconstruction” block reorganizes the decoded representations to recon-
struct the full-size frame. However, the reconstructed frame might be impaired due
to loss of one or more representations. The missing pixels are approximated from
the correctly received pixels using a very simple interpolation algorithm which uses
the Lanczos-3 filter. Here, each correctly received representation is upsampled to the
full-size frame using the Lanczos-3 interpolation filter. If multiple representations
are received correctly then each representation is upsampled using the Lanczos-3
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interpolation filter. These multiple upsampled representations are then averaged to
approximate the pixels from the missing representation. In Figure 20a, one of the two
representations encoded using the 2-MRC configuration (Figure 15c) is lost, resulting
in a poor reconstruction at the receiver. However, by using the simple interpolation
scheme described above, a good quality reconstruction can be obtained at the receiver,
as seen in Figure 20b. The interpolation filter is not used if all the representations
are received correctly.
(a) Interpolation filter absent (b) Interpolation filter present
Figure 20: Reconstruction of a frame impaired by the loss of one representation
in the 2-MRC configuration (a) without any error concealment and, (b) with error
concealment.
3.3 Error resilient video delivery using the MRC scheme
For our experiments, we selected two common interchange format (CIF) sequences:
Foreman and Mobile, and two 1080p sequences: Sunflower and ParkJoy recom-
mended in the H.264 common conditions document [92]. All videos are encoded
at four different bitrates using the x264 encoder [67]. The four different bitrates ap-
proximately correspond to QP values of 22, 27, 32 and 37 as recommended in [92].
For studying the performance of the proposed schemes we need to introduce bursts
of packet losses. To introduce packet losses, the encoded bitstreams corresponding
to both: the full-size video and the interleaved representations was “packetized” into
fixed-size packets of 512 bytes. These packets were then dropped to simulate losses.
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The length of the burst loss is important for estimating the distortion in the received
video [62]. For comprehensive testing, we introduced single bursts of various lengths,
approximately corresponding to a loss of zero to four GOPs of the sequence, as seen in
Figure 21. For example, if a sequence is encoded with a GOP-size of 32, then BLL=3
2
would correspond to a loss of 48 frames. The simple previous frame copy method was
used to recover lost frames of both the full-size and individual representations.
Figure 21: Illustration of burst losses of different lengths.
Figure 22 shows the per-frame PSNR for the Sunflower sequence encoded with
average bitrate of around 2100 kbps (for both full-size and 2-MRC). As seen from
the Figure 22a the average PSNR for the MRC sequence is lower than the full-size
sequence due to the redundancy of the MRC scheme. This loss in PSNR can be
attributed to two factors. Firstly, there is a loss of PSNR due to the anti-aliasing
filter as explained in Section 3.2.2. Secondly, the reduced coding efficiency of the
MRC scheme implies that the individual representations have to be compressed more
aggressively so as to stay within the target bitrate (the bitrate of the full-size scheme).
Clearly, in absence of burst losses, the MRC scheme performs poorly as compared
to the full-size scheme. However, as seen from Figures 22b and 22c, as the length
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of the burst loss increases, the MRC scheme has a considerable advantage over the
full-size scheme. The “valleys” in the PSNR-curves indicates loss of an entire frame.
As can be seen from the plots, the “valleys” for the MRC scheme are either non-
existent (Figure 22b), or occur for smaller durations (Figure 22c). It is well known
that strong excursions in the picture quality are more visually annoying as compared
to a picture with a slightly lower average quality but devoid of any abrupt changes.
This implies that the MRC scheme can improve the overall viewing experience of the
received sequence in the presence of burst losses or signal-loss intervals.
Besides the length of the burst loss, the location of the burst loss may also play
a significant role in the nature of the introduced distortion. For the purpose of
comprehensive testing, we generated multiple packet-loss traces. The location of the
burst loss was randomly determined for each of these five traces. Figure 23 shows
the average PSNR of the reconstructed sequence. As can be seen from Figure 23, the
performance of the MRC scheme in comparison with the full-size scheme, improves as
the length of the burst loss increases. We can also see that in comparison to the full-
size scheme, the degradation in PSNR with increasing losses is much more graceful
for the MRC scheme. Table 5 tabulates similar results for other sequences used in
this experiment. The length of the burst loss in Table 5 is in the units of GOP-length.
As seen from Table 5, the MRC scheme can facilitate a graceful recovery from long
burst losses.
Figure 24, illustrates the effect of loss of multiple consecutive frames of the Fore-
man sequence on the visual quality of the received sequences. Figure 24a shows
frame numbers 118, 124 and 127 of the Foreman sequence compressed at 442 kbps,
and transmitted without any impairments. Since the previous-frame copy method
is used to conceal the loss of frames, a “freeze-frame” effect is seen in Figure 24b.
However, as seen in Figure 24c, a burst loss of the same length, and occuring at the
same location does not result in a freeze-frame effect using the MRC scheme. This
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(a) BLL=0 GOPs (0 packets), 42.33 dB, 40.78
dB
(b) 0<BLL≤1 GOPs (540 packets), 38.42 dB,
40.55 dB
(c) 2<BLL≤3 GOPs (2700 packets), 31.57 dB,
33.53 dB
(d) The Sunflower sequence
Figure 22: The Sunflower sequence encoded with average bitrate of 6 Mbps for both
the full-size and the 2-MRC (Figure 15c) schemes. The caption of each sub-figure
indicates the burst loss length (BLL) in units of GOP-length, and the average PSNR
of the reconstructed sequences using the full-size scheme and the 2-MRC scheme.
is because only one of the interleaved representation is lost due to the burst loss.
Pixels missing due to the lost representation are concealed by using the pixels of the
correctly-received representation.
3.4 Adaptive GOP-length Multiple Representation Coding
As seen from valleys in the PSNR of the MRC curve in Figure 22c, the MRC scheme
can also suffer from loss of entire frames for longer BLLs. Figure 25 illustrates the
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(a) (b) The Sunflower sequence
Figure 23: Average PSNR vs. the burst loss length in units of GOP-length for the
Sunflower sequence. Average PSNR was obtained by averaging the PSNR over all
frames of the sequence, and over all five loss traces, and over all four encoding bitrates.
Table 5: Average PSNR for the full-size (FS) and the 2-MRC schemes for different
test sequences subject to various burst loss patterns.
Burst Loss Foreman Mobile Sunflower ParkJoy)
Length (220 kbps) (270 kbps) (6 Mbps) (31 Mbps)
FS MRC FS MRC FS MRC FS MRC
BLL = 0 32.93 30.11 25.17 22.15 42.33 40.79 32.86 29.57
0<BLL≤1 30.36 29.81 22.78 22.00 37.67 40.42 29.56 29.16
1<BLL≤2 27.63 27.42 20.58 21.01 35.62 37.20 26.20 26.78
2<BLL≤3 25.44 26.31 19.06 19.73 29.63 34.29 20.68 24.31
3<BLL≤4 21.92 23.04 16.59 17.54 25.92 31.41 19.14 22.05
limitation of the MRC scheme in the presence of long burst losses. As seen in Figure
25, if the burst loss impairs four or more GOPs in the stream, then frames from
both representations corresponding to the 12th and the 13th GOP of the video can be
impaired, and hence will degrade the error-concealment at the decoder. The error-
robustness of the MRC scheme depends on the GOP-length which is used for encoding
each representation. The length of the burst loss in Figures 26a and 26b is exactly
the same. However, the GOP-length of each representation in Figure 26b is larger
than the GOP-length of each representation in Figure 26a. As a result, in contrast to
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(a) Full-size scheme without impairments. PSNR= 34.74 dB, 35.41 dB, 34.79 dB
(b) Full-size scheme with impairments. PSNR= 34.74 dB, 24.48 dB, 34.79 dB
(c) 2-MRC scheme with impairments. PSNR= 33.16 dB, 32.13 dB, 34.55 dB
Figure 24: Illustration of the effect of loss of multiple consecutive frames of the
Foreman sequence on the full-size scheme and the MRC scheme.
the Figure 26a, the frames belonging to the even representation and corresponding to
the 12th and the 13th GOP of the full-size video are received unimpaired. Thus, the
error-robustness of the MRC scheme can be improved by adapting the GOP-length
of each representation to the measured burst loss over the network. Figure 27 shows
the effect of varying the GOP-length on the error-robustness of the MRC scheme.
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In Figure 27, the Foreman sequence was compressed using the 2-MRC configuration
and varying GOP-lengths of 32, 38 and 48. All the sequences (full-size and 2-MRC)
were compressed at a total bitrate of 183 kbps and were impaired by a single burst
loss of length of around three seconds (or 96 frames). As can be seen from Figure 27,
all the multiple representation coded sequences have considerably narrower valleys
(or higher PSNR) as compared to the full-size encoded sequences in presence of the
burst loss. Further, as the GOP length increases from 32 to 38, the width of the
valleys reduces, and the valleys are completely absent for the sequence encoded with
a GOP-length of 48. Thus as expected, increasing the length of each interleaved
representation improves the error-robustness of the MRC scheme.
Figure 25: Limitations of the 2-MRC scheme in presence of burst lengths longer than
4 GOP-lengths.
Figure 26: Effect of increasing the GOP-length on the error-robustness of the MRC
scheme.
Figure 28 shows the block diagram of the adaptive GOP-length MRC system.
The flow-graph of the GOP-length adaptation process is shown in Figure 29. The
transmitter can receive some form of feedback from the receiver, or measure the net-
work statistics in real time to determine the expected burst loss length. If the burst
length is determined to be longer than a predetermined threshold, the GOP-length
can be increased by a factor. The performance of the adaptive scheme, thus depends
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(a) GOP-length variation (b) The Foreman sequence
Figure 27: PSNR per frame for the Foreman sequence compressed using 2-MRC
scheme at around 183 kbps.
on three design parameters: the threshold, which determines the amount of loss that
can be tolerated by the system, the factor with which the GOP-length is increased,
and the frequency with which the transmitter adapts the length of the representation
segments. The threshold value determines the number of completely impaired frames
that can be tolerated before the system begins the GOP-length adaptation. For ex-
ample, for a threshold value of one, the system will increase the GOP-length as soon
as a single frame-loss is detected. Taking into account the response vs. complexity
trade-off, we fix the threshold value to four in our simulations. This implies that a loss
of four consecutive frames triggers the GOP-length adaptation in our system. The
factor with which the GOP-length is increased also determines the error-robustness
of the system. As seen from the Figure 26, the overall error-robustness of the MRC
scheme can be improved by increasing the GOP-length of each representation. How-
ever, increasing the length of the representation segments also increases the delay in
reconstructing the received video sequence. Keeping the delay-robustness trade-off
in mind, we place limits on our system to ensure that the GOP-length cannot be
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increased by more than twice the full-size (or the original) GOP-length. Finally, the
more frequently the transmitter responds to the receiver or network feedback, the
faster it can adapt to the burst loss. In our system, we restrict the frequency of
GOP-length adaption to a maximum of two times every GOP interval.
Figure 28: Block diagram of the adaptive GOP-length MRC scheme.
Figure 29: Flowgraph of the GOP-length adaptation process.
Figure 30 shows the per-frame PSNR for the Sunflower sequence, encoded with an
average bitrate of around 1200 kbps, for both: the full-size and the 2-MRC schemes.
The BLLs indicated in Figure 30 are in the units of the original or the full-size
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GOP-length. As seen from the Figure 30, the PSNR curves for the adaptive and non-
adaptive MRC schemes overlap in the absence of burst losses, but differ significantly
when a burst loss occurs. The adaptive MRC scheme responds to the loss of multiple
frames by changing the GOP-length of the interleaved representations, and hence
facilitates much better reconstruction fidelity as compared to the non-adaptive MRC
scheme. As before, both: the adaptive and non-adaptive MRC schemes significantly
outperform the full-size scheme.
3.5 Comparison of MRC with the FEC coding
Forward error correction is a channel coding technique which adds redundancy to the
transmitted data to enable error correction at the receiver. In a (n,k) FEC code,
the original data containing k symbols, is transmitted as longer message containing n
symbols. Thus an overhead of n-k symbols are added to facilitate recovery from packet
losses at the receiver. Further, FEC codes may be systematic or non-systematic. In
the systematic case, the symbols of the original message are included within the
encoded message. To compare the performance of the MRC scheme with FEC, the
full-size video is protected using the (n,k) systematic Raptor codes. The Raptor codes
are a class of fountain codes [87]. They are also known as rateless codes, because the
code length need not be fixed in advance. Use of Raptor FEC has been standardized
by the 3rd Generation Partnership Project (3GPP) for use in multimedia broadcast
and multicast services [12], by the Digital Video Broadcasting-Handheld (DVB-H)
format [32], and has also been defined in the Internet Engineering Task Force (IETF)
RFC 5053 [35]. Raptor FEC is employed here to improve the error resiliency of the
full-size video.
Figure 31 illustrates the simulation setup for comparison of the fullsize stream
protected with FEC, and the 2-MRC scheme. As seen in Figure 31a the amount
of redundancy (n-k) added by the Raptor codes for GOP 12 and 13 of the full-size
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(a) BLL=3 GOPs, 30.02, 32.82, 34.09
(b) BLL=4 GOPs, 26.40, 30.73, 33.01
Figure 30: PSNR per frame for the Sunflower sequence encoded at a total bitrate of
around 1200 kbps. The caption of each sub-figure indicates the burst loss length in
units of the full-size GOP-length, and the average PSNR for the full-size scheme, the
non-adaptive MRC scheme, and the adaptive MRC scheme.
scheme is same as the coding overhead introduced by the 2-MRC scheme. Thus the
total bitrate of the full-size scheme with FEC, and the MRC scheme can be equalized
over a duration of one full-size GOP. Also, as seen in Figure 31b, due to the delay
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introduced by the MRC scheme, GOP 12 of the full-size + FEC scheme can be
decoded earlier than the MRC scheme. However the combined delay for decoding
two GOPS: 12 and 13 for the 2-MRC scheme, and the full-size scheme protected by
Raptor FEC is the same. Thus the delay for the full-size scheme with FEC and the
2-MRC scheme can be equalized over a duration of two full-size GOPs.
(a) Equalizing bitrates for GOP 12 and GOP 13 of the full-
size + FEC and the 2-MRC schemes
(b) Equalizing delay for the 2-MRC and the full-size + FEC
transmitted bitstreams
Figure 31: Simulation setup for comparison of full-size+FEC and 2-MRC schemes
Test sequences used for experiments in this section were same as those used in
Section 3.3. All videos were encoded using the x264 encoder [67]. The Raptor FEC
implementation described in [84] was employed here for protecting the full-size se-
quence. As described in Section 3.3, packet losses were introduced by “packetizing’
the transmitted bitstreams into fixed-size packets of 512 bytes. These packets were
then dropped to simulate losses. Each packet represents a symbol for the Raptor
FEC encoder. Thus the symbol length for the Raptor FEC encoder was also set
to 512 bytes. Other FEC encoder parameters such as number of symbols (k), and
the overhead rate were decided on a per-GOP basis as described in Figure 31. For
comprehensive testing, we introduce single bursts of various lengths, approximately
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corresponding to a loss of zero to four GOPs of the sequence. The previous frame
copy method was used to recover lost frames of both the full-size and individual rep-
resentations. Figure 32 shows the per-frame PSNR for the full-size, 2-MRC and full-
size+FEC schemes. All the transmitted bitstreams were encoded at approximately
the same bit-rates. The performance of the all the three schemes is approximately
the same in the absence of any burst losses. In the presence of burst losses of smaller
length, the FEC scheme can improve the reconstruction of the full-size scheme as
seen in Figure 32b. However, as evident from Figure 32c, as the burst loss length
increases the error-correction capability of FEC degrades to a point where it does not
offer any advantage over the full-size transmitted without any error-protection. As
seen from Figure 32b and Figure 32c, the 2-MRC scheme can facilitate much bet-
ter reconstruction fidelity as compared to the full-size scheme and the full-size+FEC
scheme in presence of burst losses or signal loss intervals.
3.6 MRC for error-resilient delivery of HEVC sequences
The MRC scheme relies on creating multiple independently decodable representations
from the source video. In all the previous sections, the H.264/AVC video-coding stan-
dard, and the x264 encoder was used for encoding all representations. To study the
utility of the MRC scheme in error-resilient delivery of H.265/High Efficiency Video
Coding sequences, an HEVC encoder was used to encode the multiple representations
in this section. H.265/HEVC is the new emerging international video coding standard,
and is the successor to the H.264/AVC video-coding standard. The development of
HEVC started when a joint call for proposals on video coding technology was issued
by the Joint Collaborative Team on Video Coding (JCT-VC) January 2010 [41]. The
JCT-VC was established by the ITU-T VCEG and the ISO/IEC MPEG with the aim
of developing a new video coding standard to support beyond-HD frame sizes, and
achieve greater coding efficiency as compared to AVC. The first edition of the HEVC
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(a) BLL=0 GOP (0 packets), 37.03 dB, 36.29
dB, 34.74 dB
(b) 0<BLL≤1 GOPs (115 packets), 31.68 dB,
33.27 dB, 34.69 dB
(c) 2<BLL≤3 GOPs (574 packets), 28.70 dB,
28.28 dB, 30.85 dB
(d) The ParkJoy sequence
Figure 32: The Sunflower sequence encoded with average bitrate of 1200 kbps for the
full-size, the 2-MRC (Figure 19), and the full-size + FEC schemes. The caption of
each sub-figure indicates the burst loss length in units of GOP-length and the average
PSNR values for the full-size scheme, the full-size + FEC scheme, and the 2-MRC
scheme.
standard was finalized in January 2013 [13], and has been reported to provide a bit-
rate reduction of around 50% for perceptual quality equal to existing video-coding
standards [89]. In this section, we will study the transmission of sequences encoded
using this new standard over channels prone to burst losses and signal loss intervals.
The database for the experiments performed in this section consists of four HD
1080p sequences: the ParkScene and the Cactus sequences recommended in the
HEVC common conditions document [11], and the Sunflower and ParkJoy sequences
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used in several previous experiments. The HEVC sequences were encoded using ver-
sion 7 of the HEVC reference software (HM7) [47]. The transmitted bitstreams are
impaired by burst losses in the same manner as described in Section 3.3. Figure 33,
shows the performance of the 2-MRC scheme as compared to the full-size scheme. In
Figure 33, transmitted bit-streams for both schemes were encoded at a total bitrate
of around 31 Mbps. As seen in Figure 33a, the MRC scheme performs poorly in pres-
ence of no losses. As explained in Section 3.3, this loss in PSNR is due to the picture
modification performed by the downsampling filter, and the coding overhead intro-
duced by the MRC scheme. However, as the length of the burst loss increases, the
2-MRC scheme easily outperforms the full-size scheme. As seen from Figure 33, the
“valleys” in the PSNR curve are either absent (Figure 33b), or are narrower (Figure
33c) than the full-size scheme in presence of burst losses.
Since H.265/HEVC is an emerging standard, the HM reference software is cur-
rently the only freely available codec. Unlike x264, which supports an “average bi-
trate” mode, the HM encoder lacks the ability to generate HEVC bitstreams at a
user specified bitrate. Instead, a user can only specify a value for the quantization
parameter of the I-frame as an input to the HM encoder. However, it is impossible to
predict the bitrate of the encoded bit-stream based on the QP of the I-frame. More-
over, the bitrate of the encoded full-size stream, and the total bitrate of the encoded
downsampled representations at the same value of the QP are quite different from
each other. This can be seen from Table 6, where the bitrates for the full-size and
the 2-MRC schemes for all sequences except the ParkJoy sequence are different from
each other. Due to this disparity in bitrates, direct comparison of the full-size and
the 2-MRC schemes encoded with the same QP is not possible. To overcome this lim-
itation, the sequences are encoded at four different values of the QP, namely 22, 27,
32 and 37. Cubic polynomial fitting of the log (base-10) bitrate against the average
PSNR is then performed for each sequence. This helps to compute the Bjontegaard
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(a) BLL=0 (0 packets) GOP, 34.59 dB, 30.64 dB (b) 1<BLL≤2 (5800 packets) GOPs, 27.95 dB,
29.97 dB
(c) 2<BLL≤3 GOPs (9700 packets), 24.54 dB,
28.37 dB
(d) The ParkJoy sequence
Figure 33: The ParkJoy sequence encoded using HM, with an average bitrate of
31 Mbps, or with a QP of 27 for the full-size, and the 2-MRC (Figure 19) schemes.
The caption of each sub-figure indicates the burst loss length in units of GOP-length,
and the average PSNR for the reconstructed sequences using the full-size, and the
2-MRC schemes.
Distortion (BD) metrics [8, 9]. BD-PSNR/Rate is a simplified method to compare
the rate-distortion curves of reference sequence and the test sequence. In our case,
the reference sequence is the full-size sequence and the test sequence is the 2-MRC
sequence. The BD-PSNR measurement provides a single value in dB, computed from
several test values at different bit rates. Figure 34 shows the fitted curves for the
Cactus sequence for varying lengths of the burst loss. The curves seen in Figure 34
illustrate the average gain (or loss) in the PSNR provided by the 2-MRC scheme
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when impaired by same burst loss as that of the full-size scheme. The BD-PSNR for
different sequences impaired by burst losses of varying lengths can be seen in Table
7. A positive BD-PSNR indicates a gain in performance, since it corresponds to a
gain in the PSNR at the same bit rate. As seen from Figure 34, and Table 7, as
the length of the burst loss increases, the MRC scheme can facilitate a much higher
reconstruction fidelity as compared to the full-size scheme.
Table 6: Bitrate (Mbps) corresponding to the fullsize and 2-MRC schemes for various
HEVC sequences compressed using different QP values.
QP ParkScene Cactus Sunflower ParkJoy
FS MRC FS MRC FS MRC FS MRC
Qp=22 7.62 8.51 18.08 15.11 5.81 7.25 70.64 69.31
Qp=27 3.33 3.92 5.72 6.93 2.75 3.69 31.87 31.74
Qp=32 1.55 1.84 2.69 3.47 1.50 2.06 14.41 14.33
Qp=37 0.72 0.86 1.38 1.78 0.90 1.23 6.45 6.34
Table 7: BD-PSNR (dB) for various HEVC sequences impaired by losses of varying
lengths.
BLL ParkScene Cactus Sunflower ParkJoy
BLL =0 -2.73 -2.12 -2.39 -3.44
0<BLL≤1 -0.48 -2.26 1.56 -1.28
1<BLL≤2 1.58 1.59 5.17 0.22
2<BLL≤3 3.16 2.24 6.00 1.45
3<BLL≤4 4.03 3.60 8.25 1.46
As seen from Section 3.2, the MRC scheme is encoder independent. Since the
multiple representations are independently decodable, any codec can be employed to
encode and decode the multiple representations. The HEVC standard was employed
for encoding various sequences in this section, and an AVC encoder was employed
in the previous sections. The MRC scheme was demonstrated to have a significant
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(a) BLL=0 GOP, BD-PSNR=-2.10 dB (b) 1<BLL≤2 GOPs, BD-PSNR=1.42 dB
(c) 2<BLL≤3 GOPs, BD-PSNR=2.40 dB (d) The Cactus sequence
Figure 34: Calculation of BD-PSNR for the Cactus sequence with varying length of
the burst loss.
advantage over the full-size scheme in the presence of burst losses, when employing
either an HEVC or AVC encoder. However, we believe that the MRC scheme can
potentially provide larger gains when the transmitted streams are encoded using the
emerging H.265/HEVC standard. This hypothesis is based on observations made from
Table 8, which shows the ratio of the I-frame to that of the non-reference B-frame (b-
frame) for both: the HEVC and the AVC video coding standards. As seen from Table
8, the I:b ratio in HEVC sequences is over 3X the I:b ratio in AVC sequences. This
implies, that I-frames constitute a larger percentage of the transmitted bitstream
in case of HEVC as compared to AVC. As a result, for the same packet loss rate,
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the I-frames of a HEVC sequence are more likely to be impaired by loss of packets
as compared to the I-frames of the AVC sequence. Furthermore, due to coding
dependencies, a loss of I-frame may result in the loss of the entire GOP of the encoded
stream. Thus a loss of I-frame is much more catastrophic as compared to a loss of
P, B or b frames. The MRC scheme can facilitate a graceful recovery from such
impairments.
Table 8: Ratio of the I-frame to the b-frame in HEVC and AVC sequences










To verify this hypothesis, the Sunflower and ParkJoy sequences were encoded
using HEVC and AVC encoders. The experiments previously described in this section
were then repeated for these encoded sequences. The BD-PSNR measurements in
Table 9 support our hypothesis. As seen from Table 9, the average gain in the PSNR
of the reconstructed sequence, in the presence of burst losses of varying lengths is
larger for the HEVC streams as compared to the AVC streams. This indicates that
although the MRC scheme in itself is encoder independent, properties unique to
certain encoded bitstreams such as H.265/HEVC can benefit more from the error-
recovery facilitated by the MRC scheme.
3.7 Summary
In this chapter, we introduced a novel approach for error-resilient video delivery
known as Multiple Representation Coding. The MRC scheme employed a novel GOP
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Table 9: Comparison of MRC scheme used in conjunction with the HEVC and AVC
video coding standards
BLL Sunflower ParkScene
H.265/HEVC H.264/AVC H.265/HEVC H.264/AVC
BLL =0 -2.39 -2.51 -2.73 -2.45
0<BLL≤1 1.56 1.56 -0.48 0.15
1<BLL≤2 5.17 3.49 1.58 0.93
2<BLL≤3 6.00 4.36 3.16 2.98
3<BLL≤4 8.25 5.53 4.03 2.90
interleaver, to temporally disperse the multiple representations of the source video
over a single stream. We demonstrated that in contrast to full-size encoding and
transmission of the entire video sequence, it is possible to achieve a graceful recovery
from burst errors and signal-loss intervals by using the MRC scheme. Further, we
exploited the inherent flexibility of the MRC scheme, by adapting the GOP-length
of the individual representations in response to the length of the burst loss over
the network. Experimental results demonstrated that the adaptive MRC scheme
can deliver the video with higher fidelity as compared to the non-adaptive MRC
scheme and the full-size scheme in the presence of burst or signal losses. We also
performed a study to compare the error-recovery facilitated by the MRC scheme
and the error-correction facilitated by the Raptor FEC coding. Experimental results
demonstrated that the MRC scheme can result in much better reconstruction fidelity
as compared to FEC in presence of burst losses, and signal loss intervals. Finally, we
investigated the effectiveness of the MRC scheme in facilitating error-resilient delivery
of sequences encoded using the emerging H.265/HEVC video-coding standard. It was
determined that the MRC scheme can greatly improve the reconstruction fidelity of
HEVC sequences impaired by burst losses and signal loss intervals. The findings in
this chapter were published in [54], [52] & [55].
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CHAPTER IV
ERROR-RESILIENT DELIVERY OF REGION OF
INTEREST VIDEO USING MULTIPLE
REPRESENTATION CODING
4.1 Introduction
Distance education or distance learning is set to take place when the teacher and
students are separated by physical distance, time, or both [74], and education is de-
livered remotely using technology (i.e., voice, video, data, and print) [111]. Distance
education in some form or the other has been practiced for many decades. However,
the recent Massive Open Online Courses (MOOC) initiatives such as Coursera [22]
and edX [28] launched by major universities, promise an effective alternative to con-
ventional classroom learning for students. MOOC platforms also vastly increase the
ability of the universities offering such courses in reaching a larger audience [75]. Dis-
tance learning can be facilitated either synchronously or asynchronously [108]. In
synchronous learning, all the participants are present at the same time, and hence
tools such as live chat or video conferencing can be employed to overcome the geo-
graphical separation. If the information provider and the learners are separated by
time, then they can engage in asynchronous learning facilitated via emails, message
board forums, and pre-taped video lectures. However, as discussed in Chapter 2 and
Chapter 3, enabling high-quality video communication to facilitate a usable distance
learning experience to the remotely located learners, can be impaired due to band-
width constraints and packet losses over the underlying network. Video connection
problems have been cited as one of the barriers to enabling a seamless distance learn-
ing experience [99]. This problem is further aggravated due to the broad reach of
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the MOOC platforms. One article has reported that students from “Paraguay to
Pakistan, India to Ghana, Indonesia to Iraq, to Morocco, to Nigeria, to Australia, to
Serbia” participated in a distance learning course offered on Coursera [106]. How-
ever, availability of reliable broadband connections in rural regions within the US,
and within some of the developing nations mentioned above cannot be guaranteed.
In [95], MPEG-1 video content was transmitted over satellite links, and transmission
speed of 2.5 Mbps was determined to be the lower threshold for enabling distance
learning and tele-education. The effect of competing load traffic on multimedia dis-
tance learning over IP networks was studied in [30]. The authors reported that audio
and video content added to text increases the learning effectiveness for learners when
the communication quality is high. However they found that degradation in the audio
and video quality due to increasing traffic over the transmission network decreases
the learning effectiveness of the system to a point where text-only transmission is
preferred.
Clearly, delivering a functional distance learning experience to the remote learn-
ers requires application-specific optimizations such as those defined in the ASVCD
toolkit. To that effect, we propose employing ROI-based video coding for encoding
the critical regions of the frame at a higher quality as compared to the background.
Further, we propose unequal protection of the ROI for ensuring reliable delivery of
the high-quality ROI.
Figure 35 presents an experimental database of sequences representing a typical
asynchronous distance learning scenario. All sequences in this database were 720p,
30 fps sequences containing clips involving a speaker set against a stationary or a
moving background, a speaker writing on the white board, and a speaker presenting
content projected on a screen.
Videos typical to a classroom learning scenario (Figure 35) generally contain a very
well-defined ROI. This ROI could be the handwritten content on the white board, the
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(a) Equation (b) Presentation
(c) Speak (d) Interview
Figure 35: Database of distance learning videos.
content projected on the screen or the gestures and face of the speaker. As seen in
Chapter 2, ROI video coding is one possible solution to facilitate transmission of such
sequences over bandwidth-constrained resources. By encoding the ROI with more
number of bits as compared to the rest of the frame, the ROI can be delivered with
a higher visual quality to the end-user. Several techniques to facilitate ROI-based
video coding were reviewed in Chapter 2. An iterative approach was used to assign
the highest possible compression level to the BG, and the lowest possible compression
level to the ROI without exceeding the target bitrate in [15]. Several other approaches
employ the FMO tool defined in the H.264/AVC standard for enabling ROI support
[26,100]. Besides telemedicine [53,81], ROI-based video coding has proven useful in a
broad range of applications such as surveillance [5], and video telephony [63]. A few
instances of employing the notion of ROI in distance-learning videos can be seen in the
literature [6, 45]. However, these approaches focus on methods to extract and track
the ROI, rather than addressing ROI-based encoding of the videos. In spite of the lack
70
of sufficient evidence in favor of ROI video coding for provisioning distance learning,
the ability of ROI-based video coding solutions in delivering the critical regions of
the frame with a higher quality was comprehensively demonstrated in Chapter 2.
Moreover, a recent study has also shown that low-bitrate videos encoded with a ROI
support have a higher perceptual quality compared to uniformly encoded videos [43].
Clearly, ROI-based video coding in low bitrate scenarios can increase the bandwidth
perceived by the video delivery application, and can prove very useful in enabling
distance learning.
As mentioned previously, besides bandwidth limitations, the quality of experience
delivered to the end-user rapidly degrades due to presence of burst losses caused by
congestion, and signal losses over wireless and cellular networks. As seen in Chapter
3, several techniques such as FEC [48], FMO in H.264/AVC [59] and MDC [34, 104]
have been proposed to facilitate error-resilient video delivery over unreliable channels.
However, all these approaches face limitations in the presence of burst errors or signal-
loss intervals. The MRC scheme was shown to address these limitations in Chapter 3.
Instead of relying on path-diversity, the MRC approach temporally disperses multiple
representations on a single transmitted stream to facilitate a graceful recovery from
impairments caused by burst and signal losses. However, rather than attempting
error-resilient delivery of the entire coded video sequence, it might be more desirable
to ensure error-free delivery of just the ROI in case of applications such as distance
learning. In [40], the picture is divided into foreground and background sub-pictures.
The macroblocks in the background sub-picture are more strongly quantized as com-
pared to the MBs in the foreground sub-picture. Further, unequal error protection
(UEP) and slice interleaving is employed at the packet level to improve the error
resiliency and concealment in the foreground sub-picture. Although a typical ROI is
not established in [94], the frame is partitioned into three slices of “low”, “medium”,
and “high” importance using the FMO tool in H.264, and then unequally protected
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using Reed Solomon codes. Instead of using error correction codes for providing UEP
to the ROI, Multiple Description Coding is employed in [72]. Here, multiple regions
of interest are established using the set partitioning in hierarchical trees algorithm,
and each ROI is placed on a separate independently decodable description. If all the
descriptions are received error-free, all the regions of interest are recovered. How-
ever, the ROI encoded in any lost description cannot be recovered using this scheme.
In [4], the FMO tool in H.264 is used to split the video frame in two foreground slices
and one background slice. The foreground slices encode the ROI in a checkerboard
pattern. Further, the foreground slices are protected with a stronger error-correction
code as compared to the background slice. UEP for ROI-encoded JPEG 2000 images
was also proposed in [113]. Given the limitations of existing error-resiliency tech-
niques described in Chapter 3, we propose employing the MRC scheme to facilitate
error-resilient delivery of the ROI in presence of burst losses and signal loss intervals.
4.2 Region of interest video coding
A flexible, interactive, and low-complexity method to introduce ROI support in coded
videos was already introduced in Chapter 2. As seen in Chapter 2, the ROI is es-
tablished by modifying the quantization parameter of each MB in the frame. Since
QP is inversely proportional to the bitrate, more bits can be assigned to the ROI, by
decreasing the QP of all the MBs occupied by the ROI. Similarly, fewer bits can be
assigned to the BG by increasing the QP of all the MBs in the BG. To establish the
ROI, a user-defined, positive or negative ‘QP-offset’ is assigned to each MB of the
frame. This QP-offset is added on top of the QP decision made by the rate-control
algorithm of the encoder. Figure 36 shows the effect of using different QP-offsets.
Further flexibility is introduced in the system by allowing the ROI to occupy five dif-
ferent locations in the frame: northwest, northeast, southwest, southeast and center.
Figure 37 shows frames of videos encoded with the various possible ROI-locations
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(a) QP-offset=0 (No ROI) (b) QP-offset=5 (Moderate ROI)
(c) QP-offset=10 (Strong ROI)
Figure 36: Effect of changing the QP-offset value on the central-ROI, and the BG
quality of the Equation sequence.
in our implementation. The quality and the location of the ROI is signaled by the
remote user.
4.3 Multiple Representation Coding
Multiple Representation Coding was added to the ASVCD toolkit in Chapter 3. MRC
was shown to be effective in facilitating error-resilient video streaming over channels
prone to burst losses and signal-loss intervals in Chapter 3. To briefly review Chapter
3, the MRC scheme involves creating multiple downsampled representations from the
source video as seen in Figure 15. These multiple representations are then encoded
and interleaved on a single transmitted stream using the GOP interleaver. As seen in
Figure 17, the GOP interleaver temporally disperses the multiple representations in
a manner that ensures that temporally co-located GOPs of different representations
are never adjacent to each other, and hence, are less likely to be impaired by the
same burst loss. Figure 38 demonstrates the effectiveness of the MRC scheme over
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(a) SE-ROI
(b) NW-ROI (c) Center-ROI
Figure 37: Some possible locations of the ROI in our system.
full size encoding and transmission of the video in presence of burst losses or signal
loss intervals. As seen in Figure 38, as the length of the burst loss increases, the
valleys in the PSNR curves of the 2-MRC scheme are either absent (Figure 38b), or
are narrower than the full-size scheme (Figure 38c).
4.4 Unequal protection of the ROI using the MRC scheme
As seen in Chapter 2, although the ROI is the critical portion of the frame, the BG is
often used by the viewer to gain overview information about the scene. However, in
the event of burst or signal losses, it is more important to ensure error-resilient deliv-
ery of the ROI of the frame, over the BG. Video transmission over lossy channels can
be improved by prioritizing error-free delivery of the ROI over rest of the frame. Here,
we propose using the MRC scheme for achieving that goal. As described previously,
in the MRC scheme, the source video is downsampled to generate two independently
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(a) BLL=0 GOP (0 packets), 42.40 dB, 40.12
dB
(b) 0<BLL≤1 GOPs (132 packets), 39.18 dB,
39.88 dB
(c) 2<BLL≤3 GOPs (662 packets), 35.74 dB,
37.35 dB
(d) The Interview sequence
Figure 38: The Interview sequence encoded with average bitrate of 1100 kbps for
both the full-size and the 2-MRC schemes. The caption of each sub-figure indicates
the burst loss length in units of GOP-length and the average PSNR for the full-size,
and the 2-MRC schemes.
decodable representations. For a ROI-encoded video using the 2-MRC configuration
(ROI+2-MRC), two independently decodable, downsampled representations are gen-
erated as shown in Figure 39. These representations are then encoded using the ROI
encoder described in Section 4.2 and then interleaved via the GOP-interleaver in the
order shown in Figure 40.
As seen from Figure 39 and Figure 40, in contrast to the BG, the ROI gets encoded
75
Figure 39: Process of generating two downsampled representations from the source
video for the ROI+2-MRC scheme.
Figure 40: GOP Interleaving for unequal protection of ROI using the 2-MRC config-
uration (Figure 15c).
twice (once by each representation), and hence is more likely to be recovered with
a higher fidelity as compared to the BG. The receiver can expect the following four
cases.
Both representations are received: In this case, both the received representa-
tions are used to reconstruct the ROI. It is important to note that since the
BG is downsampled and encoded by only one representation, the entire BG of
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the source frame is never available to the receiver even if all representations are
received correctly. Thus, the BG always needs to be upsampled to the full size
at the receiver.
Only one representation - ROI+BG is received: In this case, the downsam-
pled ROI and the BG have to be upsampled at the receiver to reconstruct the
full-size frame.
Only one representation - ROI only is received: In this case, only the ROI
can be reconstructed using interpolation. Since no BG information is available
for reconstruction, the lost BG is concealed using the background information
from the frames received previously. This case clearly demonstrates that as
compared to the BG, the ROI is unequally protected using MRC. One should
note that transmission of the entire ROI, and just the downsampled BG, further
enhances the quality of the ROI at the expense of the BG.
Both the representations are lost: Finally, in this case, no information about
the frame (ROI or BG) is available to the receiver, and hence the receiver has
to rely on some form of error-concealment such as “previous frame copy” or
“motion vector copy” to generate the display frame.
4.5 Results and Discussions
Videos from the database shown in Figure 35 were used for the purpose of simulations
in this study. Besides distance learning, more generic applications such as mobile
and wireless streaming can also benefit from the ROI+MRC scheme. Another set
of videos consisting of the Carphone, Miss America, Sunflower and the ParkJoy
sequences [92] were also employed here, for simulation purposes. For studying the
performance of the proposed scheme, the videos were encoded using the ROI video-
coding algorithm described in Section 4.2, and then subject to bursts of packet losses.
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The simulation setup for introducing losses in the transmitted stream is the same as
the one described in Section 3.3. Thus, to introduce packet losses, the ROI encoded
bitstreams corresponding to the full-size video, the full-size video with ROI support,
and the ROI-encoded video protected using MRC, were packed into fixed-size packets
of 512 bytes. These packets were then dropped to simulate losses. For comprehensive
testing, single bursts of various lengths, approximately corresponding to a loss of zero
to four GOPs of the full-size sequence were introduced. A simple “previous frame
copy” method was used to conceal lost frames of both the full-size and individual
representations.
Figure 41 shows the per-frame PSNR in the ROI (PSNR-ROI) for the Presentation
sequence encoded with average bitrate of around 2700 kbps for all the three schemes:
full-size encoding (uniformly encoded without ROI), full-size encoding with ROI, and
ROI-encoding with 2-MRC. In the absence of burst losses (Figure 41a) the PSNR-
ROI of the full-size video with a ROI sequence is higher than the other two schemes.
This is expected because of the absence of ROI in the uniformly encoded full-size
sequence, and the losses introduced by the MRC scheme in the ROI+2-MRC method.
However, as seen from Figure 41b and Figure 41c, as the loss length increases the
valleys in PSNR-ROI curve for the ROI+2-MRC scheme are significantly narrower
than the other two schemes; thus improving the reconstruction fidelity of the received
ROI. Further as seen in Figure 42, the ROI+2-MRC scheme results in much graceful
recovery of the ROI as compared to the other two schemes. Table 10 tabulates similar
results for other sequences in our database.
Figure 43 shows the effect of unequal protection of the ROI using the 2-MRC
scheme. Frames 63 and 83 of the unimparied Equation sequence encoded uniformly,
i.e. without any ROI can be seen in Figures 43a and 43b respectively. In case of
burst losses multiple frames of the sequence are lost, and the decoder relies on the
previous-frame-copy method, resulting in a freeze-frame effect as seen in Figures 43c
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(a) BLL=0 (0 packets), 42.95 dB, 44.14 dB,
42.61 dB
(b) 1<BLL≤2 GOPs (1000 packets), 34.86 dB,
35.65 dB, 41.67 dB
(c) 2<BLL≤3 GOPs (1700 packets), 31.10 dB,
31.62 dB, 39.33 dB
(d) The Presentation sequence
Figure 41: The Presentation sequence encoded with average bitrate of 2700 kbps for
the full-size, ROI, and the ROI+2-MRC schemes (Figure 40) schemes. The caption
of each sub-figure indicates the burst loss length in units of GOP-length followed by
the average PSNR-ROI of the full-size, ROI, and the ROI+2-MRC schemes.
and 43d. However, in the ROI+MRC scheme, the ROI is unequally protected using
the MRC scheme. As a result, only the ROI of the sequence is delivered error-free as
seen in Figure 43e. The BG in Figure 43e is as impaired as the entire frames of the
full-size (Figure 43c) and the ROI schemes (Figure 43d).
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(a) Average PSNR-ROI vs. BLL (b) The Presentation sequence
Figure 42: Average PSNR-ROI vs. BLL in units of GOP-length for the Presentation
sequence. Average PSNR-ROI was obtained by averaging the PSNR in the ROI over
all frames of the sequence, and over all five loss traces, and over all four encoding
bitrates.
4.6 Summary
This chapter presented a flexible, interactive, and standard-compliant method to
introduce Region of Interest support for enabling video streaming over low-bandwidth
channels. An error-resilient video delivery scheme known as Multiple Representation
Coding, which employed a novel GOP interleaver to temporally disperse multiple
downsampled representations of the source video over a single transmitted stream,
was also presented in this paper. Finally, it was demonstrated that unequal protection
of the ROI-encoded sequences using the MRC scheme can facilitate a graceful recovery
of the ROI from burst losses and signal loss intervals. The findings from this chapter
have been submitted for publication in [56].
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Table 10: Average PSNR-ROI for the full-size, ROI, and the ROI+2-MRC schemes
for different test-sequences subject to various burst loss patterns.
Burst Loss Speak Equation Presentation








BLL = 0 39.49 40.74 38.27 40.97 41.66 39.96 42.95 44.14 42.61
0<BLL≤1 29.62 30.31 38.21 37.60 38.13 39.59 40.00 40.87 42.19
1<BLL≤2 23.29 23.60 29.98 34.14 34.51 37.69 36.66 37.36 41.00
2<BLL≤3 22.55 22.83 24.42 29.70 29.92 33.99 32.97 33.47 37.44
3<BLL≤4 20.75 20.92 23.08 26.78 26.95 30.44 29.57 29.88 34.22
Burst Loss ParkJoy Sunflower






BLL = 0 30.09 32.65 28.80 42.39 43.70 41.80
0<BLL≤1 27.85 30.04 28.49 37.58 38.83 40.36
1<BLL≤2 25.20 26.92 26.77 33.35 34.23 39.17
2<BLL≤3 22.83 24.14 24.47 28.41 28.95 34.01
3<BLL≤4 20.63 21.55 22.00 23.18 23.51 30.64
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(a) Frame 63 of the unimpaired full-size se-
quence
(b) Frame 83 of the unimpaired full-size se-
quence
(c) Frame 83 of the impaired full-size sequence (d) Frame 83 of the impaired ROI-encoded se-
quence
(e) Frame 83 of the impaired ROI+2-MRC se-
quence
Figure 43: Frames of the Equation sequence encoded with average bitrate of 220 kbps
for the full-size, ROI, and the ROI+2-MRC schemes (Figure 40) schemes.
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CHAPTER V
CONCLUSION AND FUTURE RESEARCH
Multimedia applications and services have matured to an extent where the end-user
can now avail video communication in areas ranging from entertainment and shopping
to telemedicine and tele-education. The end-user in the case of telemedicine applica-
tions is a medical expert responsible for remotely rendering a diagnosis based on the
received medical imagery. In case of tele-education, the end-user is a remote learner
participating in courses without physically attending lectures in the classroom. In
most other cases, the end-user is simply a viewer initiating a mobile or wireless video
streaming or video conferencing session. Regardless of the application, the end-user
in each of these cases expects a near-perfect video quality for the entire duration of
video communication. Unfortunately, providing a high quality video experience to the
end-user is severely hampered by the lack of sufficient bandwidth and the presence
of packet losses over the network. Furthermore, given the variety in the modality
of the source video content, the diversity in the power and processing capabilities of
the clients, and the heterogeneity in the nature of transmission channels, solutions to
effectively address this challenge have to be both: content-dependent, and network-
dependent. To that effect, this thesis presented an assortment of Application Specific
Video Coding and Delivery algorithms to enable high-quality video communication
over unfriendly environments. Relevant applications such as surgical telementoring,
mobile and wireless video streaming, and distance learning were chosen to demon-
strate the ability of the ASVCD toolkit in overcoming the unique challenges faced in
rendering these different multimedia applications effective.
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One of the applications investigated in this thesis was that of surgical telemen-
toring. Surgical telementoring can effectively overcome distance, cost, and mobility
issues, but may often be rendered ineffective due to lack of sufficient bandwidth. Sce-
narios necessitating delivery of live surgical procedures over low bandwidth wireless
channels are very likely to occur in remote rural facilities and military field hospitals.
In such settings, a meager bandwidth of about 128 to 200 kbps might be avail-
able for video communication. Current generation of video-coding standards such as
H.264/AVC can encode videos at very low bitrate, but the quality of the compressed
video is almost never diagnostically lossless. However, widespread deployment of
surgical telementoring systems over bandwidth-scarce resources requires a definitive
and compelling demonstration of the ability to deliver diagnostically lossless surgical
videos to the remote mentor. To this end, this thesis proposed modifying an exist-
ing H.264 video encoder by introducing a flexible and interactive Region of Interest
support. It was hypothesized that allocating more bits to the ROI as compared to
the rest of the frame (also known as background) would facilitate the delivery of the
surgical field with a visual quality considered appropriate for medical assessment.
This hypothesis was supported by evaluations provided by multiple experts, who in-
dicated enabling a high-quality ROI at the expense of a moderately degraded BG,
is preferred over uniformly compressed surgical videos [53]. Further an ROI proto-
type which enabled the remote mentor to request live patient-video encoded with a
flexible and interactive ROI was also implemented. Evaluation of the prototype by
experts resulted in favorable reviews, again reaffirming the original hypothesis that
ROI coding can prove very useful in enabling live transference of surgical videos over
very low bandwidth channels.
Besides being stifled due to bandwidth insufficiencies, enabling a high quality
video experience could also be hampered by the presence of packet losses over the un-
derlying network. Presence of intermittent signal losses and bandwidth fluctuations
84
over commercial cellular data connections can significantly impair the user experi-
ence of mobile video consumers. In the worst case, users on a cellular network could
experience complete loss of signal resulting in loss of multiple frames of a video se-
quence. However, existing approaches such as ARQ, FEC, FMO and others, face
unavoidable limitations in the presence of burst losses or signal loss intervals. Al-
though Multiple Description Coding can be an attractive option to combat a bursty
channel, most MDC algorithms proposed in the literature assume a multipath com-
munication capability, which cannot be guaranteed every time. This thesis proposed
a scheme for error-resilient video streaming known as Multiple Representation Cod-
ing. In the MRC scheme, the frames of the source video are spatially or temporally
downsampled to generate multiple independently decodable representations. These
multiple representations are then temporally dispersed and transmitted as a single
video stream using a novel GOP interleaver. The GOP-interleaver was designed to
ensure that spatio-temporally co-located segments of the video sequence correspond-
ing to different representations are not impaired by the same burst loss, even when
transmitted over a single channel. Simulation results demonstrated that the MRC
scheme can give a PSNR gain on the order of 2-4 dBs over the conventional full-size
encoding and transmission of the video [52, 55]. Further, the inherent flexibility of
the MRC scheme was employed by adaptively varying the GOP-length of the inter-
leaved representations in response to the length of the burst loss over the network.
This adaptive MRC approach resulted in improved error-recovery at the receiver, and
gave a PSNR gain of around 2 dB over the non-adaptive MRC scheme in presence of
sustained burst losses or signal loss intervals [54]. Furthermore, a comparative study
of the proposed MRC scheme with Raptor-FEC demonstrated that MRC scheme can
facilitate a more graceful recovery from impairments introduced by signal losses over
the network. Finally, the effectiveness of the MRC scheme in facilitating a graceful
recovery of HEVC sequences impaired by burst or signal losses was also demonstrated
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in this thesis.
The third application presented in this thesis was that of enabling distance educa-
tion or remote learning. Due to the recent initiatives by several education institutions,
the ability to remotely access pre-taped or live lectures is becoming increasingly im-
portant. Unfortunately, due to the previously described heterogeneity in the network
conditions and client capabilities, enabling a usable distance learning experience for
the remote learners can be very challenging. It was reasoned in this thesis that
delivering a uniformly-pristine video is not necessary for enabling distance learning
applications. This thesis proposed delivering only the interesting regions of the frame
with a higher quality, and with better error-resiliency to enable transmission over
low-bitrate and error-prone channels. To that effect, the flexible and interactive ROI
specified in the ASVCD toolkit, was employed to encode the critical regions within
each frame at a higher quality as compared to the background. Further, the recon-
struction fidelity of the high-quality ROI was improved by unequally protecting the
ROI using the MRC scheme. Simulation results demonstrated that the proposed
ROI+MRC strategy can enable a graceful recovery of the high-quality ROI in the
presence of burst and signal losses [56].
To summarize, video as a communication modality is extremely demanding in
terms of the bandwidth and reliability expected from the channel. This thesis pro-
posed H.26x optimizations that addressed challenges associated with delivering video
for applications such as telemedicine, entertainment and tele-education with an ac-
ceptable quality, over unreliable and bandwidth-constrained communication resources.
5.1 Future work
In spite of all the solutions proposed in this thesis, encoding and delivery of video
content over unfriendly networks is certainly not a solved problem. Furthermore, the
solutions presented in this thesis are not the only possible approaches to solve this
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problem. Extensions to the work involving delivery of DL-quality videos for appli-
cations such as telementoring were already proposed in Chapter 2. It was shown in
Section 2.5, that besides ROI encoding, preprocessing the source video to reduce the
frame rate and/or the frame resolution could also help in encoding surgical videos
with DL-quality without exceeding the target bitrate dictated by the channel. Other
such methods that do not rely on the ROI coding technology could also be explored
in the future. As mentioned in Chapter 2, application of methods such as ROI video
coding or SVC for medical imagery requires a compelling evidence about their ability
to achieve diagnostic losslessness. Measurement of DL quality cannot be performed
using convenient metrics such as PSNR, but instead require extensive subjective eval-
uations by human experts. However, conducting such subjective experiments is often
expensive and time-consuming. The presented research can be continued by inves-
tigating video quality metrics which can definitively measure the diagnostic quality
without bearing the expense and complexity involved in conducting extensive subjec-
tive evaluations. The presented research can also be extended by incorporating expert
feedback presented in Section 2.4 to develop a feature-laden ROI prototype with a
multi-platform support for enabling ROI-based video coding. The ROI video-coding
technology could possibly be commercialized by making it available in smartphone
applications. Researchers involved in this project including the author, have already
identified a market in the healthcare sector, and have submitted a VentureLab [101]
proposal to facilitate a two-way, diagnostic quality, high-definition video communica-
tion over cellular networks.
Several extensions to the research involving MRC for error-resilient video delivery,
are possible. For example, it was demonstrated in Chapter 3 that the GOP-length
of interleaved representations can be adaptively varied to facilitate graceful recovery
from burst or signal loss intervals. One direction of extending this work, would be to
identify the optimal length of the interleaved segments, and also, the optimal number
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of interleaved representations that can facilitate improved fidelity in channels with
rapidly varying burst loss lengths. Further, one can assume models of the bursty chan-
nel (deterministic or statistical) and then recommend these MRC parameters more
logically, thus reducing the burden of empirical experimentation. The performance
of the MRC scheme can also be improved by investigating algorithms to improve
the frame reconstruction at the receiver. Although a simple filter was employed in
this thesis for interpolation of the missing pixels, improved reconstruction can be
facilitated by using more sophisticated techniques such as new edge-directed inter-
polation [61] and soft-decision adaptive interpolation [116], at the cost of increased
computational complexity. This complexity vs. quality trade-off could be worth ex-
ploring in the future. Finally, the authors believe that a multiple representation based
architecture such as MRC or MDC, can find utility in enabling applications such as
adaptive video streaming.
In closing, this thesis presented an assortment of content-dependent, and network-
dependent solutions which found immediate utility in important and pervasive ap-
plications requiring high-quality video communication. Future avenues of research to
improve and extend the ASVCD toolkit for enabling applications such as in-home pa-
tient care, and adaptive video streaming were also pointed out in this thesis. Future
work could help fine tune the ASVCD toolkit, making its theory and application even
more rigorous, and comparisons against prior art even more compelling. The author
firmly believes that as the understanding of the research community about signal
processing and communication theory keeps on improving, the solutions to address
the numerous challenges presented in this thesis will also keep on refining, enabling
high-quality video communications applications to become seamless, and pervasive.
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