Abstract. New upper and lower bounds on the Castelnuovo-Mumford regularity are given in terms of the Hilbert coefficients. Examples are provided to show that these bounds are in some sense nearly sharp.
Introduction
Hilbert coefficients are basic invariants associated to primary ideals and the Castelnuovo-Mumford regularity is one of the most important invariants measuring the complexity of a graded algebra. It was shown in [2, Theorem 17.3.6] , [9, Lemma 4] and [10, Theorem 2] that one can bound the Castelnuovo-Mumford regularity of a graded algebra in terms of its Hilbert coefficients. These bounds are recursively defined. In [5, Lemma 1.2] , an explicit bound was given. However these bounds are far from being sharp. In this note, under an additional assumption, we provide a new upper bound (see Theorem 2.2). The main meaning of this work is not just to provide another bound, but also to show that the new bound is nearly sharp in any dimension.
The approach in [2] and [9] uses induction on the dimension and an idea of Mumford; it works for graded modules, while our approach, like in the proofs of [4, Lemma 3.1] and [7, Theorem 9] , uses an extended version of the Gotzmann's regularity theorem in [1] . Therefore this new bound only holds for graded algebras.
Using a result in the Erratum of [5] we also provide a rough lower bound on the Castelnuovo-Mumford regularity of a graded algebra in terms of its Hilbert coefficients, see Proposition 2.7. An example is given to show that this bound is also in some sense nearly sharp.
We also pose a question on bounding the Castelnuovo-Mumford regularity of the associated graded ring of a local ring in terms of fewer number of Hilbert coefficients and a question on the dependence of Hilbert coefficients.
Results
Let R = ⊕ n≥0 R n be a Noetherian standard graded ring over a local Artinian ring (R 0 , m 0 ). We always assume that R 0 /m 0 is an infinite field. Let E be a finitely generated graded R-module of dimension d. First let us recall some notation. For
and the Castelnuovo-Mumford regularity of E at and above level p,
We denote the Hilbert function ℓ R 0 (E t ) and the Hilbert polynomial of E by h E (t) and p E (t), respectively. Writing p E (t) in the form:
the numbers e i (E) are called Hilbert coefficients of E. 1 (E) can be bounded in terms of ξ d−1 (E), provided that E is generated in degrees at most 0. In the case of quotient rings of R, the following main result provides a much better bound. Its proof uses an approach developed in [7, Section 3] . Theorem 2.1. Let R 0 be an Artinian equicharacteristic local ring and
Proof. We may assume that I = 0. Let e j := e j (R/I) and ξ j := ξ j (R/I). By [1, Corollary 3.5(i)], the Hilbert polynomial can be uniquely written in the form
where
Note that
Hence, it suffices to show that 
For j = 1 it yields
Let j ≥ 2. By the induction assumption we may assume that
By (1) this implies
This completes the proof of the theorem.
Let I be an m-primary ideal of a d-dimensional Noetherian local ring (A, m). Then, for n ≫ 0, we can write
The integers e i (I) are called Hilbert coefficients of I. Let
As an application of the above theorem, we can give a much better bound for reg(G(I)) than the one in [5, Theorem 1.8]. We always assume that A/m is infinite. . Since x is regular on S, reg(G(I)) = reg 1 (S). Now we can again apply Theorem 2.1 to S in order to complete the proof.
As said in the introduction, bounds on reg 1 (E) for any Noetherian graded Rmodule E in terms of Hilbert coefficients were given in [2] and [9] . A bound on reg(G M (I)) is given in [5, Theorem 1.8], where I is an m-primary ideal of a Noetherian local ring (A, m), M is a finite A-module and G M (I) = ⊕ n≥0 I n M/I n+1 M. The orders of these bounds are bigger than the one in the above two theorems. We don't know if the bounds reg 
Proof. Keep the notation in the proof of the previous two theorems. Then by (1), we have
In the proof of Theorem 2.1 we have shown that
for all j ≤ i − 1. Since B i (S) ≥ B 0 (S) = e 0 , the last part of computation in the proof of Theorem 2.1 shows that
It is well-known that e 1 (I) ≤ e 0 (I) 2
. Without any assumption on the local ring A, one cannot bound |e i (I)| in terms of ξ i−1 (I), see [5, Example 2.7] . On the other hand, when A is a Cohen-Macaulay, both e 1 (I) and e 2 (I) are non-negative and e 2 (I) ≤ e 1 (I) 2 (see [8] ). Moreover, in this case, it was first proved in [9] that reg(G(I)) and all |e i (I)|, where 1 ≤ i ≤ d, are bounded in terms of e 0 (I) (see [11] for an improvement). Generalizing this fact, it was shown in [5, Theorem 2.4] that reg(G(I)) and all |e i (I)| are bounded in terms of ξ d−t (I), where t = depth A and d − t + 1 ≤ i ≤ d. However, the bounds in [5] are too large. Therefore, in view of Theorem 2.2 and Corollary 2.3, we would like to ask 
1+ε . Since R/a is a Cohen-Macaulay ring, by [7, Proposition 12], we have
where 0 < ǫ = 2/(1 + ε) − 1 < 1 and ǫ → 1 when c/d → ∞. This shows that the bound in Theorem 2.1 (in the case p = 1) is almost optimal in the sense that there is no constant α < 1 such that reg 
We can also give very rough lower bounds for reg(R) in terms of Hilbert coefficients. Proposition 2.6. Let R 0 be an Artinian local ring and I ⊂ R + a homogeneous ideal of a standard graded algebra
The equality holds if and only if R/I is a Cohen-Macaulay ring and its HilbertPoincaré series HP R/I (z) := n≥0 h R/I (n)z n is equal to
for some a ≥ 0. ℓ(R 0 )(
Conversely, if
, then from this Hilbert-Poincaré series we can compute the Hilbert coefficient (see, e.g., [3, Proposition 4.1.9]):
The lower bound in Proposition 2.6 is attained by the ideal I = (x 1 , ..., x c ) a+1 , a ≥ 0. It is also attained by the so-called Stanley-Reisner ideal of a cyclic polytope C(n, d), i.e., the intersection of all possible monomial ideals generated by c variables in R = K[x 1 , ..., which yields the statement of the proposition.
