This paper uses data from the Greater Avenues for Independence (GAIN) demonstration to discuss the evaluation of programs that are implemented at multiple sites. Two frequently used methods are pooling the data or using fixed effects (an extreme version of which estimates separate models for each site). The former approach, however, ignores site effects. Though the latter incorporates site effects, it lacks a framework for predicting the impact of subsequent implementations of the program (e.g., will a new implementation resemble Riverside or Alameda?). I present an hierarchical model that lies between these two extremes. For the GAIN data, I demonstrate that the model captures much of the site-to-site variation of treatment effects, but has less uncertainty than a model which estimates treatment effects separately for each site. I also show that uncertainty in predicting site effects is important: when the predictive uncertainty is ignored, the treatment impact for the Riverside sites is significant, but when we consider predictive uncertainty, the impact for the Riverside sites is insignificant. Finally, I demonstrate that the model is able to extrapolate site effects with reasonable accuracy, when the site for which the prediction is being made does not differ substantially from the sites already observed. For example, the San Diego treatment effects could have been predicted based on observable site characteristics, but the Riverside effects are consistently underestimated.
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Introduction
This paper discusses the problem of evaluating and predicting the treatment impact of a program that is implemented at multiple sites; at a methodological level, the paper illustrates the use of hierarchical models for data that has a group (e.g., site) structure.
Many programs operate, or are evaluated, at multiple sites, e.g., the National Supported Work Demonstration, Job Training Partnership Act Demonstration, and Greater Avenues for Independence (GAIN). This paper presents a framework for dealing with multi-site programs, and (using data from GAIN) argues that it is essential to consider the site structure of data when evaluating a program.
When data has a site structure, there is a distinction between evaluating a program and predicting the outcome in subsequent implementations. Evaluation is an historical question. One wants to determine what the impact of a program was in a particular site at a particular point in time. Prediction instead relates to future implementations of a program, either at one or more of the sites where the evaluation was conducted or possibly at a new site. Both kinds of questions are potentially challenging with multi-site programs.
The challenge with evaluation is how and to what exte nt data should be pooled across sites. Differences across sites can emerge for two reasons. There can be differences in the composition of participants, which is addressed relatively easily if a sufficient number of the participants' characteristics are observed. But there can also be site-specific variation in the treatment, differences ranging from the services offered to administrative philosophy. To the extent that site-specific effects are absent and that we can condition on individual characteristics, the benefit of pooling the data is increased 2 precision in the estimates. This can be particularly important if there are very few observations at some sites. If site effects are present, the data can still be pooled if we allow for fixed effects. However, this leads to difficulties in predicting the impact of the program.
Fixed effects or, more generally, estimating separate models for each site limit us to thinking of subsequent implementations of the program as being identical to one of the original sites, because there is no framework to account for predictive uncertainty regarding the value of the fixed effect or site-specific model. This is true both when predicting the impact at one of the sites in the evaluation (in which case we want to redraw for the site effect) and when predicting the impact at a new site.
The solution that this paper proposes is hierarchical modeling (see Chamberlain and Imbens [1996] , Geweke and Keane [1996] , and Rossi, McCulloch, and Allenby [1995] for other applications of these methods). Hierarchical modeling is a middleground between fixed effects modeling and pooling the data without fixed effects.
Hierarchical modeling is somewhat familiar in the literature through the related concept of meta-modeling (see Cooper and Hedges [1994] ). Meta-modeling involves linking the outcomes of separate studies on the same topic through an over-arching model. It can also be used to model site effects; for example, Card and Krueger (1992) estimate cohort and state-of-birth specific returns to schooling and then use a meta-model to relate these to measures of school quality. The method adopted in this paper is a Bayesian version of meta-modeling.
There are three layers to the model: the first involves separate models for each site; the second links the coefficients of the site models through a regression-type meta-model; and the third consists of prior distributions for the unknown parameters. Thus, an hierarchical model combines features of the fixed-effect and pooled models, but also allows for intermediate models. Compared to standard fixed (or random) effects model, it allows for site-specific estimation of all coefficients, not just the constants. Further, participants across sites are not assumed to be exchangeable conditional on individual characteristics, but rather to be exchangeable within sites conditional on individual characteristics. Finally, we use a prior distribution to model the extent to which we believe that site-effects are drawn from a common distribution; namely, the extent to which coefficients should be "smoothed" across sites, or observations from one site should influence our estimates in other sites.
This approach is applied to data from the GAIN Demonstration, a labor training program implemented in six California counties at 24 sites (see Riccio, et al., [1996] ).
For the GAIN data, the primary benefit of applying hierarchical models is in terms of prediction rather than evaluation. Each site has a sufficient number of observations so that the gain in precision from pooling data from other sites is limited. However, the predictive questions are of central importance. Much attention in the GAIN program focused on the Riverside county implementation, which was viewed as being highly successful and distinct from other counties (see, for example, Nelson [1997] ).
Our interest is in discovering the extent to which an hierarchical model succeeds in capturing these site effects which have been viewed as being primarily qualitative in nature. We focus on three issues. First, does data from other sites help in evaluating the program at a given site? Second, if we imagine re-implementing a GAIN-type program, would we be able to predict the site effects based on the observable characteristics of 4 each site, and how important is predictive uncertainty? Third, how well can the model extrapolate to sites that have not been observed?
Previous papers on multi-site evaluation issues include: Heckman and Smith (1996) , Hotz, Imbens, and Mortimer (1998), and Hotz, Imbens, and Klerman (2000) .
Heckman and Smith analyze the sensitivity of experimental estimates to the choice of sites used in the analysis and to different methods of weighting the pooled data. Their paper establishes that there is significant cross-site variation in the data from the JTPA evaluation. Hotz, Imbens, and Mortimer analyze the importance of site effects in the Work Incentives demonstration using the key insight that, even if there is heterogeneity in the treatment available at each site, control groups excluded from the treatment still should be comparable. They find that control group earnings are comparable across sites, when controlling both for individual characteristics and for site-level characteristics; however, post-treatment earnings for the treated group earnings are not comparable, suggesting the existence of heterogeneity in the treatment. Taken together, both papers motivate the use of an hierarchical model, which allows explicitly for site effects in treatment and control earnings and directly incorporates site-level characteristics.
Hotz, Imbens, and Klerman is complementary to this paper. It examines the GAIN data using the same framework as Hotz, Imbens, and Mortimer, and the findings are also similar. The authors are able to adjust for differences in control group earnings using individual and site-level characteristics. However, differences remain in posttreatment earnings. The paper thus presents a series of differences-in-differences estimates which, inter alia, suggest that the treatment available at Riverside did have a 5 positive effect relative to the treatment offered at other sites. This finding will be discussed in Section 5. This paper is organized as follows. Section 2 describes the GAIN program.
Section 3 discusses key features of the GAIN data. Section 4 outlines the hierarchical model. Section 5 presents the results, and Section 6 concludes.
The GAIN Program
The GAIN program began operating in California in 1986, with the aim of "increasing employment and fostering self-sufficiency" among AFDC recipients (see Riccio, et al., [1994] ). In 1988, six counties --Alameda, Butte, Los Angeles, Riverside, San Diego, and Tulare --were chosen for an experimental evaluation of the benefits of GAIN. A subset of AFDC recipients (single parents with children aged six or older and unemployed heads of two-parent households) were required to participate in the GAIN experiment (see Table 1 ). 1 Potential participants from the mandatory group were referred to a GAIN orientation session when they visited an Income Maintenance office (either to sign up for welfare or to qualify for continued benefits).
2 As a result, the chronology of the data and subsequent results are in experimental time, rather than calendar time. No sanctions were used if individuals failed to attend the orientation sessions. However, once individuals started in the GAIN program, sanctions were used to ensure their ongoing participation.
At the time of enrollment into the program, a variety of background characteristics were recorded for both treatment and control units including: demographic characteristics; 6 results of a reading and mathematics proficiency test; and data on ten quarters of pretreatment earnings, AFDC, and food stamp receipts.
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Of those who attended the orientation session, a fraction was randomly assigned to the GAIN program, 4 and the others were prohibited from participating in GAIN. 5 Each of the counties randomized a different proportion of its participants into treatment, ranging from a 50-50 split in Alameda to an 85-15 split in San Diego (see Table 1 ).
Because assignment to treatment was random, the distribution of pre-treatment covariates is balanced across the treatment and control groups. In terms of the chronology of data gathering, "experimental" time (which I also refer to as "post-experimental" or "post- In the GAIN experiment, the treatment is participating in the GAIN program; the control is receiving standard AFDC benefits. The GAIN program works as follows:
based on test results and an interview with a case manager, participants were assigned to one of two activities. Those deemed not to be in need of basic education were referred to a job search activity (which lasts about three weeks); those who did not find work were 2 In some counties AFDC recipients were allowed to volunteer into the GAIN program, but these units are not included in the public use sample. 3 Data on AFDC and Food Stamp receipts were taken from each county's welfare records. Data on earnings were taken from the California State Unemployment Insurance Earnings and Benefits Records. Other background characteristics were taken from California's client information ("GAIN-26") form. See Riccio, et al., (1994) . 4 The randomization was (as far as we know) independent of pre-treatment covariates. This is confirmed by the data. A different fraction was randomized into treatment in each county. See Table 1 The counties in the GAIN experiment varied along two important dimensions.
First, the composition of program participants varied, because counties chose to focus on particular subsets of their welfare populations and the populations differed. For example, Alameda and Los Angeles counties confined themselves to the subset of long-term welfare recipients (individuals having already received welfare for two years or more).
The second difference is that the sub-treatment offered within each county varied due to differences in administrative philosophy. The approach followed by Riverside, which has received much attention, was to focus on job, rather than skills, acquisition. Both are part of the program, but Riverside's emphasis was the former. Instead counties like Alameda focused more on skill acquisition. The model will allow for differences in composition by some part of the first and second quarters could be spent participating in treatment activities. Pre-treatment data would cover the ten quarters from July 1986 to December 1988. 7 The public use data do not contain information on each individual's participation in the various components of the program. At the same time, individuals in the control group can participate in non-GAIN activities. Thus, the treatment effect measures the increase in earnings, employment, etc., from the availability of and encouragement (or requirement) to use GAIN-related activities compared to pre-existing employment services. 8 Note that only about eight-five percent of the treated units actively participated in any GAIN activities (though by virtue of being in the GAIN sample they did attend an orientation meeting); the balance satisfied the requirements of the GAIN program on their own (in most cases finding employment within the first two or three quarters of experimental time). Thus, as observed earlier, this is important in interpreting the treatment effect as a comparison between earnings, employment, etc., when individuals are required to find a job or to participate in GAIN-related activities and when they are not obliged to find jobs and only pre-existing employment-related services are available.
conditioning on pre-treatment covariates and differences in the treatment by allowing for site effects. analyze the results at the site level because with six counties there is minimal scope for modeling site effects. Table 2 presents the background characteristics of each site in greater detail. We note that the average number of children varies from over four in some sites (site 21) to slightly over two in others (site 6). The proportion of Hispanics in the sample varies from a low of 6 percent (site 1) to over 50 percent in other sites (sites 14 and 24). Table 2 shows that there is significant variation in the treatment impact across 
The GAIN Data
The Econometric Model
An important feature of the data which influences the modeling strategy is the large proportion of zeros in the outcome, earnings. With as many as 75 percent of the outcomes being zero, the model must explicitly account for the mass point in the earnings distribution. The most parsimonious model for dealing with a mass point at zero is the Tobit model.
The Hierarchical Model
The hierarchical model (see Gelman, Carlin, Stern, and Rubin [1996] ) is a generalization of the regression model that allows each site to have its own value for the coefficients: otherwise), and c it is a vector of exogenous pre-treatment variables. 
where z j are a set of site characteristics used to model the site coefficients. The model for β serves as a prior distribution with respect to the base model for earnings.
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The model is completed by defining priors for the parameters:
The prior on . When K -1 reflects high variance, this will pull up the estimate of Σ (hence reduce the estimated prior precision, 1 − Σ ), and lead to a lower weight being placed on the common prior for β 's and a higher weight on the β estimated within each site.
Estimation is undertaken using a Gibbs sampler (outlined in the Appendix). 
The Predictive Distribution
Since the object of interest for the policy question is earnings, and only indirectly the parameters, we generate the predictive distribution, the distribution in the space of outcomes that captures all of the uncertainty from the model, both intrinsic uncertainty and parameter uncertainty. This distribution is simulated by repeatedly drawing for 9 Note that the hierarchical model could also be estimated using maximum likelihood methods. The limitation in doing this is that the number of sites is very small. This not only renders standard asymptotic approximations of the distributions of parameters unreliable, but it also makes it hard to estimate parameters such as 1 − Σ exclusively from the data (i.e., without the use of a prior).
11 parameter values from their posterior distribution and then drawing from the outcome distribution conditional on observed data and parameters.
The Results
The model outlined in the previous section is implemented on the GAIN data, using age, education, number and age of children, previous participation in a training program, reading and writing test scores, ethnicity, and pre-treatment earnings as pre-treatment individual characteristics. These are interacted with the treatment indicator, so that the model allows for the site effect for treatment in control earnings to be different. The mean characteristics of participants (including the mean number of children, mean reading score, mean level of education, mean age, and mean pre-treatment earnings) are used as the site characteristics. The Gibbs sampler outlined in the appendix produce estimates of the posterior distribution of the parameters. These are then used to produce a predictive distribution of earnings (under treatment and control) for each individual. The predictive distributions are then averaged over the individuals at a site to produce an estimate of the site impact. Table 3 presents estimates of the Tobit model under a range of assumptions. In the first row, the earnings are estimated using a non-hierarchical Tobit, estimated from the pooled data; these estimates ignore site effects. In row (2), Tobits are estimated individually for each site. The next two rows present estimates from the hierarchical Tobit model. In row (3) the prior is chosen so that minimal smoothing is performed, and in row (4) the prior is chosen to induce a greater degree of smoothing. Of the four models, the site-by-site Tobit and the minimally smoothed hierarchical models should be nearly identical: when the prior is selected for minimal smoothing, it essentially induces site-by-site Tobits. This is confirmed by comparing rows (2) and (3).
Site effects and evaluation
In comparing the pooled estimates with those from the site-by-site (or minimally smoothed) models, we observe that the results differ substantially through not dramatically. For treatment (control) earnings, the mean difference is $25 (-$6), with a mean absolute deviation of $69 ($56). This reflects the obvious fact that the site-by-site estimates bounce around more than the pooled estimates. The estimated treatment effects implied by these models are depicted in Figure 1 Overall, all three panels depict a broadly similar profile of treatment effects, but the differences in the uncertainty bounds qualitatively affect the results. In panel (b) 10 of the 24 treatment effects are insignificant (in the sense that 2.5-97.5 percentile bounds include zero), but only one treatment effect with the pooled estimates is insignificant and only three for the smoothed estimates. It is important to note that there is neither an a priori nor an empirical basis to choose between these estimates. If one were forced to pick a single estimate, the choice would depend on the smoothing prior that could be comfortably adopted. Of course, looking at the range of estimates is also quite informative.
A concrete illustration of the role that site effects can play is afforded in Table 3 , row (5). The counterfactual exercise presented is to assign the individuals from a given site (site 19, Alameda) into sites. The same site-effects are used as in Table 3 , row (3).
The thought experiment is to determine earnings for Alameda participants if, for example, they had entered the program in the environment of Riverside. As we vary the sites we see that there is variation in both estimated earnings and the treatment impact for 14 these individuals. The level of treatment (control) earnings varies from $267 ($226) in site 24 (site 19) to $545 ($749) in site 3 (site 13). The treatment effect varies from -$262 in site 13 to $239 in site 3. Note that the Alameda participants are predicted to have a higher treatment effect if they had participated in the Riverside treatment. Hotz, Imbens, and Klerman have a similar finding, but they note that this effect attenuates beyond the 13 quarters of earnings observed in the current dataset.
Are there county effects?
The GAIN data has both a site structure and a county structure. The model discussed in Section 5.1 ignores the county structure of the data. The difficulty in dealing with countylevel effects is that we observe only six counties in the data. With six observations, it would be difficult to estimate even a single-parameter model. Table 4 , however, suggests that county effects are not a source of concern in the GAIN data, once we have modeled site effects. It summarizes the explanatory power of county-level dummies on the sitelevel estimated coefficients of the model (using adjusted R 2 ). The 2.5 and 97.5 percentile intervals for adjusted R 2 are very broad, and always include zero.
In-sample predictive uncertainty
The analysis thus far has taken the profile of site-effects as given. In this section we examine the GAIN program from a predictive perspective. If we were to re-implement the GAIN program, allowing for new site effects in each site (hence predictive uncertainty), then would the treatment effects be significant? In Table 3 , row (5), the parameters for each site are re-estimated based on each site's characteristics.
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The relevant comparison is to the estimates in Table 3 , row (3), which ignore uncertainty in the site effects. The immediate observation is that the results are quite similar, typically within $50. At one level this may seem trivial: since the data for a given site are included in the estimation, it may not seem surprising that we are able to predict the treatment with reasonable accuracy. However, the result is not trivial, because for each site we draw new site parameters based on the hierarchical model and base predictions on these parameters.
So, for example, when we predict the outcome for site 6, the characteristics of its participants imply a set of site characteristics, which in turn produce a set of site parameters that lead to the average earnings we estimate.
However, the range of uncertainty increases substantially (see Figures 6 and 7) . In Figure 2 , the 2.5-97.5 percentile intervals of the posterior distributions overlap to a large extent for 11 of 24 sites, and in this sense the treatment effects are not significant. In Figure 3 , the 2.5-97.5 percentile intervals for average earnings overlap for all of the 24 of sites. In particular, for sites 2, 3, 4 and 5 (the Riverside sites), as shown in Figure 2 , the posterior 95 percent probability intervals do not overlap, but they do in Figure 3 . Overall, the comparison of the two sets of estimates suggests that when the site-specific parameters are re-estimated for each site, we succeed in replicating a profile of outcomes similar to those that are obtained for each site in isolation. However, uncertainty increases, in some cases significantly.
Out-of-sample predictive uncertainty
An important question regarding site effects is whether we would be able to predict the outcomes at a site if we had not observed that site in our data. In other words, are site effects so important that it is difficult or impossible to predict the treatment effect at a given site using data from other sites? To explore this issue, the estimates in Table 3, One important limitation of this result is that, even though we are excluding the site for which we are predicting the outcome, we include other sites from the same county. Is it possible to estimate the profile of treatment effects across sites if we exclude all of the observations from a county when estimating the model for a particular site?
The answer is presented in Table 3 , row (7), and The difficulty in accurately predicting the treatment effects for these sites illustrates the limitation of any model in extrapolating or predicting the treatment impact at a site that is significantly different from the sites observed in the sample. Site 13 is notably different from other sites because it has no Blacks or Hispanics; it also has the lowest average level of education among participants. Likewise, the Los Angeles sites differ from other sites in terms of the number of children, which is higher than at other sites, and pre-treatment earnings, which are lower than at other sites. An estimator or a functional form that is more flexible in terms of pre-treatment covariates should yield a more reliable prediction of the treatment impact. 10 In contrast, the Riverside sites do not stand out in terms of their pre-treatment site characteristics. The differences from other sites presumably are along qualitative dimensions of the treatment applied. The inability to predict the Riverside treatment effects supports the view that Riverside differed from other counties in the approach it took to administering the treatment. Predictions based on other sites consistently under-estimate the treatment impacts in Riverside.
Conclusion
This paper has discussed the use of hierarchical methods to gain insight into the GAIN data and also, more generally, to illustrate the application of these methods to datasets which have a group or site structure.
When a dataset has a group or site structure, and when there is meaningful heterogeneity across sites, hierarchical methods are a potentially useful tool: they allow for a flexible modeling of site effects, for clearly distinguishing between questions of evaluation and prediction, and for controlling the degree of smoothing (or pooling) that the model performs with an explicitly specified parameter. The usefulness of hierarchical methods is not confined to program evaluation. Any site or grouping structure (e.g., patients within a hospital, plants within a firm or under a particular manager, students 18 within a school) offers a potential application of these methods. Depending on the application, hierarchical methods need not be estimated using Bayesian techniques. In the present application, because the number of sites was very small, the use of the smoothing prior was essential. In an application where the number of sites is larger, it would be possible to allow the data to determine the degree of smoothing the model performs and to use standard maximum likelihood methods.
Regarding the GAIN data, this paper has addressed three questions: (1) To what extent are site effects important in evaluating a program? (2) Does predictive uncertainty regarding site effects influence the interpretation of the treatment effect? and (3) Would we be able to predict the outcome for a site, if its data were not observed. The answer to the first question is that, even after accounting for differences in the composition of program participants across sites, site-specific effects are important. Site-by-site estimates are more variable and involve more uncertainty than pooled estimates. The smoothed hierarchical estimate offers a compromise between these two.
The second and third questions are different because they deal with predictive uncertainty for subsequent implementations of the program. When making in-sample predictions, the model can predict the profile of site effects with reasonable accuracy.
This amounts to saying that even the simple set of site-level characteristics used in the hierarchical model are sufficient to identify the distinct profile of site impacts in the GAIN data. However, we also find that the predictive uncertainty is important in the sense that the treatment effect for many sites ceases to be significant when predictive uncertainty is incorporated into the estimate. Finally, when making out-of-sample predictions, the quality of the prediction was found to depend upon observing a sufficient number of sites similar to the one for which predictions are being made. For example, when dropping even some of the Riverside sites, the quality of the predictions for all Riverside sites declines. This is not true for the Los Angeles sites when they are dropped singly, but becomes true when all of the observations from Los Angeles are excluded.
Was there a Riverside miracle? The received wisdom regarding the GAIN program is that qualitative site-specific factors played an important role. The results presented here suggest that a simple set of site characteristics are sufficient to distinguish the various site-level effects. To this extent, there was nothing miraculous about
Riverside. However, the results also suggest that substantial extrapolation from the sites that are observed to new sites potentially can be misleading. For example, the Riverside treatment effects are consistently under-predicted when excluding data from all Riverside sites. Thus, more precisely, there is nothing miraculous about Riverside if one observes similar sites in the data. However, in the absence of data on similar sites, Riverside is difficult to predict and to that extent is a miracle.
There are many possible extensions to this work. First, the set of site characteristics used were rudimentary, and in principle could be extended to include features of the local labor market or perhaps even characteristics of the program administrators. It would be interesting to discover how much additional precision could be obtained in that way. Second, the true economic significance of the range of predictions from the models can be assessed only if there is an explicit decision problem.
Would the added uncertainty in predicting site-level effects be sufficient to alter the policymaker's decision regarding which program to choose? These are questions for ongoing research.
Appendix: The Gibbs Sampler for the Hierarchical Model
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This procedure produces a sequence of draws from the parameters, the first 500 of which we discard, leaving us with draws from the posterior distribution of the parameters. Notes: The GAIN sample sizes are from the public use file of the GAIN data. The AFDC total represents the number of AFDC cases (both single-parent and two-parent households) in the six evaluation counties in December 1990 (see Riccio, et al. (1994) , Table 1 .1). Table 3 , columns (5) and (6); and Panel (c) to Table 3 , columns (7) and (8). Note: The figure depicts the mean of the predictive distribution of the average treatment effect per person per quarter at each site under the specified models. Panel (a) corresponds to Table 3 , columns (5) and (6); Panel (b) to Table 6 , columns (1) and (2); and Panel (c) to Table 6 , columns (3) and (4).
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