Abstract Column-oriented versions of algebraic iterative methods are interesting alternatives to their row-version counterparts: they converge to a least squares solution, and they provide a basis for saving computational work by skipping small updates. In this paper we consider the case of noise-free data. We present a convergence analysis of the column algorithms, we discuss two techniques (loping and flagging) for reducing the work, and we establish some convergence results for methods that utilize these techniques. The performance of the algorithms is illustrated with numerical examples from computed tomography.
Introduction
Filtered back projection, FDK and similar "direct" reconstruction methods in computed tomography give excellent results when we have plenty of data and when the noise in the data is low. But for situations with high noise and/or limited data (which arise, e.g., when one needs to limit the X-ray dose), or when it is desirable to incorporate constraints, an algebraic approach is often preferred.
Censor [6] coined the expression "row-action methods" for a specific class of algebraic iterative methods. This class includes Kaczmarz's algorithm, which was independently suggested under the name "ART" in [15] where it was used for the first time in the open literature to solve tomographic reconstruction problems.
It is also known [4, 13] how to base an iterative reconstruction algorithm on columns rather than on rows. The main advantage of the column version is that it does not exhibit the cyclic convergence of the row-version, but converges to a least squares solution. Another advantage is the possibility for saving computational work during the iterations, as explained in Section 4.
Column-oriented algorithms have not been explored much in the literature. An exception is Watt [23] who derives a column-based reconstruction method and compares it with ART (also using nonnegativity constraints). A more recent paper is [3] where a two-parameter algorithm based on a block-column-partitioning is studied. For specific choices of the parameters the block-SOR method (to be defined in Section 3) is obtained. Convergence results are given for the case where the coefficient matrix has full column rank.
Here we will study column-based iterations both theoretically and experimentally. Our starting point is a large linear system of equations,
We make no assumptions about the dimensions or rank of A, and the system is not assumed to be consistent. The systems we have in mind typically arise from discretization of ill-posed problems such as computed tomography, and our numerical examples come from such applications. Since this paper deals with classic asymptotic convergence analysis we assume that there is no noise in the data. The row and column methods seek to solve different problems. The row methods aim to compute a minimum-norm solution to a consistent system of equations, while the column methods aim to compute a least squares solution. Hence, for inconsistent problems the asymptotic behavior of the methods is different. The row-action methods exhibit cyclic convergence [11] but not in general to a least squares solution. The column methods, on the other hand, converge to a least squares solution but not in general to the minimum-norm solution.
We will here only consider cyclic control, i.e., the rows/columns are selected in a cyclic order. For other controls see, e.g., [11, p.80] , [22] .
Our paper is organized as follows. In Section 2 we set the stage by briefly summarizing the well-known row-action methods. Section 3 discusses the column versions, and we derive and discuss the associated convergence properties. In Section 4 we demonstrate how computational work can be reduced by not performing small updates, typically of solution elements that have converged. Section 5 summarizes our work. Numerical examples are given in the relevant sections of the paper. The connection of the column methods to optimization algorithms is briefly discussed in Appendix A, and in Appendix B we argue why A T A is a dense matrix in computed tomography.
We use the following notation: ρ(A) denotes spectral radius of a matrix A, R(A) and N (A) denote the range (column space) and null space of A, respectively, A † denotes the Moore-Penrose pseudoinverse of A, and P S denotes the orthogonal projector on the convex set S. Moreover, if F i are matrices and g ii are the diagonal elements of a matrix G, then we define
Sequential block-row-iteration
To set the stage for our analysis we first briefly summarize main results for the row-oriented method. Let A be partitioned into p disjoint block-rows and let b be partitioned accordingly,
be a set of positive relaxation parameters and let M i ∈ R m i ×m i , i = 1, 2, . . . , p be a set of given symmetric positive definite (spd) matrices. The following generic algorithm, which uses the blocks B i in a sequential fashion, covers several important special cases.
Algorithm BRI: block-row-iteration
Initialization: x 0 ∈ R n is arbitrary.
This method was considered in [13] for a special choice of the weight matrix M i , and for general M i in [12] . With p = 1 there is just one block and the method becomes fully simultaneous. And when p = m each block consists of a single row so M i ∈ R, i = 1, 2, . . . , m, and the iteration becomes fully sequential.
Let a cycle denote one pass through all blocks, i.e., one outer iteration. Since block-row iteration uses a single block in every inner iteration it takes p inner iterations to complete a cycle. One cycle of the above algorithm can then be written as (cf. [14] , [21, p. 155 ])
where
(4) (the latter being block-diagonal), and L r is the block-lower triangular matrix
The following convergence result is from [12] and [14] . Assume that 0 < < 2. If
then the iteration (3) converges toward a solution of
The convergence of Algorithm BRI was studied in [21] in an infinite dimensional Hilbert space setting. Several well-known iterative methods arise as special cases. The "blockKaczmarz" method [13] 
, the orthogonal projector onto the range of B i . It follows that B T i M i B i 2 = 1 and hence we find, by (6), the well-known result that the method converges for ω i ∈ (0, 2).
A second example is obtained with the diagonal matrix
It is easy to see that B T i M i B i 2 ≤ 1 so that again convergence occurs for ω i ∈ (0, 2). However the upper bound 2 is quite restrictive ((6) is only a sufficient condition for convergence) especially for large and sparse matrices, so that taking too small value of ω i may result in poor rate of initial convergence. The methods BICAV [10] and DROP [9] were constructed to improve the rate by explicitly allowing the relaxation parameters to depend on sparsity. For a fully dense matrix the three methods coincide.
As a final example we mention SART [2] . The methods SART, BICAV and Cimmino are also treated in [8, section 7] both for linear equations and linear inequalities.
Sequential block-column-iteration
We now consider the column version of the above algorithm and its convergence properties. Our discussion is formulated entirely in a linear algebra setting, but we wish to emphasize that column-iterations are closely connected to coordinatedescent optimization algorithms, and we refer to Appendix A for the optimization perspective.
The generic column-oriented algorithm
Let A be partitioned into q disjoint block-columns and let x be partitioned accordingly,
be a set of positive relaxation parameters, and let M i ∈ R n i ×n i , i = 1, 2, . . . , q be a set of given spd matrices. The following generic algorithm, which uses the blocks A i in a sequential way, provides a generic framework for column-oriented iterations.
Note that the residual updating in the inner iteration of the above algorithm is an efficient way to compute the residual given by
Hence for each cycle the method requires one application of A i and A T i for i = 1, 2, . . . , q, and the total associated work corresponds to one multiplication with A and one multiplication with A T . We will now derive an expression for one cycle of the algorithm, where x k i forms the ith blok of x k .
Proposition 1 One cycle of Algorithm BCI can be written
and L c is the block-lower triangular matrix
Proof For ease of notation we put ω i = ω, i = 1, 2, . . . , q and within this proof we also define
. Then (9) can be written
Using that
, we can rewrite the right hand side of (12) as
Hence the ith block-component of (12) becomes
which can be rewritten as
which equals the ith step of the inner loop. The extension to the case of varying relaxation parameters {ω i } is straight forward.
Corollary 1 Assume that the iterates of (9) converge to some limit x + . Then
i.e., x + is a least squares solution of (1) .
Proof The result follows by taking limits in (9) and noting that M c (A) is nonsingular.
Remark 1
The iterates in (9) are not sensitive to the ordering of the equations since, with a permutation matrix Π , we have (ΠA) T (ΠA) = A T A. The iterates do, however, depend on the ordering of the unknowns. Since row-iteration (implicitly) works with AA T the opposite is true for these methods.
Convergence analysis
We have seen that there exist several convergent members of the row-iteration scheme depending on the choice of weight matrices {M i }. One may ask if corresponding members also converge using column-iteration? The answer is in the affirmative as we will show below. In our first analysis we assume that N (A) = ∅. We discuss this case explicitly since it reveals the close connection between the row and column methods (cf. [13, lemma 3] ).
It is instructive to compare the iterates produced by column-iteration and rowiteration, respectively, on two similar linear systems. Assume that column-iteration, using a specific set of relaxation parameters {ω i }, weight matrices {M i }, and columnpartitioning, is applied to (1) . The resulting iteration matrix (using Proposition 1) becomes
and we have that
where x + is a least squares solution of (1).
Next assume that row-iteration is applied to a system of the form A T y = d using the same set of relaxation parameters, weight matrices, and block partitioning (which are now block-rows of A T ). Then by construction
Further by (4) we have
We recall that the matrix products AB and BA have the same nonzero eigenvalues. It follows with λ e (·) the set of eigenvalues excluding +1,
By choosing the relaxation parameters and weight matrices such that the rowiteration defines a convergent method it holds that |λ e (W r (A T ))| < 1. Next we consider the case λ(W c (A)) = +1. Then by (14) and the fact that M c (A) is nonsingular and that N (A) and R(A T ) are orthogonal subspaces it holds
We thus arrive at the following result, with ∈ (0, 2): 
Theorem 1 The iteration matrix W c (A) = I −M c (A) A T A is convergent if and only if the matrix
2D c − blockdiag(A T i A i ) is positive definite.
Proposition 3
The iterates of Algorithm BCI converge to a solution of (13) if for any 0 < < 2 it holds
Proof We will check when the matrix Δ = 2D c − blockdiag(A T i A i ) is positive definite. Since both D c and blockdiag(A T i A i ) are block-diagonal with the same size of the blocks it suffices to investigate the inequality (with
, which verifies (18) . If ρ(W c (A)) < 1 then the limit matrix is zero, and the result follows using (15) We can now make the following conclusions regarding the convergence of the Algorithms. In the consistent case, and assuming x 0 ∈ R(A T ), the iterates of Algorithm BRI converge toward the unique solution of minimum-norm, whereas the iterates of Algorithm BCI converge to a solution of (1) but not necessarily the one of minimal norm. In the inconsistent case there is also a difference: The iterates of Algorithm BRI exhibit cyclic convergence, see [11] , while the iterates of Algorithm BCI converge to a least squares solution as shown in Proposition 3. In this section we only consider stationary iterations, but we remark that using a special type of iteration-dependent relaxation parameters {ω k } the iterates of Algorithm BRI do converge to a weighted least squares solution. These parameters should fulfill ω k → 0 and ∞ k=0 ω k = 0, see [7] and [19] .
Some special cases
In this section we take a look at certain special cases of Algorithm BCI. Regarding the choice of q: q = 1. In this case n i = n and we have ω i = ω and
The iteration is fully simultaneous and takes the following form with x 0 given and r 0 = b − A x 0 :
In this case the method is a sequential block-column method. q = n. In this case n i = 1 and M i ∈ R (a scalar) for i = 1, 2, . . . , n. This is called a fully sequential (or point) method.
We next discuss the SOR-case where we define
One way to implement this method is to solve a sequence of least squares problems:
If A T i A i is sparse or n i n it may be more efficient to compute M i or factorizations of A T i A i once and for all. We now investigate the condition (18):
So condition (18) becomes (as expected for SOR)
In some applications, such as computed tomography, it is very common that A T i A i is a full matrix; see Appendix B for an explanation of this. Hence it is relevant to consider an alternative to the SOR-case, namely, the Cimmino-case. Let a j i denote the j th column of block A i and define
, j = 1, 2, . . . , n i . (19) Note that the matrix can be considered as using a diagonal approximation of the matrix from SOR. We again investigate condition (18) . It holds
We remark, however, that now the upper bound 2 is only a sufficient condition (similarly as for row-iteration) and it may lead to slow rate of convergence. Now consider BICAV. Let s ν i be the number of nonzero elements in row ν of A i , and let To implement Cimmino (or point-SOR) we need to compute the 2-norms of all columns. This can be quite costly and inconvenient if the matrix A is not explicitly stored but instead available via functions that implement multiplication with A and its transpose. If we can assume that all matrix elements are nonnegative it is cheaper to compute the 1-norm since this can be done by performing a single matrix-vector product Ae with e = (1, . . . , 1) T . We then use for Cimmino
Since a So again convergence is ensured for ω i ∈ (0, 2). Normalization using the 1-norm is used, e.g., in [2, 23] .
A numerical example
We finish this section with a numerical example (in Matlab) that illustrates the convergence of Algorithm BCI for the Cimmino-case, cf. (19) . The test problem is from parallel-beam computed tomography as implemented in the function parallelbeam from the package AIR Tools [17] , and there is no noise in the data. The image is a 50 × 50 Shepp-Logan phantom, the detector has 71 pixels, and the projection angles are 5 • , 10 • , . . . , 180 • ; hence the matrix A is (36 · 71) × 50 2 = 2556×2500. All blocks have the same size n i = n b and relaxation parameter ω i = ω, and we used the following combinations:
where ω was chosen experimentally to give fast convergence in each case. The error histories of x k − x + 2 / x + 2 versus k (where x + is the least squares solution) are shown in Fig. 1 , and we see that for a well-chosen block size (which is problem dependent, here n b = 5) we have faster convergence than for the point case n b = 1. When implemented in a programming language that can efficiently utilize block operations, a block cycle is faster than a point cycle and the advantage of the block-version becomes even more pronounced. 
Implementation and analysis of a loping/flagging strategy
Haltmeier [16] discussed a "block-Kaczmarz" algorithm assuming that the system (1) is consistent. An interesting feature of his algorithm is the use of a loping strategy which -in terms of Algorithm BRI -omits the updating step associated with block i if the residual norm M 1/2 i (b i − B i z i−1 ) 2 is below a certain threshold that reflects the noise in the data. The key idea is to use this as a stopping rule: once all updating steps of a cycle are omitted, the algorithm stops. While not discussed in [16] , loping saves some computational work for blocks that are not updated; but note that we still need to compute the residual in order to decide whether to lope in block i.
Loping and flagging in algorithm BCI
A similar loping strategy can be introduced in Algorithm BCI, where we can choose not to update the solution block 
We now propose an alternative strategy that can potentially save much more computational work. Our key observation is that the situation d k i 2 < τ typically occurs when the associated solution block x i has (almost) converged and very small updates are performed -while, at the same time, other blocks still have larger updates. Hence, we can choose to flag the ith block and not update it over the next N flag cycleswithout computing and checking d k i 2 and thus saving more work. In situations where large parts of the image converge fast, this can potentially save a lot of computational work without slowing down the convergence too much. The Flagging version of the algorithm takes the following form, where again τ is a user-specified thereshold:
Algorithm BCI-F: block-column-iteration-flagging version
Initialization: x 0 ∈ R n is arbitrary; r 0,
If block-i has been flagged for N flag outer iterations Unflag block-i End End End r k+1,1 = r k,q+1 End
Convergence analysis of loping/flagging
Note that loping/flagging can be seen as using non-stationary relaxation parameters,
and also allowing some of these to be zero. The preceding convergence results are therefore not applicable. We will now analyze the convergence properties of loping/flagging for the SOR-case. The idea is to use the fact that the residual updates can be seen as coming from a projection method (as observed in [13, (2.5)]). In fact it follows from (8) that r k,
and using
It follows that
We now allow non-stationary relaxation parameters and write the iteration as
We next briefly describe the block-iterative projection (BIP) algorithm of Aharoni and Censor [1] for finding a point in the intersection
and let
Then BIP takes the form (where u k is an iteration vector)
A sequence of weight vectors is called fair if for every i ∈ {1, 2, . . . , q} there exist infinitely many values of k such that ω i (k) > 0. It is shown in [1] that the iterates {u k } of (22) converge to a point in ∩
) it is easy to see that given any sequence {ω k } in (21) the generated iterates could also been generated by (22) .
We illustrate with a small example. Let q = 3 and (13) .
Proposition 4 Assume that {ω k } is fair. Then for the SOR-version of Algorithms BCI-F and BCI-L the following results hold: (i) lim
Proof Define
Then by construction r k,q+1 = b − A x k+1 , and by comparing (21) and (22) we have
which implies (i), and assuming an empty null space of A (ii) follows.
Remark 2
If only (i) holds then the sequence {x k } is said to be quotient convergent. For a stationary iteration, quotient convergence and convergence are equivalent [5] .
However, since loping/flagging constitutes a non-stationary iteration we cannot draw this conclusion here.
Numerical examples
We now compare the loping and flagging versions of Algorithm BCI with the standard version using the same parallel-beam test problem as before. Here, the image is 75 × 75, the detector has 106 pixels, and the projection angles are 1 To illustrate the advantage of the flagging idea, we first use a simple phantom with a small white disk of radius 5 pixels, centered in an otherwise black image. We expect that the pixels of the large homogeneous background will be flagged after The results are shown in Fig. 2 for three values of the threshold τ = 10 −4 , 10 −5 , and 10 −6 . The left plots show the error histories, and we see that if the threshold τ is too large the then convergence of BCI-L and BCI-F is severely slowed down compared to BCI. The middle plots give more insight, as they show the accumulated amount of work in each algorithm as a function of the number of cycles. Here, a "work unit" is the number of flops involved in the basic operations, namely, either an inner product ("dot") or a vector update ("saxpy"), both involving 2n flops. We see that BCI-L and, in particular, BCI-F save a lot of work compared to BCI.
The right plots, where we show the relative error versus the accumulated amount of work, provide an interesting perspective. We see that with a suitable size of the threshold (here, τ = 10 −6 ), BCI-L and BCI-F reach the same accuracy as BCI with less work. In particular, BCI-F requires about 3 times less work than BCI to reach a relative error of about 0.1. We observe essentially the same behavior (not shown here) for experiments with the negative image where most pixels are white, suggesting that the behavior is essentially determined by the edges in the image.
To further illustrate the advantage of flagging, Fig. 3 shows the performance of BCI, BCI-L and BCI-F with τ = 10 −6 applied to three random test images generated by means of the function phantomgallery('ppower',75) from AIR Tools [17] . This call generates the test images defined in [18] with large random regions of zeros and non-zeros. The behavior of the three algorithms is similar to the above and quite independent of the complexity of the image, and again BCI-F is the fastest algorithm. All our examples thus illustrate the potential advantage of incorporating flagging in the BCI algorithm. 
Conclusion
We formulated algebraic (block) column-action methods in a common framework and proved that these methods -with different choices of weight matrices -converge to a least squares solution. We also introduced a "flagging" mechanism to save computational work by skipping small solution updates, and we proved some convergence results of the corresponding algorithm. We illustrated the numerical performance with examples from computed tomography showing the potential advantage of using blocks and flagging.
There is an alternative way to update the sub-vector x i . Note that (25) can also be written as x new = x +α i e i where α i = a T i / a i 2 2 (b−A x) and e i is the ith canonical unit vector. Then we can choose to compute a block update which is the mean of the updates for each component of x associated with block i: 
This is identical to the Cimmino block-version of Algorithm BCI.
Appendix B: The columns of the CT system matrix
Recall that in computed tomography (CT) the columns of the matrix A (called the system matrix) are the forward projections of single pixels in the image. To understand these columns, we will briefly study the underlying Radon transform, associated with 2D parallel-beam problems, of delta functions in the image domain.
Recall that any line in a x, y-coordinate system can characterized by the relation x cos θ + y sin θ = s, where θ ∈ [0, π) is an angle and s is a translation parameter. Hence the image of a delta function δ(x − x , y − y ) located at (x , y ) is characterized by the points in the sinogram that satisfy s = x cos θ + y sin θ which clearly describes a sine function (hence the name "sinogram"). Let us now consider two distinct points (x 1 , y 1 ) and (x 2 , y 2 ) and determine when/if the corresponding sine functions intersect, i.e., when/if x 1 cos θ + y 1 sin θ = x 2 cos θ + y 2 sin θ .
-If x 1 = x 2 we require (y 1 − y 2 ) sin θ = 0; since y 1 = y 2 this happens when θ = 0. -If y 1 = y 2 we require (x 1 − x 2 ) cos θ = 0; since x 1 = x 2 this happens when θ = π/2. -If both x 1 = x 2 and y 1 = y 2 then we arrive at the relation
which always has a solution θ ∈ [0, π).
Hence, we have shown that the two sine functions in the sinogram associated with two distinct points always intersect. For this reason, it is very likely that two distinct columns of A have at least one nonzero with the same row index. Another way to see this is to note that each row of A is associated with a single X-ray passing through the image. A row of A has nonzero elements for those column indices for which the corresponding pixels are penetrated by the X-ray. With a large number of X-rays it is very likely that any given pair of columns of A will have at least one nonzero element for the same row index.
