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RESUME 
Cette these de doctorat propose plusieurs formulations mathEmatiques IinEaires et non 
IinEaires, dans le but d'enumErer des Equilibres de Nash extremes et de les raffiner en 
theorie des jeux. Parmi les diffErcntes formes dc jeux gEncralcmcnt fcrmulEcs dans la 
litterature, nous Etudions plus particulierement les jeux bimatriciels, polymatriciels et la 
forme sequentielle des jeux Etendus a deux joueurs. 
Notre premier objectif est d'utiliser la linearisation des conditions de complEmentarite 
afin de concevoir un algorithme d'Enumeration des equilibres extrdmes pour les jeux 
bimatriciels et polymatriciels. 
Dans le premier chapitre, nous effectuons une synthese des principales formulations ma-
thematiques pour la recherche d'equilibres de Nash pour les jeux bimatriciels. Nous 
exposons 1'algorithme de Lemke et Howson (37) pour la recherche d'equilibre de Nash. 
Ensuite, nous presentons 1'algorithme EEE (6) pour l'EnumEration des equilibres de 
Nash extremes. Nous montrons aussi comment le probleme d'enumeration des sous-
ensembles de Nash maximaux peut §tre resolu en utilisant un algorithme d'Enumeration 
des cliques maximales en theorie des graphes. Finalement, nous linearisons les condi-
tions de complementarite en utilisant la methode de Jiidice et Mitra (29) et en intro-
duisant des variables binaires. Cette linearisation permettra de proposer un programme 
lineaire mixte 0 — 1 dont les solutions extremes sont des Equilibres de Nash extremes du 
jeu bimatriciel. 
Le deuxieme chapitre est consacre en premier lieu a une synthese des formulations ma-
thEmatiques pour la recherche d'equilibres de Nash pour les jeux polymatriciels. Nous 
exposons ensuite 1'algorithme des pivots eomplementaires de recherche d'equilibre de 
Nash pour les jeux polymatriciels (70). En troisieme lieu, nous approfondisons la me-
thode d'Elimination des strategies dominEes pour les jeux bimatriciels et polymatriciels 
a trois joueurs. Finalement, nous linEarisons les conditions de complEmentarite en in-
troduisant des variables binaires. Cette nouvelle modelisation permettra de proposer un 
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programme lineaire mixte 0 — 1 dont les solutions extremes sont des equilibres de Nash 
extremes du jeu polymatriciel. 
Notre deuxieme objectif est d'&udier 1'enumeiation des equilibres de Nash extremes 
pour la forme sequentielle d'un jeu etendu a deux joueurs. Nous presentons dans le 
troisieme chapitre une revue de la litterature sur les differents concepts utilises pour les 
jeux etendus. Ensuite, nous etudions les differentes representations d'un jeu etendu a 
deux joueurs. Finalement, nous proposons un programme lineaire mixte 0 — 1 dont les 
solutions extremes permettent, par projection sur I'espace des variables des strategies 
mixtes, d'enumerer les equilibres de Nash extrSmes de la representation sequentielle 
d'un jeu etendu a deux joueurs. 
Notre troisieme objectif est de concevoir en premier lieu un algorithrne permettant d'enu-
rnerer tous les Equilibres de Nash extremes pour les jeux bimatrieiets, polyrnatrieiels et 
les formes sequentielles des jeux etendus a deux joueurs et dlrnpianter ee nouvel algo-
rithrne ainsi que ralgoiithme EEE en utilisant une librairie d'arifhm£tique exacte. Nous 
commencons le quatrieme chapitre en presentant ralgoiithme ExMIP pour Fenume-
ration des equilibres extremes en theorie des jeux. En premiere etape, nous implantons 
cet algorithrne en utilisant les librairies du logiciel d'optimisation Cptex. 
Nous proposons dans le quatrieme chapitre une formulation biniveau permettant d' etendre 
I'algorithme EEE aux formes sequentielles des jeux etendus a deux joueurs. Nous avons 
pu implante les algorithmes EEE et ExMIP, en G et C + +, en faisant appel a la li-
brairie d'arithm<5tique exacte de MeCutehen (44). Nous d6crivons dans ce chapitre les 
details techniques de ces. implantations. En outre, nous y exposons le logiciel XGame 
Solver qui regroupe ces implantations sous une application a interfaces en QT facile a 
manipuler et mise gratuitcmerrt a la disposition de ia communautd scientifique. 
Notre quatrieme objectif est de definir des methodes automatiques pour le raffinement 
des equilibres en theorie des jeux, Dans le einquieme chapitre, nous exposons les diffe-
rents raffmenients dans la literature de theorie des jeux. Nous proposons une paire de 
programmes lineaires dont la resolution permet d'affirmer si un equilibre de Nash est 
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parfait ou non. Nous obtenons aussi une serie de propositions concernant les equilibres 
propres, Ces propositions nous conduirons a enoncer un theoreme qui definit un pro-
gramme quadratique mixte 0 — 1 dont la resolution permet de conclure si un equilibre 
n'est pas propre. 
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ABSTRACT 
This thesis proposes a number of linear and non-linear mathematie formulations in order 
to enumerate and refine extreme T^ash equilibria in Game Theory. We study in particular 
Bimatrix, Extcnsic and Polymatrix games. 
Our first goal is to linearise complementarity- conditions in order to design an algorithm 
for the enumeration of extreme Nash equilibria of Bimatrix, Polymatrix and Sequential 
forms of two-persons extensive games. 
In the first chapter of this thesis, we provide a review of Nash equilibria mathematie 
formulations in Bimatrix games. We also present the Lemke and Howson (37) and the 
EEE (6) algorithms. We show how enumeration of all maximal Nash-subsets could be 
performed using an algorithm for maximal cliques enumeration from Graph Theory. We 
finally, present a linearisation of complementarity conditions, using binary variables, in 
order to formulate a-mixed-0—1 program. The set of all extreme solutions of this program 
defines tile set of extreme Nash equilibria of a Bimatrix Game. 
The second chapter provides a review of Nash equilibria mathematie formulations in 
Polymatrix games. We present the complementary pivoting algorithm to find Nash equi-
libria. We also focus on the elimination of dominated strategies in Bimatrix and Poly-
matrix games. We finally present a linearisation of complementarity conditions, using 
binary variables, in order to formulate a mixed 0—1 program. The set of all extreme 
solutions of this program defines the set of extreme Nash equilibria of a Polymatrix 
Game. 
Our second goal is to study the enumeration of extreme Nash equilibria for the sequen-
tial form of a two-persons extensive game. We present in the third chapter a review of 
the main concepts used for extensive games. We study the different representations of 
two-persons extensive games. We finally propose a mixed 0—1 program. The set of 
all extreme solutions of this program defines the set of extreme Nash equilibria of the 
sequential form a two-persons extensive game. 
IX 
Our third goal is to design aa algorithmin order to enumerate all extreme Nash equi-
libria of Bimatrix, Polymatrix and Sequential forms of two-persons extensive games. 
We present the Ex MJP algorithmfor the enumeration of all extreme Nash equilibria in 
Game Theory. We also present the reformulation: of the EEE algorithm (6) on sequential 
forms of two-persons extensive games. Both algorithms are inaplemented using Oplex 
callable libraries and exact arithmetics libraries (44). We finally present our XBame Sol-
ver application which regroups, our algorithms implementations using QT interfaces. 
This application is freely available for the use of the scientific community. 
Our fourth goal is to define a set of automatic equilibria refinement methods in Game 
Theory. In the fifth chapter, we present different refinements used in game theory. We 
propose a pair of linear programs in order to check the perfectaess of a Nash equilibrium. 
We also obtain a set of propositions on proper equilibria. Finally we provide a theorem 
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La globalisation des conflits sociaux, economiques, commerciaux et diplomatiques, confere 
une importance croissante aux contributions des scientifiques dans la modelisation et 
la resolution de ces problemes des temps modernes. Parmi les confrontations les plus 
intenses, les conflits entre groupes de pression et les organisations a interets prives et 
publics, sont des plus passionnants. 
Les impacts des manifestations pacifistes et non-pacifistes sur les legislations dans plu-
sieurs pays industrialises et non-industrialises ont de plus en plus de repercussions sur 
notre mode de vie. Par ailleurs, les firmes privees raeme les plus monopolistiques de-
viennent beaucoup plus sensibles aux attentes des consommateurs en matiere d'ecologie 
et d'environnement. Les specialistes en theorie des jeux contribuent a la gestion de ces 
conflits en employant des modelisations sous plusieurs formes et en alternant les ap-
proches de resolution. 
La theorie des jeux est une branche des mathematiques qui s'interesse a 1'etude et a 
1'analyse des situations conflictuelles dans plusieurs domaines. La theorie des jeux per-
met de modeliser les confrontations strategiques entre divers intervenants en leur pro-
posant une aide substantielle dans leur prise de decisions. La description et la detection 
des situations d'equilibre pour plusieurs classes de jeux est d'un interet majeur pour les 
chercheurs en mathematiques, en economie et en sciences sociales. 
Ce travail est une etude portant sur les jeux bimatriciels et polymatriciels ainsi que sur 
la forme sequentielle des jeux sous forme etendue a deux joueurs. Les jeux sous forme 
strategique forment une classe particuliere en theorie des jeux. lis sont statiques et si-
multanes. Les prises de decisions y sont uniques, par opposition aux jeux sous forme 
etendue ou dynamique. L'enumeration complete des equilibres de Nash extremes pour 
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cette classe de jeux permet d'identifier les differents ensembles d'equilibres qui peuvent 
etre obtenus. 
Le premier chapitre de cette these est une etude du probleme d'enumeration des equi-
libres extremes dans les jeux bimatriciels. Apres une definition des principales notions 
techniques utilisees, une revue de la litterature pour le probleme d'enumeration des equi-
libres extremes dans un jeu bimatriciel et une description des algorithmes de Lemke et 
Howson (37) et d'Audet et al. (6) sont presentees. L'enumeration des ensembles maxi-
maux de Nash est aussi etudiee comme un probleme d'enumeration de cliques maxi-
males dans un graphe. A travers des propositions soutenues par des preuves, la modeli-
sation et la formulation lineaire mixte 0 — 1 d'un jeu bimatriciel sont ensuite proposees. 
Un exemple d'un programme lineaire mixte 0 — 1, pour un jeu bimatriciel, est ensuite 
expose. 
Le deuxieme chapitre est une etude du probleme d'enumeration des equilibres extremes 
dans les jeux polymatriciels. Une revue de la litterature et des principales notions re-
latives au probleme de recherche d'equilibre dans un jeu polymatriciel ainsi qu'une 
description de 1'algorithme des pivots complementaires sont presentees. Les notions de 
strategies fortement dominees etfaiblement dominees sont ensuite abordees. Le concept 
d'elimination des strategies fortement dominees, dans un jeu bimatriciel et dans un jeu 
polymatriciel, est illustre a travers des exemples numeriques. Une proposition relative au 
nombre maximal d'iterations necessaires a la detection recursive des strategies fortement 
dominees dans un jeu polymatriciel est ensuite enoncee et demontree. La modelisation 
d'un jeu polymatriciel sous forme d'unprogramme lineaire mixte est enfin proposee et 
demontree. Un exemple d'un programme lineaire mixte 0 — 1, pour un jeu polymatriciel 
a trois joueurs, est ensuite expose. 
Le troisieme chapitre est une etude du probleme d'enumeration des equilibres de Nash 
extremes pour les formes strategiques et sequentielles des jeux etendus a deux joueurs. 
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Les differents concepts utilses en theorie des jeux sont presentes. La modelisation de la 
forme sequentielle d'un jeu etendu a deux joueurs sous forme d'un programme lineaire 
mixte est ensuite proposee et demontree. Quelques exemples de programmes lineaires 
mixtes 0 — 1 obtenus pour differents exemples sont ensuite exposes. 
Le quatrieme chapitre presente l'algorithme E\MIP pour 1'enumeration complete des 
equilibres extremes dans un jeu bimatriciel, polymatriciel et de la forme sequentielle 
d'un jeu etendu a deux joueurs. Un theoreme relatif a 1'aptitude de 1'algorithme a enu-
merer tous les equilibres de Nash extremes de tels jeux est enonce et demontre. Des 
exemples numeriques sur differents jeux sont illustres afin d'expliquer l'execution de 
l'algorithme ExMIP. L'implantation de l'algorithme EEE pour la forme sequentielle 
d'un jeu etendu a deux joueurs est ensuite presentee. Ce chapitre contient aussi une sec-
tion consacree a l'implantation en arithmetique exacte des deux algorithmes. Ce chapitre 
decrit en outre le logiciel XGame Solver que nous avons realise au cours de ce projet 
de doctorat. Le logiciel regroupe nos differentes implantations en arithm6tique exacte 
des algorithmes EEE et E\Mip ainsi que les quelques methodes de raffinement au-
tomatique que nous avons proposees ulterieurement. Nous discuterons aussi de l'interet 
d'offrir a la communaute scientifique un logiciel tel que XGame Solver et de l'enrichir a 
travers l'implantation d'autres algorithmes de recherche d'equilibre. Nous envisagerons 
aussi l'elargissement de la gamme des jeux que le logiciel pourrait resoudre. 
Le cinquieme et dernier chapitre est une etude des differents raffinements des equilibres 
de Nash extremes. En premier lieu, les raffinements essentiel, quasi-fort, isole et regulier 
sont presentes. Pour le raffinement parfait, une definition alternative est presentee sous 
la forme d'une paire de programmes lineaires dont la resolution permet de determiner en 
pratique si un equilibre est parfait. Le raffinement propre est ensuite etudie en proposant 
un programme parametre, quadratique et mixte 0 — 1 dont l'analyse de la realisabilite 
permet de conclure, d'un point de vue theorique, si un equilibre est propre ou non. 
4 
La derniere partie de cette these est une conclusion generale sur les realisations de cette 
these et sur les differentes possibilites d'etendre ce travail et de l'appliquer a plusieurs 
problemes de confrontations strategiques modernes. 
Les codes sources des algorithmes ExMIP et EEE, pour 1'implantation en arith-
metique exacte et pour l'implantation utilisant Cplex, sont publies sur le lien internet 
http ://www.gerad.ca/~slimb. Le code source du logiciel XGame Solver y sera aussi 
disponible et pourrait etre compile par les utilisateurs sous les systemes d'exploitation 
Windows, Linux et Mac OS. 
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CHAPITRE 1 
LES JEUX BIMATRICIELS 
Un jeu bimatriciel natt de la rencontre de deux joueurs I et II, pouvant representer des 
intervenants politiques, economiques ou sociaux. Chaque joueur possede une panoplie 
d'opportunites strategiques denombrables, couramment nommee ensemble de strategies 
pures. Le joueur I a le choix entre n strategies pures, alors que le joueur II dispose de m 
strategies pures. 
Un jeu bimatriciel peut etre resume par une paire de matrices de gains A et B de l'en-
semble des matrices, de n lignes et m colonnes, Mnxm. L'element a^ de la matrice A 
represente le gain immediat du joueur I, si les deux joueurs choisissent respectivement 
leur ikme et j e m e strategic au merae moment. Reciproquement, l'element b^ de la matrice 
B represente le gain immediat du joueur II, si les deux joueurs choisissent respective-
ment leur ieme et j e m e strategic au meme moment. 
Dans un jeu bimatriciel, chaque intervenant desire adopter la (les) strategie(s) lui per-
mettant de maximiser son gain a Tissue d'un jeu sous forme normale (strategique). Un 
jeu sous forme normale est un jeu ou chaque participant a le droit d'effectuer son choix 
strategique une seule fois, sachant que tous les choix sont formules simultanement. Un 
jeu sous forme normale peut aussi etre la representation simplifiee d'un jeu sous forme 
etendue, ou les choix strategiques des divers intervenants sont formules a plusieurs re-
prises de maniere non simultanee. 
Chaque joueur est dote, dans un jeu bimatriciel, d'une aptitude a combiner en un seul jeu 
une variete de strategies pures. Cette combinaison de strategies pures, nommee strategie 
mixte, permet au joueur de formuler ses preferences sous forme d'un vecteur x ou y 
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precisant la probabilite ou la frequence avec laquelle chacune de ses strategies serait 
jouee, si la meme situation se repetait. 
Le joueur I vise alors a maximiser son gain xtAy, en choisissant le vecteur de probabilite 
x dans Mn, tandis que le joueur II tente de maximiser xtBy en fixant son vecteur de 
probabilite y dans R"\ 
Un equilibre est une situation dans laquelle chaque intervenant a adopte un choix stra-
tegique lui permettant de maximiser son gain etant donne le choix de 1'autre. Aucun 
d'entre eux n'a done interet a modifier unilateralement son choix strategique, puisqu'il 
en sortirait perdant. 
Dans un jeu bimatriciel, un point d'equilibre est une paire de strategies (x, y) ou : 
si deux ensembles X(y) et Y(x) sont dermis tels que 
X(y) = argmax xtAy Y{x) = argmax xfBy 
x y 
s.a. x*ln = l,
 e t s.a. Vmy = l, 
x>0, y>0, 
avec \n et l m deux vecteurs de dimensions respectives (n x 1) et (m x 1) et composes 
uniquement de 1, alors x e X(y) et ye Y(x). 
Une strategie est dite dominee lorsque, pour un joueur donne, tous les gains qu'elle pour-
rait rapporter sont inferieurs ou egaux aux gains apportes par une combinaision lineaire 
des autres strategies (Myerson (49)). Une strategie est dite dominante, par rapport a une 
strategie dominee, si tous les gains qu'elle pourrait rapporter sont superieurs ou egaux 
aux gains apportes par la strategie dominee. 
La formulation d'un jeu matriciel sous la forme d'un programme lineaire fut introduite 
par Gale, Kuhn et Tucker (1948). Bien que la question eut ete abordee en premier lieu 
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par Von Neumann (1928), la premiere preuve de l'existence d'un point d'equilibre dans 
tout jeu rini a plusieurs joueurs, et par suite dans le cas restreint d'un jeu bimatriciel, fut 
l'oeuvre de Nash (50). Ce theoreme a inspire les chercheurs qui ont aborde le sujet par 
la suite et explique 1'appellation courante "equilibre de Nash" definissant cet equilibre. 
Mills (46), puis Mangasarian et Stone (41) ont etudie les conditions d'optimalite du sys-
teme precedent dans le but de deflnir les conditions necessaires et suffisantes d'equilibre. 
lis ont alors introduit deux scalaires a et (3, tels que (a, (5) G R2, et reformule le systeme 
a partir des problemes duaux de la maniere suivante : 
min a min j3 
a e t d 
s.a. \na > Ay, s.a. (3Vm > x
lB. 
Une fois les contraintes de realisabilite primales et duales combinees, il est possible 
d'affirmer qu'une paire (x,y) est une strategic d'equilibre si et seulement si il existe 
deux scalaires aet/3 tels que : 
(xj) EX = {(x,P) e Rn+1 : xlB < (3\fm, x'ln = l,x> 0}, 
(y,&) EY = {(y,a) e Mm+1 : Ay < lna, \
l
my = 1, y > 0}. 
Les deux variables duales a et (3 sont alors egales aux gains respectifs des joueurs I et 
II, lorsque ces conditions sont satisfaites, vu que les valeurs des objectifs des problemes 
primaux et duaux sont egales : 
xlAy = a et xtBy — p. 
Ces conditions, telles que Mills (46) et Mangasarian et Stone (41) l'ont montre, peuvent 
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etre fusionnees en une seule contrainte bilineaire : 
x\A + B)y = a + fi. 
II est done possible de definir un probleme d'optimisation globale dont la solution opti-
male est un point d'equilibre : 
max xtAy + xtBy — a — j3 
x,y,a,/3 
s.a. 
Ay < a l „ , 
xlB < P\l, 
x ln = 1, 
l*m2/ = 1. 
x > 0, 
y>o. 
En un point d'equilibre, la valeur de la fonction objectif est nulle puisque (x, y, a, /3) 
sont tels que : 
xt{A + B)y-(a + ^) = 0 . 
Mills (46) apporte aussi la preuve qu'un point d'equilibre dans un jeu bimatriciel est la 
solution d'un systeme d'inequations lineaires, ou certains vecteurs u et v doivent etre 
binaires : 
0 < a.\n-Ay < \n-u < \n-x, 
0 < (3\m-xB < lm-v < lm-y, 
xeX, yeY, uG{o,i}n, ve{o,i}m. 
Exemple 1.0.1 Soit unjeu bimatriciel de dimension (4 x 3) dont les elements des ma-
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trices A et B prennent pour valeurs 
A 
( 3 2.5 5 
4 0 2 
2 3.5 1.5 
y 4.5 0.5 5.5 
\ 
et B = 
5 4.5 2.5 
2 3 1 
1 1.5 3.5 
2.5 3.5 4 
\ 
Si I choisissait sa 4kme strategie et II choisissait sa 3eme strategie, x1 = (0,0,0,1) 
et yl — (0, 0,1), les deux joueurs seraient en une situation d'equilibre et leurs gains 
respectifs seraient: a = 5.5 et (3 = 4. 
Pour lejoueur I, la 2eme strategie est dominee par la 4eme strategie. II est done inutile 
de la considerer car I ne la choisira jamais. 
1.1 Revue de la litterature 
Un equilibre de Nash extreme (x,y) est tel que x est un point extreme de 1'ensemble 
X(y) des meilleures repliques a la strategie y, et y est un sommet de l'ensemble Y(x) 
des meilleures repliques a la strategie x : 
x G ext(X(y)) et y G ext(Y(x)), 
ou ext denote l'ensemble des points extremes. Les equilibres d'un jeu bimatriciel forment 
un ensemble E qui est l'union d'un nombre fini de polytopes, parfois disjoints (45), cha-
cun etant appele un sous-ensemble de Nash maximal. Un equilibre de Nash extreme est 
un point extreme de l'un de ces polytopes. 
Soit Sx C K™, un ensemble ayant comme elements quelques strategies extremes du 
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premier joueur. Vorob'ev (65) a prouve que toute paire de strategies (x, y) pour laquelle 
x appartient a l'enveloppe convexe de S x et ou y appartient a Y(x) pour toute strategie 
extreme x de Ex est un equilibre. L'ensemble E est ainsi l'union de ces ensembles de 
paires sur tous les sous-ensembles de strategies extremes du premier joueur : 
E = | J { conv(Ex) x f | Y(x) }. 
ZxC{x:(x,y)€ext(E)} x€Xx 
Keiding (30) a montre que dans un jeu bimatriciel non-degenere, de dimensions (raxn), 
il existe au plus K — min{Q(m, n + m), $(n, m + n)} — 1 equilibres extremes avec : 
( h-[*?\-l\ 
$(d, h) = 
\ LfJ / { m j 
$(d, h) etant le nombre maximal de sommets dans un polyedre d-dimensionnel a h fa-
cettes. 
II faut noter cependant que cette borne superieure sur le nombre maximal d'equilibres 
extremes n'est probablement pas serree. 
Pour le cas particulier d'un jeu bimatriciel non-degenere, de dimension nxn, von Sten-
gel (62) a demontre que le nombre maximal d'equilibres extremes etait borne inferieu-
rement par (ip(n) — 1) et superieurement par (u(n) — 1) avec : 
2 414n 2 5981" 
i/)(n) = 0.949—-=- et u(n) = 0.921- ' y/n \/n 
L'enumeration de tous les points extremes permet d'identifier completement l'ensemble 
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E (Vorob'ev (65)) puisque tout point d'equilibre peut s'ecrire comme une combinaison 
convexe de points d'equilibres extremes (Mangasarian (40)). 
Les algorithmes enumerant tous les equilibres extremes d'un jeu bimatriciel ou poly-
matriciel sont tres rares. Vorob'ev (65) fut le premier a en confectionner, ce qui donna 
ulterieurement lieu a une simplification de la part de Kuhn (36). L'idee de base etait de 
generer a partir de la matrice B toutes les sous-matrices independantes et de verifier si 
en ajoutant a chacune une colonne de 1, la strategic correspondante engendrait un point 
d'equilibre. 
Lemke et Howson (38) developperent un algorithme pour la recherche d'equilibres de 
Nash. Cet algorithme requiert deux ensembles disjoints de strategies pures (N et M). 
Aggarwal (1) a demontre que 1'algorithme propose par Lemke et Howson (38) ne pouvait 
etre modifie afin d'enumerer tous les equilibres extremes, certains restant inaccessibles. 
Aggarwal (1) explique cette pathologie par le fait que l'union des chemins ayant (n + 
m — k) (k E N x M) attributs pouvait etre non-connexe. 
Mangasarian (40) et Winkels (68) proposent aussi deux approches semblables dont l'idee 
est d'enumerer tous les sommets de X et de Y. Alors que le premier utilise la condition 
d'optimalite xt(A + B)y = a + f3 pour verifier si la paire (x,y) est un equilibre, le 
deuxieme exploite les conditions des ecarts complementaires associees aux programmes 
primal et dual. 
Mukhamediev (47) adopte quant a lui une approche s'inspirant de la formulation bili-
neaire proposee par Mills (46) et Mangasarian et Stone (41). U aborde la problematique 
en utilisant 1'optimisation globale de la fonction : 






max x (A + B)y — a . 
(y,a)€Y ' 
D'apres les definitions de X et Y, on a : 
-4y < a l n , 
% *n = i) 
X > 0, 
2/>0, 
xMy < xt\na) 
xlBy < (3\ly, 
xHn = 1, 
ma ' 
xfAy < a, 
xlBy < P, 
d'ou xtAy + xlBy — a — f3 < 0. 
En un point d'equilibre (x, y), la valeur de cette fonction objectif sera done nulle puisque 
les gains respectifs des deux joueurs seront: a = xlAy et ft = xfBy . 
II existe dans un jeu bimatriciel (2n — 1) x (2m — 1) supports distincts. Un support est 
defini comme un ensemble de strategies pures auxquelles sont assignees des probabili-
t y strictement positives. Un support peut alors engendrer un ensemble vide de points 
d'equilibre, comme il pourrait en engendrer un seul ou parfois meme un polytope. 
Dickhaut et Kaplan (20) et McKelvey et McLennan (42) ont adopte une approche basee 
sur la verification des conditions d'equilibre pour chacun des supports possibles et ont 
resolu des problemes de dimension allant jusqu'a 8 x 8 , avec la possibilite de resoudre 
des problemes de dimension 12 x 12. 
Le fait que toutes ces methodes s'articulent, de maniere plus ou moins explicite, autour 
du concept d'enumeration de supports, les rend peu pratiques a utiliser lorsque la dimen-
sion du jeu n'est pas modeste. La nature combinatoire de cette enumeration peut rendre 
le nombre de sommets a traiter tres eleve. 
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La situation devient encore plus problematique en cas de degenerescence, ce qui laisse la 
taille des problemes succeptibles d'etre resolus par ces methodes tres fortement limitee. 
Les differentes methodes lineaires de recherche d'equilibres de Nash ont ete exposees 
par von Stengel (61). D'une part, il a montre comment la maximisation de fonctions de 
gains lineaires permettait de definir deux polyedres. D'autre part, il a decrit une pro-
cedure algebrique de pivots complementaires permettant d'obtenir un equilibre et il a 
clarifie la notion de degenerescence dans les jeux bimatriciels. Von Stengel a egalement 
mentionne que la methode lexicographique permettait d'etendre les algorithmes de pi-
vots a cette derniere categorie de jeux. 
1.2 Algorithme de Lemke et Howson 
Nous pesentons dans cette section 1'algorithme de Lemke et Howson (37) qui a pour 
but de trouver un equilibre de Nash dans un jeu bimatriciel. Soit JV = {1, 2,., n} et 
M = {1, 2,., m). A toute paire de strategies mixtes (x, y) correspondent des elements 
de N x M. Ces attributs dependent des strategies pures non-choisies par le joueur et des 
meilleures repliques pures de son adversaire. 
Soientpour i — 1, ...,n et j — 1, ...,m : 
X{i) = {x e X I Xi = 0 }, 
X(j) = {xeX\ B.jX > B.k, V k E M }, 
Y(i) = {y£Y\Ai.y>Ak.,VkeN}, 
Y(j) = {y e Y | yj = o } , 
ou At. est la i
me ligne de A et B.j est la j e m e colonne de B. Ainsi, x a u n attribut k si 
x e X(k), et y a un attribut k si y e Y(k), pour k £ N U M. 
Lemke et Howson ont montre qu'une paire de strategies (x,y) deX xY est un equilibre 
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de Nash si et settlement si pour tout k e N U M : x e X(k) ou y e Y(k), ou les deux a 
la fois. 
Soient Gi et G2 deux graphes dont les sommets sont respectivement les points x de X 
ayant n attributs avec un sommet supplemental 0 de Rn, et les points y de Y ayant m 
attributs avec un sommet supplemental 0 de Km. Dans Gi, chaque paire de sommets 
ayant en commun n — 1 attributs est reliee par une arete, et similairement dans G2 pour 
chaque paire de sommets ayant en commun m — 1 attributs. 
L'algorithme commence a partir de l'equilibre artificiel (x = 0, y = 0), suit le chemin 
sur lequel l'attribut k est manquant et s'arrete au premier equilibre de Nash rencontre. 
Assimilables a une serie de deplacements le long des aretes de G\ et G2, les iterations se 
font de telle maniere que, si (x, y) e G\ x G2 est la paire courante de strategies et si k 
est un attribut de x, alors y est remplace par son voisin y' ayant k comme unique attribut 
non-commun avec lui et m — 1 attributs communs. Maintenant que k est a la fois attribut 
de x et de y, x est remplace par son voisin x', ayant k comme seul attribut non-commun 
avec lui et n — 1 attributs communs. 
L'algorithme s'arrete lorsque x et y reunissent a eux deux tous les attributs k € N x M. 
L'equilibre atteint a la fin differe selon le choix de l'attribut initial a la premiere iteration. 
Lemke et Howson (37) ont montre que Pensemble des sommets et aretes de G\ x G2 
ayant n + m — k attributs (k € {iV U M}) consiste en un ensemble de chemins disjoints 
et de cycles, et que les points finaux a ces chemins sont les equilibres du jeu et l'equilibre 
artificiel (0,0). 
Cet algorithme de Lemke et Howson est aussi a l'origine de l'une des premieres avancees 
dans la recherche d'equilibres a un jeu polymatriciel a N joueurs. 
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1.3 Algorithme d'enumeration des equilibres extremes EEE : 
Audet et al. (6) proposent une approche enumerative plus selective en etudiant settle-
ment les sommets qui satisfont les conditions des ecarts complementaires : 
xtAy = xtlna, J x\\na - Ay) = 0, 
xtBy = f3\tmy, \ (p\m - x
tB)y = 0. 
Audet et al. (6) considerent deux programmes lineaires a objectifs parametres : 
P(y) = max xtAy — 6, 
Q(x) = max xlBy — a. 
(y,a)eY 
L'algorithme EEE construit un arbre d'exploration ou a chaque noeud est associee une 
paire de sous-problemes lineaires a fonctions objectifs parametrees, P{y) et Q(x). A 
chaque noeud est associee une variable x ou y representant une strategic realisable, pour 
l'un ou 1'autre des sous-problemes courants. 
Les programmes P(y) et Q(x) sont quasi-identiques a P(y) et Q(x), mais avec en plus 
un ensemble d'inegalites ou de contraintes de non-negativite qui sont mises a egalite. 
Ainsi, Audet et al. (6) distinguent quatre formes possibles que peuvent prendre les pro-
blemes P(.) et Q(.) : 
- P%{.) = P{.) avec une contrainte Xi — 0 a la place de X{ > 0. 
- Pj(.) = P(.) avec une contrainte xfB,j = (3 a la place de xtB,j < f3. 
- Qj(.) = Q(.) avec une contrainte y0•, = 0 a la place de % > 0. 
- Qi(.) = Q(.) avec une contrainte At,y = a a la place de Ai.y < a. 
A chaque noeud de cet arbre, une optimisation de P(y) et une autre de Q(x) sont lancees 
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successivement (l'ordre depend des cas) et trois sortes de resultats differents peuvent etre 
obtenus : 
- P(.) ou Q(.) est non-realisable. 
- P(.) et Q(.) sont realisables mais un manque d'information ne permet pas de deduire 
un point d'equilibre. 
- P(.) et Q(.) sont realisables et un point d'equilibre peut etre deduit a partir des infor-
mations reunies. 
Mis a part le premier cas ou le noeud courant sera elimine, dans les deux autres il sera 
remplace par ses descendants directs. Chaqaefils possede une seule difference par rap-
port a sonpere qui consiste en une contrainte supplemental pour P(.) ou Q{.) selon la 
regie de branchement choisie. 
Cette regie de branchement se determine a partir de deux parametres r, et Wj, tels que 
( 
Ti = < 
Xi(a — Ai.y), si P(.) n'apas ete change en P l(.) 
et Q(.) n'apas ete change en Qi(.), 
, sinon, 
et 
(/3 — xtBj)yj1 si Q(.) n'a pas ete change en Q
J(. 
etP(.) 
-1 , sinon. 
TTJ =\ t (.  n'a pas ete change en P,(.), 
En choisissant pour i G {l,...,n} etj E {1, ...,m}, les i et j qui maximisent les valeurs 
de ^ et TTJ, trois cas differents permettent de conclure sur la regie de branchement a 
adopter: 
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- Si — 1 7̂  Ti > TTJ, le noeud courant aura deux descendants : 
(l/,P*(.),Q(.)) et (x,Qi(.),P(.)). 
- Si Ti < Ttj, le noeud courant aura deux descendants : 
(x,&(.),P(.)) et (y,Pi(.),Q{.))-
- Si ^ = iTj — —1, (x,;t/) est un equilibre extreme et le noeud courant aura quatre 
descendants : 
{(y, P\.), Q(.)) : ^ > 0}, {(*, Q,(.), P(.)) : Ay < a}, 
{(x,Qi(.),P(.)) :%>0} et { ( ^ ( 0 , 6 ( 0 ) :**£,-</?}. 
Quand la profondeur du noeud courant est superieure a n + m, la solution (x, y) est un 
equilibre extreme car chacune des conditions des ecarts complementaires est satisfaite. 
Audet et al. (6) demontrent que l'algorithme EEE enumere en un temps fini tous les 
equilibres extremes d'un jeu bimatriciel. Us resolvent des problemes aleatoirement ge-
neres, de taille allant jusqu'a (29 x 29) lorsque les dimensions sont egales et (700 x 5) 
lorsque la seconde dimension est fixee a 5. 
1.4 Enumeration des sous-ensembles de Nash maximaux 
Soit NE est l'ensemble des equilibres de Nash extremes d'un jeu bimatrciel. Un sous-
ensemble T C NE est un sous-ensemble de Nash si et seulement si toute paire d'ele-
ments T est interchangeable. Ceci veut dire que si (x\,y\), (x2,2/2) € T alors (xi, 2/2) G 
T et (x2, z/i) e T. Un sous-ensemble de Nash T est dit maximal si il n'est pas contenu 
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dans un autre sous-ensemble de Nash (14). 
En theroie des jeux, il n'existe aucun algorithme dont le but est d'enumerer specifique-
ment les sous-ensembles de Nash maximaux. Cependant, un rapport technique de von 
Stengel (63) evoque la possibilite d'utiliser un algorithme d'enumeration des cliques 
maximales dans un graphe G afin d'enumerer les sous-ensembles de Nash maximaux. 
Ceci etant dit, nous avons abouti au meme resultat independemment de ce travail non-
public de von Stengel. 
Suite a l'analyse de l'ensemble des equilibres de Nash extremes NE, nous obtenons 
un graphe G = (V, E). Les equilibres de Nash extremes elements de NE definissent 
l'ensemble V des noeuds de G. L'ensemble des aretes E de G est tel que toute arete 
e G E est une connexion entre deux noeuds (equilibres de Nash extremes) de G, Eq\ = 
(xi,yi) G V et Eq2 = (x2,y2) £ V, si et seulement si Eq1 et Eq2 sont interchangeables. 
Toute clique maximale du graphe G est un sous-graphe complet de G. Toute clique 
maximale de G correspond alors a un sous-ensemble d'equilibres de Nash extremes ou 
tout equilibre de Nash extreme est interchangeable avec tous les autres. Ainsi, tout sous-
ensemble de Nash maximal T correspond done a une clique maximale de G. 
Plusieurs articles en theorie des graphes ont etudie et resolu le probleme d'enumeration 
des cliques maximales dans un graphe. Nous avons choisi d'implanter une version en 
C + + de 1'algorithme tres connu de Bron et Kerbosch (15). 
Exemple 1.4.1 Soit Aet B les matrices des gains dujeu bimatriciel tire d'un article de 
Bormetal. (14) : 
( 
\ 
- 3 - 3 - 3 - 3 
3 3 3 - 6 
- 3 - 3 - 3 - 3 
\ 
B 
/ 3 0 0 2 ^ 
0 0 0 0 
0 0 3 2 
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Le graphe G obtenu apartir de NE est represents a la Figure 1.1. 
Figure 1.1 Graphe d'interchangeabilite G = (V,E) 
En utilisant I 'algorithme EEE (6), nous enumerons dix equilibres de Nash extremes (Ta-
bleau 1.1). Ainsi, cejeu contient six sous-ensembles deNash maximaux T\ = {1, 2, 3,4, 5, 6}, 
T2 = {4,8}, T3 = {6,10}, T4 = {7, 9}, T5 = {7,10} et T6 = {8,9}. 
Le sous-ensemble T\ est represents a la Figure 1.2. 






























































































X f ( 0 . 
X 2= (1,0,0,0) 
tn ft i / r 
= (0,0,1,0) 
2 X 2 = (0,1,0,0) 
Figure 1.2 Sous-ensemble de Nash maximal T\ 
1.5 Modelisation et formulation lineaire mixte 
d'un jeu bimatriciel 
Cette section recapitule le travail de modelisation entrepris dans (4) et enonce la for-
mulation d'un programme lineaire mixte 0 — 1, dont la resolution permet d'accomplir 
l'enumeration des equilibres de Nash extremes d'un jeu bimatriciel. 
La modelisation sous la forme d'un probleme lineaire mixte d'un jeu bimatriciel passe 
par la transformation des contraintes de complementarite en contraintes lineaires. Judice 
et Mitra (29), puis Audet et al. (8), ont mis en place une maniere efficace de transformer 
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les conditions d'ecarts complementaires en introduisant des variables binaires : 
xtAy = xt\na, 
xlBy = filly, 
• & 
xt(lna — Ay) = 0, 
(P\m-x
tB)y = 0, 
(lna- Ay) < Liu, 
x < 1„ - it, 
y < \m-v, 
ou u et v sont deux vecteurs de variables binaires de dimensions respectives n et m, et 
L\ et L12 sont des constantes positives suffisamment grandes. Nous avons ainsi: 
- Si Ui = 0, alors : x; < 1 et (a — A^y) = 0, done Xi(a — Ai.y) ~ 0. 
- Si VJ = 0, alors : y5 < 1 et (/3 - {B.jfx) = 0, done %•(/? - (B.^'x) = 0. 
- Si Ui = I, alors : xt = 0 et (a — A^y) < Lx, done x^a — ^ .y) = 0. 
- Si Vj = 1, alors \yi=Q et {(3 - (B^fx) < L2, done %•(/? - (£.j)V) = 0. 
Oii Ai, et (S.j)* sont respectivement les ieme etjeme lignes de A et Bl. 
Proposition 1.5.1 Choisir L\ et L2 de la maniere suivante permet de satisfaire toutes 
les conditions de complementarite donnees : 
U > Ti et L2 > T2, 
Ti = amax — amin et ^ = bmax — bmin, etant les differences respectives entre les plus 
grands et les plus petits elements de A et de B : 
" ieJV, j&M J i s AT, j&M 
bmax — max bij, bmin — min b^. 
ieN, jeM ieN, jeM 
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Preuve 1.5.1 Puisque nous avons : 
0"min — & — Q"maxi 
Vmin _ P — "max •> 
amin 5 : Ai.y < CLmax, pOUV I = l,..,Tl, 
bmin < (B.jfx < bmax, pour j = l,..,m, 
nous pouvons deduire les inegalites suivantes : 
a-Ai.y < amax-amin, pour i = l,..,n, 
(3 - (B.jYx < bmax - bmin, pour j = 1, ..,m. 
Nous obtenons ainsi: (lna — Ay) < TiU et ([31 m — B
tx) < T2v. En conclusion, choisir 
Li et L2 de la maniere suivantepermet de transformer les conditions de complementarite 
en contraintes lineaires : L\ > Ti et L2 > T2. 
Toutes les conditions verifiees par un equilibre de Nash peuvent done s'exprimer de 
facon lineaire. 
Proposition 1.5.2 L 'ensemble des equilibres de Nash d'unjeu bimatriciel est 1 'ensemble 
des paires de choix strategiques (x) y) € M.
n x W71 telles que : 
x in 1, 
X^-pln < 0 , 
x + u < 7„, 
{lna - Ay) - LlU < 0, 
x > 0 , 
u e{0, l}», 
imy = 1, 
Ay - alm < 0, 
y + v < lm, 
{{31m - B




Preuve 1.5.2 Un equilibre de Nash est defini comme un point (x, y, a, j3) tel que : 
(x,J3) eX = {(x,p) G Rn+1 : x*B < pim, x
lln = l,x> 0}, 
(y,&) EY = {(y,a) E Rm+l : Ay < lna , l
l
my = 1, y > 0}. 
Un equilibre de Nash extreme doit par ailleurs satisfaire les conditions des ecarts com-
plementaires. II suffit alors qu 'un point (x,y,a,/3) reponde aux conditions suivantes 
pour etre reconnu comme equilbre de Nash extreme : 
X In J-j 
xlB - (31n < 0, 
X + U < ln, 
(lna - Ay) < Lxu, 
x > 0, 
u € { 0 , l } n , 
Afin d'enumerer tous les equilibres de Nash extremes, il faudrait enumerer toutes les 
solutions extremes d'un programme lineaire mixte 0 — 1. 
Corollaire 1.5.1 L enumeration de tous les equilibres de Nash extremes dans un jeu 
bimatriciel est equivalente a I'enumeration de toutes les solutions extremes d'un pro-
gramme lineaire mixte 0 — 1, sujet aux contraintes precedentes, et ayant un objectif 
lineaire, par exemple: 
min f(a, (3) = a + (3 
a,P,x,y,u,v 
ou encore : 
min f(a,P) = 0. 
<*,P,x,y,u,v 
imy = i, 
Ay - alm < 0, 





Peu importe l'expression lineaire de l'objectif du programme, l'algorithme E\MIP 
presente au quatrieme chapitre permettra d'enumerer tous les equilibres de Nash ex-
tremes. II aura pour objet d'identifier toutes les solutions extremes satisfaisant les contraintes 
du programme mixte 0—1. Ces contraintes sont au nombre de (2+3(n+m)), sans comp-
ter les contraintes de non-negativite. 
Exemple 1.5.1 Soit lejeu bimatriciel suivant: 
V 
3 2.5 5 
4 0 2 
2 3.5 1.5 
4.5 0.5 5.5 
\ 
/ 
et B = 
( 5 4.5 2.5 ^ 
2 3 1 
1 1.5 3.5 
2.5 3.5 4 
) 
Selon la proposition (1.5.2), l'expression du programme lineaire mixte 0 — 1 correspon-




Xi -\- X2 + 
X\ •+ U\ < 
X2 + " 2 < 
X3 + U3 < 
X4 -f- 1£4 < 
a - 3yi -
a-4yi-
a-2yi-
a — 4.5j/i 
f(a,P) 





2.5j/2 - 5j/3 - 5.5ui < 0, 
2j/3 - 5.5^2 < 0, 
3.5j/2 — 1.5?/3 — 5.5M3 < 0, 
- 0.5y2 - 5.5j/3 - 5.5U4 < 0, 
yi + V2 + V3 = 1, 
yi +vi < 1, 
J/2 + v2 < 1, 
J/3 + ^ 3 < 1, 
/? — 5xi — 2x2 — X3 — 2.5x4 — 4t>i < 0, 
/? - 4.5xi - 3x2 - 1-5x3 - 3.5X4 - 4i>2 < 0, 
0 — 2.5xi — X2 — 3.5x3 - 4x4 - 4t)3 < 0, 
- a + 3j/i + 2.5i/2 + 5j/3 < 0, 
- a + 4j/i + 2y3 < 0, 
- a + 2S/1 + 3.5j/2 + 1.5y3 < 0, 
- a + 4.5j/i + 0.5j/2 + 5.5j/3 < 0, 
x > 0, 
U€{0,1}4, 
-/3 + 5xi + 2x2 + x3 + 2.5x4 < 0, 
-/3 + 4.5xi + 3x2 + 1-5x3 + 3.5x4 < 0, 
-/3 + 2.5xi + x2 + 3.5x3 + 4x4 < 0, 
y>o, 
v 6 {0, l}3. 
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1.6 Discussion 
Dans ce chapitre, nous avons effectue une synthese des principales formulations ma-
thematiques d'un jeu bimatriciel. Nous avons expose les deux algorithmes de Lemke 
et Howson (37) et EEE (6), respectivement pour la recherche d'un equilibre de Nash 
et l'enumeration de tous les equilibres de Nash extremes d'un jeu bimatriciel. Ensuite, 
nous avons montre que le probleme d'enumeration des sous-ensembles de Nash maxi-
maux peut etre resolu avec un algorithme d'enumeration des cliques maximales d'un 
graphe representant les equilibres de Nash extremes du jeu bimatriciel. Nous avons fina-
lement linearise les conditions de complementarite en utilisant la methode de Judice et 
Mitra (29) et nous avons propose un programme lineaire mixte 0 — 1 dont les solutions 
extremes sont des equilibres de Nash extremes du jeu bimatriciel. Nous presenterons au 
quatrieme chapitre 1'algorithme E\Mip qui utilise cette formulation lineaire mixte 0 — 1 
afin d'enumerer les equilibres de Nash extremes d'un jeu bimatriciel. 
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CHAPITRE 2 
LES JEUX POLYMATRICIELS 
Un jeu polymatriciel est une rencontre de n joueurs (n > 2), dans un contexte non-
cooperatif et sous forme normale (strategique). Contrairement a un simple jeu strate-
gique a n joueurs, un jeu polymatriciel est dote de n(n — 1) matrices des gains par-
tiels; soit deux matrices pour chaque paire de joueurs. Soit N — {1,..., n} l'ensemble 




i}avec\Si\ = m^ 
Si le joueur i choisit une de ses strategies s,: et le joueur j choisit une de ses strategies 
Sj, il est possible d'assigner un gain a,ij(si,Sj) tel que pour n'importe quel choix de 
strategies pures (si,..., sn) par les n joueurs, le gain total du joueur i a Tissue du jeu est 
donne par: 
•™-i\slt •••) sn) = / j aij\siisj)-
II y a lieu alors de definir la matrice A^ — (afj), de dimension m, x trij, qui n'est autre 
que la matrice des gains partiels du joueur i, resultant des choix strategiques purs des 
joueurs i et j . L'influence relative du choix strategique de n'importe quel participant au 
jeu sur n'importe quel autre est toujours la meme, peu importe ce que les autres joueurs 
choisissent. 
Comme mentionne au premier chapitre, une strategie mixte pour un joueur i est une dis-
tribution de probabilites ou de frequences sur ses strategies pures. Une strategie mixte est 
un vecteur (XiY = (xj,...., x™'), tel que pour tout k G {1,..., m^}, x\ est la probability 
que le joueur i joue sa strategie s\ G Si. 
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Toutes les strategies mixtes possibles du joueur i definissent l'ensemble Si tel que : 
Si — {xi : lln.Xi = 1 et Xi > 0}. Le gain que pourrait tirer le joueur i a Tissue du jeu 
s'ecrit: 
mi rnj 
iu(x) = (x,)T £ A** = E E E aS^5-
j^i j^i k=l 1=1 
Dans un jeu polymatriciel, un n-tuple X* = (X%,..., X*) est un equilibre de Nash si et 
seulement si pour n'importe quel autre ensemble X = (X1;..., Xn), l'inegalite suivante 
est observee : 
(X*)TJ2 AvXj > (XifYl AvXi> Pouri = l,...,n. (2.0.1) 
Cela equivaut aussi a la condition suivante : 
Ri(X*)>Ri(X*N_{i},Xi), \/xieSi etpouri = l,...,n, 
aveC {AN_{iy,Xi) — (X1, ...,Xi_l,Xi, Xi+1, ...,Xn). 
Ainsi, x\ n'est considere comme la meilleure replique de i par rapport a X, que lorsque : 
Ri(XN_{i},x*) = max Ri(XN_{i},Xi). 
Pour un ensemble de strategies mixtes Xi,...,Xnet pour tout joueur i, soit: 
ai = (X;)
TY,AijXj. (2.0.2) 
Soit aussi e*, une colonne de dimension (m* x 1), dont toutes les composantes sont nulles 
sauf lar e m e egale a 1. L'inegalite (2.0.1) est valide pour tout Xj,y compris pour Xi = e\ 
avec (r = 1, ...,rrii). Howson (24) a prouve que, dans ce cas, l'equation (2.0.2) n'est 
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valide que si: 
Oilrm > Yl AiiXi> pour i = 1, ...,n, (2.0.3) 
ou lmi est une colonne de dimension (m7; x 1), dont tous les elements sont egaux a 1. 
Ceci permet d'affirmer que : 
(Xtfaam, > (X;f £ AiiXi «=* (X*)T (j2 A3X3 - adm] = 0. 
(2.0.4) 
Ainsi, un ensemble X* associe a un ensemble de scalaires ai,...,an permet de satisfaire 
les deux conditions (2.0.3) et (2.0.4) est un equilibre, puisque la condition necessaire et 
sufflsante est satisfaite : 
(X.faJ^ > {Xif £ Ai3X3 <=• (X*)
T J2 AijXj > « T £ AtjX3. 
Ce premier resultat permet de conclure que les reels at (i £ N) ne sont autres que les 
gains totaux de chacun des joueurs a un equilibre de Nash (Quintas (54)). La relation 
(2.0.4) est une premiere condition de complementarite. De la meme maniere, soient: 
Yi = ai\mi- Yljjti AjX3, pour i = 1,..., n, 
Vi = ltmi
xt - 1 . pourz = l,...,n. 
En utilisant alors les resultats (2.0.2), (2.0.3) et (2.0.4), ainsi que le fait que X* est un 
vecteur de probability, les conditions suivantes peuvent etre formulees : 
Xi >0,Yi> 0, (X*)TYi = 0, pour i = 1,..., n, 
Hi > 0, a» > 0, /XjQi = 0, pour i = 1,..., n. 
La recherche d'un equilibre de Nash dans un jeu polymatriciel est equivalente, d'apres 
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ces conditions de complementarite, a la recherche de solution au Probleme de Comple-
mentarite Lineaire (PCL) (18; 70). II s'agit de trouver un vecteur Z tel que : Z > 0, 
W = Q + MZ > 0, ZTW = 0, ou Q et M sont choisis convenablement. 
Exemple 2.0.1 Soit un jeu polymatriciel a trois joueurs, de dimension (2 x 2 x 2), oil 
















Lepoint: xf = (0,1), y* = (0,1) et zl = (0,1) est un equilibre de Nash extreme. 
Les gains respectifs, a (3 et 7, des trois joueurs sont en ce point : 
a = xf x A x 
/3 = ^ x B x | | = 1 1 
z 





Pour lejoueurll, la lere strategic est domineepar la 2eme strategic Une explication plus 
detaillee est donnee dans la troisieme section de ce chapitre. 
2.1 Revue de la litterature 
Le probleme de complementarite lineaire a ete resolu, pour certaines classes de matrices 
de donnees, par Cottle et Dantzig (17; 18) et Lemke et Howson (37; 38). Les jeux poly-
matriciels n'ont cependant pas les memes classes de donnees que celles des problemes 
qui ont deja ete resolus. 
Yanovskaya (70) a aborde le probleme de recherche d'un equilibre d'un jeu polyma-
triciel par la resolution d'un Probleme de Complementarite Lineaire (29; 54; 24). La 
methode des pivots complementaires a ete utilisee pour resoudre le (PCL), aussi bien 
par Yanovskaya (70), que par Howson (24), Eaves (21) et Howson et Rosenthal (25). 
Wilson (67) a demontre que 1'algorithme de Lemke et Howson (37) pouvait etre direc-
tement etendu dans le but de construire un equilibre d'un jeu polymatriciel. L'approche 
de Wilson (67) decoule d'une generalisation aux jeux polymatriciels de la regie selon 
laquelle un chemin quasi-complementaire (reunissant toutes les conditions de comple-
mentarite sauf une) conduit imperativement a un equilibre. 
Le probleme de recherche d'un point situe sur un chemin quasi-complementaire dans 
un jeu polymatriciel a n joueurs serait ainsi resolu, une fois qu'un equilibre dans un 
jeu polymatriciel a (n — 1) joueurs aura ete identifie. D'apres Wilson (67), construire 
un equilibre a un jeu a n joueurs revient alors a construire successivement une serie 
d'equilibres a des jeux a k joueurs, k e {1,2,.., n — 1}. 
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2.2 Algorithme des pivots complementaires 
L'idee d'utiliser la methode des pivots complementaires dans le but de trouver un equi-
libre a un jeu polymatriciel decoule de la formulation algebrique du probleme de traver-
see d'un polyedre le long de ses aretes. 
Les contraintes definissant le polyedre sont representees par des equations lineaires, ou 
certaines variables sont non-negatives. Dans le cas d'un jeu bimatriciel, ces contraintes 
pourraient s'ecrire : 
Ay' + r = ln, y (2.2.5) 
B V + s = lm , 
ou x', y', r, s > 0, et r € Rn et s G Km sont des vecteurs de variables d'ecarts. 
Par extension de la formulation (2.2.5) aux jeux polymatriciels, le lien entre la methode 
des pivots complementaires et le probleme d'enumeration d'equilibres devient plus clair. 
Ce systeme est de la forme : Cz = q, pour une matrice C, une partie droite q et un 
vecteur z de variables non-negatives. 
Pour le Probleme de Complementarite Lineaire, si une solution donnee (W, Z) a l'equa-
tion W = Q + MZ, avec Z > 0 et W > 0, possede A valeurs de i pour lesquelles 
ZiWi > 0, alors A est le niveau de non-complementarite de la solution. Par son adap-
tation de la methode des pivots complementaires au (PCL), Howson (24) avait pour 
objectif de diminuer graduellement A jusqu'a zero, grace a une serie de pivots par blocs. 
Ainsi, le point atteint lorsque A est egal a 0 est un equilibre. 
L'algorithme des pivots complementaire, tel que defini par Howson (24), se resume en 
une serie finie de pivots par blocs dans le but d'accroitre a chaque iteration, en mettant 
des variables hors-base et d'autres dans la base, le nombre de conditions de comple-
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mentarite satisfaites jusqu'a ce que toutes ces conditions soient reunies en un seul point. 
Dans ce cas, le point (Xt, ...Xn) atteint est un equilibre. 
Howson (24) donne une justification complete de la bonne marche de la procedure, ainsi 
qu'une preuve quant a l'existence d'au moins un equilibre dans un jeu polymatriciel. 
Par ailleurs, von Stengel (62) donne une version pour les jeux bimatriciels de l'algo-
rithme des pivots complementaires accompagnee d'un exemple simple qui peut aider a 
se familiariser avec la procedure. 
2.3 Elimination des strategies dominees 
Dans un jeu bimatriciel ou polymatriciel, une strategic est dite dominee (49), pour un 
joueur donne, si le gain qu'elle pourrait rapporter est inferieur ou egal au gain rapporte 
par une autre de ses strategies ou une combinaison lineaire de toutes ses strategies. II est 
interessant de distinguer entre les strategies fortement dominees et les strategies faible-
ment dominees. 
2.3.1 Les strategies fortement dominees 
II est utile de proceder a une elimination des strategies fortement dominees avant de se 
lancer dans l'enumeration complete des equilibres de Nash extremes d'un jeu bimatriciel 
ou polymatriciel. 
Les strategies fortement dominees portent dans ce contexte des informations sans interet, 
qui ne peuvent qu'encombrer la demarche de resolution. L'elimination des strategies 
fortement dominees est similaire a un filtrage d'information. 
Pour un joueur donne, une strategie est dite fortement dominee si, dans aucun cas, elle 
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ne pourrait repesenter une meilleure replique aux choix strategiques des autres joueurs. 
Dans le contexte d'un jeu polymatriciel, si la / strategic du joueur i est fortement domi-
nee, alors il existe un vecteur de scalaires positifs A = (Ai,.., Xi-i, A/+i, ..Ami)', tel que 
pour toute combinaison S — {Si} de choix strategiques des autres joueurs : 
Y A, = l, et Y I S V ? ] > Y a% 
Vs* eSjetVSjES-iSi}. 
Ces conditions a respecter resument dans le contexte d'enumeration des equilibres ex-
tremes, la definition donnee par Myerson (49) d'une strategie fortement dominee dans 
un jeu a n joueurs. 
Exemple 2.3.1 Dans lejeu bimatricielpresente comme exemple au premier chapitre : 
A 
3 2.5 & 
4 0 2 
2 3.5 1.5 
4.5 0.5 5.5 
, \ / 
et B 
5 4.5 2.5 
2 3 1 
1 1.5 3.5 
2.5 3.5 4 
Pour le joueur I, soit le vecteur A = (Ai, A3, A^* = (0,0,1)*. Nous avons alors : 
Ai + A3 + A4 = 1 
et 
3Ai + 2A3 + 4.5A4 - 4.5 > 4, 
2.5Ai+3.5A3 + 0.5A4 = 0.5 > 0, 
5Ai + 1.5A3 + 5.5A4 = 5.5 > 2. 
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La 2eme strategic dujoueur I est done fortement dominee par la 4eme strategie. 
L'elimination de cettestrategiepermet d'obtenir unjeu de taille (3 x 3) : 
A' = 
3 2.5 5 
2 3.5 1.5 
4.5 0.5 5.5 
et B' = 
V 
5 4.5 2.5 
1 1.5 3.5 
2.5 3.5 4 
\ 
/ 

















Pour lejoueur II, soit le reel A2 = 1. Nous avons alors : 
A2 x (1 + 6) 
A2 x (1 + 7) 
A2 x (4 + 6) 
A2 x (4 + 7) 
= 7 > 0 + 3, 
= 8 > 0 + 2, 
= 10 > 5 + 3, 
= 11 > 5 + 2. 
La \ert strategie dujoueur II est done fortement dominee par sa 2eme strategie. L'elimi-




( l 4 | 6 7) C=[* B'= 1 4 
4 1 
2 
Recurs ivement pour lejoueur I, soit A2 = 1. Nous avons alors 
A2 x (4 + l) = 5 > 0 + 3, 
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A'2 x (4 + 4) = 8 > 0 + 5. 
La lere strategie du joueur I est done aussi fortement dominee par sa 2eme strategie. 
L'elimination de cette strategiepermet d'obtenir unjeu de taille (1 x 1 x 2j : 
A" = ( 4 | 1 4 ) B" ( « | . 7 ) c - ( ; 
Finalementpour le joueur III, soit \^ — 1. Nous axons alors 
\'2 x (2 + 3) = 5 > 1 + 0, 
La lere strategie du joueur III est done aussi fortement dominee par sa 2eme strategie. 
L 'elimination de cette strategie permet d'obtenirunjeu de taille (1 x 1 x I) : 
A" ( 4 I 4 ) B'" = ( 4 I 7 ) C" = ( 2 I 3 ) 
// devient evident que le seul deroulement possible de cejeu donne un equilibre de Nash 
extreme. II est tres utile de noter que les strategies eliminees en un deuxieme et troisieme 
temps n 'etaientpas dominees de maniere apparente dans lejeu initial. 
L'elimination des strategies fortement dominees permet done d'alleger lejeu bimatriciel 
ou polymatriciel et de faciliter remuneration de tous les equilibres de Nash extremes. 
Proposition 2.3.1 Pour un jeu polymatriciel a njoueurs, I 'identification recursive des 
strategies fortement dominees peut etre realisee en un nombre d'iterations maximal de 
Vordre de : M2 = ( ]P rrii 
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Preuve 2.3.1 Le nombre maximal d'iterations necessaire a Videntification recursive de 
toutes les strategies fortement dominees est egal a la somme des iterations effectuees. 
Si a chaque passage complet par toutes les strategies, une seule strategic fortement 
dominee est identifiee, le nombre maximal d'iterations est egal a la somme des termes 
d'une suite arithmetique: 
M + (M - 1) + (M - 2) + .... + iV ~ M(M + l ) /2 . 
Le nombre maximal d'iterations necessaire a I 'identification recursive de toutes les stra-
tegies fortement dominees dans unjeu polymatriciel est done de Vordre de : 
Tous les equilibres de Nash extremes enumerables dans le jeu original seront enumeres 
dans le jeu residuel (sans strategies dominees), car une strategie n'est eliminee que si 
elle est fortement dominee par une combinaison lineaire des autres strategies du meme 
joueur (Myerson(49)). Un joueur rationnel n'aurait done jamais interet a choisir une telle 
strategie, puisque, dans aucun cas, elle ne pourrait representer une meilleure replique au 
choix strategique de l'autre ou des autres joueurs. 
2.3.2 Les strategies faiblement dominees 
Dans le contexte d'un jeu polymatriciel a n joueurs, si la leme strategie du joueur i est 
faiblement dominee, alors il existe un vecteur de scalaires positifs : 
A — (Ai, .., A;_i, A;+i, ..AmJ , 
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tel que pour toute combinaison S — {Si} de choix strategiques des autres joueurs : 
m-i mi / n \ n 
E w . « E E v? > E «#, 
VsJ GSjBtVSj GS-{Si}. 
Ces conditions a respecter resument aussi, dans notre contexte d'enumeration des equi-
libres de Nash extremes, la definition donnee par Myerson (49) d'une strategic faible-
ment dominee dans un jeu a n joueurs. 
La detection des strategies faiblement dominees permet de filtrer le flot informationnel 
contenu dans un jeu bimatriciel ou polymatriciel mais n'offre aucune garantie quant a 
l'enumeration complete et efficace de tous les equilibres de Nash extremes. 
Un joueur rationnel serait indifferent entre le choix d'une strategie faiblement dominee 
et le choix parmi ses autres strategies de la combinaison lineaire qui la domine (Myerson 
(49)). II serait done prejudiciable de proceder a une elimination des strategies faiblement 
dominees avant de se lancer dans une enumeration complete des equilibres de Nash 
extremes dans un jeu bimatriciel ou polymatriciel. 
2.4 Modelisation et formulation lineaire mixte 
d'un jeu polymatriciel 
La transformation des conditions de complementarite (2.0.4) en contraintes lineaires, 
grace a des variables binaires, permet d'aboutir a une nouvelle formulation d'un jeu 
polymatriciel sous la forme d'un programme lineaire mixte 0 — 1. 
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Pour i = 1,..., n, les conditions de complementarite s'ecrivent 
„ , ^ . . a i l m i - E AjAj - L ^ < 0, 
( X i f j a i l ^ - £ , A i ^ i 1 = 0 <=> I J=h J¥< 
Le choix des parametres Lj adequats est defini par la proposition suivante. En effet, ces 
parametres doivent etre plus grands ou egaux a la somme des differences entre les plus 
grands et les plus petits gains respectifs des joueurs. 
Proposition 2.4.1 Choisir Li de la maniere suivante, permet de satisfaire toutes les 
conditions de complemenatrite originales : 
n 
Li> ^ ru> pouri = l,..,n, 
ou Vij — a^ax — a^m, est la difference entre le phis grand et le plus petit element de Aij : 
amax _ m a x akl 
kerrii, lerrij 
amm _ m j n akl 
kemi, lerrij 
Preuve 2.4.1 Puisquepour i — 1,.., n, nous avons : 
at > t <f et ± AijXj > E <?, 
3=1, j^i j=l, j^i 3=1, jfr 
n n n 
<*i < E <r et E AtjXj < E </*, 
j=l, j^i j=l, j^i j - 1 , j^i 
alors I 'inegalite suivante peut etre formulee : 
ailmi- ^2
 AiJXj)-[ ^2 riJ ) Uii Pour i = l,~,n-
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En conclusion, choisir L, de la maniere suivante permet de transformer les conditions 
de complementarite en contraintes lineaires : 
n 
En rassemblant tous les resultats precedents, nous pouvons enumerer une serie de condi-
tions lineaires mixtes 0 — 1 que chaque equilibre de Nash d'un jeu polymatriciel doit 
satisfaire. La proposition suivante permet d'enoncer un resultat important dans le but 
de concervoir un algorithme d'enumeration des equilibres de Nash extremes d'un jeu 
polymatriciel. 
Proposition 2.4.2 L'ensemble des equilibres de Nash d'un jeu polymatriciel est I'en-
semble des vecteurs de choix strategiques (Xi,X2,..., Xn) e M
mi x R™2 x ... x Rmr\ 
tels que: 
X\lmi = 1 , pour i = l,...,n. 
n 
ctilmi- J2
 AijXj ^ °> Pour i = l,-,n. 
Xi + Ui <lmv pour i = l,...,n. 
n 
®-ilmi- Yl AijXj - LiUi < 0, pour i = l,...,n, 
Xi > 0, pour i = l,...,n, 
Ut G {0, l}m% pour i = l,...,n. 
La preuve de cette proposition est assez facile puisqu'elle ne fait que rappeler les condi-
tions que doit satisfaire un equilibre de Nash. 
Preuve 2.4.2 Un equilibre extreme (X, a) dans un jeu polymatriciel est defini comme 
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un point tel que, pour toutjoueur i G N, les conditions suivantes sont satisfaites 
Xi + Ui < 7m , 
OLil *rrn Z J -A-ijXj Li<Ji < 0, 
i=i, j& 
(Xuon) e (X,a) {(Xt, ai) € R ^
+ 1 : X\lmi = 1, a i7TOi > £ AijXj, Xi>0}. 
j = l, j^i 
Cette proposition permet done d'enoncer un programme lineaire mixte 0 — 1 dont les 
solutions extremes sont les equilibres de Nash extremes d'un jeu polymatriciel. 
Corollaire 2.4.1 L 'enumeration des equilibres de Nash extremes d'un jeu polymatriciel 
est equivalente a I 'enumeration de toutes les solutions extremes d'un programme lineaire 
mixte 0 — 1, sujet aux contraintes precedentes et ay ant unefonction objectif lineaire, par 
exemple : 
n 
m j n r / (« l ,«2 , - - - , t tn ) = V ^ Ctu 
a,X,U ' J 
i=\ 
ou encore : min f(cti, a2,..., ctn) = 0. 
a,X,U 
Ainsi pour chaque joueur i, un vecteur de variables binaires Ui est associe au vecteur des 
choix strategiques X{. Tous les deux ont la meme dimension m,, nombre de strategies 
pures dont le joueur i dispose. 
N 
Pour un jeu polymatriciel, ou JV est le nombre de joueurs et M = ^ m^, la formulation 
lineaire mixte 0—1 presentee ci-dessus compte, en plus des contraintes de non-negativite 
et d'integralite, (JV + 3M) contraintes. 

















Le programme lineaire mixte 0—1 dont les solutions extremes sont les equilibres de Nash 
extremes de cejeu, s'ecrit selon la proposition (2.4.2) et son corollaire de la maniere 
suivante : 
min f(a,P,7) 
a ,p ,7 ,x ,y ,z,u,v ,w 
s.a. 
Xi+x2 = 1, yi+2/2 = l, zi + z2 = 1, 
xi + ui < 1, yi+vi < 1, Zi+wi < 1, 
X2+U2 < 1, t/2 + ^2 < 1, -22+^2 < 1, 
a — 2yi — 3zi — 5z2 — 8u\ < 0, a — 3yi — 4y2 — z\ — 4z2 — Su2 < 0, 
-a + 2yi + 3zi + hz2 < 0, -a + 3j/i + 4y2 + ^ + 4z2 < 0, 
/? - 5x2 - 3zx - 2z2 - 10vi < 0, /? - xi - 4x2 - 621 - lz2 - 10v2 < 0, 
-0 + 5x2 + 3zi + 2z2 < 0, -/? + xi + 4x2 + <ozx + 7z2 < 0, 
7 - 4xi - x2 - 6t/i - 9wx < 0, 7 - xi - 2x2 - 5?/i - 3t/2 - 9w2 < 0, 
- 7 + 4xi + x2 + 63/1 < 0, - 7 + xi + 2x2 + 5t/i + 3y2 < 0, 
x > 0, y > 0, z > 0, 
« £ { 0 , 1 } 2 , w € { 0 , l } 2 w G { 0 , l } 2 . 
2.5 Discussion 
Dans ce chapitre, nous avons fait une synthese des formulations mathematiques d'un 
jeu polymatriciel. Nous avons ensuite expose l'algorithme des pivots complementaires 
de recherche d'equilibres de Nash pour les jeux polymatriciels (70). Nous avons aussi 
approfondi la methode d'elimination des strategies dominees pour les jeux bimatriciels 
et polymatriciels a trois joueurs. Nous avons finalement linearise les conditions de com-
plementarite en introduisant des variables binaires. Cette nouvelle formulation a permis 
de definir un programme lineaire mixte 0 — 1 dont les solutions extremes sont des equi-
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libres de Nash extremes du jeu polymatriciel. Nous presenterons au quatrieme chapitre 
l'algorithme E\MIP qui utilise ce programme lineaire mixte 0—1 afin d'enumerer les 
equilibres de Nash extremes d'un jeu polymatriciel. 
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CHAPITRE 3 
LES JEUX SOUS FORME ETENDUE 
Differentes formes ont ete utilisees pour representer les jeux. Myerson (49) decrit la 
forme etendue et la forme normale (strategique) comme les formes de jeux les plus 
importantes. 
Les specialistes de la theorie des jeux ont pour objectif d'essayer de prevoir la maniere 
avec laquelle un jeu se deroulera en cherchant et/ou en enumerant son ou ses equilibre(s). 
Nous avons etudie dans le premier et le deuxieme chapitre le probleme d'enumeration 
des equilibres de Nash extremes pour les jeux bimatriciels et polymatriciels. 
Dans un contexte ou les choix strategiques des joueurs ne sont pas tous formules au 
meme instant, la representation etendue du jeu est reconnue comme etant la maniere la 
plus complete de le decrire. La definition usitee d'un jeu etendu est due a Kuhn (36). 
Un tel jeu est represente habituellement par un arbre avec des branches illustrant les 
mouvements possibles des joueurs. 
L'objectif de ce chapitre est de confectionner une methode permettant d'enumerer tous 
les equilibres de Nash extremes d'un jeu etendu a deux joueurs. La premiere section est 
un survol des principales formes selon lesquelles un jeu peut etre presente. Les diffe-
rentes representations d'un jeu etendu y sont aussi exposees. Ensuite nous presentons 
une formulation lineaire mixte 0 — 1 basee sur la forme sequentielle d 'un jeu etendu a 
deux joueurs. 
44 
3.1 Revue de la litterature 
La recherche des equilibres dans un jeu etendu a generalement ete abordee a travers sa 
conversion en un jeu sous forme strategique. Ainsi, chaque combinaison des mouve-
ments successifs possbiles d'un joueur est representee par une strategie. Afin d'eviter 
une croissance exponentielle de la taille du jeu suite a cette conversion, Wilson (66) et 
Koller et Megiddo (34) proposent des mecanismes de recherche qui font appel aux stra-
tegies mixtes avec de petits supports. Romanovskii (56), Selten (58), Koller et Megiddo 
(33) et von Stengel (60) utilisent une approche sequentielle en remplacant les strategies 
pures par des sequences de mouvements. 
3.1.1 Les jeux etendus 
Dans un jeu etendu, les etats auxquels les joueurs peuvent se retrouver sont represen-
ted par des noeuds. Un noeud racine indique le debut du jeu et chaque feuille (noeud 
terminal) indique la fin du jeu. A la fin du jeu, chaque joueur recoit un gain selon les 
mouvements des joueurs durant le jeu. Ainsi, mis a part les feuilles terminales, tous 
les noeuds de l'arbre admettent des mouvements (decisions) associes aux arcs sortants. 
Certains noeuds sont determines par un facteur externe independant de la volonte des 
joueurs. Chaque sequence de mouvements possibles est representee par un chemin joi-
gnant le noeud racine a l'un des noeuds terminaux. Durant le deroulement du jeu, le 
chemin representant la sequence de mouvements des joueurs est appele chemin dejeu. 
Kuhn (36) a introduit un partitionnement des noeuds de decision selon l'ensemble infor-
mationnel auquel ils appartiennent. Tous les noeuds d'un meme ensemble informationnel 
appartiennent a un meme joueur et ont les memes mouvements possibles. Un joueur qui 
doit prendre une decision sait exactement a quel ensemble informationnel il est, mais ne 
sait pas a quel noeud il est. 
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Dans un jeu etendu a n joueurs, chaque noeud intermediate (non-terminal) possede un 
indice appartenant a l'ensemble {0,1,2,..., n}, ou 0 est l'indice des noeuds dus a des 
facteurs externes. Ainsi, les noeuds controles par le joueur i definissent l'ensemble des 
noeuds controles par le joueur i. Chaque noeud possede aussi un deuxieme indice indi-
quant l'ensemble informationnel que le joueur doit considerer si le jeu atteint ce noeud. 
Chaque mouvement possible a un noeud controle par un joueur a un indice representant 
le mouvement a effectuer. 
Pour un joueur i, une strategic est sequentiellement rationnelle a un etat informationnel 
hi, si le joueur i appliquait cette strategic dans le cas ou l'etat informationnel hi se 
realisait. 
Une strategie de comportement pour un joueur i peut etre alors redefinie en prenant en 
compte les probabilites de realisation des etats informationnels de ce joueur. Pour l'en-
semble des etats informationnels de chaque joueur i, il y a lieu de definir alors un vecteur 
de probability pijS. Ce vecteur donne une distribution de probabilite sur les noeuds ou 
le joueur i est a l'etat s. Un vecteur de probabilite p peut alors etre defini pour regrou-
per les differents vecteurs de probabilite p^s de chaque joueur i a chacun de ses etats 
informationnels s. 
Definition 3.1.1 Un equilibre sequentiel est toute paire (a, p) telle que etant donne le 
vecteur de probabilite p, le choix strategique a est sequentiellement rationnel, pour tout 
joueur, a chaque etat informationnel. 
Une strategie de comportement o est un equilibre sequentiel, si et seulement si il existe 
un vecteur de probabilites p tel que (a, p) est un equilibre sequentiel. 
Puisqu'il est generalement admis que tous les joueurs ont une memoireparfaite dans un 
jeu etendu, nous allons considerer uniquement cette hypothese. Cette condition signifie 
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que chaque joueur se rappelle toutes les informations dont il a eu connaissance pendant 
le deroulement du jeu, y compris ses propres mouvements anterieurs. L'exclusion de 
toute hypothese de memoire imparfaite est due au fait qu'un joueur rationnel ne devrait 
jamais oublier ses mouvements precedents. Cependant, il devient important de conside-
rer l'hypothese d'une memoire imparfaite lorsque certains joueurs sont des equipes. 
Un sous-jeu est defini comme un sous-arbre incluant tous les ensembles informationnels 
contenant un noeud du sous-arbre. Ainsi, les equilibres d'un jeu sous forme etendue 
peuvent etre obtenus recursivement en considerant les sous-jeux. Dans cette optique, 
une distinction doit etre faite entre les jeux cooperatifs et \esjeux non-cooperatifs, les 
jeux a information complete et les jeux a information incomplete et les jeux a information 
parfaite et les jeux a information imparfaite. 
3.1.2 Jeux cooperatifs et jeux non-cooperatifs 
En theorie des jeux, les jeux cooperatifs et les jeux non-cooperatifs sont abordes de 
maniere differente. Une distinction entre ces deux classes de jeux est fondamentale. Nash 
(50; ?), qui fut le premier a faire cette distinction, a defini les jeux cooperatifs comme 
des jeux permettant la communication libre et les accords forces entre les joueurs. Les 
jeux non-cooperatifs n'autorisent quant a eux ni la communication ni les accords forces 
entre les joueurs. Cependant, la libre communication entre les joueurs apparait, selon 
Harsanyi et Selten (23), comme un critere moins important dans cette distinction. 
Afin d'illustrer cette disctinction, l'exemple classique du dilemme duprisonnier (Luce 
et Raiffa (39)) parait le plus approprie (Tableau 3.1). 
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- 1 0 , 1 1 
1,1 
Ce jeu bimatriciel admet done les matrices des gains suivantes : 
/ 10 -10 \ / 10 11 \ 
A~ v11 w B~ v-1 0 i ) ' 
Dans cet exemple, les deux joueurs ont les memes ponderations de gain selon les stra-
tegies qu'ils peuvent choisir puisque le jeu est symetrique. Ainsi, il est normal de s'at-
tendre a ce que les joueurs se mettent d'accord sur une solution qui leur donnerait des 
gains egaux. Deux solutions sont alors possibles, C = (C*,C**) qui donnerait les gains 
(10,10), et N = (N*, N**) qui donnerait les gains (1,1). Si le jeu est cooperatif les 
joueurs n'auront aucune peine a se mettre d'accord pour choisir la paire de strategies C 
qui leur procurerait des gains superieurs. Ainsi, C — (C*,C**) peut etre vue comme 
la solution cooperative au jeu. D'autre part, si le jeu est non-cooperatif, les joueurs ne 
pourront faire mieux que de choisir la paire N = (N*, N**^ qui sera vue comme etant la 
solution non-cooperative au jeu. 
Ce dernier resultat est du au fait que meme si les joueurs arrivaient a conclure un accord, 
aucun d'eux ne serait oblige de le respecter. Ainsi, si le premier joueur pense que le 
deuxieme joueur va choisir sa strategic C**, il aura interet a choisir sa strategic iV*, 
puisque celle-ci lui procurerait le meilleur gain. De meme, si le deuxieme joueur pense 
que le premier joueur va choisir sa strategic C*, il aura interet a choisir sa strategic TV**, 
vu que celle-ci lui procurerait le meilleur gain. La paire C est done destabilisante pour 
elle-meme, puisque TV* est la meilleure replique a C** et TV** est la meilleure replique a 
C*. Par contre, la paire iV est stabilisante pour elle-meme. 
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Plusieurs points importants se degagent a partir de l'exemple precedent. Pour les jeux 
non-cooperatifs, Nash (50; ?) a releve ces memes points. Comrae il est impossible 
d'avoir des accords forces dans un jeu non-cooperatif, des joueurs rationnels choisiraient 
une combinaison strategique stabilisante pour elle meme. Ainsi, tout joueur choisirait la 
meilleure replique aux choix strategiques des autres. Une combinaison strategique defi-
nie de la maniere precedente n'est autre qu'un equilibre de Nash. En outre, Nash (50) 
a montre que tout jeu fini possede au moins un equilibre, meme parfois uniquement en 
strategies mixtes. 
3.1.3 Jeux a information complete et jeux a information incomplete 
Un jeu est a information complete si tous les joueurs savent comment le jeu peut se 
derouler. Les joueurs auraient alors toute l'information sur la forme etendue (l'arbre) 
ou la forme normale (strategique) du jeu (la matrice des gains). Un jeu a information 
complete peut etre avec information parfaite ou avec information imparfaite. 
Par contre, dans un jeu a information incomplete, les joueurs n'ont pas une information 
complete sur les strategies possibles, ni sur les consequences produites par les combinai-
sons diverses de ces strategies, ni sur les preferences des autres joueurs. En plus, chaque 
joueur peut ne pas avoir d'idee sur les informations dont disposent les autres joueurs 
quant aux strategies et aux preferences des autres joueurs. 
La theorie des jeux classique a du mal a traiter les jeux avec information incomplete. 
Cependant, l'utilisation de modeles probabilistes permet de representer l'information 
incomplete que les joueurs ont sur les divers parametres du jeu. Ainsi, un jeu avec in-
formation incomplete peut se reduire a un jeu contenant des mouvements avec certaines 
probabilit.es sur les gains que ces mouvements pourraient rapporter. 
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3.1.4 Jeux a information parfaite et jeux a information imparfaite 
Dans un jeu a information parfaite, les joueurs ont une idee sur le deroulement du jeu, sa 
nature et sur tous les mouvements anterieurs a chaque etape du jeu. En d'autres termes, 
chaque ensemble informationnel est un singleton et chaque noeud est la racine d'un 
sous-jeu. Dans un contexte de jeu a information imparfaite, les joueurs ont une idee sur 
le deroulement du jeu mais n'ont qu'une information amoindrie quant aux mouvements 
anterieurs durant le deroulement jeu. 
3.2 Les representations d'un jeu etendu 
En vue d'obtenir le ou les equilibres d'un jeu etendu, trois representations possibles sont 
generalement utilisees; la representation sous forme strategique, la representation sous 
forme sequentielle et la representation multiagent. 
3.2.1 Representation sous forme strategique 
Pour chaque joueur i, l'ensemble de ses ensembles informationnels est note H^ Les en-
sembles informationnels sont notes par hi et l'ensemble des mouvements possibles a h 
est note C^. Les equilibres de Nash d'un jeu etendu sont generalement definis comme 
etant les equilibres de sa representation sous forme strategique. Ceci est vrai en parti-
culier pour les jeux ne contenant pas de sous-jeux. Toutefois, il y a lieu de prendre ce 
resultat avec beaucoup de precautions. Ainsi, nous distinguerons ulterieurement entre les 
differents types d'equilibres lorsque le probleme du raffinement d'equilibres sera traite. 
Dans un jeu etendu, une strategie pure d'un joueur i est definie comme etant un mou-
vement deterministe a chaque ensemble informationnel. Une strategie pure est done un 
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element de n^g^ .C^ . En plus, les mouvements a des ensembles informationnels qui ne 
peuvent etre atteints a cause d'un mouvement anterieur propre au joueur sont identifies 
dans la forme strategique reduite du jeu. Cependant, la forme strategique reduite est ge-
neralement de taille exponentielle par rapport a la taille du jeu original, ce qui a limite 
l'utilisation des jeux etendus. 
Un joueur pourrait aussi avoir des ensembles informationnels paralleles qui ne peuvent 
etre distingues par les mouvements anterieurs propres a ce joueur. Ceci arrive lorsque par 
exemple un joueur recoit d'un autre joueur de l'information sur un mouvement anterieur. 
En appliquant 1'algorithme de Lemke-Howson a la representation strategique d'un jeu 
sous forme etendue, Wilson (66) a montre que le nombre de strategies pures peut aug-
menter lors des iterations. Koller et Megiddo (34) ont cependant surmonte ce probleme 
en introduisant un systeme d'equations lineaires pour les ponderations de realisabilite 
des feuilles de l'arbre du jeu. En outre, alors que l'algorithme de Wilson (66) requiert 
une memoire parfaite de la part des joueurs, Koller et Megiddo (34) proposent une me-
thode permettant l'enumeration de tous les petits supports, qui peut etre etendue aux jeux 
etendus sans memoire parfaite. 
La Figure 3.1 illustre un jeu etendu a deux joueurs pris de von Stengel (62). Le joueur 1 
joue deux fois tandis que le joueur 2 ne joue qu'une fois. Pour son premier mouvement, 
le joueur 1 a deux alternatives L et R. Si le joueur 1 choisit la decision L a son premier 
mouvement, le joueur 2 aura deux alternatives lour. A ce stade le joueur 2 peut decider 
de ne pas jouer et chaque joueur recevrait alors 0 comme gain final. Si le joueur 2 choisit 
la decision / ou r, le joueur 1 aurait deux autres alternatives S et T. Si le joueur 1 choisit 
la decision R a son premier mouvement, le jeu se terminerait et le joueur 1 recevrait 3 
comme gain final alors que le joueur 2 recevrait 4 comme gain final. 
Les strategies pures du joueur 1 sont les combinaisons de mouvements (L, S), {L, T), 
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Figure 3.1 Jeu sous forme etendue a deux joueurs de von Stengel (62) 
(R, S) et (R, T). Cependant, il est possible d'identifier certaines combinaisons de strate-
gies pures qui ne peuvent etre considerees dans ce jeu. Ainsi, la forme strategique reduite 
de ce jeu est: 
A = 0 6 




V° 2 / 
En appliquant l'algorithme EEE (6) a cette forme strategique reduite, trois equilibres 
de Nash extremes sont enumeres : 
El 
a.\ = 3 «2 = 4 
xx = [1,0,0] a:2 = [|,i] 
£Jo 
«i = 3 o;2 = 4 
^ = [1,0,0] x2 = [l,0] 
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on = 4 a2 = | 
£1 = [0,3,3] x2 = [3,3] _ 
avec tti et a2 les gains respectifs des deux joueurs et x\ et x2 leurs vecteurs de choix de 
probability respectifs. 
Ce jeu possede deux equilibres extremes E\ et E2 qui ne sont pas sous-jeux parfaits. 
Ainsi, leurs restrictions au sous-jeux commencant au noeud du joueur 2 ne constituent 
aucun equilibre a ces sous-jeux, telle est la definition d'un sous-jeu parfait. En effet, 
les restrictions respectives de ces deux equilibres au sous-jeu commencant au noeud du 
joueur 2 conferent un gain nul aux deux joueurs. 
En outre, l'elimination de toutes les strategies redondantes permet d'obtenir une repre-
sentation strategique totalement reduite du jeu sous forme etendue. Par ailleurs, l'elimi-
nation de toutes les strategies fortement dominees permet d'obtenir un jeu sous forme 
strategique residuel plus facile a manipuler dans un objectif d'enumeration de tous ses 
equilibres extremes, comme montre dans le deuxieme chapitre. 
3.2.2 Representation sous forme sequentielle 
L'utilisation des sequences de mouvements en lieu et place des strategies pures est aussi 
possible dans le but de determiner les differents equilibres d'un jeu sous forme etendue. 
Comme un jeu sous forme etendue est represente par un arbre, il existe un chemin unique 
liant le noeud racine a tout autre noeud d'un tel arbre. Ce chemin represente une sequence 
de mouvements pour un joueur i. En supposant que chaque joueur i a une memoire 
parfaite, il resulte que chaque paire de noeuds d'un ensemble informationnel h de Hi 
correspond a la meme sequence pour le joueur i. 
A un ensemble informationnel hi, une sequence de mouvements est generalement notee 
E% : 
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ahi et l'ensemble des sequences de mouvements est note Si, pour chaque joueur i. Toute 
sequence de mouvements a^ € Si peut etre egale a la sequence vide 0 ou bien uni-
quement obtenue par le dernier mouvement Cj du joueur i a l'ensemble informationnel 
h'i € Hi. Cela signifie que a^ = Uh'Ci-
La definition suivante peut alors etre presentee : 
Si = {0} U {aKCi | h^ € Hu a E Chi}. 
Dans l'exemple illustre par la Figure 3.1, les deux matrices des gains A et B donnent les 
differents gains de chaque joueur tout en considerant son ensemble de sequences. Les 
ensembles de sequences sont done Si = {0, L, R, LS, LT} et S2 = {0,1, r}. 
Ainsi, chaque joueur aura un nombre de sequences de jeux possibles qui n'excedera pas 
le nombre de noeuds dans l'arbre. La forme sequentielle d'un jeu sous forme etendue est 
similaire a sa representation sous forme strategique reduite. L'unique distinction entre 
ces deux conversions vient du fait que la forme sequentielle utilise des sequences de 
mouvements au lieu des strategies pures, ce qui permet d'obtenir une representation plus 
compacte du jeu original. 
3.2.3 Representation multi-agents 
En plus de ces deux approches, Myerson (49) propose une representation multi-agents 
assez interessante. Cette repesentation d'un jeu etendu est toutefois largement inspiree 
de la definition de Selten (57). Une representation multi-agents d'un jeu etendu peut etre 
simplement vue comme une representation ou un agent different est associe a chaque 
ensemble informationnel possible d'un joueur du jeu original, tout en sachant que ces 
agents partagent les memes preferences que le joueur qu'ils remplacent. 
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Myerson (49) presente par ailleurs une strategie de comportement comme une distribu-
tion de probabilite sur les strategies de la representation multi-agents d'un jeu etendu. 
Pour un joueur i, une strategie de comportement $ est obtenue par les probabilites /?(CJ) 
de son mouvement q telles que f3(c,i) > 0 et Y^c-ec /^(ci) = 1 P o u r t o u t h% e H{. 
A travers la formulation suivante, la definition d'une strategie de comportement peut 
simplement etre etendue aux sequences OH% G Si : 
P[*]= n pi*)-
Dans ce contexte, une strategie pure 7r pour un joueur donne est un genre de strategie 
de comportement avec 7T(CJ) G {0,1} pour tous les mouvements Cj. Ceci veut dire que 
ir [ahi] G {0,1} pour tout a G S^. Une strategie mixte /x correspond done a une probabi-
lite /i(-7r) a toute strategie pure -K du joueur i. Les probabilites de realisation de jouer les 
sequences a^ G St sont alors definies comme suit 
TV 
Pour un joueur i, un plan de realisation de /J, est alors denote x(crhi) = /i [ahi] pour 
ahi G Si. Koller et Megiddo (33) montrent que pour un joueur i donne, x est le plan 
de realisation d'une strategie mixte si et seulement si les conditions suivantes sont satis-
faites : 
x{%) = 1, 
Y^ x{ahiCi) = x(<7hi), hi G Hu 
x(crhi) > 0, V ahi G Si. 
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3.3 Formulation lineaire mixte 0—1 
Au premier chapitre, nous avons propose une formulation lineaire mixte 0 — 1 d'un jeu 
bimatriciel. La representation strategique d'un jeu etendu a deux joueurs pourrait aussi 
beneficier du meme type de formulation. En effet, la repesentation strategique d'un jeu 
etendu a deux joueurs est en fin de compte un jeu bimatriciel. 
Nous proposons dans cette section une formulation lineaire mixte 0 — 1 de la forme 
sequentielle d'un jeu etendu a deux joueurs. 
Comme enonce precedemment, toute sequence de mouvements <j/li € Si peut etre egale 
a la sequence vide 0 ou bien uniquement obtenue par le dernier mouvement C{ du joueur i 
a 1'ensemble informationnel hi € H^ Ainsi, Si peut etre presente de la maniere suivante : 
Si = {0} U {aKc | h'i € Hu c G Ch}. 
En denotant Xi = (xa)a€Si, le vecteur des choix des strategiques du joueur i, ces condi-
tions peuvent etre reformulees pour chaque joueur i comme suit: 
Xi ^ U, l-'i%i Cjj 
ou Ei est une matrice adequatement choisie et Ci = (1,0..., 0)*, tous deux ayant 1 + | i / j | 
lignes. 
Dans l'exemple illustre par la Figure 3.1, les deux matrices des gains A et B donnent 
les differents gains de chaque joueur considerant son ensemble de sequences. Ainsi, les 
ensembles de sequences sont S\ = {0, L, B,, LS, LT} et S2 — {0,1, r}. Les matrices E\, 
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Les matrices Ex et E2 decrivent respectivement les liens entre les differentes sequences 
de jeu du joueur 1 et 2. 
Koller et Megiddo (33) montrent que deux strategies mixtes /i et / / d'un joueur i sont 
equivalentes du point de vue plan de realisation si // [a] = \x' [a] pour tout a € 5*. En 
plus, Kuhn (36) montre que pour un joueur avec une memoire parfaite, toute strategie 
mixte est equivalente du point de vue plan de realisation a une strategie de comporte-
ment. 
Romanovskii (56) et von Stengel (60) demontrent que les equilibres d'un jeu etendu a 
deux joueurs, a somme non nulle et avec memoire parfaite, sont les solutions simultanees 
aux programmes lineaires suivants : 
max x\Ax2 
XI 
s.a. EiXi = ei, 




s.a. E2x2 = e2, 
x2>0. 
(3.3.1) 





s.a. E[a.\ > Ax2, s.a. a\E2 > x\B. 
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Les conditions de complementarite obtenues sont: 
x\(E[ai - Ax2) = 0 et {a\E2 - x\B)x2 = 0. (3.3.2) 
Judice et Mitra (29), puis Audet et al. (8), ont mis en place une maniere efficace de 
transformer les conditions des ecarts complementaires en introduisant des variables bi-
naries. Ainsi, en introduisant deux vecteurs de variables binaires u\ et u2, ces conditions 
de complementarite (3.3.2) peuvent etre linearisees de la maniere suivante : 
t / r t A \ n E[ai - Ax2 < Liuu 
x\(E[ai - Ax2) = 0 « 
et 
a\E2 — x\B < -LiMo, {a\E2 - x\B)x2 - 0 <&
 2 1 - 1 2 , 
x2 + u2< lm, 
ou ln et l m sont des vecteurs ay ant tous leurs elements egaux a 1, et L\ et L2 sont 
des scalaires adequatement choisis comme au premier chapitre. Les parametres Lx et 
L2 peuvent prendre une valeur egale a la difference entre le plus grand et le plus petit 
element des matrices A et B, respectivement. 
L'enumeration complete de tous les equilibres de Nash extremes de la representation 
sequentielle d'un jeu etendu a deux joueurs est alors equivalente a l'enumeration de tous 
les points extremes de l'ensemble Q des solutions d'un programme lineaire mixte 0 — 1 
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sujet aux conditions suivantes : 
E\X\ = ei, E2x2 = e2 , 
E[a\ > Ax2, a\E2 > x\B, 
E[ai-Ax2<LiUi, a\E2 - x\B < Lxu2, 
x1+u1 < 1„, x2 + u2< l m , 
X\ > 0, x2 > 0, 
« i £ { 0 , l f , u2e{0,l}
m. 
Ainsi, si n et m sont les nombres des pures sequences de jeu des joueurs I et II res-
pectivement, chaque combinaison de vecteurs de variables binaires ux et u2 definit un 
polytope. L'ensemble Q est alors l'ensemble de ces polytopes disjoints. 
Theoreme 3.3.1 Soit un jeu etendu a deux joueurs et soit NE son ensemble d'equi-
libres de Nash, NE — {(xi, x2) : (xi, x2) est un equilibre] et Ext(NE) son ensemble 
d'equilibres extremes. Soit Q l'ensemble des solutions aux conditions (3.3.3) et Ext(Q) 
l'ensemble des points extremes des polytopes de Q. Nous avons alors : 
NE = Projx(Q) etExt(NE) C Projx(Ext(Q)). 
Ainsi, la projection de Q sur I'espace des x engendre NE. Chaque element de NE 
correspond a au moins un element de Q et chaque element de Ext(NE) peut etre obtenu 
par la projection d'un element de Ext(Q). 
Preuve 3.3.1 Romanovskii (56) et von Stengel (60) montrent que chaque element X = 
(xi,x2) de NE est tel que X\ et x2 sont simultanement les solutions optimales de la 
paire de programmes (3.3.1). Nous avons alors introduit les variables duales a et (3 et 
les variables binaires u\ et u2 dans le but de satisfaire les conditions de complementarite 
(3.3.2). 
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Chaque element de NE est done la projection surl'espace des x d'au moins un element 
de Q, d'ou NE C Projx(Q). Ceci implique que la projection de tout element de Q sur 
Vespace des x est un equilibre de la representation sequentielle : Projx(Q) C NE. 
Ainsi : Projx(Q) = NE. Notons par ailleurs que Ext(NE) C NE implique que 
Ext{NE) C Projx(Q). 
En plus, tout element de Ext(NE) est un equilibre de Nash extreme qui ne peut s 'ex-
primer par une combinaison convexe d'autres equilibres. Supposons alors qu'il existe 
un element X E Ext(NE) qui soit la projection de q — (X,a,u) E Q, tel que 
q £ Ext(Q). Alors q peut s'exprimer comme combinaison convexe d'au moins deux 
elements de Ext(Q) : q = Yli ^V, tel Que ^ •' Ql = (X\ al,ul), ql E Ext(Q), X > 0 
etJ2 A* = 1-
Alors, q = (J2i XX1, J2t ^a\ ]Ci AV) = {X, a, u). Ce qui veut dire que X = £V XX1, 
avec Vi: X% = {x\,x%2) E NE. Sachant que X E Ext(NE), nous avons alors X
1 = X 
Vi. Nous pouvons done conclure que tout element X E Ext(NE) est aussi la projection 
d'au moins un element de Ext(Q). Ainsi Ext(NE) C Projx(Ext(Q)). 
Pour l'exemple de la Figure 3.1, le programme lineaire mixte 0—1 satisfaisant les condi-
tions (3.3.3) est le suivant: 
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min f (oti, Pi) 
ct,fj,x,y,u,v 
s.a. 
xi = 1, 1/1 = 1, 
-xi + x2 + x3 = 0, - y i + j/2 + j/3 = 0, 
- X 2 + X4 + X5 = 0, 
- « i + a 2 < 0, - A + & + 4x3 < 0, 
- « 2 + «3 < 0, - /9 2 + X4 < 0, 
- a 2 + 3yx < 0, -02 + 2x5 < 0, 
-a3 + 6y3 < 0, 
- a 3 4- 2j/2 + 52/3 < 0, 
- « 2 - 5ui < 0, Pi-02- 4^3 - 4i>i < 0, 
«2 - «3 - 5^2 < 0, /?2 - Xi - 4^2 < 0, 
«2 - 32/i - 5u3 < 0, /32 - 2x5 - 4f3 < 0, 
«3 - 62/3 - 5«4 < 0, 
"3 - 22/2 - 52/3 - 5-u5 < 0, 
xi + ui < 1, 2/1 +^1 < 1, 
X2 + « 2 < 1 , 2 / 2 + V 2 < l , 
â 3 + W 3 < l , 2 / 3 + V 3 < l , 
X4 + «4 < 1, 
£5 4-W5 < 1, 
x > 0, 2/ > 0, 
^ i G { 0 , l } 5 , « 2 G { 0 , 1 }
3 -
Pour le choix de l'objectif, n'importe quelle fonction lineaire pourrait etre retenue. Les 
algorithmes presentes dans le quatrieme chapitre ont parmi leurs objectifs d'enumerer 




Nous avons presente dans ce chapitre une revue des differents concepts utilises pour les 
jeux etendus. Nous avons ensuite etudie les differentes representations d'un jeu etendu 
a deux joueurs. Nous avons propose finalement un programme lineaire mixte 0 — 1 dont 
les solutions extremes permettent, par projection sur l'espace des variables des strate-
gies mixtes, d'enumerer les equilibres de Nash extremes de la representation sequen-
tielle d'un jeu etendu a deux joueurs. Nous presenterons au chapitre suivant l'algorithme 
E\MIP qui utilise ce programme lineaire mixte 0 — 1 arm d'enumerer les equilibres de 
Nash extremes de la forme etendue d'un jeu a deux joueurs. 
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CHAPITRE 4 
ALGORITHMES DE RESOLUTION 
Ce chapitre presente les deux algorithmes E\MIP et EEE, permettant 1'enumeration 
complete des equilibres de Nash extremes d'un jeu bimatriciel et de la representation 
sequentielle d'un jeu etendu a deux joueurs. L'algorithme E\MIP permet aussi d'enu-
merer les equilibres de Nash extremes d'un jeu polymatriciel a trois joueurs. Les deux 
algorithmes sont implantes en C++, en utilisant le logiciel d'optimisation Cplex pour 
une resolution en arithmetique reelle et une librairie de tres grands entiers arm d'obtenir 
une resolution en arithmetique exacte. Nous decrivons aussi le logiciel XGame Solver 
que nous avons elabore au cours de ce projet de these de doctorat et dont nous comptons 
faire beneficier la communaute scientifique. 
4.1 Presentation de l'algorithme E\MIP 
Pour obtenir des temps de calculs reduits, il est primordial de concevoir un algorithme 
dote d'une aptitude a detecter rapidement toute information suceptible d'accelerer l'ex-
ploration. 
Tout d'abord, l'algorithme que nous allons concevoir doit exploiter l'information relative 
a la non-realisabilite d'un des sous-problemes qu'il aura genere. Pour satisfaire cette exi-
gence, nous proposons un algorithme qui explore un arbre de branchement ou a chaque 
niveau de profondeur s'offre un choix dichotomique de branchement sur une seule des 
variables binaires. 
Par ailleurs, l'algorithme doit permettre d'exploiter toute l'information fournie par toute 
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solution (equilibre de Nash extreme) qu'il rencontre. Ceci a pour but de faciliter l'ex-
ploration du domaine des solutions possibles qu'un vecteur de variables binaires peut 
fournir. II faudrait des lors que l'algorithme puisse generer, a partir de chaque noeud 
de l'arbre principal, un sous-arbre de branchement par rapport aux variables continues 
et strictement positives dans la solution extreme obtenue par la resolution du sous-
programme courant. Ce branchement intensif est indispensable pour 1'enumeration com-
plete des equilibres extremes, puisqu'une seule combinaison de variables binaires peut 
donner plusieurs points extremes. 
L'algorithme d'enumeration des equilibres extremes va garder en memoire tous les points 
extremes qu'il rencontre lors de son exploration de l'arbre principal et de ses recherches 
intensives dans les sous-arbres. Cependant, un point d'equilibre extreme pourrait etre 
rencontre a plusieurs reprises lors de l'execution de l'algorithme, car deux ou plusieurs 
combinaisons differentes de variables binaires peuvent donner lieu a un ou plusieurs 
memes points extremes. L'algorithme doit done etre capable de verifier si la solution 
courante {equilibre extreme) qu'il rencontre a deja ete rencontree lors de son explora-
tion de l'arbre principal ou des sous-arbres. II est done possible qu'il n'enregistre qu'une 
partie des equilibres engendres par une combinaison de variables binaires. 
A chaque fois que l'algorithme ajoutera une branche dans l'arbre principal ou dans les 
sous-arbres, il prendra le noeud nouvellement cree comme noeud courant pour traiter 
son(ses) sous-programme(s). Ainsi, l'ordre de traitement des noeuds generes dans l'arbre 
principal et les arbres secondaires est toujours "profondeur d'abord". 
Chaque noeud de l'arbre principal represente un sous-programme lineaire mixte 0 — 1 
cree par l'ajout d'une ou plusieurs contraintes de fixation de variables binaires et d'elimi-
nation d'une ou plusieurs combinaisons de variables binaires. Au meme temps, chaque 
noeud d'un arbre secondaire represente un sous-programme lineaire cree a la fois par la 
fixation d'une combinaison de variables binaires et d'une ou d'un ensemble de variables 
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continues egales a 0. 
Enfin, a chaque noeud de l'arbre principal, ou des sous-arbres qu'il aura generes, l'al-
gorithme devra optimiser respectivement dans l'un ou l'autre cas un programme lineaire 
mixte 0 — 1 ou relaxe, en faisant appel a une librairie d'optimisation. 
4.2 Algorithme E\MIP 
L'algorithme E\MIP exploite la formulation lineaire mixte 0 — 1 d'un jeu bimatriciel 
ou polymatriciel ou de la representation sequentielle d'un jeu etendu a deux joueurs, afin 
d'enumerer tous leurs equilibres de Nash extremes. 
Etape 0: Initialisation 
Soient: 
P; Probleme lineaire mixte 0—1 principal. 
X ; Ensemble des variables continues associe au probleme P. 
U; Ensemble des variables binaires associe au probleme P. 
NE — 0; Ensemble des points extremes. 
N = 0; Niveau de profondeur dans l'arbre principal. 
R; Noeud racine de l'arbre principal, ayant P comme probleme. 
x\, u\ ; Variable continue et variable binaire associee a la qeme strategic (q = 1,2,.., raj) 
du joueur i (i = 1, 2, ..,n). 
—• A Her a I 'Etape 1. 
Etape 1: Resolution et memorisation 
Si N > \X\, —> Arret. Sinon iV < \X\, resoudre le probleme au noeud courant. Si le 
probleme n'admet aucune solution —> Aller a VEtape 3. 
Sinon, soit e le point extreme trouve : Si e £ NE, ajouter e aux elements de NE et —> 
Aller a VEtape 2. 
Etape 2 : Branchement secondaire 
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Si le noeud courant appartient a l'arbre principal, fixer le vecteur des variables binaires 
u (u G U) a sa valeur dans e e t V i ' G X , tel que x\ > 0 : 
—> Ajouter la branche x\ — 0 oX Aller a VEtape 1. 
Etape 3 : Branchement principal 
Si le noeud courant appartient a l'arbre principal alors le branchement a partir de ce 
noeud ne peut donner des points extremes —» Arret. 
Sinon, revenir au noeud pere dans l'arbre principal et ajouter une contrainte pour elimi-
ner la combinaison de variables binaires u valide dans e. 
Choisir une variable u\ G U, sur laquelle aucun branchement n'a encore ete effectue 
dans les noeuds precedents de l'arbre principal et telle que sa variable continue x\ est la 
plus proche de \ (choisir arbitrairement en cas d'egalite). 
Soit p = N + 1 : 
S i p < \X\ mettre Â  = pe t : 
- Ajouter la branche u\ = 0 : si, dans u, u\ = 1 : enlever la contrainte d'elimination de 
u et —-s- Aller a VEtape 1. 
- Ajouter la branche u\ = 1 : si, dans u, ul = 0 : enlever la contrainte d'elimination de 
u et —> Aller a VEtape 1. 
Sinon -^ Aller a I 'Etape 4. 
Etape 4 : Fin 
Afficher \NE\ et tous les elements de iVZ?. 
Theoreme 4.2.1 L'algorithme E\MIPpermet d'enumerer tous les equilibres extremes 
d'unjeu bimatriciel ou polymatriciel ou de la forme sequentielle d'unjeu etendu a deux 
joueurs. 
Preuve 4.2.1 E\MIP explore a travers le branchement sur l'arbre principal, toutes 
les combinaisons de variables binaires qui permettent d'obtenir des points extremes et 
cepar: 
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- L'ajout de contraintes d'eliminationpour les combinaisons deja explorees. 
- Le branchement sur les variables binaires jusqu 'a une profondeur maximale egale au 
nombre de strategies associees aujeu bimatriciel ou polymatriciel. 
- Grace au branchement sur I 'arbre secondaire, I 'algorithme enumere tous les points 
extremes quipeuvent etre obtenus apartir d'une combinaison de variables binaires u 
car : 
- La combinaison de variables binaires u estfixee. 
- Le branchement secondaire consiste a ajouter des branches x\ = 0. 
Ce branchementpermet d'enumerer apartir de u tous les equilibres extremes ou une 
ou plusieurs conditions de complementarite sont doublement satisfaites vu que dans e : 
x\ > 0 et u\ = 0. Ce qui permet d'obtenir apres branchement: 
x\ = 0 et u\ = 0. 
Nous avons montre dans les chapitres 1, 2 et 3 que tout equilibre de Nash extreme cor-
respond forcement a un ou plusieurs points extremes du programme lineaire mixte 0 — 1 
principal. Puisque Valgorithme E\MIP permet d"explorer toutes les possibilites de 
satisfaire les conditions de complementarite, alors pour tout point extreme e du pro-
gramme lineaire mixte 0 — 1 principal, il existe necessairement un chemin dans I 'arbre 
d'exploration cree par E\MIP qui mene a ce point extreme. 
Notons ici que l'algorithme E\MIP est actuellement le seul algorithme permettant 
d'enumerer tous les equilibres de Nash extremes d'un jeu polymatriciel. 
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4.3 Exemples illustres 
4.3.1 Jeux bimatriciels 
Exemple 4.3.1 Pour lejeu bimatriciel de taille (4 x 3) du premier chapitre, cinq equi-
libres de Nash extremes sont enumeres. L 'elimination d'une strategie fortement dominee, 
la 2eme strategie dujoueur I, avaitpermis d'obtenir unjeu de taille (3 x 3) : 
A' = 
(3 2.5 5 ^ 
2 3.5 1.5 
4.5 0.5 5.5 
B' = 
( 5 4.5 2.5 ^ 
1 1.5 3.5 
2.5 3.5 4 
La Figure 4.1 illustre une grande partie des 46 noeuds generes par I'algorithme lors 
de I 'enumeration des equilibres de Nash extremes. Les lignes pleines represented les 
branchements de I'algorithme et les lignes pointillees representent les fixations des com-
binaisons de variables binaires avant le debut des branchements secondaires. 
Le programme lineaire mixte 0 — 1 obtenu pour cejeu est le suivant: 
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: Nome! Equilibre 
: Equilibre 
O : Intermediate 
O •' Pas de solution realisable 





Xi + X2 + X3 = 1, 2/1 + J/2 + 2/3 = 1, 
Xi+Ui < 1, J/1 + ^ 1 < 1, 
X2 + U2 < 1, J/2 + t>2 < 1, 
^3 + «3 < 1, J/3 + ^3 < 1, 
a — 3j/i — 2.5j/2 — 5j/3 — 5.5ui < 0, /3 — 5x\ — x2 — 2.5x4 - Avi < 0, 
a — 2j/i — 3.5j/2 — 1-52/3 — 5.5i*3 < 0, /3 — 4.5xi 1.5x2 — 3.5^4 — 4^2 < 0, 
4.5yi - 0.5y2 - 5.5t/3 - 5.5^4 < 0, j3 - 2.5xi - 3.5x2 - 4x4 - 4i>3 < 0, 
-a + 3j/i + 2.5j/2 + 5j/3 < 0, - /? + 5xi + x2 + 2.5x4 < 0, 
- a + 2yi + 3.5j/2 + 1.5j/3 < 0, - /? + 4.5xx + 1.5x2 + 3.5x4 < 0, 
-a + 4.5j/i + 0.5j/2 + 5.53/3 < 0, - /? + 2.5xi + 3.5x3 + 4x4 < 0, 
x > 0, y > 0, 
« e { 0 , l } 3 , ^ e { 0 , l } 3 . 
La resolution de ceprogramme lineaire mixte 0 — 1 permet d'obtenir lepremier equilibre 
extreme au premier noeud de I 'arbre principal. 
Eql : 
a = 4.5, /? = 3.7, 
X* = (0.2,0,0.8), r* = (0,0.2,0.8), 
*7< = (0,1,0), V* = (1,0,0). 
En fixant la combinaison des variables binaires, Valgorithme cree un sous-arbre de 
branchement par rapport aux variables continues non nulles, dont la racine est repre-
sentee par un noeud intermediaire dans la Figure 4.1. Aucune solution n'est rencon-
tree sur cet arbre secondaire et Valgorithme retourne a Varbre principal pour ajouter 
une contraintepermettant d'eliminer la combinaison de variables binaires rencontree a 
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Vequilibre 1 : Ul = (0,1,0) et V1 = (1,0,0) : 
(1 - ui) + u2 + (1 - it3) + vi + (1 - v2) + (1 - v3) < 5 
-Ml + «2 - ""3 + Vi - V2 - V3 < 1. 
Cette contrainte n 'est cependant utile a ajouter que pour le noeud cree par le bran-
chement V2 = 0. L 'autre noeud, cree par le branchement v2 — 1, satis/ait dejd cette 
contrainte. L 'algorithme E\MIP effectue done deux branchements, I 'un a gauche et 
I'autre a droite, en ajoutant respectivement les contraintes v2 = 0 et v2 = 1, et le 
deuxieme equilibre extreme est rencontre au noeud obtenu par ajout de la contrainte 
1>2 = 0 . 
Eq2 : 
a = 2.786, 13 = 4.167, 
X* = (0.667,0,0.333), Yt = (0.571,0.429,0), 
m = (0,1,0), V* = (0,0,1). 
Aucune solution n 'est rencontree sur I 'arbre secondaire cree a partir de cet equilibre 
par fixation de la combinaison des variables binaires. 
L'algorithme retourne alors a Varbre principal en ajoutant, a gauche la contrainte v \ = 
0 et a droite les contraintes V\~\ et —u\JrU2 — uj, — v\—v2
J\-vz < 1, afin d'eliminer la 
combinaison de variables binaires de Vequilibre 2. Ainsi, le troisieme equilibre extreme 
est rencontre au noeud obtenu par ajout de la contrainte V\ — 0. 
Eq3 : 
a = 3.056, /3 = 3 
Xt = (0.5,0.5,0), Yl = (0,0.778,0.222) 
t7* = (0,0,1), 0 = (0,0,0). 
Le quatrieme equilibre extreme est ensuite obtenu a un noeud de I 'arbre secondaire cree 
a partir de cet equilibre, par fixation de la combinaison de variables binaires et Vajout 
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de la contrainte y3 = 0. 
EqA : 
a = 2.75, (3 = 3, 
X* = (0.5,0.5,0), Y* = (0.5,0.5,0), 
^ = (0,0,1), V' = (0,0,0). 
Ce meme equilibre est obtenu une deuxieme fois au noeud de I 'arbre principal cree, 
apres elimination de la combinaison de variables binaires des equilibres 3 et 4, par 
I'ajout de la contrainte u^ = 0. Aucune solution realisable n 'est rencontree apartir de 
ce point et I 'algorithme revient au traitement du noeud cree a partir de I 'equilibre 2 
par I'ajout de la contrainte v\ = 1. L 'equilibre 3 est obtenu encore une fois a ce noeud 
et seul le branchement sur Varbre principal par ajout de la contrainte «2 = 1, permet 
d'obtenir le cinquieme equilibre extreme. 
Eqh : 
a = 5.5, /3 = 4, 
x* = (0,0,1), y* = (o,o,i), 
U* = (1,1,0), V* = (1,1,0). 
Le tableau suivant recapitule les cinq equilibres de Nash extremes enumeres : 











































Exemple 4.3.2 Lejeu bimatriciel suivant, de taille (6 x 2), est tire de Winkels (68) et 
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illustre dans Varticle d'Audet et al. (6) : 
+ ( 1 1 3 3 2.5 2.5 \ , / 1 0 - 2 4 - 1 6 \ 
At=\ \ et Bt=\ 
y 3 3 1 1 2.5 2.5 y y 2 - 1 2 - 1 6 - 1 y 
D'apres Winkels (68), cejeu comporte 11 equilibres de Nash extremes. Audet et al. (6) 
ont cependant montre que cejeu possede 12 equilibres de Nash extremes. L'algorithme 
ExMIP permet aussi d'enumerer les 12 equilibres extremes, en generant un arbre 
principal et des sous-arbres comportant au total 175 noeuds. 
La Figure 4.2 resume le comportement de cet algorithme lors de I'enumeration de ces 
equilibres extremes. La resolution du programme lineaire mixte 0—1 obtenu, permet 
d'obtenir le premier equilibre extreme au premier noeudde I'arbre principal. 
Eql : 
a = 2.5, /3 = 2.5, 
Xt = (0,0,0,0,0.5,0.5), Yl = (0.25, 0.75), 
\Jl = (0,0,1,1,0,0), ^ = (0,0). 
En fixant la combinaison des variables binaires, l'algorithme cree un sous-arbre de 
branchement par rapport aux variables continues non nulles. En ajoutant la contrainte 
X*, — 0 et en resolvant, le deuxieme equilibre extreme est rencontre. 
Eq2 : 
a = 2.5, 0 = 0.5, 
Xt = (0.5,0.5,0,0,0,0), Yt = (0.25,0.75), 
U* = (0,0,1,1,0,0), F* = (0,0). 
Ensuite, en ajoutant a partir de ce noeud la contrainte x2 = 0 et en resolvant, le troi-
sieme equilibre extreme est rencontre. 
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9 : Nouvel Equilibre 
Equilibre 
( J ; Intermediate 
w U : Pas de solution realisable 
Eq8 
Figure 4.2 Arbre d'exploration avec E\MIP sur lejeu bimatriciel de Winkels (68) 
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Eq2» : 
a = 2.5, (9=1.625, 
X* = (0.875,0,0,0,0,0.125), Yf = (0.25,0.75), 
E/< = (0,0,1,1,0,0), V4 = (0,0). 
Comme aucun des autres noeuds a partir des equilibres 2 et 3 ne donne de solution, 
I'algorithme retourne a la resolution du sous-probleme cree par Vajout de la contrainte 
XQ = 0, apres fixation de la combinaison de variables binaires obtenue avec I'equilibre 
1. Ainsi le quatrieme equilibre extreme est rencontre. 
Eq4 : 
a = 2.5, /? = -0.125, 
X* = (0,0.875,0,0,0.125,0), Yt = (0.25,0.75), 
[/* = (0,0,1,1,0,0), y* = (o,o). 
Ensuite, en ajoutant a partir de ce noeud la contrainte x5 = 0 et en resolvant, le 
deuxieme equilibre est rencontre a nouveau. Aucun noeud restant dans cet arbre se-
condare ne donne de solution et I 'algorithme revient a I 'arbre principal. L 'algorithme 
enleve alors les contraintes de fixation des variables binaires et branche sur la variable 
UQ, a gauche en ajoutant Ug = 0 et a droite en ajoutant UQ = 1, tout en prenant soin 
d'ajouter une contrainte permettant d'eliminer la combinaison de variables binaires 
rencontree a I'equilibre 1 : Uf = (0, 0 ,1 ,1 , 0, 0) et Vf = (0, 0) : 
(1 - ui) + (1 - u2) + u3 + uA + (1 - u5) + (1 - u6) + (1 - vi) + (1 - v2) < 7 
—u\ — ui + u$ + U4 - U5 - ue — vi — v2 < —1. 
Cette contrainte n 'est utile a ajouter que pour le noeud cree par le branchement UQ = 0. 
L 'autre noeud cree par le branchement u6 = 1 satisfait par defaut cette contrainte. II 
est a noter que Velimination des strategies 2,4 et 6 (faiblement dominees) dujoueur I 
n'auraitpaspermis d'enumerer tous les equilibres extremes. Le Tableau 4.2 recapitule 
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4.3.2 Jeux polymatriciels 
Exemple 4.3.3 Soit unjeupolymatriciel a 3joueurs, de dimension (3 x 3 x 3), dont les 
matrices se detaillent comme suit: 
A 
( 1 1 - 1 
2 - 1 - 1 
3 - 1 . 5 - 1 
2 3 2.5 
- 1 0 2 
- 1 2 1 
\ 
B = 
( - 1 2 1 
3 0 3.5 
3 3.5 3 
- 2 3 1 \ 
1 - 1 - 1 
2 1 - 2 J 
C 
( - 3 - 1 1 
4 1 4 
\ I 2 2.2 
1 2 - 3 \ 
2 1 2 
3 2 4 / 
L'algorithme E\MIP permet d'enumerer les sept equilibres de Nash extremes de ce 
jeu. La Figure 4.3 permet d'illuster le comportement de E\MIP lors de I'enumera-
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tion de ces equilibres extremes. Une partie des 107 noeuds cries par Valgorithmey est 
illustree. 
Figure 4.3 Arbre d'exploration avec E\M1P sur Vexemple (4.3.3): (3 x 3 x 3) 
La resolution du programme lineaire mixte 0—1 permet d'obtenir le premier equilibre 
au premier noeud de I 'arbre principal. 
Eql : 
a = 5, (3 = 4, 7 = 6, 
x* = (0,0,1), y* = (1,0,0), z = (o,i,o), 
t/* = (1,1,0), V* = (0,1,1), W= (1,0,1). 
En fixant la combinaison des variables binaires, I'algorithme cree un sous-arbre de 
branchement par rapport aux variables continues non nulles. La racine de cet arbre se-
condare est representee par un noeud intermediaire dans la Figure 4.3. Aucune solution 
realisable n 'est rencontree sur cet arbre secondaire et I 'algorithme retourne a I 'arbre 
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principal pour ajouter une contrainte permettant d'eliminer la combinaison de variables 
binaires rencontree dl'equilibre 1 : Uf — (1,1,0), V1 — (0,1,1) et Wt — (1,0,1) ; 
U\ + Ul + (1 - Uj) + (1 - V\) + V2 + V3 + W\ + (1 - W2) + Wz < 8 
Ml + U2 - U3 ~ Vl + V2 + V3 + W\ ~ W2 + W3 < 5. 
Cette contrainte n 'est cependant utile a ajouter que pour le noeud cree par le bran-
chement w$ = 1. L 'autre noeud cree par le branchement w^ = 0, satisfait par defaut 
cette contrainte. L 'algorithme effectue done deux branchements, I 'un a gauche et I 'autre 
a droite, en ajoutant respectivement les contraintes w-$ = 0 et W3 = 1 et le deuxieme 
equilibre est rencontre au noeud obtenu par ajout de la contrainte w^ = 0. 
Eq2 : 
a = 4, j3 = 3, 7 = 5, 
Xl = (0,1,0), Yt = (1,0,0), Z= (0,0,1), 
[/* = (1,0,0), ^ = (0,1,1), W = (1,1,0). 
A partir de cet equilibre, Vexploration de I'arbre secondaire, apres fixation de la com-
binaison des variables binaires, ne donne aucun equilibre. L'algorithme retourne au 
traitement des noeuds de I 'arbre principal en ajoutant la contrainte : 
U\ — U<l — U2, — V\ + V2 + V3 + W\ + U>2 — Wz < 4. 
Le branchement par rapport a la variable w2, a gauche en mettant VJ2 = 0 et a droite en 
mettant w2 — 1, donnera a gauche les equilibres 3 et 4 et a droite I 'equilibre 5. 
Ensuite, I 'algorithme revient au traitement de la branche Wz — 1, issue directement du 
premier noeud de I'arbre principal. Les equilibres 6 puis 7 sont alors rencontres. 
Le Tableau 4.3 donne les sept equilibres extremes rencontres dans cejeu. 
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4.3.3 Les jeux etendus a deux joueurs 
Exemple 4.3.4 En appliquant I 'algorithme ExMIP aujeu etendu a deux joueurs illus-
tre par la Figure 3.1 de von Stengel et al. (64), la forme strategique permet comme 
avec EEE (6), d'obtenir trois equilibres de Nash extremes. La representation sequen-
tielle permet d'obtenir les sequences de mouvements S\ — {0, L, R, LS, LT} et S2 = 
{0,1, r}, pour les joueurs I et II respectivement. L 'algorithme ExMIP enumere quatre 
points extremes pour le programme lineaire mixte 0—1 associe a la representation 
sequentielle. 










1 0 1 0 0 
1 1 0 2/3 1/3 
1 0 1 0 0 
1 0 1 0 0 
X2 
1 1 0 
1 1/3 2/3 
1 1 0 
1 2/3 1/3 
a\ 
3 3 2 
4 4 4 
3 3 3 






Nouspouvons constater que les equilibres 1 et 3 ont les memes valeurspour les variables 
X, mais des valeurs differentespour les variables duales ax. 
Exemple 4.3.5 En appliquant I 'algorithme ExMIP a I 'exemple de Kohlber et Mertens 
(31) illustre par la Figure 4.4, nous obtenons des resultats differents dependemment de 
la representation utilisee. 
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fty^^ 
' • ^ ~ \ 
1.2 
ly 
T ~ ^ 
JBk 
2.2 
L ^ \ 
R ^ ^ 
*-~^^ 4,-4 
- " ^ 4,-4 
-4,4 
Figure 4.4 Jeu etendu de Kohlberg et Mertens (31) 
La representation strategique contient les strategies pures suivantes {T, M, BB, BT} 




2 2 2 ^ 
0 3 3 
1 - 4 4 




2 2 2 
0 3 3 
1 4 - 4 
1 - 4 4 
\ 
) 
Sept equilibres de Nash extremes sont obtenus pour cette representation strategique (Ta-
bleau 4.5). 
En considerant la forme sequentielle de ce jeu etendu a deux joueurs, les sequences 
dujoueur I sont S\ = {0, T, M, B, BB, BT} et les sequences dujoueur II sont 5*2 = 
{0, R, L, LR, LL}. Les matrices des gains des deux joueurs sont alors : 
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0 1 0 0 
0 1 0 0 
1 0 0 0 
1 0 0 0 
1 0 0 0 
1 0 0 0 





























































































V 0 0 0 - 4 4 / 
et les matrices Ex et E2 suivantes permettent de suivre les liens entre les differentes 
sequences. 
E, 
( 1 0 0 0 0 0 
- 1 1 1 1 0 0 
y 0 0 0 1 1 1 
( 1 0 0 0 0 ^ 
et Eo = 
\ 
- 1 1 1 0 0 
0 0 - 1 1 1 J 
Dix points extremes sont enumeres pour le programme lineaire mixte 0 — 1 associes a la 
representation sequentielle de cejeu (Tableau 4.6). 
Dans le Tableau 4.6, les points extremes 4 et 5 correspondent au meme equilibre de 
Nash extreme mais ont des variables duales a\. Le vecteur X2 des strategies mixtes du 
point extreme 2peut etre obtenupar une combinaison convexe (\,\) des vecteurs x2 des 
81 
















= \{X* + XW) 
Xl 
1 0 1 0 0 0 
1 0 1 0 0 0 
1 0 1 0 0 0 
1 1 0 0 0 0 
1 1 0 0 0 0 
1 1 0 0 0 0 
1 1 0 0 0 0 
1 1 0 0 0 0 
1 1 0 0 0 0 

































3 3 3 
3 3 0 
3 3 3 
2 2 0 
2 2 1 
2 2 4/3 
2 2 4/3 
2 2 5/3 
2 2 0 
2 2 5/3 
a-2 
3 3 0 
3 3 0 
3 3 0 
2 0 0 
2 0 0 
2 0 0 
2 0 0 
2 0 0 
2 0 0 
2 0 0 
equilibres extremes 1 et 3. Le point extreme 2 a cependant des valeurs differentes pour 
les variables duales a\. Toutefois Proj(x)(q
2) £ Ext(NE). 
L'information supplemental presente dans le Tableau 4.6 et non dans le Tableau 4.5 
peut etre utilisee pour un raffinement. En effet, le point extreme 2 correspond a un equi-
libre sous-jeu parfait. D'unepart, lejoueur II choisit la strategic mixte 1/2 — 1/2 entre 
L et R, dans le sous-jeu a somme nulle. Ce choix correspond effectivement a I 'unique 
equilibre de ce sous-jeu. Cet equilibre sous-jeu parfait n 'a pas ete trouve lors de I 'enu-
meration basee sur la representation strategique. La raison est que, dans cet equilibre, 
la variable duale pour le second ensemble informationnel (1.2) du joueur I est nulle, 
ce qui correspond au gain du sous-jeu. Les deux mouvements T et B du joueur I a 
cet ensemble informationnel, correspondant aux sequences BT et BB, ont en effet des 
contraintes serrees relativement a la variable duale. Ceci est dual 'un des branchements 
binaires de I 'algorithme. 
D 'autre part, les strategies mixtes 7/8 — 1/8 pour L et Rpour les points extremes ql et 
q3 donnent un gain egal a 3 au joueur I a I 'ensemble informationnel (1.2). Ceci produit 
seulement une seule contrainte serree pour uniquement une des sequences BT ou BB. 
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Le gain egal a 3 laisse lejoueur 1 indifferent entre choisir B (qui n 'est pas choisie) et le 
choix M de I 'equilibre a I 'ensemble informationnel (l.L>. Nous observons aussi la meme 
chose pour le point extreme g9 par rapport aux points q8 et g10. 
Cet exemple montre que I 'utilisation de la representation sequentielle peut permettre 
d'obtenir un equilibre extreme sous-jeu parfait qui ne seraitpas obtenu si la represen-
tation strategique est utilisee. Ceci est du aufait que la representation sequentielle est 
plusfidele a la forme d'origine dujeu etendu que la representation strategique. 
4.4 L'algorithme EEE revisite 
Cette section illustre l'implantation de l'algorithme EEE pour la forme sequentielle 
d'un jeu etendu a deux joueurs. 
Nous avons modifie l'algorithme propose par Audet et al. (6; 7) afin de l'adapter a la 
representation sequentielle d'un jeu etendu a deux joueurs. L'algorithme EEE adopte 
une approche enumerative et selective en etudiant seulement les sommets qui satisfont 
les conditions des ecarts complementaires : 
x\Ax2 = x\E\ai, I x\{E\ai — Ax2) = 0, 
x\Bx2 = a2E\x2- I {a\E2 — x\B)x2 = 0. 
Nous considerons deux programmes lineaires a objectifs parametres : 
P(x2) = max x\Ax2 — e\ot\, 
Q{xi) = max x\Bx2 — e\a2-
x2,ai 
L'algorithme EEE construit un arbre d'exploration ou a chaque noeud est associee une 
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paire de sous-programmes lineaires a objectifs parametres, P(x2) et Q(x,i). A chaque 
noeud est associee une variable x\ ou x2 representant une strategie realisable, pour l'un 
ou l'autre des sous-problemes courants. 
Les programmes P(x2) et Q{x\) sont quasi-identiques a P(x2) et Q{x\), mais avec 
en plus un ensemble d'inegalites ou de contraintes de non-negativite qui sont mises a 
egalite. 
Ainsi, nous distinguons quatre formes possibles que peuvent prendre les problemes P(.) 
e t Q Q : 
- Pl{.) = P{.) avec une contrainte xXi = 0 a la place de xu > 0. 
- Pj(.) = P(.) avec une contrainte x\Bj = alE2 a la place de x\Bj < a\E2. 
- Qj(.) = Q(.) avec une contrainte x2j = 0 a la place de x2j > 0. 
- Qi(.) = Q(.) avec une contrainte Ai/x2 = E\oi\ a la place de Atx2 < E\a\. 
A chaque noeud de cet arbre, une optimisation de P{x2) et une autre de Q(x\) sont 
lancees successivement (l'ordre depend des cas) et trois sortes de resultats differents 
peuvent etre obtenus : 
- P(.) ou Q(.) est non-realisable. 
- P(.) et Q(.) sont realisables mais un manque d'information ne permet pas de deduire 
un point d'equilibre. 
- P(.) et Q(.) sont realisables et un point d'equilibre peut etre deduit a partir des infor-
mations reunies. 
Mis a part le premier cas ou le noeud courant sera elimine, dans les deux autres il sera 
remplace par ses descendants directs. Chaque fils possede une seule difference par rap-
port a sanpere qui consiste en une contrainte supplementaire pour P(.) ou Q(.) selon la 
regie de branchement choisie. 
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Cette regie de branchement se determine a partir de deux parametres Tj et TTJ, tels que 
n = < 
xu{E\ot\ — Ai,X2), si P(.) n'apas ete change en P% 
et Q(.) n'apas ete change en Qi(.), 
— 1 , sinon, 
et 
7T,-
{oi\E2 — x\B,j)x2j1 si Q(.) n'a pas ete change en Q
j(.) 
et P(.) n'a pas ete change en Pj(.), 
sinon. 
En choisissant, pour i e {1, ...,n} et j e {1, . . . ,m}, \esi et j qui maximisent les valeurs 
de Tj et 7Tj, trois cas differents permettent de conclure sur la regie de branchement a 
adopter : 
- Si — 1 ^ Ti > 7ij, le noeud courant aura deux descendants : 
(x2,P%),Q(.)) et (xuQii.lPi.)) 
- Si Ti < ITJ, le noeud courant aura deux descendants : 
(xuQi(.),P(.)) et (x2,Pj(.),Q(.)) 
- Si Ti — TTJ = —1, (xi,x2) est un equilibre extreme et le noeud courant aura quatre 
descendants : 
{(x2,P\.),Q(.)) :xu>0}, {(xuQi(.),P(.)) : ALx2 < E[ai}, 
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{(*!, Q>-(.), P(.)) : x2j > 0} et {(x2, P3{.), Q(.)) : x*^- < a\E2} 
Quand la profondeur du noeud courant est superieure a (n + m), la solution ( z i , ^ ) 
obtenue est un equilibre de Nash extreme, car chacune des conditions des ecarts com-
plementaires est satisfaite. 
L'algorithme EEE adapte a la formulation sequentielle permet d'enumerer tous les 
equilibres de Nash extremes de la formulation sequentielle d'un jeu etendu a deux joueurs. 
4.5 Implantation en arithmetique exacte et le logiciel XGame Solver 
Au debut de notre projet, notre but etait d'elaborer des algorithmes permettant 1'enume-
ration des equilibres de Nash extremes pour un certain nombre de jeux et de proposer 
des methodes automatiques de raffmement de ces equilibres. 
Comme premiere etape, nous avons implante des algorithmes d'enumeration en interac-
tion avec le logiciel d'optimisation Cplex. L'importance de la precision numerique est 
devenue plus grande lorsque nous avons voulu rendre nos implantations independantes 
en codant a notre propre maniere l'algorithme du Simplexe (19). En effet, l'implantation 
d'une arithmetique exacte s'est revelee etre problematique sans l'utilisation de librairies. 
Ainsi, pour notre logiciel XGame-Solver, nous avons decide de faire appel a une librairie 
d'arithmetique exacte facile a implanter et tres efficace. 
Cette section detaille les differentes classes de 1'implantation en arithmdtique exacte 
des deux algorithmes EEE et E\MIP ainsi que les differentes possibilites offertes a 
l'utilisateur de l'application Xgame Solver. 
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4.5.1 Implantation en arithmetique exacte 
Dans nos implantations recentes des algorithmes EEE et ExMIP, les informations 
numeriques sont sauvegardees en utilisant des rationnels. Un rationnel est defini par une 
paire de nombres entiers : un numerateur et un denominateur. Notre librairie de classes 
en arithmetique exacte contient: les classes Biglnteger pour les grands nombres entiers, 
la classe Rational pour les nombres rationnels, la classe Simplex pour la resolution en uti-
lisant l'algorithme du Simplexe (19) et la classe Node pour la gestion des branchements 
de l'algorithme ExMIP- Pour l'implantation de l'algorithme EEE, nous utilisons des 
methodes de branchement permettant de calquer les differentes etapes de cet algorithme. 
Durant l'implantation de l'algorithme ExMIP, nous avons observe que le numerateur 
ou le denominateur d'un nombre rationnel peut depasser en valeur le plus grand en-
tier INTMAX de la librairie de programmation en C/C++. II existe a la disposition de 
la communaute scientifique un nombre assez grand de librairies d'arithmetique exacte 
dans differents langages informatiques. Outre le fait que certaines de ces librairies sont 
compliquees a implanter et a adapter a nos propres besoins, d'autres sont tres efficaces 
et tres simples a utiliser. Pour ces raisons, nous avons choisi l'ensemble des classes 
Biglnteger implante et couramment mis a jour par McCutchen (44). 
Les sous-sections suivantes decrivent les differentes classes utilisees dans nos implanta-
tions des algorithmes EEE et ExMip. 
4.5.2 La librairie Biglnteger 
Les classes de la librairie Biglntegers definissent un nouveau type d'entiers qui seront 
utilises lors de 1'enumeration des equilibres de Nash extremes. Ces classes permettent 
de surdefinir les operations elementaires pour des grands entiers. Elles permettent aussi 
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d'augmenter dynamiquement la taille d'un grand entier en cas de besoin. Les differents 
tests que nous avons effectues sur cette librairie se sont averes tres probants. Nous re-
mercions a cette occasion leur auteur Matt McCutchen (44) pour ses efforts. 
4.5.3 La classe Rational 
La classe Rational est basee sur les classes Biglnteger. Un rationnel consiste en deux 
grands entiers : un numerateur et un denominateur. Nous avons surdefini les operations 
elementaires pour ces rationnels et nous utilisons une fonction permettant de trouver le 
plus grand denominateur commun entre les deux elements de chaque rationnel. Tous les 
rationnels sont done toujours sauvegardes sous leur forme la plus simple. 
4.5.4 La classe Simplex 
La classe Simplex definit quant a elle un dictionnaire (16) ainsi que l'ensemble des 
operations de l'algorithme du Simplexe (19). Chaque sous-programme lineaire obtenu 
lors des branchements successifs de l'algorithme ExMIP ou EEE est represente sous 
la forme d'un dictionnaire et sera resolu en utilisant les methodes de cette classe. Un 
dictionnaire represente les coefficients des variables dans le sous-programme lineaire a 
resoudre. Toutes les contraintes sont prealablement converties en des contraintes d'ega-
lite et la resolution commence par resoudre un programme auxiliaire dans le cas ou un 
des membres de droite des contraintes est negatif. Si le programme auxiliaire est reali-
sable alors la resolution avec la solution initiale trouvee a lieu. 
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4.5.5 La classe Node 
Enfin, la classe Node represente la structure de l'algorithme E\MIP. Chaque noeud 
contient le dictionnaire du sous-programme lineaire courant et un pointeur vers le noeud 
pere. Cette classe contient aussi les differentes methodes de branchement de l'algorithme 
EXMIP. 
En ce qui concerne EEE, nous n'utilisons pas une telle classe mais nous faisons appel 
a des methodes de branchement calquant la structure de l'algorithme EEE. 
En pratique, l'algorithme ExMIP peut etre utilise afin d'enumerer tous les equilibres 
de Nash extremes des jeux bimatriciels, polymatriciels a trois joueurs et des formes se-
quentielles des jeux etendus a deux joueurs. L'algorithme EEE peut quant a lui etre uti-
lise afin d'enumerer les equilibres de Nash extremes d'un jeu bimatriciel et de la forme 
sequentielle d'un jeu etendu a deux joueurs. Pour chaque forme de jeux, les deux algo-
rithmes sont disponibles en utilisant les librairies de Cplex ou les librairies en arithme-
tique exacte. Tous nos codes sources sont publies sur le lien internet http ://www.gerad.ca/~slimb 
et peuvent etre compiles et executes sous MSWindows, Linux, Unix et Mac Os. 
4.5.6 Resultats numeriques 
Cette partie presente une analyse des temps comparatifs de calcul entre les algorithmes 
EEE et ExMIP, sur une machine SPARC station ULTRA 2 (Solaris 2.4-27), sur des 
jeux bimatriciels generes aleatoirement, de taille et de densite differentes. Nous y pre-
sentons aussi un tableau des temps de calcul de 1'algorithme ExMIP sur des jeux po-
lymatriciels a trois joueurs generes aleatoirement, de taille et de densite differentes. Les 
abreviations suivantes sont utilisees : 
- d : densite des matrices des gains. 
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- Nds : nombre de noeuds generes. 
- Temps : temps de calcul en secondes. 
- E : nombre d'equilibres extremes enumeres. 
- (j,: moyenne sur dix problemes de merae taille. 
- a : ecart type sur dix problemes de meme taille. 
Tableau 4.7 Jeux bimatriciels avec E\MIP vs EEE 




















d = 0.12 
EXMIP 
Nds Temps E 
(sec) 
1432.6 1.93 18.2 
647.1 0.69 4.9 
11156 19.42 56.4 
12353 6.9 29.5 
176921 543 271.7 
134527 292.3 166.8 
1.5 x 10" 20893 2881 
5443 16518 2190 
EEE 
Nds Temps E 
(sec) 
8037.2 2.22 18.2 
10617.4 1.24 4.9 
185544 59 56.4 
13483 26 29.5 
2.2 x 10' 8311 271.7 
14073 6201 166.8 
> 4 X 10° 2881 
2190 
d = 0.50 
E\MIP 
Nds Temps E 
(sec) 
114.6 0.24 6.4 
162.7 0.27 7.0 
27.8 0.22 3.8 
24.8 0.18 3.4 
33 0.98 5.6 
18.1 0.52 2.9 
107.4 16.77 23.4 
40.2 10.25 9.2 
EEE 
Nds Temps E 
(sec) 
730.8 0.24 6.4 
1049.9 0.34 7.0 
168.5 0.08 3.8 
118.3 0.04 3.4 
409.4 0.23 5.6 
196.6 0.11 2.9 
2715 1.98 23.4 
1121.2 0.87 9.2 
d = 0.25 
ExMIP 
Nds Temps E 
(sec) 
655.6 1.07 13.2 
434.7 0.64 8.4 
1984 4.69 41 
2029 4.63 36.1 
12380 55.8 247 
7184 39.7 160.1 
228498 9736 2387 
18369 7012 3801 
EEE 
Nds Temps E 
(sec) 
2981 0.93 13.2 
1894 0.62 8.4 
55883 18.4 41 
10213 21 36.1 
1.9 x 10' 7109 247 
13700 6614 160.1 
1.3 x 10 s 151843 2387 
1.5 x 108 236496 3801 
d= 1.00 
ExMIP 
Nds Temps E 
(sec) 
22.6 0.09 3.4 
11 0.05 1.2 
32 0.33 4.4 
16.1 0.17 2 
50.6 3.18 10.4 
21.1 1.33 4.7 
119.6 41.12 25.2 
46.6 18.85 9.7 
EEE 
Nds Temps E 
(sec) 
86.3 0.04 3.4 
38.8 0.02 1.2 
197.7 0.09 4.4 
97.6 0.05 2 
900.9 0.54 10.4 
436.2 0.27 4.7 
4166.8 3.5 25.2 
1577.4 1.52 9.7 
Le Tableau 4.7 donne une comparaison des temps de calculs, entre les algorithmes EEE 
et ExMIP sur des jeux bimatriciels generes aleatoirement. 
Selon le temps necessaire a remuneration des equilibres de Nash extremes, nous ob-
servons que l'algorithme EEE est plus rapide que ExMIP sur les jeux de densite 
moyenne ou grande. Le contraire est aussi vrai puisque ExMIP est plus rapide que 
EEE sur les jeux de faible densite. Ceci est notamment du a la formulation lineaire 
mixte 0 — 1 sur laquelle se base ExMIP en comparaison avec la formulation biniveau 
sur laquelle se base EEE. En effet, les branchements de l'algorithme sont plus efflcaces 
lorsque les sous-programmes a resoudre sont de densite moyenne ou grande. Dans le 
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meme temps, la resolution de programmes lineaires mixtes 0 — 1 est plus lente lorsque 
les sous-programmes a resoudre sont de densite moyenne ou grande. Nous observons 
l'effet inverse lorsque les sous-programmes a resoudre sont de faible densite. 
Tableau 4.8 Jeux polymatriciels a trois joueurs avec E\MIP; m\ = m2 = 777.3 
d = 0.12 












Nds Temps E 
(sec) 
281.7 1.365 10.7 
230.1 1.272 3.6 
6532.3 15.981 29.8 
7981.8 9.138 13.7 
46476.9 197.443 129.8 
40377.4 179.128 79.9 
223409 1736.11 418.9 
9438.3 2273.81 307.9 
528015 5223.02 586.5 
8810 5694.68 738.9 
570925 18189 2507.9 
643217 22344.1 3345.6 
d = 0.50 








Nds Temps E 
(sec) 
5.8 0.043 2.4 
4 0.029 2.0 
18.8 0.225 2.9 
13.3 0.180 1.9 
44.6 4.510 9.4 
27.1 4.932 5.7 
115.2 46.908 26.4 
35.5 32.283 8.6 
232.4 330.787 54.2 
148.4 209.451 32.2 
468.2 1465.54 113.1 
349 1109.62 87.8 
d = 0.25 













Nds Temps E 
(sec) 
40.9 0.188 4.6 
36.9 0.142 2.4 
408.5 1.719 12.1 
679.3 2.681 12 
419.4 4.472 21.6 
1006.1 5.569 35.4 
155.4 16.752 10.4 
310.9 8.286 5.5 
141.6 93.402 31.2 
116 92.053 24.9 
319.8 921.763 75.2 
213.9 677.844 49.4 
d = 1.00 










Nds Temps E 
(sec) 
6.2 0.058 2.6 
3 0.044 1.5 
29 0.539 5.2 
24.6 0.509 4.9 
37.6 4.625 7.8 
23.7 2.278 5.2 
106.6 68.348 23.1 
41.7 26.633 11.0 
336.2 643.011 78.6 
264.9 524.062 65.6 
572.6 3721.27 137.6 
388.1 2259.23 95.5 
Le Tableau 4.8 donne une idee generale sur les temps de calculs de 1'algorithme ExMIP, 
sur une machine SPARC station ULTRA 2 (Solaris 2.4-27), sur des jeux polymatriciels 
a trois joueurs generes aleatoirement, de taille et de densite differentes. 
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4.5.7 Description du logiciel XGame Solver 
Dans le but de faire beneficier la communaute scientifique de notre travai,l nous avons 
decide de developper une application a orientation utilisateur qui serait facile a utili-
ser et a comprendre. Les sous-sections suivantes decrivent les differentes interfaces et 
possibilites incorporees dans le logiciel XGame Solver. 
4.5.8 Interface principale 
En premier lieu, nous observons que l'utilisateur peut choisir de charger un jeu deja 
existant dans la librairie d'exemples disponibles ou bien choisir de creer un nouveau jeu. 
L'icone de chargement d'un jeu existant permet de choisir un fichier d'extension ".xga" 
(XGame) qui contient le type du jeu ainsi que les informations concernant la taille du 
jeu et les differentes valeurs des gains des joueurs dans ce jeu. L'utilisateur peut editer 
le contenu de ce fichier a sa guise ou en appliquant certaines transformations mathema-
tiques pre-programmees. L'icone de creation d'un nouveau jeu donne le choix a l'utili-
seur de choisir le nom qu'il desire donner a son fichier d'extension ".xga", de choisir le 
type de jeu qu'il desire creer, de rentrer la taille du jeu et aussi les differents gains des 
joueurs. La Figure 4.5 est une image de 1'interface principale du logiciel XGame Solver. 
Nous observons aussi que l'utilisateur peut ouvrir plusieurs jeux du meme type et/ou de 
types differents s'il le desire. De meme, l'utilisateur peut lancer plusieurs enumerations 
des equilibres en meme temps. Les jeux bimatriciels et sequentiels peuvent etre resolus 
en faisant appel a l'algorithme EEE ou E\MIP. L'utilsateur peut done changer de 
methode juste en selectionnant celle desiree, avant de lancer l'enumeration. Une icone 




Figure 4.5 Interface principale de XGame Solver 
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DO New game 
Create a new BiMatrix Game, 
A BiMatrix Game is the confrontation of two players in normal form, 
.?J2£J 
I BiMatrix 
• Player Pi 
Number of strategies! 
Player P2 
i Number of sb at Mies; m 
a||:;C«nceU ;i§» 
Figure 4.6 Interface Nouveau jeu bimatriciel 
4.5.9 Creer un nouveau jeu 
L'icone Create new game permet a l'utilisateur de creer un nouveau jeu en choisissant le 
nom qu'il desire donner a son fichier d'extension ".xga". Cette icone appelle une petite 
interface qui permet de choisir le type de jeu a creer et de lui donner la taille voulue. 
Les trois figures (Figure 4.6), (Figure 4.7) et (Figure 4.8) permettent d'avoir une idee 
sur l'interface correspondant a chaque type de jeu. Ces interfaces contiennent aussi une 
breve description de chaque type de jeu afin d'aider un utilisateur debutant a trouver la 
meilleure reponse a ses besoins. 
Nous comptons aussi elargir la gamme des jeux pouvant etre resolus par le logiciel 
XGame Solver en implantant leurs algorithmes de resolution appropries. Nous croyons 
que ces ajouts seraient d'un grand interet pour la communaute scientifique. 
•a New game 7'xJ 
Create a new Sequential Game. 




; Number of strategis 
! Longest sequence's sis*: 
. Player P2 
; Humber or strategies; 
. Longest Sequence's sfee; 
if! 
| f Cancel # O K 
Figure 4.7 Interface Nouveau jeu sequentiel 
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CD New game '_ * 
C r e a t e a n e w PoIyMatrix Game. 
APolyMatrixGame is theronFrontation of n players, as (n(n-l))|2simultaneous biroatrix games. 
I PoIyMatrix 
Pla/e- PI 
• Numfees of strategies; 
• PlayerP2— 
• Number of strategies: 
; Player P3 — 
« of strategies: 
'•jJSB^m&jf^ 







•Description— - — > 
Facbr.Identifcy(M) | 
This operation transforms a square matrix to an identity matrix multiplied by a factor j 
& Cancel I ^ O K 
Figure 4.9 Interface de Transformation 
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4.5.10 Les icones d'edition 
En plus des icones d'edition classiques : Copy, Cut, Paste, nous avons ajoute d'autres 
icones au menu d'edition. Ainsi les icones : Add row above, Add row below, Add co-
lumn left, Add column right, Remove rows, Remove columns permettent d'ajouter ou 
d'eliminer des lignes aux matrices des gains. L'icone Transform, appelle quant a elle 
une petite interface qui permet d'utiliser des fonctions de transformation mathematique 
sur une matrice. Les fonctions Transpose, Identity, Factor, permettent respectivement de 
transposer une matrice carree, d'initialiser la matrice a un multiple de la matrice identite 
ou de rentrer la meme valeur dans toutes les cellules. La Figure 4.9 montre 1'interface de 
transformation. 
4.5.11 La fenetre de sortie 
Les resultats des algorithmes d'enumeration apparaissent dans la fenetre de sortie situee 
en bas de 1'interface principale. L'utilisateur peut cacher ou montrer cette fenetre ou 
bien l'elargir et la parcourir. L'utilisateur peut aussi choisir de sauvegarder les sorties 
provenant de l'enumeration dans un fichier en utilisant l'icone de sauvegerade situee 
juste au dessus de cette fenetre. La Figure 4.10 montre la fenetre de sortie. 
4.6 Discussion 
Nous avons commence ce chapitre en presentant l'algorithme ExMIP pour l'enumera-
tion des equilibres extremes en theorie des jeux. Nous avons aussi propose une formula-
tion biniveau permettant d'etendre l'algorithme EEE aux formes sequentielles des jeux 
etendus a deux joueurs. Nous avons pu implanter les algorithmes EEE et ExMIP, en 
langages C et C + +, en faisant appel aux librairies de Cplex et a la librairie d'arith-
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************** Dominance Check ****** *****"M 
Equilibrium I (Node 13 ) 
Y = C i ; D ; l ; 
Alpha - 3 ; 3 ; 
Seta = 0 ; 0 ; 
Equilibrium 2 (Node 19 ) 
A = 0 0 1 
= 0 1 0 
Alpha = i , o 
Beta •« 0 n 
Equilibrium 3 fNode ^5 t 
x=-0 o i 
!V = I 0 0 
Mlpha-S 3 , 
Beta = Q D 
SWEF # = 5 5 B * ^ - ^ S c ^ 3 B 3 n t f 5 ? S ^ ^ 
Figure 4.10 Fenetre de sortie 
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metique exacte de McCutchen (44). Nous avons decrit dans ce chapitre les details tech-
niques de ces implantations et nous y avons expose le logiciel XGame Solver qui re-
groupe ces implantations sous une application a interfaces facile a manipuler et mise 
gratuitement a la disposition de la communaute scientifique. La comparaison complete 
des performances de notre logiciel avec le logiciel Gambit (43) rassemblant les contribu-
tions de plusieurs chercheurs en theorie des jeux est pour le moment un peu prematuree. 
Gambit permet de trouver des equilibres pour des jeux etendus ou strategiques a plu-
sieurs joueurs. II permet aussi d'enumerer les equilibres extremes pour les jeux bimatri-
ciels. XGame Solver possede cependant quelques avantages puisque Gambit ne permet 




RAFFINEMENT DES EQUILIBRES 
Les differentes representations d'un jeu etendu ont donne l'espoir de developper des ou-
tils d'analyse a travers les jeux sous forme normale. Cependant, il est facile de construire 
des jeux etendus differents mais qui auraient la meme representation sous forme strate-
gique et done le meme ensemble d'equilibres de Nash extremes. Ainsi, malgre ses di-
vers avantages, le concept d'equilibre en theorie des jeux semble avoir plusieurs points 
faibles. 
Le probleme de selection d'un equilibre parmi d'autres est l'une des plus importantes 
faiblesses de la notion d'equilibre. En effet, une theorie qui permet uniquement de pre-
voir que la solution d'un jeu non-cooperatif est un equilibre sans specifier exactement 
lequel, reste extremement faible. 
Harsanyi et Selten (23) illustrent ce probleme a l'aide d'un exemple simple. Dans cet 
exemple, deux joueurs se partagent un montant de 100 dollars en proposant chacun un 
nombre x\ et x2, respectivement. Si x\ + x2 < 100 alors chaque joueur obtient un 
montant egal au nombre qu'il a propose, x\ ou x2. Sinon, les deux joueurs obtiennent 
un gain nul. Ainsi, si x\ et x2 sont des reels positifs ou nuls alors chaque paire (xi, x2) 
telle que xx + x2 = 100 est un equilibre. Meme si xx et x2 ne prenaient que des valeurs 
entieres positives il y aurait 101 equilibres differents. II faudrait ensuite definir un critere 
de selection afin de choisir un equilibre parmi toutes ces solutions possibles. 
Dans ce chapitre, nous etudions plusieurs raffinements majeurs des equilibres en theroie 
des jeux et nous y apportons quelques contributions (2). Ainsi, dans les deux dernieres 
sections de ce chapitre, nous considerons les raffinements parfait et propre du concept 
101 
d'equilibre de Nash. En quelque sorte, ces deux raffinements partent de l'idee qu'un 
equilibre raisonnable doit etre stable advenant des perturbations des strategies d'equi-
libre. 
5.1 Equilibre essentiel 
Dans cette section, nous allons considerer un raffmement base sur l'idee qu'un equilibre 
doit etre stable advenant des perturbations des gains du jeu. En effet, tout equilibre en 
strategies mixtes peut s'averer instable et ne pourrait pas dans ce cas etre retenu comme 
la solution d'un jeu. Arm d'illustrer ce probleme, Harsanyi et Selten (23) considerent les 
jeux n'ayant que des equilibres en strategies mixtes. Dans le jeu suivant, nous presen-
tons les matrices des gains des deux joueurs sous la forme d'un tableau contenant les 
entrees des matrices A et B conjointement. Le seul equilibre qui existe est un equilibre 
en strategies mixtes E — (Xi, X2), ou Xx = ( | , | ) et X2 = (§, | ) . 









Pour faciliter l'analyse de ce jeu, une ligne Xx et une colonne X2 sont ajoutees aux 
matrices des gains dans le Tableau 5.2. Ainsi, si le joueur 1 s'attend a ce que le joueur 
2 joue sa strategie mixte X2, alors il serait indifferent quant a jouer sa strategie X\, car 
il aurait le meme gain quelque soit son choix. Reciproquement, si le joueur 2 s'attend a 
ce que le joueur 1 joue sa strategie mixte Xi, alors il serait indifferent quant a jouer sa 
strategie X2. 
L'equilibre unique de ce jeu E = (Xi, X2) est instable, car meme si aucun joueur n'a 
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un avantage a ne pas jouer sa strategie X\ ou X2, aucun des joueurs n'a un interet a le 
faire. Une petite perturbation des gains de chaque joueur donnerait done un equilibre tres 
different de celui qui a ete trouve. Pour contrer ce genre de problemes, Wu Wen-tsun et 
Jiang Jia-he (69) ont defini le concept d'equilibre essentiel. 
Definition 5.1.1 Un equilibre {x\, x2) est essentiel pour unjeu bimatriciel G(A, B) si il 
existepour chaque voisinage Nx de (x\ ,x2)un voisinage NQ de (A, B) telque G(A', B') 
a au moins un equilibre dans Nx pour tout (A
1, B') e No-
ll a ete demontre par van Damme (59) que tout equilibre essentiel est parfait. Ce qui veut 
dire que la stabilite advenant des perturbations des gains implique la stabilite advenant 
des perturbations des strategies. En plus, Kojima et al. (32) ont renforce le concept 
de stabilite d'un equilibre en definissant le concept d'equilibre fortement stable. Un tel 
equilibre varie d'une fa§on unique et continue advenant des perturbations des gains du 
jeu. 
5.2 Equilibre regulier 
Le concept d'equilibre regulier a ete defini en premier lieu par Harsanyi (22) tel que 
le jacobien d'une certaine application associee au jeu et evalue au point d'equilibre est 
non-singulier. Cette definition a ete specialisee par van Damme (59) pour le cas d'un jeu 
a deux joueurs. II a montre qu'un equilibre est regulier si et seulement si il est quasi-fort 
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et isole. II a aussi montre qu'un equilibre regulier est aussi propre et fortement stable. 
Dans cette section, nous allons donner les definitions des raffinements quasi-fort et isole. 
5.2.1 Equilibre quasi-fort 
Pour un equilibre (xi,x2) d'un jeu bimatriciel G(A, B), soit M(A, x2) l'ensemble des 
pures meilleures repliques du joueur I contre le choix strategique x2 du joueur II: 
M(A,x2) = {i e N
n : e{Ax2 = maxefcAr2}, (5.2.1) 
fceNn 
et similairement, soit: 
M(xu B) = {j e N
m : XlBej = maxxiBe,}, (5.2.2) 
l'ensemble des pures meilleures repliques du joueur II contre le choix strategique x\ du 
joueur I. 
Definition 5.2.1 Soit C(x\) le vecteur porteur de x\. C(x\) est l'ensemble {i G N" : 
xu > 0} et le vecteur porteur de x2, C(x2), est l'ensemble {j € N
TO : x2j > 0}. Selon 
Harsanyi (22), un equilibre (x\, x2) est quasi-fort si : 
C{xx) = M{A, x2) et C(x2) = M(xuB). 
Exemple 5.2.1 Soit A et B les matrices des gains d'un jeu bimatriciel de dimension 




4 4 \ 
4 4 
6 3 










Nous avons utilise les algorithmes E\MIP (4; ?) et EEE (6) dans le but d'enumerer 
tous les equilibres extremes de cejeu. Les deux algorithmes enumerent cinq equilibres 
de Nash extremes (Tableau 5.3). 








0 0 1 0 
0 1 0 0 
0 1 0 0 
1 0 0 0 



















Cejeu possede deux sous-ensembles de Nash maximaux T\ — {1} et T2 = {2,3,4,5}. 
Pour le premier equilibre de Nash extreme de cejeu : X\ = (0,1, 0,0) et x2 = (0,1). 
DoncC(xx) = {3}etC(x2) = {1}. Nous avons M(A, x2) = {3} etM(xuB) = {1}. 
Cet equilibre de Nash extreme est done quasi-fort. Les quatre autres equilibres de Nash 
extremes de cejeu ne sontpas quasi-forts. 
5.2.2 Equilibre isole 
Jansen (26) a porte une attention particuliere aux equilibres qui sont en meme temps 
quasi-forts et isoles. Ces equilibres sont des equilibres essentiels. 
Definition 5.2.2 Un equilibre de Nash (x\, x2) d'unjeu bimatriciel G(A, B) est isole si 
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il existe un voisinage Nx de (ir1; x2) tel qu'il soit le seul equilibre de G(A, B) dans ce 
voisinage Nx. 
En d'autres mots, tout equilibre de Nash isole est un equilibre de Nash extreme defi-
nissant a lui seul un sous-ensemble de Nash maximal et isole. Ainsi, l'enumeration des 
sous-ensemble maximaux de Nash peut etre aussi utilisee afin de determiner automa-
tiquement les equilibres de Nash isoles. Par ailleurs, Jansen (26) a aussi propose les 
definitions suivantes : 
Definition 5.2.3 Soit (xi, x2) un equilibre de Nash quasi-fort d'unjeu bimatriciel G(A, B) 
avec A, B > 0. L'equilibre (xi,x2) est isole si et seulement si |C(£i)| = |C(.x2)| et les 
matrices [aij]iec(x1),jec(x2) et [&ii]i€C(x1),jec(x2) sont inversibles. 
Meme si cette definition s'applique seulement aux jeux bimatriciels G(A, B) tels que 
A, B > 0, il est notoirement connu qu'il est facile de transformer les matrices des gains 
A et B de tout jeu bimatriciel pour que A et B aient des elements strictements positifs et 
ce sans changer les sous-ensembles Nash maximaux. Par exemple, ceci peut etre realise 
en ajoutant 1 + |amin |, avec amin = rain a^, a chaque element de A et en ajoutant 
1 + |frmm|> avec bmin = vain 6y, a chaque element de B. 
Jansen (26) mentionne qu'un equilibre isole est essentiel si et seulement si il est quasi-
fort. Par ailleurs, van Damme (59) a montre qu'un equilibre isole et quasi-fort est parfait 
et propre. Ceci a ete aussi montre par Okada (52) pour les jeux bimatriciels. 
Jansen (27) a aussi montre qu 'un equilibre d 'un jeu bimatriciel est dit regulier si et 
seulement si il est isole et quasi-fort. II a aussi souligne l'equivalence entre les equilibres 
fortement stables et les equilibres reguliers. 
Exemple 5.2.2 Le premier equilibre de Nash extreme dujeu bimatriciel (exemple 5.2.1) 
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de dimension (4 x 2) de Myerson (49), est quasi-fort et isole. Cet equilibre est done 
essentiel, fortement stable, regulier, parfait etpropre. 
5.3 Equilibre parfait 
La distinction entre equilibre parfait et equilibre imparfait dans le cas des jeux sous 
forme normale est souvent difficle. Arm d'illuster le probleme d'imperfection, Harsanyi 
et Selten (23) donnent l'exemple du jeu etendu illustre par la Figure 5.1. 
r r ^ 
Figure 5.1 Jeu etendu d'Harsanyi et Selten (23) 
Dans ce jeu, le joueur 1 fait le premier mouvement et a le choix entre choisir la strategie 
A ou la strategie B. Si le joueur 1 choisit sa strategie B, le jeu se termine et les gains 
des joueurs seraient a,\ = 0 et a2 = 2. Si le joueur 1 choisit sa strategie A, le joueur 2 
aura la possibilite de faire un mouvement en choisissant la strategie X ou la strategie Y. 
Si le joueur 2 choisit la strategie X, les gains des joueurs seraient a.\ = 1 et a<i = 1. Si 
il choisit la strategie Y, les gains des joueurs seraient a\ — «2 = —1. Ainsi, le joueur 1 
a deux strategies pures, A et B, et le joueur 2 a deux startegies pures X et Y. La forme 
strategique reduite de ce jeu peut etre representee par le Tableau 5.4. Les matrices des 
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- 1 , - 1 
0,2 
gains pour les deux joueurs sont done respectivement 
1 - 1 
0 0 
et 
1 - 1 
2 2 
En appliquant l'algorithme EEE (6) a cette forme strategique reduite, les trois equilibres 
de Nash extremes suivants sont enumeres 
En 
OL\ = 0 a2 = 2 
X! = [0,1] *2 = [0,1] 
E*: 
ati = 0 
E,: 
OL2 
ot\ = 1 a2 = 1 
xx = [l,0] x2 = [l,0] 
^ = [0,1] x2 = [\,\] 
Le jeu a done deux equilibres extremes en strategies pures : E\ 
(A,X). 
(B,Y)etE2 = 
Cependant, E2 est un equilibre parfait alors que Ex est un equilibre imparfait puisqu'il 
fait appel a des strategies irrationelles. Ainsi, en choisissant Y, le joueur 2 fait un choix 
irrationnel puisque les deux joueurs auraient le meme gain a-y = a2 = — 1, alors qu'en 
choisissant X, il aurait obtenu avec le joueur 1 le meme gain <y,\ = a2 = 1. En outre, le 
choix de la strategic B par le joueur 1 est aussi irrationnel, puisqu'il sait qu'en choisis-
sant A le joueur 2 choisirait certainement X. Ceci lui procurerait un gain a\ — 1 alors 
qu'en choisissant B, il aurait un gain ot\ = 0. 
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En realite, si les joueurs choisissaient d'agir comme dans E\, alors le joueur 2 n'aurait 
jamais a faire ce choix irrationnel Y. La probabilite de realisation du mouvement Y est 
done nulle. Ce mouvement ne peut done alterer le gain espere par le joueur 2 puisqu'il a 
une probabilite de realisation egale a 0. 
En effet, une strategie d'equilibre maximise le gain espere par le joueur concerne etant 
donne les choix des autres joueurs. Ainsi, un equilibre ne peut contenir un mouvement 
irrationnel a un ensemble informationnel qui serait atteint avec une probabilite positive, 
si tous les joueurs appliquaient leurs strategies d'equilibre. 
Cependant, un equilibre pourrait contenir un mouvement irrationnel pour un joueur a un 
ensemble informationnel qui serait atteint avec une probabilite nulle. Un equilibre im-
parfait est preci semen t un equilibre qui contient un mouvement irrationnel a un ensemble 
informationnel qui serait atteint avec une probabilite nulle. 
Selten (57) a defini un equilibre parfait d'un jeu etendu comme etant tout equilibre parfait 
de sa representation multiagent. Myerson (49) donne la defmiton mathematique suivante 
d'un equilibre parfait pour un jeu sous forme strategique. 
Definition 5.3.1 SoitT = (N, (Ci)ieN, (ui)igjv) un jeu fini sous forme strategique. Avec 
N : Vensemble des joueurs, Ci: 1'ensemble des mouvements possibles (strategies pures) 
du joueur i et Mj : / 'utilite ou le gain du joueur i selon ses choix. 
Soit A(Cj) V ensemble des distributions de probabilite du joueur i sur Vensemble de ses 
mouvements possibles. Soit A°(Cj) le sous-ensemble de A(Cj) tel que chaque strategie 
pure est choisie avec une probabilite strictement positive. 
Une sequence de mouvements o € Yii^N ^(Cj) est un equilibre parfait de T si et seule-
ment si il existe une serie (ak)^=l, telle que : 
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^erLG7vA°(C0, Vfce{i,2,3,...}, 
lhiifc^ooak = (Ji(ci), Mi G N, et Vc; G Q, 
Oi G argmaxMi(a^,Tj), Vz G AT. 
reA(Ci) 
ow /es notations utilisees sont: a — (<7;)iejv, &
k = (CT; )iejv e? &-i = (<?j )i&N-i-
Ces conditions garantissent que chaque strategie pure de chaque joueur est choisie avec 
une probability strictement positive, que ak est une distribution de probabilite tres proche 
de a et que le choix strategique de chaque joueur i est la meilleure replique aux choix 
strategiques des autres joueurs. 
II est facile de demontrer grace a la derniere condition, que chaque equilibre parfait 
est un equilibre de Nash pour le jeu Y. Encore mieux, Selten (57) montre qu'a chaque 
equilibre parfait de la representation multiagent d'un jeu etendu correspond un equilibre 
sequentiel du jeu etendu. 
"2 / ^ 
Y2 ^ # 3 , 0 
2,2 
Figure 5.2 Jeu etendu a deux joueurs de Myerson (49) 
Afin de mieux illustrer cette definition, considerons le jeu tire de Myerson (49) et repre-
sente par la Figure 5.2. La sequence de mouvements a = ([ai^i], [2/2]) est un equilibre 
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parfait de la representation sous forme normale de ce jeu. Cependant, cette sequence ne 
definit pas un equilibre sequentiel pour le jeu etendu. 
Dans le but de montrer que a est un equilibre parfait de la representation sous forme 
normale de ce jeu, soit la sequence de mouvements perturbee : 
ak = ((1 - e) [alXl] + O.le [am] + O.le [blXl] + 0.8e [biyi] , e [x2] + (1 - e) [y2]) , 
out = l/(k + 2). Si e < 1/3, alors pour le joueur 1, [aix{\ est une meilleure reponse 
a e [x2] + (1 — e) [y2], car 4 > 6e + 3(1 — e). D'un autre cote, quand la probabilite de 
biyi est positive et plus de trois fois superieure a la probabilite de bxxi, alors y2 est une 
meilleure reponse pour le joueur 2. La suite {<rA:}?^1 satisfait done la definiton (5.3.1) 
et a — (\a\Xi\, [y2]) est un equilibre parfait de la representation strategique. 
Un equilibre de Nash de la representation multiagent peut ne pas etre parfait et ne pas 
representer un equilibre sequentiel du jeu etendu. Par ailleurs, un equilibre de Nash de la 
representation strategique (non multiagent) peut etre parfait mais ne pas representer un 
equilibre sequentiel du jeu etendu (Myerson (49)). 
Ainsi, lorsque un jeu a plusieurs solutions d'equilibres possibles, les decideurs doivent 
raffiner leurs choix en utilisant d'autres concepts rationnels en plus du concept d'equi-
libre de Nash en theorie des jeux. La definition suivante d'un equilibre parfait resume 
les definitions de Selten (57), van Damme (59) et Borm et al. (14). 
Definition 5.3.2 Soit (xi, x2) un equilibre de Nash pour un jeu bimatriciel. Si il existe 
un vecteur de probabilite x\ tel que x\A > x\A et x\A =£• x\A, ou si il existe un vecteur 
de probabilite x2 tel que Bx2 > Bx2 et Bx2 ^ Bx2, alors {x\,x2) est imparfait. 
Autrement, (xi,x2) estun equilibre parfait. 
Selten (57) montre que chaque jeu fini sous forme strategique possede au moins un 
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equilibre parfait et done chaque jeu etendu possede au moins un equilibre sequentiel. 
Proposition 5.3.1 L 'equilibre (xi,x2) est parfait si et seulement si les objectifs opti-
maux des programmes lineaires suivants sont egaux a zero : 
max 74ei 
s.a. lx\ = 1, 
x\A > x\A + ei, 
xi,t\ > 0, 
Preuve 5.3.1 Soit (x\, e*) et (x^,^) des solutions optimales pour ces deux programmes 
(5.3.3). Si un des deux objectifs des solutions optimales a une valeur strictementpositive, 
alors au moins une des variables e est strictement positive. Ceci signifie qu'il existe au 
moins une variable e\ > 0,2 (E {1,2, ... ,n}, ou e2 > 0,j € {1,2, ...,m}, telle que 
x\Ai > X\Ai + e\, ou BjX*2 > BjX^ + e
J
2. Ainsi, ou bien nous avons x\A{ > XiAi, 
ou BjX2 > BjX2. Ce qui veut dire que X\A 7̂  X\A, ou Bx2 ^ Bx2, alors que x\A > 
X\A + e et Bx2 > Bx2 + e sont satisfaits. Ainsi, I'equilibre (xi,x2) n 'est pas parfait. 
Si les deux objectifs optimaux sont egaux a zero, alors tons les elements des vecteurs e\ 
et e\ sont egaux a zero. Ces vecteurs e\ et e*2 correspondent aux valeurs maximales des 
ecarts entre x\A et X\A, et Bx\ et Bx2. Ainsi, x\A = x-^A et Bx\ — Bx2. Si toutes les 
variables e sont egales a zero, alors I'equilibre (x\, x 2) est parfait. 
Les deux programmes lineaires (5.3.3) sont toujours realisables (ei = 0 et x\ — x\ ou 
e2 = 0 et x2 = x2). Les memes librairies d'arithmetique exacte (3) peuvent etre utilisees 
dans le but d'obtenir des solutions exactes pour ces deux programmes lineaires. 
Exemple 5.3.1 Dans Vexemple dejeu bimatriciel de dimension (A x 2) (exemple 5.2.1) 
enonce par Myerson (49), pour le premier equilibre extreme les deux programmes li-
max 1 e2 
(Z2,«2) 
s.a. lx2 = 1, { 5 3 3 ) 
Bx2 > Bx2 +e 2 , 
x2,e2 > 0. 
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neaires, permettant de determiner si il s 'agit d'un equilibre parfait, s 'expriment comme 
suit: 
max en + ei2 max e2i + £22 + £23 + e24 
s.a. s.a. 
Xn + X12 + X13 + X14 = 1, X21 + X22 — 1) 
4xn + 4xi2 + 6x13 + Ox 14 > 6 + en, 4x2i + 4x22 > 4 + e2i, 
4x n + 4xi2 + 3xi3 + 2x14 > 3 + e12, 4x2i + 4x22 > 4 + e22, 
6x21+0x22 > 6 + e23, 
0x2i + 2x22 > 0 + e24, 
x i , e i > 0, x 2 , f2 > 0. 
Les cinq equilibres extremes obtenus sontparfaits. Leurs paires de programmes lineaires 
ont des objectifs de valeurs optimales egales a zero. Les strategies mixtes xx ou x2 ne 
sontpas dominees pour tous ces equilibres de Nash extremes. 
Un sous-ensemble de Selten maximal est un ensemble d'equilibres parfaits qui appar-
tiennent au meme sous-ensemble de Nash maximal, comme decrit par Borm et al. (14). 
Chaque point extreme d'un sous-ensemble de Selten maximal correspond a un equilibre 
extreme parfait. 
Exemple 5.3.2 Dans lejeu bimatriciel enonce par Borm et. al. (14) et presente dans 
Vexemple (\A.\), pour le deuxieme equilibre de Nash extreme les deux programmes 
lineaires permettant de determiner si il s 'agit d'un equilibre parfait, s 'expriment comme 
suit: 
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max en + ei2 + ei3 + eu max e2i + e23 
s.a. s.a 
^11 + a;i2 + a;13 = 1, x21 + £22 + ^23 + 2̂4 = 1, 
- 3 x n + 3a;i2 - 3x13 > 3 + en, 3x21 + 2x24 > 0 + e21, 
—3xn + 3xi2 — 3xi3 > 3 + €12, 
-3a;ii + 3xi2 - 3xi3 > 3 + ei3, 3x23 + 2£24 > 0 + e23, 
-3.Xii - 6x12 - 3x13 > - 6 + 614, 
Xi,e1 > 0, x2,e2 > 0. 
Pour cet equilibre de Nash extreme, le vecteur de strategies mixtes X\ = (0,1, 0) n 'est 
pas domine, alors que x2 = (0,1,0,0) est domine par x2 = (0, 0,0,1), avec e2i = 2 et 
e23 = 2. Ainsi, le deuxieme equilibre de Nash extreme de cejeu n 'estpasparfait. 
Parmi les dix equilibres extremes de Nash enumeres, huit equilibres sont parfaits. Ces 
equilibres de Nash extremes parfaits sont les equilibres 1, 3, 4, 6, 7, 8, 9 et 10. Ces equi-
libres de Nash extremes sont les points extremes des sous-ensembles de Selten maximaux 
Sx = {1,3,4,6}, S2 = {4,8}, S3 = {6,10}, S4 = {7,9}, S5 = {7,10} et S6 = {8,9}. 
Cette definition alternative que nous proposons d'un equilibre parfait permet done de 
definir une nouvelle methode d'enumerer tous les equilibres de Nash extremes et de 
determiner les equilibres extremes parfaits. 
5.4 Equilibre propre 
Le concept d'equilibre parfait s'applique a la representation multiagent d'un jeu etendu 
et permet done de distinguer entre deux jeux etendus qui auraient la meme representation 
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strategique. Ainsi, un equilibre parfait pour la representation multiagent de Tun de ces 
deux jeux pourrait ne pas etre parfait pour la representation multiagent de 1'autre. 
Pour eviter de distinguer entre deux jeux etendus differents, tout en explorant leurs en-
sembles d'equilibres sequentiels, un raffinement qui peut toujours definir un equilibre se-
quentiel devait etre defini. En effet, les equilibres propres forment un sous-ensemble des 
equilibres parfaits et permettent d'identifier les equilibres sequentiels d'un jeu etendu, 
meme a partir de sa representation strategique. 
L'idee principale derriere le raffinement propre d'un equilibre est qu'un joueur qui se 
trompe, essayerait encore plus fort d'eviter les erreurs les plus couteuses que les erreurs 
les moins couteuses. II y aurait done une sorte de rationnalite dans le mecanisme de faire 
des erreurs. Certaines definitions doivent etre enoncees au prealable. 
Definition 5.4.1 Soit T = (N, (Cj)i€jv, ('Ui)jeJv) unjeu strategique fini. Soit e un reel 
positif quelconque. Une sequence de mouvements a est un equilibre e-parfait si et seule-
ment si : a € I l i e i V ^ 0 ^ ) ' e* Pour tout joueur i et toute strategie pure Cj G Cj, 
si &i (£ argmax«j(cr_j, [ej]), alors <Ji(ci) < e. 
Un equilibre e-parfait est tel que toutes les strategies pures de tous les joueurs sont choi-
sies avec des probabilites strictement positives. En plus, si pour un joueur i, une strategie 
pure a n'est pas la meilleure replique par rapport aux choix des autres joueurs, alors la 
probabilite que ce joueur i se trompe de choix en lui accordant une probability positive 
est inferieure a e. 
Cette definition d'un equilibre e-parfait permet d'introduire le concept d'equilibre e-
propre. 
Definition 5.4.2 Soit T — (N, (Ci)ieN, (wi)iejv) unjeu sous forme strategique fini. Soit 
e un reel positif quelconque. Une sequence de mouvements a est un equilibre e-propre si 
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et seulement si: a € YiizN A°(Ci)> etpour toutjoueur i etpour toutepaire de strategies 
pures Ci et eit de Q, si tti(a_j, [Q]) < Uj(a_j, [ê ]), alors Oi{ci) < e o^e*). 
Un equilibre e-propre est done aussi un equilibre e-parfait. En plus, si pour un joueur 
i, une strategie pure ej est une meilleure replique que la strategie pure c$, par rapport 
aux choix des autres joueurs, alors la probabilite que ce joueur i se trompe de choix en 
accordant une probabilite positive a c* est e fois inferieure a sa probabilite de choisir e,. 
Definition 5.4.3 Un equilibre (xk, xk) d'unjeu bimatriciel est e-propre, pour un reel 
efc > 0, si les conditions suivantes sont satisfaites : 
si Aix\ < Ahx
k, alors xku < ekx
k
lhl Vz, h G {1,2, ...,n} , (5.4.4) 
si x\Bj < x\Bh alors x
kj < ekx
k
h Vj, / e {1,2, ...,m} , (5.4.5) 
xku>0, ViG{l ,2 , . . . , n} , 4 > 0 , VjG{l ,2 , . . . ,m} . (5.4.6) 
Dans ce qui suit, nous allons essayer de nous procurer un outil pratique permettant 
d'identifier les equilibres e-propres et les equilibres non-propres. Nous introduisons l'en-
semble f2f, pour tout 0 < e < 1 et 0 < a < 1, tel que : 
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^ = {(xi,x2) • 3i(,i>telque Ixi = 1, l.X2 = l, 
o < xu, Vz G {1,2, . . . ,n} , 
a < x 2 j , V? G {1,2, . . . ,m}, 
A^2 < A^2 + £wjh, Vz, /i € {1,2,..., n} , z T̂  /i, 
xu + uih < exlh + 1, Vz, /i G {1,2,..., n} , zV h, 
uih + uhi < 1, Vz,/i G {1, 2, ...,7?-} , i < h, 
uih G {0,1} , Vz, /i € {1,2,..., n} , z ̂  h, 
x1Bi < XIBJ + LVJU Vj,l G {1,2, . . . ,m}, j # / , 
x2j + Vji < ex2i + 1, Vj, Z G {1, 2,..., m} , j ^ /, 
*ty + % < 1, Vj,l G {1,2,...,m}, j < I, 
^ £ { 0 , 1 } , V j , / G { l , 2 , . . , m } , J 7 U }. 
Tout element de VL° est un equilibre e-propre, lorsque e > 0. 
Proposition 5.4.1 Si (xi, x2) G £1° pour des reels 0 < e < l e f 0 < c r < l a/ora (xi, x2) 
est u« equilibre e-propre. 
Preuve 5.4.1 Supposons que (xi,x2) est un element de 0,°, pour des reels 0 < e < 1 
et 0 < a < 1. On pose i et h des indices dans {1,2,..., n} tels que i ^ h. L'inegalite 
Uih + um ^ 1 assure que la combinaison u^ = 1 et uhi = 1 es/ impossible. En plus, 
- 57 uih == 0 et Uhi = 0 alors Ahx2 = Atx2. 
- sz itj/i = 1, alors exu < Xu < exih < Xi/j implique x\h > ex^ e/̂  w ĵ = 0, Jo«c 
A^2 < Ahx2, 
- si Ufii — 1, alors tx\h < £ih < e^ii < ^H implique xu > tx\h et u^ = 0, done 
117 
\ x 2 < AiX2. 
Les conditions (15.2.2,) sont done satisfaites. De la meme maniere, les conditions (5.2.3) 
sont satisfaites en utilisant les variables binaires Vji, pour tout j , I € {1, 2,..., m} avec 
Finalement, avec 0 < a < x2j, pour tout j e {1,2, ...,m}, les conditions (5.2.4) sont 
satisfaites. 
Reciproquement, la proposition suivante assure que tout equilibre e-propre appartient a 
Q° pour toutes les valeurs suffisamment petites de o. 
Proposition 5.4.2 5/ (xi,x2) est un equilibre e-propre pour des reels e > 0, alors il 
existe un reel a > 0 tel que (x\, x2) G ̂ pour chaque 0 < o < a. 
Preuve 5.4.2 Si (xi,x2) est un equilibre e-propre pour des reels e > 0, les conditions 




AiX2 < Ahx2, 
Xu < €Xlh, 
alors < 
AiXz < Ahx2 + Luhi, 
xu + uih < exlh + 1, 
uhi = 0, 
uih = 1-
Si 
Ahx2 < AiX2, 
XIH < exu, 
alors < 
Ahx2 < AiX2 + Luih, 
xih + m < exu + 1, 
uih = 0, 
Uhi = 1-
Si { 
AiX2 = Ahx2, 
xXi < 1, alors 
Xlh < 1, 
AiX2 < Ahx2 + Luhi, xu + uih < exlh + 1, 
Ahx2 < Atx2 + Luih, xlh + uhi < exu + 1, 
uhi = 0, uih = 0. 
De la meme maniere, les conditions (5.2.3) peuvent etre reformulees en utilisant les 
variables binaires Vji, pour tout j,l G {1,2,. . . , m} , j ^ I. 
Etfinalement, les conditions (5.2.4) assurent qu 'il existe un a > 0, tel que a < Xu, pour 
touti G {1,2, ...,n} et a < x2j, pour tout j G {1, 2, . . . ,m}. 
Done pour chaque a tel que 0<a<aeta>0: 
o~ < Xu, pour tout i G {1,2, . . . ,n} , 
o~ < x2j, pout tout j G {1,2, ...,m} . 
Ainsi, {x\, x2) G Vt" pour chaque a, tel que 0<a<aeta>0. 
Myerson (48) et Jansen (28) definissent un equilibrepropre comme etant la limite d'une 
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sequence d'equilibres e/j-propres, avec ê  convergeant vers zero. 
Definition 5.4.4 Un equilibre (xi}x2) est dit propre si il existe une sequence d'equi-
libres tk-propres {x\, x2) tels que 
limefc = 0ef lim (x\, x2) = (xi,x2). (5.4.7) 
Un equilibre propre est done un equilibre qui peut etre approxime par des sequences de 
mouvements dans lesquels chaque strategie pure est choisie avec une probability stric-
tement positive. Cependant, toute strategie pure qui representerait une erreur de choix 
serait choisie avec une probabilite beaucoup plus petite, par un multiple e, que la proba-
bilite de toute autre strategie pure qui serait meilleure. 
Tout equilibre propre est done parfait et l'ensemble des equilibres propres d'un jeu stra-
tegique represente un sous-ensemble non-vide de l'ensemble de ses equilibres parfaits. 
En outre, tout equilibre propre de la representation strategique definit un equilibre se-
quentiel du jeu etendu (Myerson (49)). 
A titre d'exemple, pour la representation strategique du jeu etendu represente par la 
Figure 5.2, la sequence des mouvements 
a = ((1 - e) [aixi] + O.le [am] + O.le [61X1] + 0.8e [6l2/l], e [x2] + (1 - e) [2/2]), 
est un equilibre e-parfait pour tout 0 < e < 1/3. Lorsque e —> 0, ak —> a qui est un 
equilibre parfait pour cette representation normale. 
Cependant, a n'est pas un equilibre e-propre. La strategie b\y\ serait un choix errone pire 
que biXi pour le joueur 1 contre le joueur 2, car Oe + 2(1 — e) < 6e + 3(1 — e). II faudrait 
done que d(piyi)/d(biXi) soit plus petit que e pour avoir une equilibre e-propre. 
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Le seul equilibre propre de la representation normale de ce jeu est (b\Xi,x2). Ceci se 
justifie par la sequence d'equilibres e-propres de la forme : 
((1 - e - 0.5e2) [61x1] + 0.5e2 [biyi] + 0.5e [alXl] + 0.5e [aiyi], (1 - e) [x2] + e [y2]) • 
Cet equilibre propre correspond au seul equilibre sequentiel ([61X1], [x2]) du jeu etendu 
de la Figure 5.2. 
La principale difficulte est de trouver une sequence {e/c}fceN de reels positifs convergeant 
vers zero et telle que la sequence d'equilibres e/j-propres {(^i,^2)} fceN converge vers 
(xi, x2), pour chaque fceN. Myerson (48) montre que chaque jeu bimatriciel possede 
au moins un equilibre propre. 
La proposition (5.4.1) donne les conditions necessaires et suffisantes pour qu'un equi-
libre soit parfait. Les conditions incluent la resolution d'une paire de programmes li-
neaires. L'objectif est d'arriver a formuler un theoreme analogue pour les equilibres 
propres. Afin de realiser cet objectif, notre idee est de resoudre des programmes quadra-
tiques mixtes 0 — 1 parametres dont les solutions, lorsque le parametre a converge vers 
0, definissent une sequence d'equilibres e-propres. 
Proposition 5.4.3 L'equilibre parfait (x\, x2) est un equilibre propre si et seulement si 
le programme quadratique mixte 0 — 1 suivant est realisable pour des reels a > 0, et si 
lim f(a) = 0. 
f(a) = min e (5.4.8) 
s.a. xu - e < xu < xu + e, Vz G {1,2, ...,n} , 
x2j - e < x2j < x2j + e, Vjf € {1, 2,..., m} , 
0 < e < 1. 
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Preuve 5.4.3 Soit (xi(a), X2(o~),e(o~)) unesolution optimaleauprogramme (5.4.8)pour 
un equilibre parfait (xi,:^). La proposition (5.4.1) montre que (xi(o),X2(o~)), est un 
equilibre e{a)-propre. Les conditions (5.4.7) sont reformulees en utilisant la minimiza-
tion de e tel que 
x-H - e < xu < xu +e , Vi € {l,2,. . . ,n} , 
x2j -e< x2j < x2j + e, Vj e {1,2,..., m} , 
dans le but defaire converger les equilibres e-propres vers (x\, £2). 
Ainsi, si le programme quadratique mixte 0—1 (5.4.8) est realisable pour tout o < 1, 
lorsque o > 0 converge vers 0, nous pouvons conclure dpartir de la proposition (5.4.2) 
qu'il existe toujours un equilibre e-propre (x1; x2) € Q°. 
En plus, si Vequilibre parfait {x1,x2) est propre alors la valeur optimale de I'objectif 
f(a) = e(cr) doit necessairement converger vers 0, lorsque a > 0 converge vers 0, dans 
le but defaire converger la solution {xi{a):x2{(r)) vers (xi, x2) au meme temps. Nous 
pouvons aussi observer que /(0) = 0. 
Dans le cas contraire, si f(a) ne converge pas vers 0, lorsque a > 0 converge vers 0, 
alors une telle sequence d'equilibres (xi(cr), £2(0")) e(a)-propres n 'existepas, lorsque e 
converge vers 0. Dans ce cas, nous pouvons prouver que Vequilibre n 'est pas propre. 
En conclusion, si f(a) converge vers 0, lorsque a > 0 converge vers 0, il est possible de 
trouverune sequence d'equilibres (x\(a), x^ia)) e(cr)-propres convergeant vers (£1, £2), 
lorsque e(fx) converge vers 0. Trouver de telles sequences serait plus difficile et la preuve 
qu'un tel equilibre est propre reste ouverte a cause des bruits numeriques qui peuvent 
apparaitre. 
En pratique, la proposition precedente (5.4.3) est difficile a appliquer directement dans 
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le but de montrer qu'un equilibre (xi,x2) est propre ou non. Nous l'utilisons cependant 
en cherchant la valeur de f(a) pour des valeurs reelles de a. Le programme quadra-
tique mixte 0 — 1 est resolu en utilisant l'algorithme QP implante par Perron (53). Cet 
algorithme est une nouvelle version de 1'algorithme QP de Audet (5). L'algorithme QP 
procure une solution £-optimale pour les programmes quadratiques realisables, avec £ le 
parametre de precision utilise lors de la resolution. Dans le but de resoudre le programme 
quadratique mixte 0 — 1 (5.4.8) avec QP, nous reecrivons les conditions sur les variables 
binaires u et v sous la forme de contraintes quadratiques M^ — ufh = 0 et Vji — v\ = 0. 
Grace aux valeurs discretes prises par les variables binaires, nous pouvons etre certains 
que QP procure une solution optimale au programme quadratique mixte 0 - 1 (5.4.8) 
si il est realisable et borne. Cependant, les bruits numeriques qui apparaissent lorsque a 
devient assez petit nous empechent de conclure directement si un equilibre est propre. 
Corollaire 5.4.1 Soit {x\{a), %i (a), e(a)) une solution optimale au programme quadra-
tique mixte 0—1 (5.4.8)pour un a > O.Alors (xi(a), £2(c)) est un equilibre e{a)-propre, 
etsi a" > a' > 0, alors e(a") > e(a') > 0. 
Preuve 5.4.4 Si a" > a' > 0, le programme quadratique mixte 0— 1 (5.4.8) pour a' > 0 
est une relaxation duprogramme quadratique mixte 0—1 (5.4.8) pour a" > 0. En effect 
la seule difference entre ces deux programmes est dans les contraintes deQ° et Q° : 
a'<xu, V i e { l , 2 , . . . , n } , a" < xu, Vi e {1,2, ...,n} , 
et 
(r'<x2j, V j e { l , 2 , . . . , m } , a"<x2j, Vj € {1, 2, ...,m} . 
a1 < a" < xu, Vz€ { l ,2 , . . . ,n} , 
a' < a" <x2j, Vj € { l ,2 , . . . ,m}. 
Done Qf C Qf ete(an) > e(a') > 0. 
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Deux resultats sont possibles lorsque on evalue f(a) pour de petites valeurs de a. Une 
des possibilites est que f(a) converge vers zero. Malheureusement, ce resultat n'est pas 
suffisant pour conclure dans le cas general que l'equilibre est propre. Cependant, avec 
un tel resultat pour le cas particulier d'un equilibre regulier, nous pouvons conclure que 
l'equilibre est propre. 
L'autre possibility est que f(a) soit bornee inferieurement par un reel strictement positif 
e. Ceci implique qu'il n'existe aucun equilibre e-propre proche de (xi,x2) pour des 
valeurs de e inferieures a e, et ainsi (xi,x2) ne serait pas propre. 
Dans (5.4.8), supposons que f(a) converge vers e > 0, lorsque a > 0 converge vers 0. 
Nous definissons alors un programme quadratique mixte 0 — 1 avec les memes conditions 
que £1, avec e < e/2 et maximisant a. Si la valeur optimale de l'objectif de ce programme 
est egale a zero, nous pouvons conclure qu'il est impossible de trouver une sequence 
d'equilibres (xi(cr),x2(cr)) e(cr)-propres convergeant vers cet equilibre. Cet equilibre 
n'est done pas propre. 
Theoreme 5.4.1 Si la valeur optimale de l'objectif du programme quadratique mixte 
0—1 suivant 
max a (5.4.9) 
s.a. X\i — e < xn < X\i + e, Vi G {1,2,..., n} , 
x2j - e < x2j < x2j + e, Vj 6 {1, 2, ...,m} , 
0 < e < e/2. 
est egale a zero pour des reels e > 0, alors l'equilibre (xi,x2) n 'est pas propre. 
Preuve 5.4.5 Si la valeur optimale de I 'objectifest egale a zero, il est impossible de trou-
ver une sequence d'equilibres (xi(a),x2(a)) e(a)-propres convergeant vers (x\,x2). 
124 
L 'equilibre (x\, x^) n 'est pas propre. 
Avec ce dernier resultat, la detection automatique des equilibres de Nash extremes non-
propres peut etre realisee sur tout ensemble des equilibres de Nash extremes d'un jeu 
bimatriciel. 
Exemple 5.4.1 Pour le jeu bimatriciel de dimension (4 x 2) de Myerson (49), le seul 
equilibre propre est le premier equilibre de Nash extreme que nous avons enumere. 
Pour les quatre autres equilibres de Nash extremes, la valeur optimale de e dans (5.4.9) 
converge vers e — 0.618, lorsque a converge vers 0. Ce resultat suggere que les equi-
libres ne sont pas propres. Pour chacun des equilibres de Nash extremes 2, 3, 4 et 5, 
nous definissons un programme quadratique mixte 0—1 avec les memes conditions que 
(5.4.9) et avec e < e/2 en maximisant a. Un telprogramme a une valeur optimale de son 
objectif egale a zero. Les equilibres de Nash extremes 2, 3, 4 et 5 de cejeu ne sont done 
pas propres. Pour le troisieme equilibre de Nash extreme, la Figure 5.3 montre comment 
f(o) dans (5.4.9) decroit lorsque a decroit de min(\, | ) = \ vers 0. 
L'ensemble des equilibres de Nash extremes et propres definit l'ensemble des points 
extremes des sous-ensemble de Myerson maximaux (28). 
Exemple 5.4.2 Pour le cinquieme equilibre de Nash extreme enumere pour lejeu bima-
triciel (Exemple 1.4.1) de dimension (3 x A) enoncepar Borm et. al., la valeur optimale 
de e dans le programme (5.4.8,) converge vers 0.284, lorsque a converge vers 0. Ainsi, 
e ne converge pas vers 0 lorsque a converge vers 0. Ceci suggere que cet equilibre ex-
treme n'est pas propre. Les equilibres de Nash extremes parfaits 1, 3, 4, 6, 7, 8 et 10 de 
cejeu bimatriciel sont t-propres pour des valeurs de e tres proches de zero. Le Tableau 
5.5 montre les resultats des experiences numeriques sur les programmes quadratiques 
mixtes 0 — 1 (5.4.8) definis pour chacun des equilibres de Nash extremes de cejeu. 
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0.15 0,2 0:25 
Figure 5.3 Courbe de f(a) = min e, pour Vequilibre 3 
Exemple 5.4.3 Lejeu bimatriciel ( 5 x 5 ) suivant possede sept equilibres de Nash ex-
tremes identifies par le Tableau 5.6. 
( 
A = B 
2 4 5 6 7 
2 1 0 8 1 
2 5 6 0 1 
0 2 5 4 7 
2 3 6 5 7 
\ 
/ 
Ce jeu possede quatre ensembles de Nash maximaux T\ = {1, 2, 6}, Ti — {3,4}, Tj, — 
{5} et T± = {7}. Deux de ses equilibres de Nash extremes sont reguliers. 
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Tableau 5.5 Raffinement des equilibres de Nash extremes pour Vexemple de Borm 
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0 0 0 0 
0 0 0 0 
0 0 1 0 
0 0 1 0 
0 0 0 1 
0 0 0 0 
























Equilibre 5 : C{x{) = {2} et C(x2) = {4}, M(A,x2) = {2} et M(xu B) = {4} => 
quasi-fort. Le determinant de ( 8 ) est egal a 8 7̂  0 =>• equilibre isole. Cet equilibre est 
regulier, essentiel, parfait et propre. 
Equilibre 7 : C{xx) = {1,2} et C(x2) = {4,5}, M{A,x2) = {1,2} et M(xuB) = 
{4, 5} => quasi-fort. Le determinant de 
6 7 
8 1 
est egal a —50 7̂  0 =>• equilibre isole. 
Cet equilibre est regulier, essentiel, parfait et propre. 
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Dans ce chapitre, nous avons expose les raffinements majeure en theorie des jeux. Nous 
avons propose une paire de programmes lineaires dont la resolution permet d'afflrmer si 
un equilibre de Nash est parfait ou non. Nous avons aussi obtenu une serie de resultats 
concernant les equilibres propres. Un premier resultat permet de trouver la valeur mi-
nimale de e pour laquelle un equilibre est e-propre. Une serie de propositions a permis 
de conclure par un theoreme qui enonce un programme quadratique mixte 0 — 1 dont la 
resolution permet de conclure si un equilibre n'est pas propre (2). 
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CHAPITRE 6 
CONTRIBUTIONS ET PERSPECTIVES 
Au debut de ce projet de these de doctorat, nous nous sommes fixe plusieurs objectifs 
pour notre recherche en theorie des jeux. Nos objectifs de formulation mathematique et 
d'implantation ont ete realises. Nous exposons dans ce chapitre ces differentes realisa-
tions et nous detaillons aussi les perspectives de travaux futurs bases sur cette these. 
6.1 Contributions 
Notre premier objectif etait d'utiliser la linearisation des conditions de complementarite 
afin de concevoir un algorithme d'enumeration des equilibres extremes pour les jeux 
bimatriciels et polymatriciels. 
Dans le premier chapitre, nous avons effectue une synthese des principales formula-
tions mathematiques pour la recherche d'equilibres de Nash pour les jeux bimatriciels. 
Nous avons expose l'algorithme de Lemke et Howson (37) pour la recherche d'equilibre 
de Nash. Ensuite, nous avons presente 1'algorithme EEE (6) pour 1'enumeration des 
equilibres de Nash extremes. Nous avons aussi montre comment le probleme d'enume-
ration des sous-ensembles de Nash maximaux peut etre resolu en utilisant un algorithme 
d'enumeration des cliques maximales en theorie des graphes. Finalement, nous avons 
linearise les conditions de complementarite en utilisant la methode de Judice et Mitra 
(29) et en introduisant des variables binaires. Cette linearisation a permis de proposer un 
programme lineaire mixte 0—1 dont les solutions extremes sont des equilibres de Nash 
extremes du jeu bimatriciel. 
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Le deuxieme chapitre a ete consacre en premier lieu a une synthese des formulations ma-
thematiques pour la recherche d'equilibres de Nash pour les jeux polymatriciels. Nous 
avons ensuite expose l'algorithme des pivots complementaires de recherche d'equilibre 
de Nash pour les jeux polymatriciels (70). En troisieme lieu, nous avons approfondi la 
methode d'elimination des strategies dominees pour les jeux bimatriciels et polymatri-
ciels a trois joueurs. Finalement, nous avons linearise les conditions de complementarite 
en introduisant des variables binaires. Cette nouvelle modelisation a permis de proposer 
un programme lineaire mixte 0 — 1 dont les solutions extremes sont des equilibres de 
Nash extremes du jeu polymatriciel. 
Nous avons done realise notre premier objectif en definissant en definissant pour chaque 
forme de jeu un programme lineaire mixte 0—1 dont les solutions extremes sont des 
equilibres de Nash extremes. Grace a l'algorithme E\MIP nous pourrons utiliser ces 
formulations afin d'enumerer les equilibres de Nash extremes d'un jeu bimatriciel ou 
d'un jeu polymatriciel a trois joueurs. 
Notre deuxieme objectif etait d'etudier 1'enumeration des equilibres de Nash extremes 
pour la forme sequentielle d'un jeu etendu a deux joueurs. Nous avons presente dans le 
troisieme chapitre une revue de la litterature sur les differents concepts utilises pour les 
jeux etendus. Ensuite, nous avons etudie les differentes representations d'un jeu etendu 
a deux joueurs. Finalement, nous avons propose un programme lineaire mixte 0 — 1 dont 
les solutions extremes permettent, par projection sur l'espace des variables des strategies 
mixtes, d'enumerer les equilibres de Nash extremes de la representation sequentielle 
d'un jeu etendu a deux joueurs. 
Notre troisieme objectif etait de concevoir en premier lieu un algorithme permettant 
d'enumerer tous les equilibres de Nash extremes pour les jeux bimatriciels, polymatri-
ciels et les formes sequentielles des jeux etendus a deux joueurs et d'implanter ce nouvel 
algorithme ainsi que l'algorithme EEE en utilisant une librairie d'arithmetique exacte. 
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Nous avons commence le quatrieme chapitre en presentant l'algorithme ExMIP pour 
l'enumeration des equilibres extremes en theorie des jeux. En premiere etape, nous avons 
implante cet algorithme en utilisant les librairies du logiciel d'optimisation Cplex. No-
tons que l'algorithme ExMIP est actuellement le seul algorithme permettant d'enume-
rer tous les equilibres de Nash extremes d'un jeu polymatriciel. Les deux algorithmes 
EEE et ExMIP sont aussi actuellement les deux seuls algorithmes permettant d'enu-
merer tous les equilibres de Nash extremes de la forme sequentielle d'un jeu etendu a 
deux joueurs. 
Nous avons aussi propose dans le quatrieme chapitre une formulation biniveau permet-
tant d'etendre l'algorithme EEE aux formes sequentielles des jeux etendus a deux 
joueurs. Nous avons pu implante les algorithmes EEE et ExMIP, en C et C + +, 
en faisant appel a la librairie d'arithmetique exacte de McCutchen (44). Nous avons de-
crit dans ce chapitre les details techniques de ces implantations. En outre, nous y avons 
expose le logiciel XGame Solver qui regroupe ces implantations sous une application a 
interfaces en QT facile a manipuler et mise gratuitement a la disposition de la commu-
naute scientifique. 
Notre quatrieme objectif etait de definir des methodes automatiques pour le raffinement 
des equilibres en theorie des jeux. Dans le cinquieme chapitre, nous avons expose les 
differents raffinements dans la litterature de theorie des jeux. Nous avons propose une 
paire de programmes lineaires dont la resolution permet d'affirmer si un equilibre de 
Nash est parfait ou non. Nous avons aussi obtenu un serie de propositions concernant 
les equilibres propres. Ces propositions ont permis de conclure par un theoreme qui 
definit un programme quadratique mixte 0 — 1 dont la resolution permet de conclure si 
un equilibre n'est pas propre. 
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6.2 Perspectives 
En somme, cette these de doctorat a permis de realiser les objectifs fixes et nous comp-
tons poursuivre notre recherche en theorie des jeux arm d'exploiter ces quelques contri-
butions. Tout d'abord, nous allons etendre nos etudes a d'autres formes de jeux. Nous 
allons implanter d'autres algorithmes d'enumeration ou de recherche d'equilibres. Nous 
pensons aussi a quelques applications pratiques aux algorithmes EEE et E\MIP dans 
plusieurs domaines. 
Une premiere perspective de recherche serait d'etudier d'autres formes de jeux. Une des 
possibilites serait d'etudier le probleme d'un jeu oil le groupe majoritaire d'un chorum 
de porteurs de parts se partage a lui seul les revenus auxiliaires d'une organisation. Nous 
pensons utiliser la programmation lineaire en variables mixtes arm d'etudier ce jeu a 
majorite. Nous voyons aussi l'interet que la programmation quadratique pourrait avoir 
dans la caracterisation des ensembles d'equilibres d'un jeu strategique non-polymatriciel 
a n joueurs. Entre autre, cette forme de jeu est la representation strategique d'un jeu 
etendu a plusieurs joueurs. 
Une deuxieme perspective de recherche serait d'ajouter au logiciel XGame Solver 
d'autres algorithmes de recherche d'equilibres de Nash pour les jeux bimatriciels tels 
que les algorithmes de Lemke et Howson (37) et Avis et Fukuda (10). D'autres cate-
gories de raffinement pourrait etre etudies et incorpores dans XGame Solver. Nous 
comptons garder ce logiciel continuellement mis a jour afin d'en faire beneficier le plus 
grand nombre de scientifiques. 
Une troisieme perspective de recherche serait d'utiliser notre formulation mathematique 
des jeux polymatriciels afin d'etudier une des formes de jeux les plus actives dans notre 
vie contemporaine. Parmi ces confrontations strategiques les plus intenses, les confron-
tations entre groupes de pression et les organisations a interets prives et publics, sont des 
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plus passionnantes. En effet, les impacts des manifestations pacifistes ou non-pacifistes 
sur les legislations, dans plusieurs pays industrialises et non-industrialises, deviennent 
de plus en plus importants. Par ailleurs, les fumes privees meme les plus monopolis-
tiques deviennent beaucoup plus sensibles aux attentes des consommateurs en matiere 
d'ecologie. 
En effet, les groupes de pression et les organisations a interets prives et publics exploitent 
des moyens mediatiques, economiques (12) et strategiques (13; 11), qui rencontrent de 
plus en plus de succes. Nous essayerons de formuler ce genre de confrontation comme 
des jeux polymatriciels ou non-polymatriciels a plusieurs joueurs. 
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