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В IP-сетях для поддержания связи на требуемом уровне используются механизмы обеспечения качества 
обслуживания (Quality of Service, далее – 
QoS). Особенно важным это является 
в чрезвычайных ситуациях, когда отсутст-
вие слаженного действия и эффективного 
управления может привести к серьезным 
финансовым или человеческим потерям.
Определение QoS имеет множество 
значений. В данном случае под QoS будем 
понимать способность сети предоставлять 
требуемый уровень обслуживания задан-
ному трафику в определенных технологи-
ческих рамках. Причем здесь актуален 
прежде всего выбор наиболее эффективно-
го алгоритма в экстремальных условиях 
на этапе проектирования системы связи.
Аб страгируясь от  особенностей 
функциониро вания приложений и серви-
сов, рационально непосредственно рассма-
тривать различные виды трафика, что ог-
раничивает виды задач типами передавае-
мых данных. При этом можно говорить 
о трех основ ных параметрах, характеризу-
ющих эффектив ность сети: время ожида-
ния пакета в очереди, значение джиттера 
и потеря пакета при передаче. Под джит-
тером имеется в виду разброс максималь-
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Особенности применения алгоритмов 
обработки очередей с понижающей 
задержкой, используемых в IP-сетях 
для обеспечения гарантированного 
обслуживания. Проведен 
сравнительный анализ работы 
основных спецификаций алгоритма 
CBWFQ с помощью имитационных 
моделей. Представлены такие их 
вычислительные показатели, как 
среднее время ожидания пакета 
в очереди, эффект джиттера, 
потеря пакета при различных 
значениях входных параметров. 
Сделан вывод, что метод Голестани 
эффективен в штатном режиме сети, 
в условиях же повышенной нагрузки 
(чрезвычайной ситуации) следует 
использовать метод случайного 
выбора классов пакетов алгоритма 
CBWTQ.
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ного и минимального времени прохожде-
ния пакета от среднего. Чем меньше будут 
значения взятых параметров, тем эффек-
тивнее окажется работа сети.
ОСнОВнЫЕ алгОРИТмЫ
Пакеты в IP-сетях могут обрабатываться 
на основе различных алгоритмов, включая 
First in First Out, Priority queuing (далее – 
PQ), Weighted Fair Queuing, Class-Based 
Weighted Fair Queuing (они же CBWFQ), Low 
Latency Queuing (LLQ) и др. Они подробно 
описываются в научной литературе [2].
В работе [8, c. 2267] рекомендуется ис-
пользовать алгоритм LLQ для обработки 
трафика в условиях повышенной нагрузки. 
LLQ применяется при наличии голосового 
(VoIP) трафика, а также по ходу видеокон-
ференций. В алгоритме можно задать 
до четырех приоритетных очередей, осталь-
ные классы обслуживать методом CBWFQ.
Задание очереди приоритетов как части 
LLQ предполагает обработку трафика, 
требующего немедленной передачи и име-
ющего приоритет над классами, обрабаты-
ваемыми CBWFQ (классами данных). 
В литературе по теории массового обслу-
живания [3] дается описание аналитиче-
ских моделей, которые применяются при 
настройке оборудования для обработки 
высокоприоритетного трафика.
Наряду с этим наибольший интерес 
представляет исследование особенностей 
конфигурирования работы CBWFQ как 
части алгоритма обработки очередей с по-
нижающей задержкой.
аналИз мОдИфИКацИй
В алгоритме CBWFQ веса пакетов рас-
пределяются в зависимости от класса тра-
фика. Каждый класс занимает необходи-
мую ему часть полосы пропускания в соот-
ветствии со своим весом. Если один класс 
трафика не занимает всю полосу пропуска-
ния, тогда другие классы используют сво-
бодное пространство. На практике трудно 
определить, какие правила используются 
в алгоритмах для выбора класса пакетов, 
передаваемых в обработку, когда маршру-
тизатор освобождается. Производители 
сетевого оборудования не предают огласке 
подобную информацию.
В различном оборудовании, использу-
ющем алгоритмы CBWFQ, применяются 
свои правила обработки очередей. В боль-
шинстве платформ CBWFQ реализован 
с использованием реестра очереди или 
временного механизма, работа которого 
заключается в распределении интервалов 
времени обработки пакетов [8, c. 2267]. 
Каждый пакет связывается с соответству-
ющим слотом в реестре очереди и вычисля-
ется временное значение его обработки. 
Но как вычисляется это временное значе-
ние, нам неизвестно.
На данный момент наиболее часто упо-
минаемыми являются два метода планиро-
вания очередей [8, 9, 10, 11]:
– алгоритм случайного выбора класса 
пакетов;
– алгоритм Голестани виртуального 
времени обработки.
Именно они нами и взяты для исследо-
вания и сравнения.
алгОРИТм гОлЕСТанИ
В [10] C. Голестани описывает алгоритм 
CBWFQ, в котором виртуальное время 
обработки вычисляется для каждого паке-
та. Это сумма времени передачи пакета, 
учитывающая вес класса и как максималь-
ное значение виртуального времени при-
бытия пакета определенного класса, так 
и классово независимое его значение от-
носительно общих затрат на транспорти-
ровку.
Значение виртуального времени обра-
ботки или времени обслуживания каждого 
пакета вычисляется по формуле [10, c.639]:
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Пакет с наименьшим значением вирту-
ального времени обработки выбирается для 
передачи, когда маршрутизатор свободен. 
Так, собственно, устанавливается приори-
тет.
Мы проанализировали результаты ра-
боты имитационной модели алгоритма 
Голестани CBWFQ в программном пакете 
OPNET modeler.
Существует сходство между этим алго-
ритмом планирования и правилом наи-
меньшего времени обслуживания в теории 
массового обслуживания, в котором наи-
высший приоритет предоставляется группе 
покупателей, имеющей в среднем более 
быстрый уровень обслуживания. Такое 
правило понижает время ожидания в оче-
реди.
алгОРИТм СлУчайнОгО ВЫБОРа 
КлаССа
Второй алгоритм CBWFQ, который 
нами рассмотрен, предложен Мартином 
Дж. Фишером [8, 9]. В нем класс пакета для 
передачи выбирается случайным образом, 
основываясь на весах класса. Метод сохра-
няет «справедливость» алгоритма при 
распределении предоставляемой полосы 
пропускания между классами передавае-
мых пакетов. Его легко реализовать в ими-
тационной модели, при этом случайная 
природа выбора пакетов может в дальней-
шем послужить развитию аналитической 
модели.
Имитационная модель формирует серии 
пакетов трех классов. При освобождении 
маршрутизатора класс следующего пакета 
для передачи выбирается случайным обра-
зом, согласно упорядоченным весам классов. 
Если в различных классах размеры пакетов 
не совпадают, тогда веса сначала регулиру-
ются делением по среднему значению раз-
мера пакета и потом упорядочиваются.
Первый пакет в очереди выбранного 
класса передается. Класс пакета, который 
необходимо передать следующим, опреде-
ляется случайным образом в соответствии 
с унифицированными весами классов.
Каждому классу присваивается конеч-
ный буфер и отслеживается количество 
пакетов в системе на каждой точке прибы-
тия и отправления. Поточечно отслежива-
ются и изменения, которые произошли 
после очередного обслуженного и передан-
ного из системы пакета.
Контроль количества пакетов на входе 
используется для блокировки прибываю-
щих пакетов в случае переполнения буфе-
ра. Время ожидания в очереди фиксирует-
ся для каждого пакета.
В конце имитационного процесса соби-
рается статистика среднего времени ожи-
дания в очереди, потери пакетов и значе-
ний джиттера для каждого класса трафика.
Таблица 1
Входные параметры модели
№ № экспе-ри-
мен-тов.
Класс 1 Класс 2 Класс 3 общая 
полоса 
пропу-
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Работа сети в штатном режиме
1 0,08 20 0,4 0,42 0,015 512 0,45 0,08 0,045 512 0,15 0,24 0,74
2 0,08 20 0,33 0,42 0,015 512 0,33 0,08 0,045 512 0,33 0,24 0,74
3 0,096 20 0,4 0,50 0,018 512 0,45 0,09 0,054 512 0,15 0,28 0,88
4 0,064 20 0,4 0,34 0,012 512 0,45 0,06 0,036 512 0,15 0,19 0,59
Работа сети в условиях повышенной нагрузки
5 0,1056 20 0,4 0,55 0,0198 512 0,45 0,10 0,0594 512 0,15 0,31 0,97
6 0,8 20 0,4 4,20 0,015 512 0,45 0,08 0,45 512 0,15 2,36 6,64
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Таблица 2
Результаты работы имитационных моделей
№ № 
экс-пер.
полоса 
пропу-
скания
Алгоритм «случайного выбора 
класса»
Алгоритм Голестани Разница в%
Класс 1
(мс)
Класс 2
(мс)
Класс 3
(мс)
Класс 1
(мс)
Класс 2
(мс)
Класс 3
(мс)
Класс
1
Класс2 Класс3
Значения средних времен ожидания очереди
Работа сети в штатном режиме
1 0,74 12,38 7,88 20,57 10,50 5,37 19,20 17,9 46,6 7,1
2 0,74 16,68 9,79 12,31 15,36 8,11 10,76 8,6 20,7 14,4
3 0,88 26,52 11,28 70,19 22,95 7,69 67,74 15,5 46,6 3,6
4 0,59 6,72 5,35 9,45 5,83 3,80 8,65 15,2 40,9 9,2
Работа сети в условиях повышенной нагрузки
5 0,97 46,37 13,65 334,60 42,42 9,72 342,02 9,3 40,5 -2,2
6 6,64 143,18 14,18 10110,21 155,74 10,57 10703,80 -8,1 34,2 -5,5
Значения джиттера
Работа сети в штатном режиме
1 0,74 122,82 73,72 238,77 110,48 47,20 228,02 11,2 56,2 4,7
2 0,74 167,70 101,02 127,39 161,97 69,01 108,12 3,5 46,3 17,8
3 0,88 189,82 87,77 726,60 183,44 57,94 660,46 3,5 51,5 10,0
4 0,59 73,65 57,98 123,21 66,46 35,58 115,42 10,8 63,0 6,7
Работа сети в условиях повышенной нагрузки
5 0,97 227,65 96,31 2110,48 221,06 66,85 2141,63 3,0 44,1 -1,5
6 6,64 282,11 88,78 12283,85 274,51 62,11 12366,07 2,8 42,9 -0,7
Значения вероятности потери пакетов
Работа сети в штатном режиме
1 0,74 0 0 0 0 0 0 - - -
2 0,74 0 0 0 0 0 0 - - -
3 0,88 0,001 0 0 0,001 0 0 0 - -
4 0,59 0 0 0 0 0 0 - - -
Работа сети в условиях повышенной нагрузки
5 0,97 0,007 0 0 0,006 0 0 16,7 - -
6 6,64 0,840 0 0,893 0,842 0 0,893 -0,1 - 0
ОБОСнОВанИЕ ЭКСПЕРИмЕнТОВ
Выбранные модели алгоритмов тести-
ровались с использованием одинаковых 
входных параметров, что позволило на-
глядно показать особенности различных 
спецификаций CBWFQ. Фигурировали три 
класса трафика: 1, 2 и 3.
Классы трафика определялись такими 
параметрами, как интенсивность поступле-
ния пакетов, размер буфера, вес класса, 
полоса пропускания. В каждом из шести 
экспериментов входные параметры класса 
варьировались (таблица 1).
Голосовой трафик не моделировался. 
Для всех трех классов по умолчанию вы-
брано прибытие пакетов с распределением 
Парето. Было использовано три значения 
размера пакета данных, ставших преобла-
дающими в IP-трафике [8, c. 2269]. Эти 
размеры распределились следующим обра-
зом: 40 байт (50%), 750 байт (10%) и 1500 
байт (40%).
Эксперимент предполагает общую ско-
рость полосы пропускания для всего тра-
фика, включая голосовой, 1544 кбит/с. 
Размер полосы пропускания для трафика 
данных равен 1059 кбит/с. И для всех сце-
нариев испытаний использовалась как раз 
эта цифра.
В таблице 1 представлены входные 
параметры экспериментов. Имитацион-
ные модели разработаны на основании 
реальных значений уровней полосы про-
пускания и перегрузки трафика. В ходе 
исследования проанализированы разли-
чия в имитационных моделях двух реали-
заций CBWFQ, а также зависимость 
распределения между классами полосы 
пропускания от изменения трафика. Эк-
сперименты делятся на две группы. Пер-
вая (эксперименты 1–4) представляет 
работу сети в штатном режиме, вторая 
(эксперименты 5 и 6) – в аварийном ре-
жиме.
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Эксперимент 1 (стандартная загруз-
ка) – общая используемая полоса про-
пускания 74%. Здесь классу 2 выделяет-
ся полоса намного большая, чем ему 
требуется, в то время как классу 1 – по-
чти один в один, а классу 3 – меньшая, 
чем надо.
Эксперимент 2 – полоса пропускания 
с равными весами, настраиваются кото-
рые как в эксперименте 1, но для класса 
1 выделяется полоса меньшая, чем ему 
требуется.
В экспериментах 3 (стандартная по-
лоса пропускания плюс 20% загрузки 
трафика) и 4 (стандартная полоса минус 
20% загрузки) происходит отклонение 
от 74%-ной загруженности на плюс 
и минус 20%.
В экспериментах 5 (общая загружен-
ность полосы пропускания 97%) и 6 
(десятикратная перегрузка) происходит 
дальнейшее увеличение трафика. В по-
следнем случае – до аварийной ситуации 
роста трафика в эксперименте 1 на клас-
сы 1 и 3 в десять раз. Предполагается, 
что класс 2 – контролируемый, исполь-
зуемый для приложений и не подлежа-
щий увеличению нагрузки в экспери-
менте 6.
ИмИТацИОннЫЕ мОдЕлИ
В таблице 2 даны результаты работы 
имитационных моделей алгоритмов.
Приведено сравнение среднего вре-
мени ожидания очереди для классов, 
имеющих разные веса в ходе экспери-
ментов. В первой группе (1–4 экспери-
менты) модель случайного выбора клас-
са демонстрирует более высокие средние 
значения времени ожидания очереди 
(на 3,6–46,6%).
Когда в алгоритме CBWFQ задаются 
равные веса для всех классов (экспери-
мент 2), тогда веса классов 1 и 2 умень-
шаются, а вес класса 3 увеличивается. 
Наряду с этим среднее значение времени 
ожидания очереди значительно увели-
чивается для классов 1 и 2 и уменьшает-
ся для класса 3 в обеих моделях. То есть 
видна важность выбора весов класса 
с точки зрения выполнения условий 
классности трафика.
Из таблицы 2 следует, что модель 
случайного выбора дает для первой груп-
пы экспериментов более высокие значе-
ния джиттера (на 3,5–63%) для всех трех 
классов трафика, чем модель Голестани. 
Применительно к эксперименту 2 отме-
чается увеличение джиттера по сравне-
нию с экспериментом 1. Вместе с тем 
показаны вероятности потери пакетов, 
отличные от нуля, для случаев более 
загруженного трафика.
В таблице 2 представлена разница 
между результатами работы моделей 
в процентах. При возрастании общей 
нагрузки наблюдается уменьшение раз-
ницы между моделями Голестани и мо-
делями случайного выбора класса.
ВЫВОдЫ
В рассмотренных вариантах метод 
Голестани при реализации CBWFQ дает 
более низкие средние значения времени 
ожидания очереди, чем метод случайно-
го выбора класса. Это касается классов, 
которым предоставляется необходимая 
полоса пропускания для передаваемого 
трафика.
Анализ работы имитационных моде-
лей алгоритмов CBWFQ позволяет сде-
лать вывод, что алгоритм Голестани по-
казывает наименьшие значения таких 
параметров, как время ожидания пакета 
в очереди, эффект джиттера и потеря 
пакета, в первых четырех экспериментах 
для всех трех классов трафика, которые 
отражают работу сети в штатном режиме.
В то же время работа моделей в эк-
спериментах 5 и 6 для классов 1 и 3, 
которые характеризуются 97-процен-
тной загруженностью полосы пропуска-
ния и десятикратным увеличением ин-
тенсивности поступления пакетов 
на маршрутизатор (то есть в момент 
чрезвычайной ситуации), показала, что 
наименьшие значения исследуемых па-
раметров имеет алгоритм случайного 
выбора класса пакета.
Из сказанного следует, что использо-
вание метода Голестани в алгоритме 
CBWFQ является эффективным в штат-
ном режиме сети. А в условиях повышен-
ной нагрузки лучшим становится метод 
случайного выбора классов пакетов.
Наряду с полученными результатами 
интерес для дальнейшего исследования 
представляет определение порогового 
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значения, при котором происходит пе-
реключение с алгоритма случайного 
выбора класса пакета на метод Голеста-
ни.
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