Abstract. We give a characterization of indecomposable exceptional modules over finite dimensional gentle algebras. As an application, we study gentle algebras arising from an unpunctured surface and show that a class of indecomposable modules related to curves without selfintersections, as exceptional modules, are uniquely determined by their dimension vectors.
Introduction
We study in this paper a finite dimensional gentle algebra A over an algebraic closed field k. The notion of gentle algebras was first introduced by Assem and Skowroński in [AS87] in order to classify the iterated tilted algebras of type A n . The gentle algebras are special string algebras which were introduced and studied in [BR87, WW85] . It has been shown in [BR87] that each indecomposable module over a gentle algebra is either a string module M (w) defined by a string w, or a band module M (b, n, φ) defined by a band b, a vector space V = k n and φ ∈ Aut(V ). However, we are only concerned about indecomposable modules without self-extensions in this paper, and band modules which always have self-extensions will be neglected.
We first give a sufficient and necessary condition to determine when two string modules do not have extensions. To do this, we say two strings w, v have extensions from w to v if w and v can be connected as a string by an arrow from w to v, or v contains a factor string which is also a substring of w or w −1 , see precise details in Definition 2.3. We first present our first theorem which shows that the extensions of two strings determine the extensions of the corresponding string modules. in [C11] by using so-called up-and-down graph. A string w is said to have self-extensions if there exist extensions from w to itself. As a direct application of the above theorem, we give a characterization of exceptional indecomposable modules over A:
Corollary. Let M (w) be a string module, then M (w) is exceptional if and only if the string w does not admit self-extensions.
We give another important application of Theorem 1. We study gentle algebras G Γ , introduced in [ABCP10, LF09] , arising from triangulations Γ of an unpunctured surface (S, M ). It has been shown in [ABCP10] that there is a bijection γ ←→ w γ Γ between the curves which are not in Γ and the strings over G Γ . We denote by M γ Γ = M (w γ Γ ) the corresponding string module, see section 3.2. Under this correspondence, the string modules induced by the curves without self-intersections are indecomposable exceptional modules [BZ11] . An indecomposable exceptional module M is said to be exceptionally determined by its dimension vector if for any indecomposable exceptional module N dimM = dimN implies M ∼ = N. We show Theorem 2. Let γ be a curve without self-intersections which is not in Γ, then M γ Γ is exceptionally determined by its dimension vector. Note that to find indecomposable modules uniquely determined (up to isomorphism) by their dimension vectors is a classical question in representation theory, see [G72] about the proof of the Gabriel theorem, see also recent works [GP12, AD12] . Different from this classical question, we want to find the indecomposable modules which are exceptionally determined by their dimension vector. Therefore, M γ Γ in Theorem 2 might not be determined by its dimension vector which means, there might exist a non-exceptional indecomposable module N such that dimM γ Γ = dimN, see Example 3.5. Moreover, Theorem 2 also does not hold for all indecomposable exceptional modules, i.e., there exist two non-isomorphic indecomposable exceptional modules with the same dimension vectors, see Remark 3.6. However, the indecomposable modules which are exceptionally determined by their dimension vectors in Theorem 2 are related to many important subjects such as cluster algebras, cluster categories (see [FZ02, BMRRT06, A09, K10] ). In fact, these exceptionally determined indecomposable modules together with triangulation Γ correspond to all the generators in the related cluster algebras, also correspond to all the objects without self-extensions in the cluster category C (S,M ) of the marked surface (S, M ) without punctures which has been studied in [A09, BZ11] (we refer to [K10] for more details).
The paper is organized as follows: we first introduce in section 2 the definition of extensions of two strings and present Theorem 1 whose proof will be postponed to section 4. As an application of Theorem 1, we study, in section 3, the gentle algebras from unpunctured surfaces and give the proof of Theorem 2. Section 4 is devoted to the proof of Theoreom 1.
Main result
2.1. Strings. Recall from [AS87, BR87, S99] that a finite-dimensional algebra A is a gentle algebra if there is a quiver Q = (Q 0 , Q 1 ) and an admissible ideal I such that A = kQ/I and the following conditions hold:
(G1) at each vertex of Q start at most two arrows and stop at most two arrows, (G2) for each arrow α there is at most one arrow β and at most one arrow δ such that αβ ∈ I and δα ∈ I, (G3) I is generated by paths of length 2, (G4) for each arrow α there is at most one arrow β and at most one arrow δ such that αβ ∈ I and δα ∈ I. Note that an algebra A = kQ/I with I an admissible monomial ideal is called a string algebra if it satisfies the two conditions (G1) and (G2).
For each arrow β, s(β) (resp. e(β)) denotes its starting point (resp. its ending point). We denote by β −1 the formal inverse of β with s(β −1 ) = e(β) and e(β −1 ) = s(β). A word w = α 1 α 2 · · · α n of arrows and their formal inverses is called a string of length n ≥ 1 if α i+1 = α −1 i , e(α i ) = s(α i+1 ) for all 1 ≤ i ≤ n − 1, and no subword nor its inverse is in I. We denote the length of w by l(w). Hence, a string can be viewed as a walk in Q :
where e i ∈ Q 0 are vertices of Q and α i are arrows in either direction. For each vertex e i , we define two strings 1 e for t ∈ {−1, +1}. We denote by S the set of all strings over A. A band b = α 1 α 2 · · · α n−1 α n is defined to be a string b with s(α 1 ) = e(α n ) such that each power b m is a string, but b itself is not a proper power of any string.
Recall from [BR87] that each string w defines a unique string module M (w), each band b yields a family of band modules M (b, n, φ) with n ≥ 1 and φ ∈ Aut(k n ). We refer to [BR87] for more definitions on string modules and band modules. For a string w ∈ S, define S w = {(D, E, F ) | D, E, F ∈ S, w = DEF }, and call (D, E, F ) a factor string of w if
Dually, (D, E, F ) is said to be a substring of w if the following hold:
Denote by F(w) and S(w) the set of all factor strings and substrings of w respectively. Let w and v be two strings over A, a pair (D, E, F ) × (D , E , F ) ∈ F(w) × S(v) is said to be an admissible pair (or ad-pair) if E = E or E −1 = E . It is easy to understand the ad-pair if one has the following picture in mind.
We call an ad-pair p = (D, E, F ) × (D , E , F ) one-sided if one of the following two conditions holds,
An ad-pair is said to be two-sided if it is not one-sided.
Recall that each ad-pair p ∈ F(w) × S(v) as above yields a canonical homomorphism f p : M (w) −→ M (v) in Hom A (M (w), M (v)) by identifying the factor module M (E) of M (w) with the submodule M (E ) of M (v). A basis of Hom-space of two string modules can be described as follows:
2.3. Extension of two strings. We present Theorem 1 in this subsection by first introducing the following important definition: Definition 2.3. We say two strings w, v have extensions from w to v if one of the following conditions holds (E1) There exists α ∈ Q 1 such that wαv or wαv −1 is a string. (E2) There exists β ∈ Q 1 such that w −1 βv or w −1 βv −1 is a string. (E3) w, v admit a two-sided ad-pair in F(v) × S(w).
A string w is said to have self-extensions if w = v in the above definition.
Example 2.4. Consider a gentle algebra A = kQ/I with Q given as follows and I =< α 2 , βε, εθ > . Then w = βα −1 β −1 , v = ε −1 αε have extension from w to v by (E3). In addition, both β and ε have self-extension by (E1) or (E2). However, θ, ε do not have extensions from ε to θ, note that ε and θ only admit an one-sided ad-pair in F(θ) × S(ε). Now we state our main theorem whose proof is given in section 4
Theorem 2.5. Let w, v be two strings over a gentle algebra A. Then Ext (1) there does not exist α ∈ Q 0 such that wαw ∈ S or wαw −1 ∈ S, (2) there does not exist β ∈ Q 0 such that wβ −1 w ∈ S or wβ −1 w −1 ∈ S, (3) w only admits one-sided ad-pairs in F(w) × S(w).
Remark 2.7. The Theorem 2.5 does not hold for string algebras as the following example shows. Let Q be the quiver
with I =< αβθ > . Then A = kQ/I is a string algebra and w = αβ, v = βθ have extension from w to v. However, Ext
An application
In this section, we study gentle algebras arising from triangulations of a marked surface without punctures. By applying the results in the previous section, we prove the Theorem 2 in the introduction.
3.1. Triangulation of a marked surface without punctures. Consider a compact connected oriented 2-dimensional bordered Riemann surface S and a finite set of marked points M lying on the boundary ∂S of S with at least one marked point on each boundary component. The condition M ⊂ ∂S means that we do not allow the marked surface (S, M ) to have punctures.
By a curve γ in (S, M ), we mean a continuous function γ : [0, 1] → S such that γ(0), γ(1) ∈ M and γ(t) / ∈ M for 0 < t < 1. An arc is a curve γ in (S, M ) such that γ | (0,1) is injective. We always consider noncontractible curves up to homotopy, and for any collection of curves we implicitly assume that their mutual intersections are minimal possible in their respective homotopy classes. For two curves γ , γ in (S, M ) we denote by Int(γ , γ) the minimal intersection number of two representatives of the homotopic classes of γ and γ (the intersections at the endpoints do not count). A triangulation of (S, M ) is a maximal collection Γ of arcs that do not intersect except at their endpoints.
Let Γ = {τ 1 , τ 2 , . . . , τ n } be a triangulation of (S, M ) and γ ∈ Γ be a curve with d = τ ∈Γ Int(τ, γ) which is allowed to have self-intersections. We fix an orientation for the curve γ and denote Note that γ can cross ∆ γ n many times. It is easy to see that the sum of intersection numbers of any two arcs with γ is not less than that of γ with the third one, and we have the following:
However, if n = 0, d, then ∆ γ n ∩ γ can be described as follows in two cases:
In fact, each arc γ can also be uniquely recovered from its intersection with each arc in Γ:
Theorem 3.1 ( [M83, T10] ). An arc is uniquely determined by the number of intersections with each arc of the triangulation.
Gentle algebras arising from (S, M ). Recall from [DWZ08, LF09, ABCP10
] that each triangulation Γ of (S, M ) yields a quiver with potential (Q Γ , W Γ ):
(1) Q Γ = (Q 0 , Q 1 ) where the set of vertices Q 0 is given by the internal arcs of Γ, and the set of arrows Q 1 is defined as follows: Whenever there is a triangle in Γ containing two internal arcs a and b, then there is an arrow ρ : a → b in Q 1 if a is a predecessor of b with respect to clockwise orientation at the joint vertex of a and b in .
(2) Every internal triangle in Γ gives rise to an oriented cycle α β γ in Q, unique up to cyclic permutation of the factors α , β , γ . We define
where the sum runs over all internal triangles of Γ. From [ABCP10] we know that the Jacobian algebra G Γ of the quiver with potential (Q Γ , W Γ ) is a finite-dimensional gentle algebra, and there is a correspondence γ ←→ w γ Γ between curves which are not in Γ and strings over G Γ : For each curve γ which is not in Γ with d = τ ∈Γ I(τ, γ), see Figure I as an example, we obtain a string w γ Γ in G Γ :
We denote by M γ Γ the corresponding string module M (w γ Γ ) over G Γ . We call a curve γ Γ−rigid if Int(γ, γ) = 0 and Ext
Note that Γ−rigid curves are not arcs by definition.
Example 3.2. Consider a triangulation Γ of an annulus with one marked point on one boundary, two on another:
Then the associated quiver Q Γ is as follows:
and W Γ = αβζ. Let γ be a curve with self-intersection in the surface as in the above figure, by definition w γ Γ = β −1 θ does not have self-extensions and it is a Γ−rigid curve. By using Corollary 2.6, we give in the following a characterization of indecomposable exceptional modules by curves in (S, M ). Proof. It suffices to explain Definition 2.3 by the curves in (S, M ). Note that there do not exist loops in Q Γ . If there exists α ∈ Q 0 such that w γ Γ αw γ Γ ∈ S, then γ can be described as follows:
If there exists β ∈ Q 0 such that w γ Γ β −1 w γ Γ ∈ S, then γ can be described similarly as above.
Assume
. Then we can characterize γ as follows when E = E or E −1 = E respectively:
Figure II 
Proof. Assume that Γ is a triangulation of (S, M ) such that Ext
Γ has self-extensions by Corollary 2.6. Therefore, Int(γ, γ) = 0 by the above Lemma which contradicts to the fact that γ is an arc.
Combining Theorem 2.1 together with the above corollary, indecomposable exceptional modules over G Γ are either of the form M γ Γ with γ an arc which is not in Γ, or of the form M δ Γ with δ a Γ−rigid curve.
Note that the above corollary does not hold for a Γ−rigid curve γ, that is, there always exists a triangulation Γ of (S, M ) such that Ext [BZ11] . However, we can still find some property for a Γ−rigid curve in terms of Corollary 2.6. Let δ be a Γ−rigid curve, then Int(δ, δ) = 0 and Ext
Roughly speaking, δ only intersects itself with δ 0 or with δ d . However, its restriction δ is injective. We can do the same discussion as in section 3.1: Let τ n i , τ n j , τ n k be three arcs of ∆ δ n , then we have similarly as in ( * ) that
(*****)
By the above observation, we prove in the following the Theorem 2 in the introduction.
Proof of Theorem 2: Let Γ = {τ 1 , . . . , τ n } be a triangulation of (S, M ) and N be an indecomposable exceptional module with
By Theorem 2.1, we can assume that N = M δ Γ with δ either an arc which is not in Γ or a Γ−rigid curve.
By definition,
Therefore, if δ is an arc which is not in Γ, then we get the proof by Theorem 3.1.
We assume now that δ is a Γ−rigid curve with d = τ ∈Γ Int(τ, γ) = τ ∈Γ Int(τ, δ). We are going to prove the theorem by showing that the dimension vector of M δ Γ (induced by a Γ−rigid curve) never coincides with that of M γ Γ (induced by an arc which is not in Γ). Without loss of generality, we suppose that the restriction δ of δ intersects δ 0 . Consider ∆ δ 0 with three arcs τ 0 j , τ 0 k , τ 0 l , then Int(δ, τ 0 i ) = 0 for i = j, k, l by ( * * * * ). We have the following two cases: 
• Int(γ, τ 0 k ) + Int(γ, τ 0 j ) + Int(γ, τ 0 l ) ∈ 2Z + 1 which contradicts to ( * ), ( * * * ).
we have by ( * * * * * ) that, for each 0
where τ n j , τ n k , τ n l are three arcs of triangle ∆ δ n . Therefore, we also have in ∆ γ 0 with three arcs τ k , τ j , τ l that
We consider the following two subcases:
, it contradicts to ( * * * ) which implies that j, k, l can be ordered such that
Therefore, the dimension vector of M δ Γ is always different from that of M γ Γ which completes the proof. 2
Note that in the proof of the above theorem, we do need that N is an exceptional module. If not, the Theorem 2 does not hold, see the following example:
Example 3.5. Consider the following annulus with a triangulation Γ:
where γ is an arc and δ is a curve with self-intersection. It is easy to find that M δ Γ has self-extensions by Theorem 2.5. However, dimM δ Γ = dimM γ Γ . Remark 3.6. The above theorem does not hold in general for any indecomposable exceptional module. Reconsider Example 3.2, let δ be a Γ−rigid curve as follows it is easy to find that dimM
However, γ is not homotopic to δ which implies that M γ Γ N δ Γ .
Proof of the Theorem 2.5
We prove in this section the Theorem 2.5 by Auslander-Reiten formula in a combinatorial way. Let first recall from [BR87] the Auslander-Reiten theory for a gentle algebra.
4.1. Auslander-Reiten theory over gentle algebras. Let A = kQ/I be a finite-dimensional gentle algebra with Q = (Q 0 , Q 1 ) and S the set of all strings over A. Similarly as in [BR87, S99] , one can define two maps from Q 1 to {1, −1} to deal with the concatenation of two strings, especially for the strings of length zero. However, in this paper the strings of length zero can always be chosen such that the concatenation is well-defined and we only use 1 e i to denote the chosen one, i.e., either 1 e
As for a string w = α 1 α 2 · · · α n , we denote by e(w) = e(α n ), and s(w) = s(α 1 ). We say w starts (or ends) on a peak if there is no arrow α ∈ Q 1 with αw ∈ S (or wα −1 ∈ S); likewise, a string w starts (or ends) in a deap if there is no arrow β ∈ Q 1 with β −1 w ∈ S (or wβ ∈ S).
A string w = α 1 α 2 · · · α n with all α i ∈ Q 1 is called direct string, and a string of the form w −1 where w is a direct string is called inverse string. Strings of length zero are both direct and inverse. For each arrow α ∈ Q 1 , let N α = V α αU α be the unique string such that U α and V α are inverse strings and N α starts in a deep and ends on a peak (see the following figure).
If the string w does not start on a peak, we define h w = V α αw and say that h w is obtained from w by adding a hook on the starting point s(w). Dually, if w does not end on a peak , we define w h = wβ −1 V β −1 and say that w h is obtained from w by adding a hook on the ending point e(w) (see the following figure).
Suppose now that the string w starts on a peak. If w is not a direct string, we can write w = α 1 · · · α s α −1 c w = U −1 α α −1 c w for some α ∈ Q 1 and s ≥ 0. We say in this case that c w is obtained from w by deleting a cohook on s(w). If w is a direct string, we define c w = 0. Dually, assume that w ends on a peak. Then, if w is not an inverse string, we can write w = w c ββ −1 1 · · · β −1 t = w c βU β for some β ∈ Q 1 and t ≥ 0. We say that w c is obtained from w by deleting a cohook on e(w), and if w is an inverse string, we define w c = 0 (see the following figure).
The following theorem summarizes the results from [BR87] concerning AR-sequences between string modules:
). For a string algebra A, let w be a string such that M (w) is not an injective A−module. Then the AR-sequence starting in M (w) is given
(1) if w neither starts nor ends on a peak by
(2) if w does not start but ends on a peak by
if w starts but does not end on a peak by
(4) if w both starts and ends on a peak by
4.2. Proof of Theorem 2.5. We first consider the special case: M (v) is an injective module or M (w) is an projective module. Proof. We only consider the case that M (v) is injective which means there does not exist an arrow α or β such that αv or vβ −1 is a string. Hence (E1) and (E2) do not hold for any w with v. To prove the main theorem, we need to find out that the morphisms induced by some ad-pairs factor through projective modules.
Lemma 4.5. Let w, v be two strings over A and suppose v = V α αv 0 for some
Then f p factors through a projective module if one of the following conditions holds
Proof. We only prove (1) since (2) follows from (1) if we consider w −1 instead of w.
By definition of substring, l(F ) > 0 implies that there exists an arrow β such that w = D E F = D E β −1 F 0 with e(β) = s(α), F 0 ∈ S Since E β −1 = Eβ −1 is a string, βα 1 ∈ I. It means βα ∈ I by definition of gentle algebras. Let u = V α β −1 V −1 β = DEβ −1 β 1 β 2 · · · β m with m ≥ 0 and β 0 := 1 s(β) , then P s(β) = M (u) is the indecomposable projective module corresponding to s(β) ∈ Q 0 . One gets the following one-sided ad-pair:
See the following figure
On the other hand, by definition of U β one can rewrite
Therefore, we get an ad-pair
See the above figure. Combine ( ) together with ( ), we get f p = f b f c which completes the proof.
The following corollary follows directly from the above lemma if we consider v −1 in stead of v.
Corollary 4.6. Let w, v be two strings and suppose v = v 0 βU β for some
with l(E) > 0. Then f b factors through a projective module if one of the following conditions holds
(1) E = E and l(D ) > 0.
(2) E −1 = E and l(F ) > 0.
In the following, we always assume that w, v do not have extensions from w to v, and show that Ext 
Since v does not start but ends on a peak, there exists α ∈ Q 1 such that αv is a string.
(1) If v = U α is an inverse string, then 
Assume DE = V α , we are going to prove the claim by constructing a twosided ad-pair in F(v) × S(w), hence get a contradiction to the assumption.
If v = U α is an inverse string, then h v c = V α , by definition of factor string, there is nothing to prove. i,e., one has DE = V α , F = 1 s(α) .
Assume now that v is not an inverse string, we write v = v 0 βU β , then
We suppose that l(DE) > l(V α ) and consider the following two cases:
Hence there exists a two-sided ad-pair
since l(D 0 ) > 0 and l(βU β ) > 0. See the following figure.
It contradicts to our assumption.
1 with n ≥ 0 and α
j+1 where 0 ≤ j ≤ n and α −1 n+1 := 1 e(αn) . We can write E = α
See the following figure.
Similarly, if E = E −1 , one gets the following two-sided ad-pair
In both cases, we get a contradiction to the assumption.
It completes the proof of the claim i.e.,
Then we use Lemma 4.5 to show that f p factors through a projective module. We first consider the following two cases when l(E) = l(E ) > 0 :
(1) Assume E = E , then l(F ) > 0. Otherwise e(w) = e(E ) = e(E) = s(α), Eα is a string implies that wα is also a string. The definition of gentle algebras guarantees that wαv is a string which contradicts to the assumption that w, v do not have extensions from w to v. Therefore, l(F ) > 0. By Lemma 4.5, f p factors through projective modules.
, Eα is a string implies E −1 α is a string. Hence w −1 αv is a string which contradicts to the assumption. This implies that l(D ) > 0. Similarly, Lemma 4.5 implies that f p factors through projective modules. Now, assume l(E) = l(E ) = 0, then l(F ) > 0 or l(D ) > 0. Otherwise, w = D E F = 1 s(α) t with t = 1, −1. Hence, either wαv or w −1 αv is a string which is a contradiction to the hypothesis.
Without loss of generality, let l(F ) > 0 which means there exists β ∈ Q 1 with e(β) = s(α). We rewrite w = D E F = D E β −1 F 0 with F 0 ∈ S and consider the following two cases:
(1) If βα ∈ I, we consider the indecomposable projective module P s(β) corresponding to s(β) ∈ Q 0 , then one gets f p factors through P s(β) as in Lemma 4.5. (2) If βα ∈ I, then l(D ) > 0. Otherwise w = β −1 F 0 . By definition of gentle algebra, we get v −1 α −1 β −1 F 0 = v −1 α −1 w is a string which is again a contradiction. Therefore, l(D ) > 0 and there exists δ ∈ Q 1 such that e(δ) = s(α) with δα ∈ I. Similarly as in Lemma 4.5, one can find that f p factors through the indecomposable projective module P s(δ) corresponding to s(δ) ∈ Q 0 .
Therefore by Auslander-Reiten formula, one gets
The following corollary comes directly from the above lemma by considering v −1 instead of v. Proof. Assume v neither starts nor ends on a peak, then there exists α, β ∈ Q 1 such that αvβ −1 is a string.
We prove that each non-zero morphism f p ∈ Hom A (τ −1 M (v), M (w)) factors through projective modules, where
β . Similarly as the proof of Lemma 4.7, assume DE = V α , EF = V −1 β and we are going to prove the claim by constructing a two-sided ad-pair in F(v)× S(w) which contradicts to our assumption.
By definition of factor string, we have
, then there is nothing to prove for the claim. We assume that l(DE) > l(V α ) with D = h vβ −1 and consider the following two cases:
by (2) above, we consider following two subcases related to l(F ) :
which is not one-sided since l(D 0 ) > 0 and l(F 0 ) > 0. See the following figure
, and rewrite F = β t+1 · · · β m−1 β m with 0 ≤ t ≤ m where β m+1 := 1 e(βm) . We can rewrite E = E 0 β −1 β 1 · · · β t with E 0 ∈ S. Then we obtain a two-sided ad-pair Then we obtain a two-sided ad-pair
(1 e(α) , v, 1 e(β) ) × (D α Therefore we complete the proof of the claim. By using Similar discussion as in Lemma 4.7, Lemma 4.5 implies that f p factors through projective module. It completes the proof. 
