Abstract. We study a certain class of local sets of the two-dimensional Gaussian free field (GFF) in a simply-connected domain, and their relation to the conformal loop ensemble CLE4 and its variants. More specifically, we consider local sets that are both small in size (thin) and of bounded type in the sense that the harmonic function describing the mean value of the field away from the local set is bounded by some deterministic constant. We show that necessarily, such local sets are connected to the boundary of the domain and are subsets of certain nested versions of the CLE4 carpets. We also construct all thin local sets for which the harmonic function can take only two prescribed values and show that these sets are in fact almost surely determined by the GFF.
1. Introduction
General introduction.
Thanks to the recent works of Schramm, Sheffield, Dubédat, Miller (see [26, 5, 30, 12, 13, 14, 15] and the references therein), we know that many structures built using Schramm's SLE curves can be naturally coupled with the planar Gaussian Free Field (GFF). For instance, even though the GFF is not a continuous function, SLE 4 and the conformal loop ensemble CLE 4 can be viewed as "level lines" of the GFF. In these couplings, the notion of local sets of the GFF and their properties turn out to be instrumental. This general abstract concept appears already in the study of Markov random field in the 70s and 80s (see in particular [23] ) and can be viewed as the natural generalization of stopping times for multidimensional time. More precisely, a random set A coupled with a (zero-boundary) GFF in a planar domain D is said to be a local set for this GFF, if the conditional distribution of the GFF in D \ A given A has the law of the sum of a (conditionally) independent GFF Γ A in D \ A with a random harmonic function h A defined in D \ A. This harmonic function can be interpreted as the harmonic extension to D \ A of the values of the GFF on ∂A.
In the present paper, we are interested in a special type of local sets that we call bounded type thin local set (or BTLS). Our definition of BTLS imposes three type of conditions, on top of being local sets:
(1) There exists a constant K such that almost surely, |h A | ≤ K in the complement of A. (2) The set A is a thin local set in the sense defined in [28, 33] . This means that the harmonic function h A carries itself also all the information about the GFF also on A, in the sense that for any smooth test function f , the random variable (Γ, f ) is almost surely equal to ( D\A h A (x)f (x)dx) + Γ A (f ). (3) Almost surely, each connected component of A that does not intersect ∂D has a neighborhood that does intersect no other connected component of A.
If the set A is a BTLS with the constant K in the first condition, we say that it is a K-BTLS. The first two conditions are the most important ones. The first condition is of course highly non-trivial. Notice that a deterministic non-polar set is not a BTLS because the corresponding harmonic function is not bounded, so that a non-empty BTLS is necessarily random. As we shall see, the second condition can be understood as a condition on the size of the set A (it can not be and n (z ) = n (z), so that n (·) can be viewed as a constant function in O n (z). Furthermore, for each z ∈ D, the sequence Υ n (z) = n m=1 m (z) is a simple random walk. For each n, the complement A n of the union of all O n (z) with z ∈ Q 2 ∩ D is then a BTLS and the corresponding harmonic function h n is just 2λΥ n (·). The set A n is called the nested CLE 4 of level n (we refer to it as CLE 4,n in the sequel). It is in fact easy to see that one can recover the GFF Γ from the knowledge of all these (A n , h n ) for n ≥ 1 (because for each smooth test function f , the sequence (Γ − h n )(f ) converges to 0 in L 2 ).
For each integer M ≥ 1, one can then define for each z in H, the random variable M (z) to be the smallest m at which |Υ m (z)| = M . As for each fixed z, the sequence (Υ n (z)) is just a simple random walk, M (z) is almost surely finite. The complement A M of the union of all these O M (z) (z) for z with rational coordinates defines a 2λM -BTLS: Indeed, the corresponding harmonic function is then constant in each connected component O M (z) (z) and takes values in {2M λ, −2M λ}, and we explain in Section 4) that the Minkowski dimension of A M is almost surely bounded by d = 2 − (1/(8M 2 )) < 2 which imply the thinness. We refer to this set A M as a CLE M 4 (mind that M is in superscript, as opposed to CLE 4,m , where we just iterated m times the CLE 4 ).
A special case of our results is that this CLE M 4 is the only BTLS with harmonic function taking its values in {−2M λ, 2M λ}. More precisely: Proposition 1. Suppose that A is a BTLS coupled to the same GFF as a CLE M 4 , and such that the corresponding harmonic function h A takes values in {−2M λ, 2M λ}. Then, A is almost surely equal to the CLE M 4 . In particular, for M = 1 and taking A to be another CLE 4 coupled with the same GFF, this means that any two CLE 4 that are coupled with the same GFF as local sets are almost surely identical. This BTLS approach therefore provides a rather short proof of the fact the first layer CLE 4 and all nested CLE 4,m are deterministic functions of the GFF (hence, that the information provided by the collection of nested labelled CLE 4,m 's is equivalent to the information provided by the GFF itself). This fact is not new and is due to Miller and Sheffield [11] , who have outlined the proof in private discussions, presentations and talks (and a paper in preparation). Our proof follows a slightly different strategy than the one proposed by Miller and Sheffield, with a different angle, although the basic ingredients are very similar (absolute continuity properties of the GFF, basic properties of local sets and the fact that SLE 4 itself is a deterministic function of the GFF).
Let us stress that here and in subsequent propositions, the condition of being thin is necessary. Indeed, if we consider the union of a CLE 4 with, say, the component of its complement that contains the the origin, we still obtain a local set for which the corresponding harmonic function is in {−2M λ, 2M λ}, yet it is almost surely clearly not contained in any of the CLE M 4 . We also characterize all possible BTLS such that the harmonic function can take only two possible prescribed values, and study their properties: Proposition 2. Let us consider −a < 0 < b.
(1) When a + b < 2λ, it is not possible to construct a BTLS A with h A ∈ {−a, b}.
(2) When a + b ≥ 2λ, it is possible to construct a BTLS A −a,b coupled with a GFF Γ in such a way that h A ∈ {−a, b}. Moreover, the sets A −a,b are • Unique in the sense that if A is another BTLS coupled with the same Γ, such that for all z ∈ D, h A (z) ∈ {−a, b} almost surely, then A = A −a,b almost surely.
• Measurable functions of the GFF Γ that they are coupled with.
• Monotonic in the following sense:
Further information about the sets A −a,b and their properties (detailed construction, dimensions) as well as some generalizations are discussed in Section 6.
Another type of result that we derive using similar ideas as in the proof of Proposition 1 goes as follows:
Proposition 3. If A is a (2M λ)-BTLS associated to the GFF Γ, A is almost surely a subset of the CLE M +1 4 associated to Γ.
Notice that one would expect to conclude that A ⊆ CLE M 4 in the proposition (and this would mean that CLE M 4 is maximal among all 2λM -BTLS), but this seems to require some more technical work that we do not discuss in the present paper. As an immediate consequence, we see that the finite union of BTLS is almost surely contained in some CLE M 4 for some given M , and that it is again a BTLS. This type of facts helps to derive the above-mentioned fact:
The structure of the paper is the following: We first recall some basic features about BTLS. Then, we consider generalized level lines of the GFF and discuss a useful result about their boundary hitting behaviour. Thereafter, we recall features of the construction of the coupling of the GFF with CLE M 4 . This sets the stage for the proofs of the propositions involving CLE M 4 . We then finally turn to Proposition 2 and the discussion about the dimension of the sets A −a,b .
Local sets and BTLS
In this section, we quickly browse through basic definitions and properties of the GFF and of bounded-type local sets. We only discuss items that are directly used in the current paper. For a more general discussion of local sets, thin local sets (not necessarily of bounded type), we refer to [28, 33] .
Throughout this paper, the set D denotes an open planar domain with a non-empty and nonpolar boundary. By conformal invariance, we can always assume that D is a subset of the unit disc D. The most general case that we work with are domains D such that the complement of D has at most countably many connected components with only finitely many components in each compact set and no complement being a singleton (this is a non-trivial condition as it excludes for instance sets like D \ K, where K ⊂ [0, 1] is the middle Cantor set). Recall that by a theorem of He and Schramm [9] , such domains D are known to be conformally equivalent to a circle domain (i.e. to D \ K, where K is a union of closed disjoint discs).
Recall that the (zero boundary) Gaussian Free Field (GFF) in a domain D can be viewed as a centered Gaussian process Γ (we also sometimes write Γ D when we the domain needs to be specified) indexed by the set of continuous functions with compact support in D, with covariance given by
where G D is the Green's function (with Dirichlet boundary conditions) in D, normalized such that G D (x, y) ∼ (2π) −1 log(1/|x − y|) as x → y. For this choice of normalization of G (and therefore of the GFF), we set λ = π/8.
Sometimes, other normalizations are used in the literature: If G D (x, y) ∼ c log(1/|x − y|) as x → y, then λ should be taken to be (π/2) × √ c. Note that it is in fact possible and useful to define the random variable Γ(µ) for any fixed Borel measure µ, provided the energy µ(dx)µ(dy)G D (x, y) is finite.
Similarly to Brownian motion, the GFF can be also viewed as the Gaussian measure associated to the Dirichlet space H 1 0 , which is the closure of the set of smooth functions of compact support in D with respect to the Dirichlet norm
The Dirichlet space is also the Cameron-Martin space for the GFF; in particular the law of Γ + F is absolutely continuous with respect to the law of Γ whenever F ∈ H 1 0 , and the Radon-Nikodym derivative is given by a constant multiple of exp((Γ, F ) ∇ ), see e.g. [5, 30] .
The covariance kernel of the GFF blows up on the diagonal, which makes it impossible to view Γ as a random function. It can, however, be shown that the GFF has a version that lives in some space of generalized functions, what justifies the notation (Γ, f ) for Γ acting on functions f (see for example [5] ). However, it is not possible to make sense of (Γ, f ) when f = 1 A is a the indicator function of an arbitrary random set A. Local sets form a class of random sets where this is (in a sense) possible:
Definition 5 (Local sets). Consider a random triple (Γ, A, Γ A ), where Γ is a GFF in D, A is a random relatively closed subset of D (i.e. D \ A is open) and Γ A a random distribution that can be viewed as a harmonic function when restricted to D \ A. We say that A is a local set for Γ if conditionally on
Notice that being a local set can also be seen as a property of the law of the couple (A, Γ), as one can recover Γ A as the conditional expectation of Γ given A.
Let us list a few properties of local sets (see for instance [26] for derivations and further properties):
(1) Any local set can be coupled in a unique way with a given GFF: if two random triples (Γ, A, Γ A ) and (Γ, A, Γ A ) are both local couplings, then Γ A and Γ A are almost surely identical. (2) When A and B are local sets coupled with the same GFF Γ, and that (A, Γ A ) and (B, Γ B )
are conditionally independent given Γ, then A ∪ B is also a local set coupled with Γ.
We now define local sets of bounded type:
and Γ a GFF defined on the same probability space. Let K ∈ R + , we say that A is a K-BTLS if the following four conditions are satisfied:
Almost surely, each connected component of A that does not intersect ∂D has a neighborhood that does intersect no other connected component of A. (4) A is a thin local set in the sense defined in [28, 33] : for any smooth test function f ∈ C ∞ 0 , the random variable (Γ, f ) is almost surely equal to
If A is a K-BTLS for some K, we say that it is a BTLS.
Note also that it is in fact possible to remove all isolated points from a BTLS (of which there are at most countably many because of the third property) without changing the property of being BTLS. Indeed, the bounded harmonic function h A can be extended to those points and a GFF does not see polar sets. We therefore replace the third property by: This reformulation will be handy to keep our statements simple. It is not hard to see that in the case where the harmonic function is bounded, the condition of being thin given above is equivalent to saying that for the upper dyadic approximation [A] n of A, and for any smooth test function f , the sequence of random variables (Γ, f 1 [A]n ) converges in probability to 0. From a Borel-Cantelli argument, one can moreover see that this equivalent condition is implied by (see [28, 33] ): ( * ): The expected volume of the -neighborhood of A decays like o(1/ log(1/ )) as → 0.
Note that if A and B are two BTLS that are coupled with the same GFF Γ, and that are conditionally independent given Γ, then we know by Lemma 6 that A ∪ B is a local set. Hence, in order to check that A ∪ B is a BTLS, we need to show it is thin and give an upper bound for the harmonic function h A∪B .
It is not hard to derive the following related fact:
Lemma 8. Let A be a thin local set that satisfies the condition (3') of Definition 7, and let A be a K-BTLS coupled with the same GFF in such a way that A ⊆ A almost surely. Then A is a K-BTLS.
Proof. One just has to check that |h A | ≤ K. For any smooth ρ with compact support have that
we have that for any z ∈ D \ A and any radially symmetric ρ z of unit mass and with support inside
The claim now follows from Jensen's inequality for conditional expectations.
After showing that any BTLS is contained in some CLE M 4 and checked that CLE M 4 satisfies indeed ( * ), this lemma is used to show the union of any two BTLS is a again a BTLS.
The following lemma is very useful in our proof of the fact that any BTLS is contained in some CLE M 4 : Lemma 9. Let A and B are two BTLS coupled to the same GFF and suppose that almost surely, A satisfies condition ( * ). Then, if almost surely, for all z / ∈ A ∪ B, |h A (z)| ≥ |h A∪B (z)|, we have that almost surely B ⊆ A.
Proof of Lemma 9: First, let us briefly explain why the conditions on A and B imply that A ∪ B is a thin local set. We know that A ∪ B is local. To show that A ∪ B is thin, we use the equivalent condition mentioned above. Indeed, note that (Γ, f 1 [A∪B]n ) can be written as the sum of
The first term converges to 0 thanks to the definition and the second one thanks to condition ( * ). We refer to [28] for a more detailed discussion. Now we know that Γ = h A + Γ A = h A∪B + Γ A∪B , and we know the conditional distribution of Γ A (resp. Γ A∪B ) given the σ-field A generated by (A, h A ) (resp. the σ-field B = σ(B, A, h A , h B , h A∪B ) -the fact that one can use this larger σ-field instead of σ(A ∪ B, h A∪B ) follows directly from the proof of the fact that A ∪ B is local). We also denote by A + (resp. A − ) the set of points in D \ A where h A is non-negative (resp. non-positive). Then, for any open set O,
Similarly, by conditioning on B, one gets that this same quantity is equal also to
But by definition, when
Hence, using the fact that G D\(A∪B) ≤ G D\A , we conclude that for every open set, almost surely on the event Consider the bounded harmonic function F 0 (z) in the upper-half plane with boundary values −λ on R − and +λ on R + . Suppose that (η(t), t ∈ [0, τ )) is a random simple curve defined in the closed upper half-plane, such that η(0) = 0, η(0, τ ) ⊂ H and the time τ is the (possibly infinite) smallest positive time t at which lim inf s→t− d(η s , R) = 0. Then, there exists a unique way to couple η with a GFF Γ in such a way that the following property holds (we state it in a somewhat strange way that will be easier to generalize): ( * * ): For all t, the set η[0, min(t, τ )] is a BTLS of the GFF Γ, with harmonic function h t defined as follows:
with boundary values −λ on the left-hand side of η, +λ on the right side of η, and with the same boundary values as F 0 on R − and R + . Furthermore, this curve is then a SLE 4 (and τ = ∞ almost surely), and when one couples SLE 4 with a GFF Γ in this way, then the SLE 4 process is in fact a measurable function of the GFF (see [5, 12, 26, 30, 33] for all these facts). This statement can be generalized to more general harmonic functions F , which gives rise to SLE 4 (ρ)-type processes. See for instance [22] .
3.2. GFF absolute continuity. Let D = H \ K, where K is a countable union of closed discs such that in any compact set there are only finitely many of them. Consider a finite union S of closed dyadic squares in D with I := ∂S ∩ R = ∅, and a harmonic function H in D such that H extends continuously to an open neighborhood I of I in R in such a way that H = 0 on I (we then say that the boundary value of H on I is zero).
Using absolute continuity properties of the GFF, it is not hard to see that the GFF Γ and Γ + H are mutually absolutely continuous, when restricted to S (the proof of the following lemma can be found for example in [5, 30] 
Lemma 10. Let Γ be a (zero boundary) GFF in D and denote its law restricted to S by P. Let alsõ P be the law of Γ + H, restricted to S. Then P andP are mutually absolutely continuous with respect to each other. Moreover, the Radon-Nikodym derivative dP/dP is a multiple of exp((H, Γ) ∇ ) wherẽ H is the bounded harmonic function in D\∂S that is equal to H on the boundary of S and to zero on the boundary of D.
Furthermore, if D is another domain as above, Γ is a GFF in D and S ⊆ D ∩ D is at positive distance of ∂D ∂D , then the laws of Γ and Γ restricted to S are mutually absolutely continuous.
This absolute continuity property allows to change boundary conditions for local couplings away from the local sets:
Proposition 11. Under the previous conditions, suppose that A is a BTLS for Γ an D-GFF such that A ⊂ S ⊂ D almost surely. DefineP := Z exp((H, Γ) ∇ )dP. Then A is coupled as a local set withΓ := Γ −H (that is aP zero-boundary GFF). The corresponding harmonic functionh A is equal to the unique bounded harmonic function on D \ A such thath A + H − h A goes to 0 on ∂A ∪ I, and thath A goes to 0 on ∂D \ I.
Proof. Notice that by the Cameron-Martin Theorem for the GFF (see Section 2), the law of Γ under P is that ofΓ +H, whereΓ is aP GFF. Now we have to verify that with this change of variables A is still a local set. Note that conditioned to (A, h A ) we can write Γ = h A + Γ A , where Γ A is a P-GFF on D \ A. We have to show that underP, we can write Γ A =Γ A +H +h A − h A , whereΓ A is aP-GFF on D \ A andh A is the unique bounded harmonic function on H \ A such thath A + H − h A goes to 0 on ∂A ∪ I, and thath A goes to 0 on ∂D \ I. Let M be a measurable function of the field Γ A , thenẼ
where in the last equality we use that Γ A is a GFF and thath A − h A is harmonic in D \ A. But, we know that (under P), conditionally on (A, Γ A ), Γ A is just a GFF. Thus using again the Cameron-Martin Theorem and Lemma 6-(i), we can conclude.
Corollary 12. Let D ⊆ D be another domain with the same properties. Under the previous conditions, suppose that A is a BTLS for a GFF in D such that A ⊂ S ⊂ D almost surely. Then, there exist an absolutely continuous probability measureP under which A is coupled as a local set with aP zero-boundary GFF in D and the corresponding harmonic functionh A is equal to the unique bounded harmonic function in D such thath A + H − h A goes to 0 on ∂A ∪ I, and thath A goes to 0 on ∂D \ I.
Proof. It can be shown that A is a local set for Γ D\D such that its harmonic function (h D\D ) A goes to 0 on ∂D \ I and (h D\D ) A − h A + h K goes to 0 on ∂A ∪ I (see Lemma 3.9-1 of [26] , or [33] ). We conclude using the fact that h D\D is independent of h D\D and Proposition 11.
3.3. SLE/GFF absolute continuity. Let D be as above and let H be a harmonic function on D with zero boundary conditions on some real neighbourhood I of the origin. Then we can define Proof. Let S denote the collection of regions S such that S is a finite union of closed dyadic squares in D with 0 ∈ ∂S ∩ ∂D ⊂ I and with S simply connected. Note that is enough to show that for all S ∈ S there is at most one curve satisfying ( * * ), when one replaces F 0 by F 0 + H, until the time it exits S. Indeed, suppose by contradiction that η 1 and η 2 are two different curves with this property and that with positive probability they do not agree. Thanks to Corollary 12, we can construct two local setsη 1 andη 2 coupled with the same GFF in a simply connected domain D ⊆ D such that when we apply φ, the conformal transformation from D to H, ( * * ) holds for φ(η 1 ) and φ(η 2 ) until the time they exit H. The fact that they are different with positive probability contradicts the uniqueness of the Schramm-Sheffield coupling proved in [5, 26] . It remains to show the existence of this curve. Take S n an increasing sequence of elements in S such that their union is D. We can define η until the time it exits S n , by using the SchrammSheffield coupling and Proposition 12. The above argument shows that they are compatible and so we can define η until the first time it touches ∂D. The measurability is just a consequence of the existence and uniqueness.
In Lemma 14 (Boundary hitting of generalized level lines). Let η be a generalized level line of Γ + F 0 + H in D such that H is harmonic in D and has zero boundary values in a neighbourhood I of zero. Suppose F 0 + H ≥ λ in some neighbourhood J of x ∈ ∂D. Let τ denote the first time at which inf{d(η s , J), s < t} = 0. Then the probability that τ < ∞ and that η(t) converges to a point in J as t → τ − is equal to 0. This also holds if F 0 + H ≤ −λ in (x − , x + ) and more generally for any open neighbourhood of x on ∂D with similar conditions. Proof. Let S be a finite union of closed dyadic squares in the upper half-plane with 0 ∈ ∂S, x ∈ ∂S, ∂S ∩ ∂D ⊂ I ∪ J and S ∩ K = ∅. From Lemma 13 we know that for any such S, a generalized level line η is measurable up to leaving S w.r.t. the GFF restricted to S. We first consider the case x ∈ R and suppose x < 0.
Define a harmonic function H 0 on H such that H 0 = H on (x − , x + ), H 0 = 0 on [x + , ∞) and H 0 = 2λ on (−∞, x − ]. Then GFFs Γ + F 0 + H 0 and Γ + F 0 + H restricted to S are absolutely continuous by Lemma 10. Also, both of these generalized level lines are measurable w.r.t. the GFF until they exit S. Now F 0 + H 0 satisfies the conditioned mentioned above and hence almost surely the generalized level line of Γ + F 0 + H 0 does not exit from S on S ∩ (x − , x + ) in finite time. By absolute continuity and measurability of both generalized level lines, the result follows.
The case x > 0 is treated similarly. To treat the case where x is on the boundary of some component D 1 of K, notice that it suffices to consider S that do not surround D 1 and that for any such S we can connect D 1 to R using some curve γ such that H \ (D 1 ∪ γ) is simply connected and contains S. The previous argument and Corollary 12 show that η cannot leave S through S ∩ J in finite time. 4. A construction of CLE M 4 and its coupling with the GFF In this section, we review the coupling of the GFF with the nested CLE 4 using Sheffield's SLE 4 exploration trees (i.e. the branching SLE 4 (−2) process). As this section does not contain really new results, we try to be rather brief, and refer to [29, 33] for details. Note that we also provide an alternative construction of CLE 4 and its coupling to the GFF in Section 6.
Radial symmetric SLE 4 (−2).
Let us first recall the definition of the radial (symmetric) SLE 4 (−2) process targeted at 0 (for non-symmetric variants see [29] ). It is the radial Loewner chain (K t ) t≥0 in the unit disc, with driving function ξ t defined as follows:
• Start with a standard real-valued Brownian motion (B t , t ≥ 0) with B 0 = 0.
• Then, define the continuous process U t := t 0 cot(B s )ds.
• Finally, set W t = 2B t + U t and ξ t := exp(iW t ).
We set D t = D \ K t , and denote by f t to be the conformal maps from D t onto D normalized at the origin.
Notice that as the integral t 0 | cot(B s )|ds is almost surely infinite, the definition of U t can not be viewed as an usual absolutely converging integral. Yet, one can for instance define first U t as the integral of 1 {d(Bs,πZ)≥ } cot(B s ) and show that these approximating processes U t converge in L 2 to a continuous processes U t . See e.g. [34] for a discussion of the chordal analogue.
We now describe some properties of the hulls generated by the radial SLE 4 (−2). For more details, see [29, 32, 34] :
(1) The process O t := exp(iU t ) describes the evolution of the marked point in the SLE κ (ρ) framework. In particular, SLE coordinate change considerations (see [4, 27] ) show that during the time-intervals during which B t is not in πZ, the process behaves exactly like a chordal SLE 4 targeting the boundary prime end f
2) It is therefore clear that during the open time-intervals at which B is not in πZ, the Loewner chain is generated by a simple continuous curve. These excursions of B away from πZ correspond to the intervals during which the SLE 4 (−2) traces "quasi-loops": If (t 0 , t 0 ) is an excursion interval away from πZ, then γ(t 0 , t 0 ) is the image of a loop from ξ t 0 to itself in D via f
. When B t 0 = B t 0 , then this quasi-loop does not surround the origin, when B t 0 = B t 0 ± π, it surrounds the origin clockwise or anti-clockwise. We stress that during the time-interval corresponding to excursions of B away from πZ the tip of the Loewner chain does not touch its past boundary and at the end of the excursion it accumulates at the prime end corresponding to the starting point. (3) It is also possible to see (via the loop-soup construction of CLE 4 , see [31] ) that these quasiloops are in fact proper loops (i.e. that f
is a proper boundary point), but we do not, in fact, need this fact in the present paper. In fact, it can be shown that the whole SLE 4 (−2) is generated by a two-dimensional curve, see [16] . For any other z ∈ D, one can define the radial SLE 4 (−2) from 1 to z in D to be the conformal image of the radial SLE 4 (−2) targeting the origin, by the Moebius transformation of the unit disc that maps 0 to z, and 1 onto itself. This is now a Loewner chain growing towards z, and it is naturally parametrized using the log-conformal radius seen from z.
Moreover the radial SLE 4 (−2) processes for different target points can be coupled together in a nice way. This target-invariance feature was first observed in [4, 27] , and is closely related to the decompositions of SLE 4 (−2) into SLE 4 "excursions" mentioned in (1) . It says that for any z and z , the SLE 4 (−2) targeting z and z can be coupled in such a way that they coincide until the first time σ(z, z ) at which z gets disconnected from z for the chain targeting z and evolve independently after that time. Note that in this coupling, the natural time-parametrizations of these two processes do not coincide. However, using the previous observation about the relation between the excursions of B and the intervals during which the SLE 4 (−2) traces a simple curve, we see that up to time σ(z, z ) the excursion intervals away from πZ by the Brownian motions used to generate the SLE 4 (−2) processes targeting z and z correspond to each other. The time-change between the two Brownian motions can be calculated explicitly. For instance, if we define B z4.2. SLE 4 (−2) branching tree and CLE 4 . The target-invariance property of SLE 4 (−2) leads to the construction of the radial SLE 4 (−2) branching-tree. We next summarize its definition and its main properties:
• For a given countable dense collection Z of points in D, it is possible to define on the same probability space a collection of radial SLE 4 (−2) processes in such a way that for any z and z , they coincide (modulo time-change) up to the first time at which z and z get disconnected from each other, and behave independently thereafter.
• For any z consider the first time τ z at which the underlying driving function driving function exits the interval (−π, π) and define O(z) to be the complement of K t at that time containing z. Define O(z ) similarly. The previous property shows that z ∈ O(z) if and only if z ∈ O(z ).
• The CLE 4 carpet is then defined to be the complement of ∪ z∈Z O(z). In the sequel, we just write CLE 4 to denote this set (i.e. we call CLEs to be the random fractal sets, not the collection of loops).
Notice that from the construction, it is not obvious that the law of the obtained CLE 4 (and its nested versions) does not depend on the choice of the starting point (here 1) on ∂D (ie. of the root of the exploration tree). However, Propositions 1 and 2 provide one possible proof of the fact that this choice of starting point does not matter (this is also explained in [34] , using the loop-soup construction of [31] ). This justify a posteriori that when one iterates the CLE 4 in order to construct the nested versions, one does in fact not need to specify where to continue the exploration.
On the other hand, from this construction it is easy to estimate the expected area of theneighborhood of CLE 4 and to see that the upper Minkowski dimension of CLE 4 is almost surely not greater than 15/8 = 2 − 1/8. This follow from arguments in [27] : One wants to estimate the probability that d(z, CLE 4 ) < r. By conformal invariance it is enough to treat the case where z is the origin in the unit dicc. But we can note that the conformal radius of D t (in the SLE 4 (−2)) is comparable to d(0, ∂D t ) by Koebe's 1/4-Theorem, and that the log-conformal radius of D \ CLE 4 from the origin is just minus the exit time of (−π, π) by the Brownian motion B which is a wellunderstood random variable (see [21] for instance). Hence, the asymptotic behavior as r → 0 of the probability that d(0, CLE 4 ) < r can be estimated precisely.
One can also prove the somewhat stronger statement that the Hausdorff dimension CLE 4 is in fact equal to 15/8, by using second moment bounds (ie. bounds on the probability that two points z and z are close to CLE 4 ), see [19] .
The nested CLE 4,m and CLE M 4 can then be defined by appropriately iterating independent CLE 4 carpets in the respective domains O(z) (starting the explorations in the nested domains at the point where one did just close the loops). The definition of CLE M 4 is almost word for word the same, just replacing τ (z) by τ M (z) which is the first time at which the underlying Brownian motion B exits the interval (−M π, M π). A similar argument then shows that the upper Minkowski dimension of CLE M 4 is not greater than 2 − (1/(8M 2 )) (the M 2 term is then just due to Brownian scaling -the exit time of (−M π, M π) by Brownian motion is equal in distribution to M 2 times the exit time of (−π, π)).
4.3.
Coupling with the GFF. To explain the coupling CLE 4 with the GFF, we can first describe the coupling of a single radial SLE 4 (−2) process with a GFF. The whole coupling then follows iteratively from the strong Markov property and from the branching tree procedure. The proof of the coupling of the radial SLE 4 (−2) follows the steps of the coupling of the usual SLE 4 with the GFF, as explained for instance in [26, 30] . It is based on the following observations:
(1) The Hadamard formula (see for instance [10] ) gives the time-evolution of the Green's function under Loewner flow: for any two points x and y in D, the Green's function G Dt (x, y) evolves until min(σ(z, 0), σ(w, 0) according to
where by P z we denote the Poisson kernel in D seen from z and targeted at ξ t as before. (2) The cross-variation d B z , B w t between the two local martingales B z and B w is equal to 4π 2 P ft(z) P ft(w) dt, so that
(3) We can interpret |B z t |/π (up to τ (z)) as the harmonic measure in D t seen from z, of the boundary arc between the tip of the curve and the force point U t (the sign of B z t describes which of the two arcs one considers). One can the first couple the GFF with the radial SLE 4 (−2) up to the first time at which it surrounds the origin, exactly following the arguments of [30] . This defines a BTLS with harmonic function in {−2λ, 0, 2λ}. For those domains where the harmonic functions are zero, one can then continue the SLE 4 (−2) iteration targeting another well-chosen point in that domain and proceed.
This radial construction is arguably also the easiest one to explain that in fact, conditionally on the CLE 4 , the labels j are i.i.d. This is then just a consequence of the time-reversal of SLE 4 , so that changing the orientation of the quasi-loop that traces the boundary of O j corresponds to a measure-preserving transformation of the driving Brownian motion (see for instance [34] ). We come back to this in Paragraph 6.2.3.
Comparisons of BTLS with CLE M 4
We now derive Proposition 3, Proposition 1 and Proposition 4. In some sense, this section is the core of the present paper.
Here D always denote a simply connected planar domain with non-empty boundary (so that the previous definition of CLE 4 makes sense).
Proof of Proposition 3.
Let us fix a point z, and consider the radial SLE 4 (−2) process targeted at z that is coupled with the field (and with the CLE M +1 4 ) as described before. If O(z) ⊂ O M +1 (z), then at some rational time (for the radial SLE's parametrization), this radial SLE is drawing some piece of ∂O M +1 (z) within O(z).
We therefore consider a fixed rational time q, and consider the event E q that the radial SLE 4 (−2) process targeting z, stopped at τ M +1 (z), has the following properties:
• It is tracing a loop.
• Its tip is in O(z).
• Its boundary values are either 2λM or 2λ(M + 1)
Let U denote the connected component of the complement of O(z) \ K q that has η q on its boundary.
Then, conditionally on E q , A and (K s , s ≤ q), the evolution of η after q is that of a generalized level line in U that traces a 2λM versus 2λ(M + 1) interface for the GFF with boundary values depicted in Figure 4 , until the first time at which this level-line hits the boundary of U again. From Lemma 14, it then follows that it can not exit U through some point of (∂O(z)) \ K q because of the boundary values of the field there. Hence, the domain that this generalized level line after closing itself is almost surely included inside O(z). In particular, if it happens that this domain contains z, then the connected component of the complement of A ∪ CLE M +1 4 that contains z has ∂O M +1 (z) as its outer boundary, and maybe some inner boundaries (that are part of ∂O(z) -this can happen only if O(z) is not simply connected). Importantly, the intersection of ∂O M +1 (z) and ∂O(z) is at most two points. As the maximum value of the -circle average of the GFF is of the order log(1/ ), On the other hand, with positive probability, D \ A contains an annular open region that disconnects this connected component of A from ∂D. Hence, there exists a deterministic such annular region O such that with positive probability, O is in D \ A and disconnects a connected component of A from ∂D (we call this event E = E O ).
Given A and h A , the conditional distribution of Γ A is a GFF. It follow from Lemma 10 that on the event E O , the conditional distribution of Γ A restricted to O is mutually absolutely continuous with respect to the conditional distribution of Γ itself restricted to O. It is possible to show, using Corollary 12 and the fact that with positive probability the radial SLE 4 (−2) makes a loop inside O, that with positive probability the CLE 
BTLS with two prescribed boundary values
In this section, we describe the class of BTLS such that the harmonic function can only take two prescribed possible values. In particular, we construct a collection of BTLS that are smaller than CLE 4 and determine for which values such BTLSs exist.
Some aspects of the following discussion are strongly related to the κ = 4 case of boundary conformal loop ensembles (and their nesting) introduced and studied in [16] (that was written up in parallel to the present paper) for general κ.
6.1. A first example. Let us first describe in some detail one specific example. Consider a GFF in the unit disc and fix two boundary points, say −i and i. Consider the zero-level line of this GFF. This is an SLE 4 (−1; −1) from −i to i that is coupled with the GFF as a BTLS [12] . It is known that this is a simple path η from −i to i in the closed disc, and it is easy to see that its Minkowski dimension is almost surely smaller than some d < 2. Moreover, it is also known that the SLE 4 (−1; −1) is a deterministic function of the GFF [12] .
The harmonic function h η associated to this curve is described as follows: D \ η is the union of countably many connected components (D 1 j ) j∈J , and a component lies either to the right or to the left of the curve (if one views the curve as going from −i to i). In each component D 1 j , the harmonic function has boundary conditions 0 on ∂D 1 j ∩ ∂D and on ∂D 1 j ∩ η, the boundary condition is λ or −λ depending on whether D 1 j is on the left or on the right of η. As inside each component D 1 j have independent GFF-s with boundary conditions, we can iterate: Suppose for example that the D 1 j lies to the right of η, then, ∂D 1 j is divided into to arcs, one of which is an excursion of η away from the ∂D, and the other one is a counter-clockwise arc from x j to y j of ∂D. We now define a SLE 4 (0; −1) process from x j to y j . This is again a simple curve, and can be coupled with the GFF with boundary conditions h A in D 1 j in such a way that the boundary conditions on its left are −λ and on its right are λ. We proceed in a symmetric way in the connected components that lie above η. In this way, we obtain a new BTLS (by first sampling η, and then one SLE 4 (0; −1) process in each D 1 j ), and harmonic functions defined via the boundary conditions as indicated in Figure 5 .
The iteration then further proceeds by defining SLE 4 (0; −1) processes in each of the remaining connected components which have part of ∂D on their boundary. One then defines a second layer of loops and one proceeds iteratively. We then consider the closure A −λ,λ of the union of all the traced level lines.
Clearly, after any finite number of iterations in the previous construction, one has a λ-BTLS, and therefore a subset of the CLE 2 4 by our previous results. Hence, A is itself a subset of the CLE 2 4 and therefore a BTLS. It is also easy to see that a given point z ∈ D is almost surely contained in a loop cut out after finitely many iterations, so that the harmonic function associated to A takes its values in {−λ, λ}. We can make the following observations about this set A −λ,λ :
• As opposed to the CLE 4 , the set A −λ,λ is fairly skinny. Indeed, it is just made out of the union of all SLE 4 type of paths. For instance, each excursion of η away from ∂D is on the boundary between two connected components of A −λ,λ (one +λ loop to its right and one −λ loop to its left). This indicates that the Minkowski dimension of A −λ,λ should be 3/2 (we will come back to this later).
• The set A −λ,λ is the only BTLS with boundary values in {−λ, λ}. In fact, suppose that A is another BTLS coupled with the same GFF as A −λ,λ , such that hÃ takes its values in {−λ, λ} and such that conditionally on Γ, A −λ,λ andÃ are independent. Then, one can loosely follow the strategy of the proof of Proposition 1 to conclude thatÃ = A −λ,λ almost surely. More precisely, consider again some z / ∈Ã and denote by O(z) the component of z in D \Ã. Now, notice that almost surely no level line in the construction of the component of z in D \ A −λ,λ can make an excursion inside of O(z): Indeed, consider for contradiction the first level line in the construction that enters O(z). Then one the one hand this level line cannot exit O(z) on the boundary ofÃ. On the other hand it is also almost surely a simple path. Thus, it cannot exit O(z) at all and we obtain a contradiction. As this holds for a countable dense family of z, we can again conclude from Lemma 9 that A −λ,λ is the only λ-BTLS with these properties. In particular its law does not depend on the arbitrary choice of the points x and y in the previous layered construction. Furthermore, we note that, similarly to the construction of CLE M 4 , we can iterate the construction of the set A −λ,λ to construct a BTLS with harmonic function that takes its values in {−2λ, 2λ}: indeed, we pick a countable number of dense z ∈ D and iterate the construction in the component containing z until the boundary values are in {−2λ, 2λ}. At each step in the construction, one has a 2λ−BTLS, and therefore in the limit, one still has a BTLS contained in CLE 2 4 . But from Proposition 1 it now follows that the obtained set is exactly the CLE 4 . This therefore provides an alternative construction of CLE 4 (and of its iterated nested versions CLE 4,m and CLE M 4 ) that builds only on the coupling of the chordal SLE 4 (−1; −1) and SLE 4 (0; −1) process with the GFF. Notice that in this case the measurability of the CLE 4 just follows from that of the respective SLE 4 (−1; −1) and SLE 4 (0; −1) processes plus general properties of the local set and level lines.
As we point out in Section 6.3, there is also a direct way to see that this set A −λ,λ and its iterates are thin (without using the relation to CLE M 4 as we just did). Hence, we indeed obtain a stand-alone construction of CLE 4 and of its properties. Interestingly, we cannot show that this construction gives the same law as CLE 4 without using the coupling with the GFF.
6.2.
General sets A −a,b and proof of Proposition 2. We first describe for any −a ≤ 0 ≤ b with b + a ≥ 2λ, the construction of a BTLS A −a,b such that the corresponding harmonic function takes its values in {−a, b}. This generalizes our previous constructions of A −λ,λ and CLE M 4 , that corresponds to A −2M λ,2M λ . We then prove that there are no such BTLS when b + a < 2λ (unless a or b are equal to 0, in which case one can take the empty set), and discuss the labels assigning to each component of D \ A −a,b its expected value. of the iteration, one has a BTLS that is contained in a given CLE M 4 for a fixed M . If we continue the iteration around every point z until the iteration stops, we define a BTLS A −a,b such that the corresponding harmonic function takes values in {−a, b}.
Conformal invariance of the GFF implies the conformal invariance of A −a,b and thus we see that P(h A −a,b (z) = −a) does not depend on z ∈ D. Using the fact that E((Γ, 1)) = 0, we therefore see that for all z ∈ D,
as one might have expected. To see that A −a,b are the unique BTLS B with h B ∈ {−a, b}, one can adapt the arguments that we used in the last subsection in the case where a = b = λ. Thus, in order to complete the proof of part (2) . Such a connected component has boundary value −a, but has no boundary arc that is shared with a component of D \ A −a,−a+2λ where the harmonic function is −a + 2λ. This leads to a contradiction with an observation made above: we know from the construction of A −a,−a+2λ that all interior boundary arcs are shared by two components of the complement.
6.2.3. Labels of A −a,b . We conclude this subsection with a small discussion about signs of the harmonic functions assigned to each (O j ) of CLE 4 . As mentioned in Section 4, by combining the radial SLE 4 (−2) construction and the reversibility of SLE 4 one can show that it is possible to first sample the family (O j ), and then the labels j using independent fair coins. The idea is that one can define the symmetric radial SLE 4 (−2) using a Poisson point process of SLE 4 bubbles, which is invariant under resampling of the orientations of the bubbles, see e.g. [34] ).
This conditional independence between the heights in different domains feature is specific to CLE 4 . For instance, for CLE M 4 the existence of a correlation between the heights in different domains is clear from the construction. For A −λ,λ , the situation is actually quite reversed: conditioned on A −λ,λ , one fair coin toss that decides the sign of the harmonic function at the origin is enough to determine the harmonic function in all the other connected components of the complement of A −λ,λ . This follows from the fact that any two neighbouring components have different heights. In the case of A c−λ,c+λ for c = 0, one does not even need to toss a coin, as the asymmetry (and conformal invariance) makes it in fact possible to detect almost surely the sign of the harmonic function at the origin. From this point of view, it is even quite intriguing that by iterating A −λ,λ , one obtains a CLE 4 where the signs of the heights are independent in the different components.
6.3. Dimension of A −a,b . The goal of the present paragraph is to derive the following fact: Proposition 15. For each given z, the random variable log(crad(z, D)) − log(crad(z, D \ A −a,b )) is distributed like a constant times the exit time from (−aπ/(2λ), bπ/(2λ)) by a one-dimensional Brownian motion B started from 0.
In particular, for each given z, the probability that d(z, A −a,b ) < r is (up to constants) comparable to r s for s = s −a,b := λ 2 /(2(b + a) 2 ) as r → 0.
Proof. Let us first focus on the case of the set A = A −λ,λ . Fix a point z ∈ D and note that the construction of the set A is obtained via a continuously increasing family of sets (A t , t ≥ 0) that correspond to the concatenation of the various chordal SLE 4 (−1; 1) and SLE 4 (0; −1) processes that one iterates. All these sets A t are clearly local sets, and the value of the corresponding harmonic function h t (z) at z is always in [−λ, λ] (as its boundary values are in {0, λ, −λ}). Furthermore, by definition it is a local martingale, and therefore a martingale. We know that it converges to either +λ or −λ as t → ∞.
On the other hand, we know (see eg. [12] ) that when R t is a continuously increasing family of local sets then h Rt (z) evolves like a constant times Brownian motion when parametrized by the decrease of the log-conformal radius of D \ R t seen from z. This therefore implies that log(crad(z, D)) − log(crad(z, D \ A)) is distributed like a constant times the exit time of (−π, π) by a one-dimensional Brownian motion.
Exactly the same argument can be applied to all A −a,b 's that we have constructed -one just needs to note that in our iterative procedure, all the iterations are independent and the harmonic functions h t always remain in [−a, b].
Note that this argument can be used to see that A −λ,λ is indeed a BTLS with upper Minkowski dimension almost surely not larger than 3/2 and that CLE 4 obtained by iterations of A −λ,λ is indeed a BTLS (as it satisfies (3)).
