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DIAMETER BOUNDS FOR METRIC MEASURE SPACES WITH ALMOST
POSITIVE RICCI CURVATURE AND MEAN CONVEX BOUNDARY
ANNEGRET BURTSCHER, CHRISTIAN KETTERER, ROBERT J MCCANN, AND ERIC WOOLGAR
Abstract. Consider a metric measure space with non-negative Ricci curvature in the sense
of Lott, Sturm and Villani. We prove a sharp upper bound on the diameter of any subset
whose boundary has a positive lower bound on its generalized mean curvature. This provides a
nonsmooth analog to a result of Li (2014). We also prove a stability statement concerning such
bounds.
1. Introduction
Li proved a sharp estimate for the boundary distance function d∂M of a smooth, n-dimensional
Riemannian manifold M with nonnegative Ricci curvature and smooth boundary ∂M whose mean
curvature is bounded from below by n−1. More precisely, he concluded d∂M ≤ 1 [Li14]. Li’s result
can be seen as a Riemannian analog of the Hawking singularity theorem from general relativity
[Haw66]. There has been considerable interest in generalizing Hawking’s result to a nonsmooth
setting [KSSV15, LMO19, Gra19]. Motivated in part by this goal, we give a generalization of Li’s
result which is interesting in itself and can serve as a model for the Lorentzian case. Indepen-
dently and simultaneously, Cavalletti and Mondino have proposed a synthetic new framework for
Lorentzian geometry (also under investigation by one of us independently [McC18]) in which they
establish an analogue of the Hawking result [CM20a].
In this short note we generalize Li’s estimate to subsets Ω of a (potentially nonsmooth) space X
satisfying a curvature dimension condition CD(K,N) with K near zero, provided the topological
boundary ∂Ω has a positive lower bound on its inner mean curvature in the sense of [Ket19].
The notion of inner mean curvature in [Ket19] is defined by means of the 1D-localisation (needle
decomposition) technique of Cavalletti and Mondino [CM17] and coincides with the classical mean
curvature of a submanifold in the smooth context. We also assume that the boundary ∂Ω satisfies
a measure theoretic regularity condition that is implied by an exterior ball condition. Hence, our
result not only covers Li’s theorem but also holds for a large class of domains in Alexandrov spaces
or in Finsler manifolds. Li was also able to prove a rigidity result: namely that, among smooth
manifolds, his diameter bound is obtained precisely by the Euclidean unit ball. In the nonsmooth
case there are also truncated cones that attain the maximal diameter, and we have not ruled out
the possibility of other nonsmooth optimizers.
Our main theorem reads as follows.
Theorem 1.1 (Diameter bounds for metric measure spaces). Let X be an essentially nonbranching
CD(K ′, N) space with K ′ ∈ R, N ∈ (1,∞) and sptm = X. Let Ω ⊂ X be open and relative com-
pact with m(∂Ω) = 0 such that Ω satisfies the restricted curvature-dimension condition CDr(K,N)
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for K ∈ R (Definition 2.3) and ∂Ω = S has inner mean curvature H−S and finite inner curvature.
Then the following hold:
1. If K ′ ≥ 0 = K and H−S ≥ N − 1 mS-a.e., then dΩc ≤ 1 where Ω
c = X \ Ω.
2. If K ′ ≥ 0 and K = κ(N − 1) > 0 and H−S ≥ 0 mS-a.e., then dΩc ≤ π/(4κ)
1/2.
3. For ǫ > 0 there exists δ > 0 such that: If K ′ ≥ −δ and ∂Ω has finite inner curvature with
H−S ≥ (1− δ)(N − 1) mS-a.e., then dΩc ≤ 1 + ǫ.
Remark 1.2 (Definitions). (1) The curvature-dimension conditions CD(K,N) and the restricted
curvature-dimension condition CDr(K,N) are defined in Definition 2.3. If X satisfies the
condition CD(K,N) then Ω 6= ∅ trivially satisfies CDr(K,N) for the same K.
(2) The property “having finite inner curvature” (Definition 2.17) is implied by an exterior
ball condition for Ω (Lemma 2.21). The surface measure mS is defined in Definition 2.15.
(3) For S with finite inner curvature, the definition of generalized inner mean curvature H−S
is given in Definition 2.17. Let us briefly sketch the idea. Using a needle decomposition
associated to the signed distance function dS := dΩ−dΩc , one can disintegrate the reference
measure mX with conditional measures mγ that are supported on curves γ of maximal slope
w.r.t. dS , the so-called needles. For almost every curve γ there exists a density hγ of mγ
w.r.t. the 1-dimensional Hausdorff measureH1. Then the inner mean curvature for mS-a.e.
p = γ(t0) ∈ S is defined as
d−
dt log hγ(t0) = H
−
S (p). We postpone details to the Sections
2.3 and 2.4. In the case X is a Riemannian manifold and ∂Ω is a submanifold the inner
mean curvature coincides with the classical mean curvature.
(4) In [CM20b] a notion of mean curvature bounded from below was introduced that does not
require the assumption of finite inner curvature but that the boundary measure mS is a
Radon measure. We can phrase and prove our theorem also for this setting (see Appendix).
In any case some additional regularity for Ω is necessary.
(5) Our assumptions cover the case of a Riemannian manifold with boundary: If M is a n-
dimensional Riemannian manifold with boundary and ricM ≥ K, then one can always
construct a geodesically convex, n-dimensional Riemannian manifold with boundary M˜
such that M isometrically embeds into M˜ , and such that ricM˜ ≥ K
′ [Won08]. In partic-
ular, one can consider M as a CDr(K,N) space that is a subset of the CD(K
′, N) space
(M˜, dM˜ , volM˜ ) (Remark 5.8 in [Ket19]).
1.1. Truncated euclidean cone and spherical suspension. Let X be a metric measure space.
The euclidean N -cone over X is defined as the metric measure space(
[0,∞)×X/ ∼, dC ,m
N
C
)
=: [0,∞)×Nr X
where the equivalence relation ∼ is defined by (0, x) ∼ (0, y) ∀x, y ∈ X , and (t, x) ∼ (t, y) for t > 0
iff x = y. o denotes the tip of the cone. The distance dC is defined by
d2C((t, x), (s, y)) = t
2 + s2 − 2ts cos [dX(x, y) ∧ π] .
and the measure mNC is given by r
Ndr ⊗ dmX . The truncated cone [0, 1]×Nr X is defined as the
closed ball of radius 1 at o.
Similar, the spherical N -suspension over X is defined as the metric space(
[0, π)×X/ ∼, dS ,m
N
S
)
=: [0, π]×Nsin X
where the equivalence relation ∼ is defined by (0, x) ∼ (0, y) ∀x, y ∈ X , (π, x) ∼ (π, y) ∀x, y ∈ X
and (t, x) ∼ (t, y) for t ∈ (0, π) iff x = y. The distance dS is defined by
cos dS((t, x), (s, y)) = cos t cos s+ sin t sin s cos[dX(x, y) ∧ π]
and the measure mNS is given by sin
N tdt⊗ dmX .
We make the following conjecture.
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Conjecture 1.3 (Rigidity). Let X be RCD(K ′, N) and let Ω be as in the previous theorem sat-
isfying CDr(0, N). There exists x ∈ sptmX such that dΩc(x) = 1 if and only if there exists an
RCD(N − 2, N − 1) space Y such that (Ω, dΩ,m |Ω) is isomorphic to the truncated euclidean cone
[0, 1]×N−1r Y where dΩ denotes the induced intrinsic distance of Ω.
The Riemannian curvature-dimension condition RCD(K,N) (Definition 2.5) is a strengthening
of the curvature-dimension condition that rules out Finsler manifolds and allows to prove rigidity
theorems for metric measure spaces.
Remark 1.4. In the previous conjecture one direction is obvious.
Let Y be an RCD(N−2, N−1) space. Then the truncated euclidean N -cone [0, 1]×Nr Y ≡ Ω is
geodesically convex and satisfies RCD(0, N) [Ket13]. The signed distance function dS for S = ∂Ω
in X restricted to Ω is given by dΩc(t, x) = 1− t. In particular, dS((0, x)) = dS(o) = 1.
Moreover, S has (inner) mean curvature equal to N − 1 in the sense of Definition 2.17 in
[0,∞) ×N−1r Y . Indeed, we can see that points (x, s) and (y, t) in Ω lie on the same needle iff
x = y or either x or y is 0. Hence, the needles in Ω for the corresponding 1D-localization are
t ∈ (0, 1) 7→ γ(t) = (1 − t, x), x ∈ Y . One can also easily check that h
1/N−1
γ (t) = t for all needles
γ in the corresponding disintegration of m |Ω. Hence H
−
∂Ω ≡ N − 1.
A similar conjecture for K = (N − 1) > 0 and H ≥ 0 is the following one.
Conjecture 1.5 (Spherical Rigidity). Let X be RCD(K ′, N) and let Ω be as in the previous
theorem satisfying CDr(N − 1, N) and H
−
S ≥ 0. There exists x ∈ sptmX such that dΩc(x) = π/2
if and only if there exists an RCD(N − 2, N − 1) space Y such that (Ω, dΩ,m |Ω) is isomorphic to
the truncated spherical (N − 1)-suspension [0, π/2]×N−1sin Y where dΩ denotes the induced intrinsic
distance of Ω.
2. Preliminaries.
2.1. Curvature-dimension condition. Let (X, d) be a complete and separable metric space
and let m be a locally finite Borel measure. We call (X, d,m) a metric measure space. We always
assume sptm = X .
A geodesic is a length minimizing curve γ : [a, b] → X . We denote the set of constant speed
geodesics γ : [0, 1]→ X with G(X); these are characterized by the identity
d(γs, γt) = (t− s)d(γ0, γ1)
for all 0 ≤ s ≤ t ≤ 1. For t ∈ [0, 1] let et : γ ∈ G(X) 7→ γ(t) be the evaluation map. A subset of
geodesics F ⊂ G(X) is said to be non-branching if for any two geodesics γ, γˆ ∈ F such that there
exists ǫ ∈ (0, 1) with γ|(0,ǫ) = γˆ|(0,ǫ), it follows γ = γˆ.
Example 2.1 (Euclidean geodesics). When X ⊂ Rn is convex and d(x, y) = |x − y| then G(X)
consists of the affine maps γ : [0, 1] −→ X .
The set of (Borel) probability measures on X is denoted with P(X), the subset of probability
measures with finite second moment is P2(X), the set of probability measures in P2(X) that are
m-absolutely continuous is denoted with P2(X,m) and the subset of measures in P2(X,m) with
bounded support is denoted with P2b (X,m).
The space P2(X) is equipped with the L2-Wasserstein distance W2, e.g. [Vil09]. A dynamical
optimal coupling is a probability measure Π ∈ P(G(X)) such that t ∈ [0, 1] 7→ (et)#Π is a W2-
geodesic in P2(X). The set of dynamical optimal couplings Π ∈ P(G(X)) between µ0, µ1 ∈ P2(X)
is denoted with OptGeo(µ0, µ1).
A metric measure space (X, d,m) is called essentially nonbranching if for any pair µ0, µ1 ∈
P2(X,m) any Π ∈ OptGeo(µ0, µ1) is concentrated on a set of nonbranching geodesics.
For κ ∈ R we define cosκ : [0,∞)→ R as the solution of
v′′ + κv = 0 v(0) = 1 & v′(0) = 0.(1)
sinκ is defined as solution of the same ODE with initial value v(0) = 0 & v
′(0) = 1.
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Definition 2.2 (Distortion coefficients). ForK ∈ R, N ∈ (0,∞) and θ ≥ 0 we define the distortion
coefficient as
t ∈ [0, 1] 7→ σ
(t)
K,N (θ) :=
{
sinK/N (tθ)
sinK/N (θ)
if θ ∈ [0, πK/N ),
∞ otherwise,
where πκ := ∞ if κ ≤ 0 and πκ :=
π√
κ
if κ > 0. Note that σ
(t)
K,N (0) = t. Moreover, for K ∈ R,
N ∈ [1,∞) and θ ≥ 0 the modified distortion coefficient is defined as
t ∈ [0, 1] 7→ τ
(t)
K,N (θ) :=


θ · ∞ if K > 0 and N = 1,
t
1
N
[
σ
(t)
K,N−1(θ)
]1− 1N
otherwise
where our conventions are 0 · ∞ =: 0 and ∞0 =: 1.
Definition 2.3 (Curvature-dimension conditions [Stu06, LV09]). An essentially non-branching
metric measure space (X, d,m) satisfies the curvature-dimension condition CD(K,N) for K ∈ R
and N ∈ [1,∞) if for every µ0, µ1 ∈ P2b (X,m) there exists a dynamical optimal coupling Π between
µ0 and µ1 such that for all t ∈ (0, 1)
ρt(γt)
− 1N ≥ τ (1−t)K,N (d(γ0, γ1))ρ0(γ0)
− 1N + τ (t)K,N (d(γ0, γ1))ρ1(γ1)
− 1N(2)
for Π-a.e. γ ∈ G(X) and for all t ∈ [0, 1] where (et)#Π = ρtm.
We say that Ω ⊂ X with m(Ω) > 0 for an essentially non-branching metric measure space
(X, d,m) satisfies the restricted curvature-dimension condition CDr(K,N) if for every dynamical
optimal coupling Π between µ0, µ1 ∈ P2b (X,m) with (et)#Π(Ω) = 1 for all t ∈ [0, 1], (2) holds for
all t ∈ [0, 1].
Remark 2.4 (Consequences). A CD(K,N) space X for N ∈ [1,∞) is geodesic and locally compact.
We recall briefly the Riemannian curvature-dimension condition that is a strengthening of the
CD(K,N) condition and the result of the combined efforts by several authors [AGS14b, Gig15,
EKS15, AGMR15, AMS19].
The Cheeger energy Ch : L2(mX)→ [0,∞] of metric measure space X is defined as
2Ch(f) = lim inf
Lip(X)∋unL
2→f
∫
(Lipun)
2dmX
where Lip(X) is the space of Lipschitz functions on X and Lipu(x) = lim supy→x
|u(x)−u(y)|
d(x,y) is the
local slope of u ∈ Lip(X). The L2-Sobolev space is defined as W 1,2(X) = {f ∈ L2(m) : Ch(f) <
∞} and equipped with the norm ‖f‖2 := ‖f‖2
L2(m)
+ 2Ch(f) [AGS13, AGS14a].
Definition 2.5. A metric measure space X satisfies the Riemannian curvature-dimension condi-
tion RCD(K,N) if X satisfies the condition CD(K,N) and W 1,2(X) is a Hilbert space.
2.2. Disintegration of measures. For further details about the content of this section we refer
to [Fre06, Section 452].
Let (R,R) be a measurable space, and let Q : R → Q be a map for a set Q. One can equip
Q with the σ-algebra Q that is induced by Q where B ∈ Q if Q−1(B) ∈ R. Given a probability
measure m on (R,R), one can define a probability measure q on Q via the pushforward Q#m =: q.
Definition 2.6. A disintegration of m that is consistent with Q is a map (B,α) ∈ R × Q 7→
mα(B) ∈ [0, 1] such that it follows
• mα is a probability measure on (R,R) for every α ∈ Q,
• α 7→ mα(B) is q-measurable for every B ∈ R,
and for all B ∈ R and C ∈ Q the consistency condition
m(B ∩Q−1(C)) =
∫
C
mα(B)q(dα)
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holds. We use the notation {mα}α∈Q for such a disintegration. We call the measures mα conditional
probability measures.
A disintegration {mα}α∈Q is called strongly consistent with respect to {Q−1(α)}α∈Q if for q-a.e.
α we have mα(Q
−1(α)) = 1.
Theorem 2.7. Assume that (R,R,m) is a countably generated probability space and R =
⋃
α∈QRα
is a partition of R. Let Q : R→ Q be the quotient map associated to this partition, that is α = Q(x)
if and only if x ∈ Rα and assume the corresponding quotient space (Q,Q) is a Polish space.
Then, there exists a strongly consistent disintegration {mα}α∈Q of m w.r.t. Q : R → Q that is
unique in the following sense: if {m′α}α∈Q is another consistent disintegration of m w.r.t. Q then
mα = m
′
α for q-a.e. α ∈ Q.
2.3. 1D-localization. In this section we will recall the localization technique introduced by Cav-
alletti and Mondino for 1-Lipschitz functions as a nonsmooth analogue of Klartag’s needle decom-
position; here needle refers to any geodesic along which the Lipschitz function attains its maximum
slope that Klartag also calls transport rays [Kla17]. The presentation follows Section 3 and 4 in
[CM17]. We assume familiarity with basic concepts in optimal transport (for instance [Vil09]).
Let (X, d,m) be a locally compact metric measure space that is essentially nonbranching. We
assume that sptm = X .
Let u : X → R be a 1-Lipschitz function. Then
Γu := {(x, y) ∈ X ×X : u(y)− u(x) = d(x, y)}
is a d-cyclically monotone set, and one defines Γ−1u = {(x, y) ∈ X ×X : (y, x) ∈ Γu}.
Note that we switch orientation in comparison to [CM17] where Cavalletti and Mondino define
Γu as Γ
−1
u .
The union Γu ∪ Γ−1u defines a relation Ru on X × X , and Ru induces the transport set with
endpoint and branching points
Tu,e := P1(Ru\{(x, y) : x = y ∈ X}) ⊂ X
where P1(x, y) = x. For x ∈ Tu,e one defines Γu(x) := {y ∈ X : (x, y) ∈ Γu}, and similarly Γ−1u (x)
and Ru(x). Since u is 1-Lipschitz, Γu,Γ
−1
u and Ru are closed as well as Γu(x),Γ
−1
u (x) and Ru(x).
The forward and backward branching points are defined respectively as
A+ :={x ∈ Tu,e : ∃z, w ∈ Γu(x) & (z, w) /∈ Ru}, A− :={x ∈ Tu,e : ∃z, w ∈ Γu(x)−1 & (z, w) /∈ Ru}.
Then one considers the (nonbranched) transport set as Tu := Tu,e\(A+∪A−) and the (nonbranched)
transport relation as the restriction of Ru to Tu × Tu.
As showed in [CM17] Tu,e, A+ and A− are σ-compact, and Tu is a Borel set. In [Cav14]
Cavalletti shows that the restriction of Ru to Tu × Tu is an equivalence relation. Hence, from Ru
one obtains a partition of Tu into a disjoint family of equivalence classes {Xα}α∈Q. There exists
a measurable section s : Tu → Tu, that is s(x) ∈ Ru(x), and Q can be identified with the image
of Tu under s. Every Xα is isometric to an interval Iα ⊂ R via an isometry γα : Iα → Xα where
γα is parametrized such that d(γα(t), s(γα(t))) = sgn(γα(t))t, t ∈ Iα, where sgnx is the sign of
u(x) − u(s(x)). The map γα : Iα → X extends to a geodesic also denoted γα and defined on the
closure Iα of Iα. We set Iα = [a(Xα), b(Xα)].
Then, the quotient map Q : Tu → Q is measurable, and we set q := Q#m |Tu .
Theorem 2.8 (Disintegration [CM17]). Let (X, d,m) be a compact geodesic metric measure space
with sptm = X and m(X) < ∞. Let u : X → R be a 1-Lipschitz function, let (Xα)α∈Q be the
induced partition of Tu via Ru, and let Q : Tu → Q be the induced quotient map as above. Then,
there exists a unique strongly consistent disintegration {mα}α∈Q of m |Tu w.r.t. Q.
Now, we assume that (X, d,m) is an essentially non-branching CD(K,N) space for K ∈ R and
N > 1. The following lemma is Theorem 3.4 in [CM17].
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Lemma 2.9 (Negligibility of branching points). Let (X, d,m) be an essentially non-branching
CD(K,N) space for K ∈ R and N ∈ (1,∞) with sptm = X and m(X) < ∞. Then, for any
1-Lipschitz function u : X → R, it follows m(Tu,e\Tu) = 0.
The initial and final points are defined as follows
a :=
{
x ∈ Tu,e : Γ
−1
u (x) = {x}
}
, b :={x ∈ Tu,e : Γu(x) = {x}} .
In [CM16, Theorem 7.10] it was proved that under the assumption of the previous lemma there
exists Qˆ ⊂ Q with q(Q\Qˆ) = 0 such that for α ∈ Qˆ one has Xα\Tu ⊂ a ∪ b. In particular, for
α ∈ Qˆ we have
Ru(x) = Xα ⊃ Xα ⊃ (Ru(x))
◦ ∀x ∈ Q−1(α) ⊂ Tu.(3)
where (Ru(x))
◦ denotes the relative interior of the closed set Ru(x).
Theorem 2.10 (Factor measures inherit curvature-dimension bounds [CM17]). Let (X, d,m) be an
essentially non-branching CD(K,N) space with sptm = X, m(X) <∞, K ∈ R and N ∈ (1,∞).
Then, for any 1-Lipschitz function u : X → R there exists a disintegration {mα}α∈Q of m |Tu
that is strongly consistent with Ru.
Moreover, there exists Q˜ such that q(Q\Q˜) = 0 and ∀α ∈ Q˜, mα is a Radon measure with
mα = hαH
1|Xα and (Xα, d,mα) verifies the condition CD(K,N).
More precisely, for all α ∈ Q˜ it follows that
hα(γt)
1
N−1 ≥ σ
(1−t)
K/N−1(|γ˙|)hα(γ0)
1
N−1 + σ
(t)
K/N−1(|γ˙|)hα(γ1)
1
N−1(4)
for every affine map γ : [0, 1]→ (a(Xα), b(Xα)).
Remark 2.11 (Consequences). The property (4) yields that hα is locally Lipschitz continuous on
(a(Xα), b(Xα)) [CM17, Section 4], and that hα : R→ (0,∞) satisfies
d2
dr2
h
1
N−1
α +
K
N − 1
h
1
N−1
α ≤ 0 on (a(Xα), b(Xα)) in distributional sense;
in particular, h
1
N−1
α is semiconcave on (a(Xα), b(Xα)), hence admits left and right derivatives at
each point. Moreover, it is easy to see from the proof in [CM17] that in case Ω ⊂ X satisfies the
restricted condition CDr(K
′, N), hγ satisfies (4) with K ′ replacing K on every connected interval
of (a(Xγ), b(Xγ)) ∩ γ−1(Ω).
Remark 2.12 (Extended densities). The Bishop-Gromov volume monotonicity implies that hα can
always be extended to continuous function on [a(Xα), b(Xα)] [CM18, Remark 2.14]. Then (4) holds
for every affine map γ : [0, 1] → [a(Xα), b(Xα)]. We set (hα ◦ γα(r)) · 1[a(Xα),b(Xα)] = hα(r) and
consider hα as function that is defined everywhere on R. We also consider h
′
α : Xα → R defined
a.e. via h′α(γα(r)) = h
′
α(r).
It is standard knowledge that the derivatives from the left and from the right
d+
dr
hα(r) = lim
t↓0
hα(r + t)− hα(r)
t
,
d−
dr
hα(r) = lim
t↑0
hα(r + t)− hα(r)
t
exist for r ∈ [a(Xα), b(Xα)) and r ∈ (a(Xα), b(Xα)] respectively. Moreover, we set
d+
dr hα = +∞ in
b(Xα) and
d−
dr hα = −∞ in a(Xα).
Remark 2.13 (Generic geodesics). In the following we set Q† := Q˜ ∩ Qˆ. Then, q(Q\Q†) = 0
and for every α ∈ Q† the inequality (4) and (3) hold. We also set Q−1(Q†) =: T †u ⊂ Tu and⋃
x∈T †u Ru(x) =: T
†
u,e ⊂ Tu,e.
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2.4. Generalized mean curvature. Let (X, d,m) be a metric measure space as in Theorem 2.10.
Let Ω ⊂ X be a closed subset, and let S = ∂Ω such that m(S) = 0. The function dΩ : X → R is
given by
inf
y∈Ω¯
d(x, y) =: dΩ(x).
Let us also define d∗Ω := dΩc . The signed distance function dS for S is given by
dS = dΩ − d
∗
Ω : X → R.
It follows that dS(x) = 0 if and only if x ∈ S, dS ≤ 0 if x ∈ Ω and dS ≥ 0 if x ∈ Ωc. It is clear
that dS |Ω = −d∗Ω and dS |Ωc = dΩ. Setting v = dS we can also write
dS(x) = sign(v(x))d({v = 0}, x), ∀x ∈ X.
Then dS is 1-Lipschitz. Let Ω
◦ denote the topological interior of Ω.
Let TdS ,e be the transport set of dS with end- and branching points. We have TdS,e ⊃ X\S. In
particular, we have m(X\TdS) = 0 by Lemma 2.9.
Therefore, the 1-Lipschitz function dS induces a partition {Xα}α∈Q of X up to a set of measure
zero for a measurable quotient space Q, and a disintegration {mα}α∈Q that is strongly consistent
with the partition. The subset Xα, α ∈ Q, is the image of a geodesic γα : Iα → X .
We consider Q† ⊂ Q as in Remark 2.13. One has the representation
(5) m(B) =
∫
Q
mα(B)dq(α) =
∫
Q†
∫
γ−1α (B)
hα(r)drdq(α)
for all Borel B ⊂ X . For any transport ray Xα, α ∈ Q
†, it follows that dS(γα(b(Xα))) ≥ 0 and
dS(γα(a(Xα))) ≤ 0.
Remark 2.14 (Measurability and zero-level selection). It is easy to see that A := Q−1(Q(S ∩
TdS )) ⊂ TdS is a measurable subset. The set A ⊂ Tu is defined such that ∀α ∈ Q(A) we have
Xα ∩ S = {γ(tα)} 6= ∅ for a unique tα ∈ Iα. Then, the map sˆ : γ(t) ∈ A 7→ γ(tα) ∈ S ∩ Tu is a
measurable section on A ⊂ TdS , one can identify the measurable set Q(A) ⊂ Q with A ∩ S and
one can parameterize γα such that tα = 0.
This measurable section sˆ is fixed for the rest of the paper.
Moreover, we define
A ∩ T †u =: A
† and
⋃
x∈A† Ru(x) =: A
†
e.
The sets A† and A†e are measurable, and also
B†in := Ω
◦ ∩ T †dS\A
† ⊂ T †dS and B
†
out := Ω
c ∩ T †dS\A
† ⊂ TdS(6)
as well as
⋃
x∈B†out Ru(x) = B
†
out,e and
⋃
x∈B†in Ru(x) =: B
†
in,e are measurable.
Let us phrase the construction again in words. The set A is the union of all disjoint needles
that intersect with ∂Ω, Bin is the union of all needles inside Ω and Bout is the union of all needles
inside Ω
c
. The superscript † indicates the intersection with T †dS .
Moreover, considering St = ∂Ωt where Ωt = Bt(Ω) for t > 0 and Ωt = Bt(Ω
c) for t < 0 we define
At := Q
−1(Q(St ∩ TdS )) ⊂ TdS and A
†
t and A
†
t,e accordingly. We note that At = ∅ if |t| > diamX .
The map α ∈ Q(A†) 7→ hα(γα(0)) ∈ R is measurable (see [CM16, Proposition 10.4]).
Definition 2.15 (Surface measures). Taking S = ∂Ω as above, we use the disintegration of Remark
2.14 to define the surface measure mS via∫
φ(x)dmS(x) :=
∫
Q(A†)
φ(γα(0))hα(0)dq(α)
for any continuous function φ : X → R. That is mS is the pushforward of hα(γα(0))q(dα) under
the map γ ∈ Q(A†) 7→ γ(0).
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Similarly we define a one parameter family of surface measure mSt via∫
φ(x)dmSt(x) :=
∫
Q(A†t )
φ(γα(0))hα(t)dq(α).
The measure mSt corresponds to the measure Ht in Cavalletti-Mondino [CM20b] and is the push-
forward of the measure hα(γα(t))q(dα) under the map γ ∈ Q(A†) 7→ γ(0).
Note that the measure mS (the measure mSt) vanishes outside S ∩ A
†.
Let us recall another result of Cavalletti-Mondino.
Theorem 2.16 (Nonsmooth Laplacian [CM18]). Let (X, d,m) be a CD(K,N) space, and Ω and
S = ∂Ω as above. Then dS ∈ D(∆, X\S), and one element of ∆dS |X\S that we denote with
∆dS |X\S is the Radon functional on X\S given by the representation formula
∆dS |X\S = (log hα)′m |X\S +
∫
Q
(hαδa(Xα)∩{dS>0} − hαδb(Xα)∩{dS<0})dq(α).
We note that the Radon functional ∆dS |X\S can be represented as the difference of two measures
[∆dS ]
+ and [∆dS |X\S ]− such that
[∆dS |X\S ]+reg − [∆dS |X\S ]
−
reg = (log hα)
′ m -a.e.
where [∆dS |X\S ]±reg denotes the m-absolutely continuous part in the Lebesgue decomposition of
[∆dS |X\S ]±. In particular, −(log hα)′ coincides with a measurable function m-a.e. .
Definition 2.17 (Inner mean curvature). Set S = ∂Ω and let {Xq}q∈Q be the disintegration
induced by u := dS . Recalling (6), we say that S has finite inner (respectively outer) curvature if
m(B†in) = 0 (respectively m(B
†
out) = 0), and S has finite curvature if m(B
†
out ∪B
†
in) = 0. If S has
finite inner curvature we define the inner mean curvature of S mS-almost everywhere as
p ∈ S 7→ H−(p) :=
{
d−
dr log hα(γα(0)) if p = γα(0) ∈ S ∩ A
†
∞ if p ∈ B†out,e ∩ S.
Here, we set d
−
dr log(0) =: −∞.
Remark 2.18. We point out two differences in comparison to [Ket19]. For the definition of A† we
do not remove points that lie in a and b.
We switched signs in the definition of inner mean curvature. This allows us to work with mean
curvature bounded below instead of bounded above.
Remark 2.19 (Smooth case). Let us briefly address the case of a Riemannian manifold (M, g)
equipped with a measure of the form m = Ψvolg for Ψ ∈ C∞(M) and Ω with a boundary S which
is a smooth compact submanifold. For every x ∈ S there exist ax < 0 and bx > 0 such that
γx(r) = expx(r∇dS(x)) is a minimal geodesic on (ax, bx) ⊂ R, and we define
U = {(x, r) ∈ S × R : r ∈ (αx, bx)} ⊂ S × R
and the map T : U → M via T (x, r) = γx(r). The map T is a diffeomorphism on U , with
volg(M\T (U)) = 0 and the integrals can be computed effectively by the following formula:∫
gdm =
∫
S
∫ bx
ax
g ◦ T (x, r) detDT(x,r)|TxSΨ ◦ T (x, r)drdvolS(x)(7)
where volS is the induced Riemannian surface measure on S. By comparison with the needle
technique disintegration it is not difficult to see that dmS = Ψd volS . Moreover, the open needles
w.r.t. dS are the geodesics γx : (ax, bx)→M and the densities hx(r) are given by c(x) detDT(x,r)Ψ◦
T (x, r) for some normalization constant c(x), x ∈ S.
A direct computation then yields
d
dr
log hx(0) = HS(x) + 〈∇dS(x),∇ log Ψ〉(x), ∀x ∈ S.
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where HS is the standard mean curvature of S.
Definition 2.20 (Exterior ball condition). Let Ω ⊂ X and ∂Ω = S. Then S satisfies the exterior
ball condition if for all x ∈ S there exists r > 0 and px ∈ Ωc such that d(x, px) = r and Br(px) ⊂ Ωc.
Lemma 2.21 (Exterior ball criterion for finite inner curvature). Let Ω ⊂ X. If S = ∂Ω satisfies
the exterior ball condition, then S has finite inner curvature.
Proof. Let S satisfy the exterior ball condition. Then for every x ∈ S there exists a point px ∈ Ωc
and a geodesic γx : [0, rx] → Ωc from x to px such that L(γx) = d(x, px) = rx and d(px, y) > rx
for any y ∈ S\{x}. Hence, dS(px) = rx and the image of γx is contained in RdS (x).
Recall the definition of Q† ⊂ Q (Remark 2.13). Since Q† has full q-measure, it is enough to show
that for all α ∈ Q† the endpoint b(Xα) > 0. Then also B
†
in = ∅. Assume the contrary. Let α
′ ∈ Q†
and let γ′ := γα′ be the corresponding geodesic such that b(Xα′) = 0, that is Im(γ′|(a(Xα′ ),0)) ⊂ Ω.
The concatenation γ′′ : (a(Xα′), rx)→ X of γ′ with γγ′(0) satisfies γ′′(0) = x and
d(γ′′(s), γ′′(t)) = d(γ′′(s), x) + d(x, γ′′(t)) = dS(γ′′(t)) − dS(γ′′(s)).(8)
Hence, Im(γ′′) ⊂ RdS (γ
′(s)), the points that are RdS -related to γ
′(s). These are exactly the points
y that satisfy (8) with γ′′(t) replaced with y. But this contradicts Xγ′ = R(γ′(s)) that is required
by definition of Q†. 
Remark 2.22. We note that the previous notion of mean curvature under the assumption that S
has finite inner curvature, allows to assign to any point p ∈ S ∩ A+ a number that is the mean
curvature of S in p. This was useful for proving the Heintze-Karcher inequality in [Ket19].
If one is just interested in lower bounds for the mean curvature, one can adapt a definition of
Cavalletti-Mondino [CM20b]. They define achronal FTC Borel subsets in a Lorentz length space
having forward mean curvature bounded below. We will not recall their definition for Lorentz length
spaces but we give a corresponding definition for CD(K,N) metric measure spaces in the appendix
of this article and outline how our result also follows for this notion of lower mean curvature bounds.
3. Proof of the main theorem
To prove our main theorem requires one more fact from [Ket19].
Definition 3.1 (Jacobian). Let K ∈ R, H ∈ (−∞,∞), N > 1. The Jacobian function
r ∈ R 7→ JH,K,N (r) :=
(
cosK/(N−1)(r) +
H
N − 1
sinK/(N−1)(r)
)N−1
+
.
is defined using the solutions sinκ and cosκ of (1) where (a)+ := max{a, 0} for a ∈ R. Here JH,K,N
is pointwise monotone non-decreasing in H and K, and monotone non-increasing in N .
Lemma 3.2 (Comparison inequality). Let h : [a, b] → (0,∞) be continuous such that a ≤ 0 < b,
h(0) > 0 and every affine map γ : [0, 1]→ [a, b] satisfies
h(γt)
1
N−1 ≥ σ
(1−t)
K/N−1(|γ˙|)h(γ0)
1
N−1 + σ
(t)
K/N−1(|γ˙|)h(γ1)
1
N−1 .(9)
Then h(r)h(0)−1 ≤ JK,H,N (r) for r ∈ (0, b) where H = d
+
dr log h(0).
Proof. If a < 0, the lemma is exactly the statement of Corollary 4.3 in [Ket19].
For the case a = 0 we first recall that the right derivative d
+
dr h at 0 exists in (−∞,∞]. If
the right derivative is ∞, the inequality trivially holds. Otherwise one can find an extension
h˜ : [−δ, b] → [0,∞) of h with h˜|[0,b] = h for some δ > 0 that also satisfies (9). For this we also
recall h(0) > 0. Then, the claim follows again by Corollary 4.3 in [Ket19]. 
10 ANNEGRET BURTSCHER, CHRISTIAN KETTERER, ROBERT J MCCANN, AND ERIC WOOLGAR
Proof of the Theorem 1.1. Let X be CD(K ′, N) and consider Ω ⊂ X satisfying CDr(K,N) as
in the main theorem. Let u = dS be corresponding signed distance function. Let (Xγ)γ∈Q be
the decomposition of Tu and
∫
mγ dq(γ) be the disintegration of m given by Theorem 2.8 and
Remark 2.14. There exists Q† of full q-measure such that mγ = hγH1, Xγ,e = Xγ and hγ satisfies
(h
1
N−1
γ )
′′ +
K
N − 1
h
1
N−1
γ ≤ 0 on (aγ , 0)(10)
in distributional sense. Note Remark 2.11. For h˜γ(r) := hγ(−r), (10) still is true.
1. Assume K = 0 and H−S ≥ N − 1 mS-a.e. . In particular, hα(0) > 0 for q-a.e. α. Recall
that
H−S (γ(0)) =
d−
dr
log hγ(0) = −
d+
dr
log h˜γ(0).
By Lemma 3.2 it follows that r ∈ [0,−aγ] 7→ h˜(r)h˜(0)−1 is bounded from above by [1 − r]N−1+ .
Hence aγ ≤ 1 for any γ ∈ Q†.
To produce a contradiction, assume there exists x ∈ Ω ∩ sptm such that dS(x) > 1. Then,
there exists ǫ > 0 such that Bǫ(x) ∩B1(S) = ∅ but m(Bǫ(x)) > 0. Hence, there exists γ ∈ Q† and
r0 ∈ (aγ , 0) with −r0 = dS(γ(r0)) > 1. This is a contradiction.
2. Now, assume K > 0 and H−S ≥ 0 mS-a.e. . Again by Lemma 3.2 it follows r ∈ [0,−aγ ] 7→
h(−r)h(0)−1 is bounded above by [cos K
N−1
(r)]N−1+ .
We can argue as before to conclude that dS(x) ≤
1
2πK/(N−1) for every x ∈ Ω ∩ sptm.
3. Assume K = −δ(N − 1) < 0 and H−S ≥ (1 − δ)(N − 1) mS-a.e. . Arguing as before yields
r ∈ [0,−aγ ] 7→ h˜(−r)h˜(0)−1 is bounded from above by cos−δ(r) − (1 − δ) sin−δ(r). The first 0 of
the latter appears at r(δ) = 1√
δ
arctanh(
√
δ
1−δ ) and r(δ)→ 1 if δ → 0.
It follows that for any ǫ > 0 there exists δ > 0 such that aγ ≤ 1+ ǫ for any γ ∈ Q†. We conclude
by arguing as before. 
4. Appendix
Definition 4.1 (Backward mean curvature bounded below). Recall the family of measures mSt ,
t ∈ R\{0} and mS . The boundary S = ∂Ω has backward mean curvature bounded from below by
H ∈ R if the surface measure mS is a Radon measure on X and
lim sup
t↑0
1
t
(∫
φdmSt −
∫
φdmS
)
≥ H
∫
φdmS
for a bounded and continuous function φ : X → [0,∞).
Remark 4.2. Since it is not assumed that mSt for t < 0 is a Radon measure, the integral
∫
φdmSt
can be infinite.
Lemma 4.3. Assume S = ∂Ω for some Borel set Ω has finite inner curvature in the sense
of Definition 2.17 and backward mean curvature bounded below by H ∈ R. Then mS-almost
everywhere, the pointwise inner mean curvature of S is bounded from below by H.
Proof. By the definition of mSt and mS we can compute the following for t < 0.
1
t
(∫
φdmSt −
∫
φdmS
)
=
1
t
(∫
Q(A†t )
φ(γα(0))hα(γα(t))dq(α) −
∫
Q(A†)
φ(γα(0))dq(α)
)
=
1
t
∫
φα(γα(0))
(
1
Q(A†t)
(α)hα(γα(t)) − 1Q(A†)(α)hα(γα(t))
)
dq(α).
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Then by the backward mean curvature condition together with the lemma of Fatou it follows
H
∫
φdmS = H
∫
Q(A†)
φ(γα(0))hα(γα(0))dq(α) ≤ lim sup
t↑0
1
t
(∫
φdmSt −
∫
φdmS
)
≤
∫
φα(γα(0)) lim sup
t↑0
1
t
(
1
Q(A†t)
(α)hα(γα(t))− 1Q(A†)(α)hα(γα(0))
)
dq(α)
≤
∫
φα(γα(0)) lim
t↑0
1
t
(
1
Q(A†t∩A†)(α)hα(γα(t))− 1Q(A†)(α)hα(γα(0))
)
dq(α)
=
∫
Q(A†)
φα(γα(0))
d−
dt
log hα(γα(0))hα(0)dq(α)
=
∫
φ
d−
dt
log hαdmS =
∫
φH−S dmS .
Since φ was arbitrary, it follows that the inner mean curvature is bounded from below by K
mS-almost everywhere. 
4.1. Proof under backward mean curvature bounded below. First, we note that it follows
directly from Theorem 2.10 that
hα(γα(t))
1
N−1 ≥ σ
(1− ta(Xα))
K/N−1 (a(Xα))hα(γα(0))
1
N−1
for an t ∈ (a(Xα, 0) and any α ∈ Q
†. Therefore, it follows
lim inf
t↑0
1
t
(hα(γα(t)) − hα(hα(γα(0)))) ≤
d−
dt
∣∣∣
t=0
σ
( aα−taα )
K/N−1(a(Xα))
N−1hα(γα(0))
Assuming the backward mean curvature is bounded below by H it follows with the lemma of Fatou
that
H
∫
φdmS = H
∫
φ(γα(0))hα(0)dq(α) ≤
∫
Q(A†)
φ(γα(0))
d−
dt
∣∣∣
t=0
σ
( aα−taα )
K/N−1(a(Xα))
N−1hα(0)dq(α)
=
∫
Q(A†)
φ(γα(0))(N − 1)
cosK/(N−1)(a(Xα))
sinK/(N−1)(a(Xα))
hα(0)dq(α)
Hence HN−1 ≤
cosK/(N−1)(a(Xα))
sinK/(N−1)(a(Xα))
for q-a.e. α ∈ Q.
1. Assume K = 0 and H ≥ N − 1. Then it follows sinK/(N−1)(r) = r and cosK/(N−1)(r) = 1, and
hence 1 ≥ aα for q-a.e. α.
2. If K > 0 and H ≥ 0, it follows 0 ≤
cosK/(N−1)(a(Xα))
sinK/(N−1)(a(Xα))
, and hence aα ≤
1
2πK/(N−1) for q-
a.e. α ∈ Q.
3. Similar.
Now, for each case we can finish the proof as in the proof of Theorem 1.1. 
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