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For a nonspectral differential operator L determined by - D2, sufficient condi- 
tions are established for the L*-expansion of a function UE L*[O, l] in terms of the 
eigenfunctions of L. In some cases both necessary and sufficient conditions are 
derived. 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
This paper continues our development of the spectral theory for the dif- 
ferential operators determined by -D*, emphasizing the L* eigenfunction 
expansions associated with the nonspectral differential operators. In the 
complex Hilbert space L2[0, l] under its standard inner product ( , ) and 
norm (I I/, let L be the differential operator defined by 
9(L)= {ueH*[O, l] 1 B,(u)=O, i= 1,2), Lu= -D*u= -u”, 
where H*[O, 1 ] is the Sobolev space consisting of all functions u E C ’ [0, 1 ] 
with U’ absolutely continuous on [0, l] and U”E L’[O, 11, and B,, B, are 
linearly independent boundary values given by 
B2(u) = cl u’(O) + d, u’( 1) + c,u(O) + d,u( 1). 
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Let 
A= a1 6, a0 ho 
~1 4 co do 1 
be the 2 x 4 boundary coefficient matrix associated with B, , Bz, and let A,, 
1 G i <j< 4, denote the determinant of the 2 x 2 submatrix of A obtained 
by retaining the ith and jth columns. 
In [4, 51 we have introduced a classification scheme for L comprised of 
13 disjoint cases, Cases I-XIII. These cases are determined by imposing 
various conditions on the A,, and are selected so that the differential 
operators L within a given case all share the same spectral properties. 
Relative to L* eigenfunction expansions, the 13 cases can be divided into 
three categories. First, for Cases I-VII and Case X the spectrum a(L) is an 
infinite countable subset of @, the associated projections onto the 
generalized eigenspaces are uniformly bounded in norm, and every function 
in L* [O, I ] has an L* eigenfun~tion expansion. The boundary conditions in 
these cases are Birkhoff regular, and the differential operators are spectral 
operators. These are the well-behaved cases which have been studied exten- 
sively; they contain all the well-known examples, e.g., Dirichlet boundary 
conditions, Neumann boundary conditions, and periodic boundary condi- 
tions. Second, for Cases VIII, IX, and XI the spectrum a(L) is again an 
in~nite mountable subset of @, but the associated projections are no longer 
uniformly bounded in norm and the subspace S,(L) consisting of all func- 
tions which have an L* eigenfunction expansion is a proper dense subspace 
of L*[O, 13. The boundary conditions in Case VIII are Birkhoff regular, 
while those in Cases IX and XI are irregular. These differential operators 
are all nonspectral, and they will be the major focus of this paper. Third, 
there are the two degenerate cases: Case XII, where CT(L) = 0 and 
Case XIII, where a(L) = Cc. 
Case VIII is determined by the conditions 
A,,=% A,,+AufO, 
- 
A 14 f A,, = +(A 13 t- A24)> 
A34fQ At3f:Aw 
A simple example in this case is given by the boundary conditions u’( 1) + 
u(1) =O, u(O)- u(1) =O. This case destroys the myth that all Birkhoff 
regular boundary conditions lead to nice differential operators. For 
Case IX the A, satisfy 
AI,=@ ~4,4+&3=Ot A,, $0, A,,+A24#0. 
This is the socalled logarithmic case where the eigenvalues 1= p2 have the 
p lying near a logarithmic curve in the complex plane. A simple example 
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for this case is given by the boundary conditions u’( 1) + u(0) = 0, u( 1) = 0. 
The conditions determining Case XI are 
A 12 = 0, A,,+Aa=O, A,,#% An+Ax=O, An Z A249 
and an example is provided by the boundary conditions u’(0) + u’( 1) + 
u( 1) = 0, u(0) - u( 1) = 0. The goal of this paper is to study the subspace 
S,(L) for these three nonspectral cases, and in particular, to establish 
simple and practical sufficient conditions for a function u E L2 [0, 1 ] to have 
an L2 eigenfunction expansion. 
Now let us review the basic spectral theory developed in [4, 51 for the 
differential operator L. Assume L belongs to Cases I-XI. Let { &}km_ , be 
an enumeration of the points in a(L); let mk denote the ascent of the 
operator Lnk = &I-- L, and let vk denote the algebraic multiplicity of &, so 
vk is the dimension of the generalized eigenspace ,Ir((LJ""); and let 
{PJp= i denote the family of projections associated with L, where P, is the 
projection which maps L'[O, l] onto JV((L;"~)~~) along the range 
.%?((LIJm~). We know that 
P,P,=h,P, (1.1) 
for all k, j, and in terms of these projections we can introduce the 
subspaces 
24EL2[0,1]] u= f P,u 
k=l 
and 
M,(L)= {UEL2[o,l] 1 P,u=O,k= 1,2,...}. 
The subspace S,(L) consists of all functions ME L'[O, l] which can be 
expanded in an infinite series of generalized eigenfunctions of L. In [4, 
Theorem 7.11 it is shown that 
S,(L)=Ly-0, l] and M,(L) = uv. (1.2) 
If L belongs to Cases I-VII or X, then from [S] the family of all finite 
sums of the P, is uniformly bounded in norm and 
S,(L)=S,(L)=L2[0,1], 
and hence, 
co 
u= 1 P,u (L* convergence) 
k=l 
(1.3) 
(1.4) 
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for all u E L2[0, 11. It should be noted that the expansion (1.4) is valid 
independent of how we choose to enumerate the points in c(L) (see [3, 
Theorem 1.11). In contrast, if L belongs to Cases VIII, IX, or XI, then 
from [5] 
SUP /IPkI/ = CfJ 
k 
(1.5) 
and 
S,(L)#S,(L)=L2[0,1]. (1.6) 
Thus, in these three nonspectral cases there exist u E L2[0, 1 f for which 
(1.4) is not valid, i.e., there exist u which cannot be expanded in a series 
of generalized eigenfunctions of L. 
To study the subspace S,(L) in these three nonspectral cases, we 
proceed to decompose the resolvent of L into the sum of its primary part 
and its laundry part. The primary part is inde~ndent of the case to which 
L belongs, while the boundary part carries all the case-structure for L in 
Cases I-XII. This decomposition is introduced in Section 2, and the main 
properties of the primary part are developed in Theorem 2.1 as an applica- 
tion of the Plancherel Theorem. Then these results are used to treat 
Case IX in Section 3 and Case VIII in Section 4; Case XI is treated in 
Section 5 by direct methods. Case IX is the most difficult case, and we only 
have sufficient conditions for u to be in S,(L) (see Theorem 3.4). For 
Case VIII we use a natural pairwise regrouping of the projections to 
replace S,(L) by a new subspace Ym(L) which equals L’[O, 1 ] (see 
Theorem 4.1). In Case XI the projections can be calculated explicitly, and 
for u E H’[O, 1 ] we obtain necessary and sufficient conditions for u to 
belong to S,(L) (Corollary 5.2). 
In our presentation we concentrate on the L*-expansion theory, in 
contrast to the literature [13, 14, 1, 121 which works with Riesz mean 
convergence on intervals (a, b) interior to [O, 11. We hope that our 
methods will be useful in the future study of nth order problems. 
2. THE RESOLWNT AND THE PRIMARY PART 
In discussing the characteristic determinant, Green’s function, and 
resolvent of L, it is convenient to introduce the two polynomials 
m-J)= -A,2pZ-(A,4+A23)P+A34 
and 
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From [4, Eq. (3.1)] the characteristic determinant of L is the entire 
function 
A(p)= -@(ip)eiP+@(-ip)e-‘P+2i[A13+A24]p, (2.1) 
and a point I = p2 # 0 is an eigenvalue of L iff p # 0 is a zero of A. In addi- 
tion, for any point A= p2 # 0 in the resolvent set p(L), the Green’s function 
for U-L is given by (see [4, (3.7); 7, (3.1)]) 
G( t, s; A) = 
F(t, s; P) 
ip 4~) 
for t # s in [0, 11, where 
~(t,s;p)=~~(~p)eiP(~+‘-~)+~~(-~p)e~i~(l+f-~) 
+f y(ip)eid-‘-S)+$ y(-~p)e-ip(l-f-s) 
- iA24peid-s) + iA24Pe-iP(f-S) 
(2.2) 
(2.3) 
for O<t<s<l, and 
F(t,s;p)=~~(ip)eiP(l-‘+“)+~cp(-ip)e-i~(l-’+”) 
+$ lp(ip)eiP(l-~-~)+$ y(-iP)e-W(l----s) 
+ iA13PeiP(~-S)L iA13pe-W(f--S) (2.4) 
for O<s<t<l. If we rewrite (2.1) as 
@(-ip)ePiP=A(p)+@(ip)eiP-2i[A,3+A24]p (2.5 1 
and substitute (2.5) into the second group of terms on the right sides of 
(2.3) and (2.4), then we obtain 
G(t,s;i)=dP(~,s;p)+~B(r,s;p) (2.6) 
for t # s in [0, 11, where 
and 
1 
-@(t-s) 
‘(‘7 ‘; P)’ Yip(t-s) 
for O<t<s< 1, 
for O<s<tS 1, (2.7) 
1 
@(ip) eiP(l+t-s) +gj(ip)ei~(l-l+S) 
B(t,s;p)=- 
i A(p) 
+ y(jp)eiP(l-r-S)+ y(-jp)e-id-‘---) (2.8) 
-2j~,,~~i~(r-“)-22i~,,~~-i~(‘-“) 
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for 0 < t, s 6 1. Decompositions of the Green’s function similar to (2.6) can 
be found in [13, 14, 1, 121. 
For each p # 0 in @ let PP be the integral operator on L*[O, l] defined 
by 
spew =$ j; P(f, s; PI 4s) ds, u E L2[0, 11, 
and for each p # 0 in C with d(p) # 0 let AI,(L) be the integral operator on 
L’[O, 1 ] defined by 
BP(L) u(f) = $j j’ B(t, s; P) 4s) & u E L2[0, I]. 
0 
In view of (2.6) we see that the resolvent of L is given by 
R,(L) = 42(L) = Pp f .G?JL) (2.9) 
for all A= p2 #O in p(L). In the sequel we refer to PP and BP(L) as the 
primary part and the boundary part of R,z(L), respectively. Since PP is inde- 
pendent of case, the basic properties of s?$ can be established by selecting 
L to belong to a special case, where the spectral properties are well known. 
Indeed, suppose L is determined by the initial values 
B,(u) = u’(O), B*(u) = u(0). 
Then A,2=A14=A23=A24=A34=0 and Ar3=1, L belongs to Case XII, 
d(p)=2ip by (2.l), and 
B(t, $; p) = ie-@(‘-‘) (2.10) 
by (2.8). Now for each real number r > 0 we introduce the semicircle 
r, : p = re”, O<BdZ, 
in the p-plane, and the circle 
c, : J. = p2 = #iO, O<~<~, 
in the J.-plane. For this special L we clearly have a(L) = @ and p(L) = C, 
and hence, 
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or 
(2.11) 
for all u E A2[0, 1 ] and for all r > 0. 
THEOREM 2.1. For each Y > 0 let r, be the semicircle given by the 
parameterization p = reie, 0 < 8 < x. Then 
for all u E L’[O, 11. 
ProoJ: Let L be the initial value operator introduced above, and for 
each r > 0 let A, be the line segment on the real axis which is given by 
A,: p = -x, -r<xdr. 
Take any UE L2[0, 11, and let WE L2(R) nL'(R) be the extension of u 
to all of R obtained by setting o(t) = 0 for t 4 [O, 11. Then the Fourier 
transform of w, 
d(x) = - >jym~(~)e-isXd~=&j: u(.s)e-‘“*ds, xc!& 
belongs to L’(R), and by (2.10) 
for all t E CO, I]. 
Setting 
=-- eirX&(x) dx 
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by the Plancherel Theorem (see [ll, Theorem 9.131) the function !Pr 
belongs to L*(R) for all r > 0 with 
Thus, by (2.11) and the above 
-0 as r--,00. 
Remark 2.2. A straightforward calculation shows that the kernel 
(1/2p) P(b, s; p) of the primary part PP is the Green’s function of the 
differential operator T(p) deflned by 
9(7-(p))= fuE-fP{O, 1-j 1 u’(0)~ipu(0)=u’~1)-ipu(1)=0), 
Z@)U=:U”i-p%, 
so Y”,= T(p)-“. Note that the domain of T(p) depends on p through the 
boundary conditions. 
3. EXPANSIGNS IN CASE IX, THE L~ARIT~M~~ CASE 
Suppose the differential operator L belongs to Case IX, the logarithmic 
case, so the A, satisfy 
Setting p = -2i(A,, -I- A24)/A34r x0 = 2iA24/A3Jr and PO = 2iAA,,/A34, it 
follows from (2.1) that the characteristic determinant is given by 
where f(p) = eziP + @pe@ - 1, and for the boundary part of the resolvent 
(2.8) yields 
Rf, .% P) = 46 3; p) + 44 3; p) + m(r, s; p), (3.3) 
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ieiP 
kc& s; PI =f(p) 
__ {eipteidl -s) + eip(I -t),ips}, 
l(t, s; p) = -f+ {eipfeips + e id1 ~ OeiP(l --s) >J 
and 
m(t, s; p) = -f+ {a,e Wt id1 -s) + poeid -rjeips}. e 
To describe the spectrum of L and the projections associated with L, 
we follow [S, Sect. 9; 9, Sect. 7; 10, Sect. 81. First, set o= n+2 Arg p 
when -n<Argp<O, and set o= -x+2Argp when O<Argp<x, so 
- rc < o < rc. Second, fix any real number 6 with 0 < 6 < 71 and 0 -C 6 < 
(In 2)/(1~1 + l), and with 0 < 6 < 101/4 in case o #O and with 0 < 6 < x/2 in 
case o = 0. Third, form the sequences 
a; = 2kn - Arg p, k = 1, 2, . . . . 
a;=a;+w, k = 1, 2, . . . . 
and then form the sequences 
pL;=a;+iln (~1 a;, k = 1, 2, . . . . 
pi = -ai + i In 1~1 a& k = 1, 2, . . . . 
Fourth, there exists a positive integer k, such that for each integer k > k, 
the characteristic determinant A has a unique zero P; inside the circle 
I p - &J = 6 and a unique zero pi inside the circle 1 p - &LI = 6, with P; and 
pl both zeros of order 1. Fifth, the eigenvalues of L consist of the two 
sequences ,I; = (P;)~, 1; = (pl)‘, k = k,, k, + 1, . . . . plus a finite number of 
additional points I,, , . . . . I,, , and the corresponding algebraic multiplicities 
and ascents are 
v;=m;= 1, v,“=ml= 1, 
for k=k,, k,+ 1, . . . . Sixth, the projections associated with L which 
correspond to the ,I;, A;, and AOk are denoted by P;, Pi, k = k,, k. + 1, . . . . 
and P,, , . . . . P,, respectively. 
Next, we construct sequences of semicircles and circles in the p-plane 
and A-plane, respectively, which separate the p;, pi and the &, 2;. The 
following lemma will be useful in the construction. 
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LEMMA 3.1. For each E > 0 there exists a, > l/ipl such that a 6 IpI < 
a-t&for allpoints p=ai-iln 1~1 UEC with a>,u,. 
ProoJ: Take any point p = a + i In 1~1 a with u > l/j ~1. Then the Mean 
Value Theorem yields 
JpI -u=Ju*+ [ln 1pj u]“-J2= 1 ____ Cln lcll aI2 
2& 
<f Wb 2+o [ 1 ‘2 J;; as a-+co. I 
The construction is divided into three subcases determined by the 
constant o, and is based on the natural ordering of the cr;, al and the 
Pi, CllY. 
Case 1X.A. Assume 0 < w < z. 
Then for all k > k, we have 
c&<al<tl;+, and IACI < Ii42 < I&r+,l, 
with a,“-ai=w>46 and u,L,+i - a[ > w > 46. Applying the lemma with 
E = 26 and p = &, we can assume that k, has been chosen sufficiently large 
to guarantee that l&l < a; + 26 for all k >, k,. It follows that 
or 
lAl+~~lPk”l-~ for all k 2 k,. (3.4) 
In addition, it can be assumed that the choice of k, also guarantees that 
\&I = / --&I c ai + 26 for all k 2 k,, and this leads to the result 
IdI +6< IPLb+,l--6 forall k>k,. (3.5) 
To simplify the discussion, we now proceed to merge the quantities 
&, &‘, ~6, pi, Pi, Pi into single sequences. Indeed, set n, = 2k,; define 
pZk=& pLZk+1=,6, p2k=&, &k+l=pi, P2k=P;, P2k+l=P; for 
k > k,; and then set Iz, = (pn)* for k 2 n,. From (3.4) and (3.5) we have 
IPA +d< lP(kfll--6 for all k B no. (3.6) 
For each index n b n, select a real number rn such that 
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and then introduce the semicircle 
in the p-plane, and the circle 
c,: A= p2 =; +2i0, 06eG71, 
in the R-plane. Without loss of generality we can assume that &, . . . . /zom 
he inside the circle C,,. Thus, the circle C, encloses the eigenvalues 
201, *-*, ~0t-m together with the eigenvalues A,, k = n,, . . . . n, and hence, 
= 2 P,,u+ i P,u (3.8) 
k=l k = no 
for all u E L* [0, I] and for all n > no. 
Case 1X.B. Assume -x < o < 0. 
Here we have 
and a; --ai = IwI >4b and a;, , -al, 2 1~1 > 46 for all k 2 k,. From this 
point on the discussion closely follows the previous subcase. Specifically, let 
no = 2ko, and then relabel the quantities by defining pzk = &!, pzk+ I = ,u;, 
pgk=pi, pzk+r =pb, Pzk=P& PZk+, =Ph for kbk, and &= (pk)’ for 
k2no. Then 
i~kif6<bk+li-S for all k 2 no, (3.9) 
and we proceed to introduce the Y,, r,, and C, exactly as above, with (3.8) 
again being valid for this subcase. 
Case 1X.C. Assume o = 0, so Arg p = 779’2 and p = iy with y # 0 in R. 
In this subcase we have 
(3.10) 
and a;+i - ol; = 2n > 46 for all k > ko. We assert that 
p;= -z for all k 2 k,. (3.11) 
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Clearly fi = -iy = -p, and 
d(p) = -A34e-iVlp), 
- .~ 
d(p) = -A,,e’Y( --PI, 
and hence, p is a zero of d iff -p is a zero of A. Equation (3.11) is 
immediate from this fact and (3.10). Note that /pi1 = 1p.J for all k? k,, so 
now it is impossible to separate the zeros pi, pl by means of a semicircle 
about the origin. 
Proceeding as in the previous two subcases, we obtain 
IP;;/+~~IPu;+,l-~ for all k z k,. (3.12) 
Set n, = k, and Pk = P;, + Pi for k > k,; for each integer n >, no choose a 
real number r,, such that 
and then introduce the r, and C, exactly as above. Clearly the circle C, 
encloses &, , . . . . Jo,, together with the points A;, Al, k =n,, . . . . n, and 
hence, (3.8) remains valid for this subcase as well. 
Remark 3.2. For Case 1X.C the operator P,, = Pi + Pi is the projection 
of L2[0, l] onto 
Jw%.;) 0 Jw,;) along R(L,$ n B(L,;). 
Thus, we are actually carrying out a pairwise regrouping of the projections 
associated with L, and essentially replacing the subspace S,(L) by the 
modified subspace 
Ud[O, 11 /u= g P,u-t f P,u 1 
k=l k = “0 
This type of regrouping also appears in our treatment of Case VIII in the 
next section. 
Continuing our discussion of the logarithmic case, assume the semicircles 
r,, n ano, and the circles C,, n > no, have been constructed as above. 
Using (2.9), we can rewrite (3.8) as 
for all u E L* [0, 1 J and for all n > no, where by Theorem 2.1 
1 
-/ 2pcc?$udp+u 
27Li r;, 
as n+co. (3.14) 
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Therefore, a function UE L*[O, 1) is given by the expansion 
u= f P,,u+ f P,u 
k=l k = ng 
iff 
(3.15) 
In (3.15)-(3.16) we have necessary and sufficient conditions for UE L2[0, 11 
to belong to S,(L) (actually ,9&(L) in Case IXC). 
To analyze (3.16), we begin by employing (3.3) to write 
= T,u(t) -t S,u(t) +R,u(t) (3.17) 
for all u6L2[0, l] and for all naq,, where the integral operators T,,, S,, 
and R, are defined on L*[O, 11 by 
The next lemma will be used to establish the basic properties of these three 
operators. 
LEMMA 3.3. Let r,, n = 1, 2, . . . . be a sequence of positive real numbers 
with r, -+ co, let r,,, n = 1,2, .,., be the sequence of semicircles given by 
r,,: p = rneie, 0 ~$0 d ?I, let M and N be functions which are analytic on the 
F,, and for n = 1,2, . . . let u, E L2 CO, 1 ] be the function defined by 
Then 
//u,/I Gfm,rnEn G 
for n = 1, 2, . . . . (3.18) 
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where 
and 
Proof: Set 
eiP’M( p) dp, w&)=&J eiP(‘p’)N(p) dp, 
r. 
and q5,(t, f3) = e- *(+ si” O)’ for n = 1, 2, . . . . By the Bounded Convergence 
Theorem 
E; = 
IS 
’ “q$Jt,B)dBdt+O, 
0 0 
and by the Schwarz inequality 
<f-$1* leiP’1*df9.m~7c 
0 
m2r2 n =nn 
I 471 0 
4w, 0) 4 
and hence, llunII <m,r,E,/(2 &). A similar proof yields the same estimate 
for the norm of w,. 1 
Note that 
(3.19) 
for all u E L2[0, l] and for all n 2 no, where 
ieiP I ieiP 1
M(p) =m --I eiPcl -‘h(s) ds, e%(s) ds. 0 N(p) =f(p) f o 
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Now from [7, (7.8) and (7.10); 9, (7.38)], for each point p = a + ib on r,, 
we have 
1 IAd eb ma= l4P)l <IJo (3.20) 
for an appropriate constant y,, > 0. In addition, if UE H’[O, 11, then 
carrying out an integration by parts in the s-variable, we obtain 
(3.21) 
for all points p on r,, where the constant y > 0 depends on U. Hence, by 
Lemma 3.3 
(3.22) 
for all UEH’[0, 11. Similarly, JIS,ull +O for all UEH’[O, 11, and using 
two integration by parts, IIR,ull --f 0 for all u E H2[0, l] with u(0) = 
u( 1) = 0. We conclude that (3.16) is valid for all u E H’[O, l] with u(0) = 
u( 1) = 0, and this establishes a useful sufficient condition for the expansion 
(3.15) to be valid. 
Let us summarize the above results. 
THEOREM 3.4. Let the differential operator L belong to Case IX, and let 
P,,, k = 1, . . . . m, and P,, k=n,,n,+ 1, . . . . be the enumeration and grouping 
of the projections associated with L given above. Then each u E H2[0, 1 ] with 
u(0) = u( 1) = 0 is given by the expansion 
u= f P,,u+ f P,u. 
k=l k = no 
4. EXPANSIONS IN CASE VIII 
Assume the differential operator L belongs to Case VIII, in which case 
the boundary parameters atisfy 
A,,=% A,,+&#% A,,+A,,= T(A,,+A,,), 
(4.1) 
A,,#Q A,3 #A,,. 
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Let to= &l according to whether A,,+A,,= T(A,,+A,,), let 01= 
i(A ,4 + A,,), and set 
f(P) = Ce’” - 5012~ g(p)= + [e”“- 11, 
g(P) FCP)=f(P)+p and i?(P) h(p)= -- 
F(P)' 
Clearly 
1 -=1 I+-.....- h(p) [ 1 F(P) f(p) P ' 
By (2.1) the characteristic determinant of L is given by 
d(p) = ape-@F(p), (4.3) 
and by (2.8) the boundary part of the resolvent of L has 
B(t,s;p)=p ~ k(t, GP)+& s; PI 
F(P) ~PF(P)' 
(4.2) 
(4.4) 
where 
+ 
AM-A*, { eipfeips _ e ip(l -oeip(l -s) 
a 
1 
and 
Let us briefly review the spectral properties of L established in [S, 
Sect. 8; 9, Sect. 41. First, fix any real number 6 with 0 < 6 < 7r/4. Second, 
introduce the sequence 
k = 1, 2, . . . . for &, = 1, 
k = 1, 2, . . . . for co= -1. 
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Then the Pk are all zeros of order 1 of A, and there exists a positive integer 
n, such that for each index k > n, there is a unique zero pi of A satisfying 
0 < Ipi - Pkl < 6, with the p; also zeros of order 1 of A. Third, the 
spectrum of L consists of the two sequences Ak = (pk)2, 1; = (pi)*, 
k = n,,, n, + 1, . . . . plus a finite number of additional points I,, , . . . . A,,; the 
corresponding algebraic multiplicities and ascents are 
vk = mk = 1, v; = rn; = 1, k = n,,, n, + 1, . . . . 
Fourth, the associated projections are labeled as Pk, Pb, k = no, n, + 1, . . . . 
and PO,, . . . . PO,, in terms of which we form the modified subspace 
For each integer 12 3 n, choose a real number r, such that 
and then form the semicircle I’,,: p = r,e”, 0 < 6 < rc, and the circle C, : ,? = 
rie2i0, 0 < 8 Q rc. We can assume that I,, , . . . . A,,, lie inside Cn,,, and arguing 
as in the last section it follows that 
u= f P‘,,u+ 2 (Pk+P;)u (4.6) 
k=L k = nn 
iff 
(4.7) 
Our goal is to show that (4.7) is valid for all UE L’[O, 11. To do this, we 
will treat L as a perturbation of a differential operator T belonging to 
Case VI. Indeed, let 
A”,2=A12=0, A”13=43, A”14=44, 
AB=AB, A”24=A24, A34 = 0. 
Then by [4, Theorem 2.31, -D2 and the Aii determine a unique differen- 
tial operator T which belongs to Case VI, and by (2.1) the characteristic. 
determinant of T is 
J(P) = w+Pf(p), (4.8) 
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while by (2.8) the boundary part of the resolvent of T satisfies 
k(t, 3; P) 
&,s;P)= f(p) . 
Combining (4.2) and (4.9) with (4.4), we see that 
(4.9) 
(4.10) 
where 
0) 1 
46 s; P) = - k( t, s; p) + - 
Pf(P) MPf(P) 
The spectral properties of T have been developed in [S, Sect. 6; 9, 
Sect. 41. Specifically, the nonzero eigenvalues of T are given by the 
sequence 1, = i, = (pk)*, k = 1, 2, . . . . and the corresponding algebraic 
multiplicitites and ascents are v”k = fiik = 2, k = 1,2 . . . . Also, since 
S,(T) = L2[0, 1 ] (see [ 5, Theorem 6.1 I), we must have 
1 
-j” 2p~JT)u&+O 2ni r, 
as n-co (4.11) 
for all u E L2[0, 11. 
Next, by our previous work (see [7, (5.5); 9, (4.14)]) there exists a 
constant yO>O such that 
1 1 
lF(P)lGyo7 If(P)lGyoT 
2 IAwl Yo 
Ih( d Ia, (4.12) 
for all points p on the r,. Therefore, using (4.10) we have 
for all u E L*[O, l] and for all n 2 no, where 
RAO=+-TI, ~'~(~,~;~)uWp 
n 
1 
=2ni r” 
f eiP’M( p) dp + &. s eiP(’ -“N(p) dp. 
r” 
(4.14) 
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The functions M and N are analytic on the r, with 
(4.15) 
for all p on r, by (4.12). An application of Lemma 3.3 then shows that 
R,u -+ 0 for all u E L2[0, 13, and hence, from (4.13) and (4.11) we conclude 
that (4.7) is valid for all u E L2[0, 11. 
Summarizing, we have established the following theorem. 
THJSOREM 4.1. Let the dz~fere~t~u~ operator L belong to Case VIII, and 
let P,,, k = 1, . . . . m, and Pk, P;, k = n,, no + 1, . . . . be the enumeration of the 
projections associated with L given above, Then each u E L’[O, 1 ] is given by 
the expansion 
k=l k = PW, 
Remark 4.2. Theorem 4.1 was established earlier in [6] by different 
methods. We find the above proof simpler and more direct. 
5. EXPANSIONS IN CASE XI BY DIRECT METHODS 
In Case XI we can explicitly calculate the projections associated with L, 
and thereby directly analyze the eigenfunction expansions for functions in 
L’[O, 11. Let the differential operator L belong to Case XI, so 
A,,=% A,~+AB=O, A34 #‘A A,s+A24=0, A,3 Z&a- 
(5.1) 
From ES, (11.9)] we have the additional condition Al4 = TA 13t and hence, 
AM= ?A,,, An= iA,,, A,,= -Ai3. (5.2) 
This allows us to express everything in terms of the two nonzero 
parameters A,, and A,,. 
Let us review the main results of [S, Sect. 111 for Case XI. First, the 
eigenvalues of L are given by the sequence & = (kn)2, k= 1,2, . . . . with 
corresponding algebraic multiplicities and ascents vk = mk = 1, k = 1, 2, . . . . 
Second, we introduce the two orthonormal bases 
q5k( t) = &T sin kxt, k = 1, 2, . . . . 
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and 
$0(f) = 13 t/ik( t) = vf2 cos knt, k = 1, 2, . . . . 
for L*[O, 11, and set a= 2A13/A34, Third, in case A,,= --AI1 define 
XZk- ,tt) = &k- I(t), Y2k--L(t)=~Zk-,I(f)+IZ(2k- l)n$sl(t), 
xzk(t) = dldf) + 42kn) $x(t), YZk(f) = #*k(f) 
for k = 1, 2, . . . . and in case A r4 = A r3 define 
X*k-,I(f)=QJk--I(t)-a(2k-1)n~,,-,(t), Y2k- ,ft) = 42k- I(t), 
x%(t) = QIZk(f)r YX(~) =&k(t) -42kz) $zAt) 
for k = 1, 2, . . . . Then the projections associated with L are given by the 
formula 
PkU(t) = h Yk) Xk(th k = 1, 2, . . . . (5.3) 
Next, we introduce the even and odd functions in L*[O, 11. A function 
u E L*[O, l] is said to be an euen function if u(t) = u( 1 - t) for a.e. t E [0, 11, 
and is said to be an oddfunction if u(t) = -u( 1 - t) for a.e. ttl: [0, 11. The 
subspaces of even and odd functions are denoted by d and 0, respectively. 
It can be verified that & and 6 are closed subspaces in L*[O, 11, leading to 
the orthogona1 direct sum decomposition 
L2[0, 1 ] = BO co. (5.4) 
6 has the two orthonormal bases &k-, , k = 1,2, . . . . and kZk, k = 0, 1, 2, . . . . 
while B has the two orthonormal bases &, k = 1,2, . . . . and tiZkP r, 
k = 1, 2, . . . . Clearly we can write each u E L*[O, 1 ] as u = y + z, where 
y(t) = 4 [u(t) + u( 1 - t)] E 6, z(t) = f [u(t) - u( 1 - t)] E 8. 
The functions y and z are called the even and odd parts of U, respec- 
tively-they correspond to the decomposition (5.4). 
Finally, to study the projections P,, k = 1, 2, . . . . we look separately at the 
two cases AI4 = -A,, and A,, = A,,. Assume that A,, = -A,,. Then (5.3) 
becomes 
P2kU(t) = t”, #2k) #2kft) + a(2ka)(u~ #2kf 4(/2kttf 
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for k = 1,2, . . . Take any u E L’[O, 11 with even part y and odd part z, and 
assume z E H’ [0, 11. Using an integration by parts, we can rewrite (5.5) as 
P Zk~,~(t)=(U,~*k--1)~2k~I(f)-u(Z’,~2k~I)~*k~I(f), 
p2kU(t) = (4 42k) &k(t) + WY IC/Zk) IC/Zk(f) + 2 & 40) 1C12k(f) 
(5.6) 
for k= 1, 2, . . . with Z’EC?. Also, a(~‘, tiO) tic,(t) = -2az(O). Thus, for 
n = 2m - 1 we obtain 
k=l k=l k=l 
m-l m-l 
+u 1 (z’,~~k)lClZk+2az(0)+2~uz(0) 1 $Zk, (5.7) 
k=O k=l 
and for n = 2m we obtain 
k=l k=l k=l 
+ a f tz’, ti2k) $Zk + 240) + 2 fi az(O) f @2k. (5.8) 
k=O k=l 
On the right side of (5.7)-(5.8) we observe the three convergent series 
plus the divergent series x7=, t,GZk. Therefore, 
co 
u= 1 P,u iff z(0) = 0. (5.9) 
k=l 
The case A i4 = A i3 is treated in a similar manner, except now the even 
part y replaces the odd part z in the discussion. These results are 
summarized below. 
THEOREM 5.1. Let the differential operator L belong to Case XI, let Pk, 
k = 1, 2, . . . . be the enumeration of the projections associated with L given 
above, and let u E L2[0, 1 ] have even part y and odd part z. 
(a) If A,,= --AI3 and zE H’[O, 11, then u=C~“,~ P,u iff z(O)=O. 
(b) If A,,=A,3 andyEH’[O, 11, then u=CpZI P,u zffy(O)=O. 
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COROLLARY 5.2. Under the ~~~u~~es~s of Theorem 5.1, assume 
UE H'[O, 1-J. 
(a) In case A&$= -A,,: a=cpaf P$.t offs-~(l)=o. 
(b) In case A,, = A,,:u=C,“=, PAM ifsu(O)+u(l)=O. 
We conclude this section with some remarks. First, the boundary condi- 
tions appearing in the last corollary are part of the boundary conditions 
determining L (see 15, Eq. (11.14)] ). Second, the methods used here were 
employed earlier by Hill [Z] to study a model problem from Case XI. 
Third, Case XI can also be treated by the methods used in the previous 
two sections, but the development is more difficult. 
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