Abstract-An important problem in color-based image retrieval and video segmentation is to lack information about how color is spatially distributed. To solve this problem and enhance the performance of image and video analyses, a spatial color descriptor is proposed involving a color adjacency histogram and color vector angle histogram. The color adjacency histogram represents the spatial distribution of color pairs at color edges in an image, thereby incorporating spatial information into the proposed color descriptor. Meanwhile, the color vector angle histogram represents the global color distribution of smooth pixels in an image. Since the proposed color descriptor includes spatial adjacency information between colors, it can robustly reduce the effect of a significant change in appearance and shape in image and video analyses. Moreover, since the color adjacency histogram is simply represented by binary streams, the storage space required for the image histogram values can be effectively reduced. Experimental results show that even with significant appearance changes, the proposed color descriptor could produce a high image retrieval rate and accurately detect abrupt scene-cuts in a video analysis.
I. INTRODUCTION
R ECENTLY, the availability of image and video contents has significantly increased, thereby creating a need for the efficient management of image and video storage systems [1] - [4] . Among the basic low-level image content description features used to enhance the availability of image and video contents, color is the most effective feature for conducting a visual multimedia analysis because it is an identifying feature that is local and independent of view and resolution.
Swain and Ballad [5] proposed a color histogram-based algorithm to identify a color image. In this case, three-dimensional (3-D) histograms are generated for the input and model images in the database. Then an attempt is made to match two images utilizing the histogram intersection method. This method is very simple to implement and produces a reasonable performance. However, the main disadvantage of Swain's color histogram method is that it is not robust to significant appearance changes because it does not include any spatial information. Recently, several schemes including spatial information have been proposed. Park [6] proposed a hybrid graph representation method, Manuscript received June 7, 2001 ; revised May 6, 2002 . This work was supported by Grant M10203000102-02J0000-04810 from the National Research Laboratory Program of the Korea Ministry of Science & Technology. The associate editor coordinating the review of this paper and approving it for publication was Dr. Anna Hac.
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Digital Object Identifier 10.1109/TMM. 2003.814792 which consists of a modified color adjacency graph (MCAG) and spatial variance graph (SVG). In the MCAG, the node attribute encodes the pixel count of the RGB chromatic component, while the edge attribute denotes the spatial adjacency of two color features. The SVG is introduced to utilize the geometric statistics of the chromatic segment in the spatial domain. Pass et al. [7] suggested partitioning histogram bins based on the spatial coherence of the pixels, where a pixel is coherent if it is part of a sizable similar-colored region, and incoherent otherwise. A color coherence vector (CCV) is used to represent this classification for each color in an image. However, since an image partition approach highly depends on the pixel positions, most of these approaches are unable to tolerate significant appearance changes. Huang [8] , [9] proposed a color correlogram method, which takes account of the local spatial correlation between colors as well as the global distribution of this spatial correlation. Ma [10] conducted a comprehensive performance evaluation of different color features for content-based image retrieval and found that a color correlogram produced the best retrieval performance among a color histogram, CCV, color moment, and color correlogram. In his paper, although a color correlogram was robust in tolerating significant changes in the appearance of the same scene caused by changes in the viewing position, partial occlusions, and camera zoom, its computation time would seem to be a problem for practical applications [10] . Accordingly, to cope with significant appearance changes, the proposed method uses a color vector angle that is insensitive to variations in intensity, yet sensitive to differences in hue and saturation [11] . When changes in appearance and shape occur, the color pairs at the color edges mostly remain unchanged. Therefore, a pixel classification based on a color vector angle is performed first to classify the pixels as either smooth or edge. For the edge pixels, the distribution of the color pairs at an edge is represented by a color adjacency histogram in quantized HLS color space. For the smooth pixels, the color distribution is represented by a color vector angle histogram. Since the color vector angle histogram is constructed based on a color vector angle for each representative color that complies with human color perception, this prevents colors that are perceptually similar from being treated as dissimilar. The augmented histogram, consisting of color adjacency and color vector angle histograms, is then used for the color description.
The color feature is also very useful in the context of video content analyses. The first step in a video analysis is cut detection. To enhance the capability of a video content analysis, the detection of gradual transitions, such as fades and dissolves, is very important. However, gradual transition detection is not the focus of the current paper because certain mathematical models can be used in addition to the color feature. Cut detectors use different features, such as the pixel difference, statistical difference, edge difference, etc. [13] - [15] . Among these features, a color histogram is the most commonly used image feature for detecting cuts, because it is efficient to compute and insensitive to camera motion. Cut detection assumes that consecutive frames in the same shot are more similar than frames in different shots. Consequently, since color histograms completely ignore spatial information, consecutive frames that include local changes in the image can be declared to belong to different shots. However, the proposed augmented color histogram is extremely robust to significant changes in appearance and includes spatial information, therefore, the proposed scene-cut detection algorithm can achieve a very high true scene-cut detection rate.
The organization of the remainder of this paper is as follows. Section II gives an overview of the proposed color descriptor using histograms. Section III outlines the proposed color adjacency histogram and color vector angle histogram. Section IV describes the similarity measure for image retrieval and video cut detection. Finally, experimental results and a discussion are presented in Sections V and VI, respectively.
II. OVERVIEW OF PROPOSED SPATIAL COLOR ANALYSIS
The problems with conventional color descriptors based on a color histogram can be roughly divided into two areas; The first is due to the lack of spatial information and the second is that similar colors are treated as dissimilar because of the uniform quantization of each color axis. To solve the problem of the lack of spatial information, color edge information is used in the construction of the proposed histogram. As such, pixel classification based on a color vector angle is performed beforehand to classify the pixels into smooth or edge pixels. A 3 3 window is applied to every pixel in an image, where the center pixel and neighboring pixel making the maximum color vector angle are used to detect a color edge. If the center pixel in a 3 3 window is an edge pixel, the global distribution of the color pairs around the edges is represented by a color adjacency histogram based on colors quantized in HLS color space. Conversely, if the center pixel in a 3 3 window is a smooth pixel, the color distribution is represented by a color vector angle histogram. The augmented histogram, which consists of both the adjacency color and color vector angle histograms, is then used as the color descriptor. Fig. 1 shows a block diagram of the proposed color descriptor.
III. PROPOSED COLOR DESCRIPTOR

A. Color Edge Detection Using Color Vector Angle
In the current study, color vector angles are used to lessen the effect of illumination [11] . A color vector angle is insensitive to variations in intensity, yet sensitive to differences in hue and saturation. As a result of these characteristics, color vector angles are widely used for identifying color edges [11] , [12] . The simplest color distance metric is the Euclidean distance in RGB space. However, in the RGB space, the Euclidean distance does not correspond to equally perceptible differences of colors because it is extremely sensitive to intensity variations, yet insensitive to variations in hue and saturation. shows the usefulness of a color vector angle. Although color pair (P1, P2) appears more perceptually similar than color pair (P3, P4), two color pairs have the same Euclidean distance. Since the Euclidean distance is extremely sensitive to intensity variation, two pixels with the same color can have a nonzero distance value. However, the angle of color pair (P3, P4) is larger than that of color pair (P1, P2) due to color vector angle's sensitiveness to differences in hue. Consequently, color vector angle well represents the perceptual color difference. Colors that are separated by an angle, , whose sine is calculated as
The color edge is detected based on the eight-connectivity. First, a 3 3 mask is applied to every pixel, then the eight color vector angles between the eight neighboring pixels and the center pixel are calculated: where and are the center and neighboring pixels in the 3 3 mask, respectively. The maximum vector angle among the eight color vector angles is identified, then, if the maximum vector angle is larger than 0.09, the center pixel is classified as an edge pixel.
B. Nonuniform Quantization in HLS Space
Researchers often utilize spaces such as CIELUV and CIELAB to subsample the chrominance components, thereby effectively reducing the histogram size. However, since RGB color space cannot be directly converted into these color spaces this presents a large computational burden. Therefore, the current paper uses HLS color space, which facilitates fast computation and automated image segmentation with extremely good results [12] . Fig. 3 shows the distribution of saturation and lightness for red and green hue components, respectively. As shown in Fig. 3 , color is perceived differently according to saturation. Consequently, the color space is divided into achromatic, low chromatic, and high chromatic subregions, based on two threshold values related to saturation. In the achromatic color subregion [see region 1 in Fig. 3(a) ], even if a color has a hue component, the color is perceived as an achromatic component. Therefore, since the lightness component is clearly more important, lightness is used for the achromatic subregion quantization. In the low chromatic subregion [see region 2 in Fig. 3(a) ], the chromatic component can be perceived and the perceived color differs according to the hue and lightness, therefore, hue and lightness are used for the low chromatic subregion quantization. In the high chromatic subregion [see region 3 in Fig. 3(a) ], nearly the same color is perceived regardless of saturation. Therefore, since the hue component is more important than lightness, hue is used for the high chromatic subregion quantization. The number of quantization levels for each component in the three subregions is tabulated in Table I . For each subregion, lightness and saturation are uniformly quantized according to the number of quantization levels. However, nonuniform quantization is performed for the hue component.
The reason for the nonuniform quantization of hue stems from previous research in color naming. In [12] , [16] , and [17] , anthropological, linguistic, and neurophysiological research has identified the existence of a set of basic colors that is common to all speakers. These eleven colors are: white, gray, black, red, green, yellow, blue, pink, brown, orange, and purple.
The above color names are used in the nonuniform quantization of the hue component. When considering the saturation and lightness ranges of the achromatic and low chromatic subregions, white, gray, and black can be eliminated, leaving eight basic color terms. However, pink, brown, and orange are essentially subsets of the five basic color names, as orange and brown are contained in either yellow or red, and pink within purple or red. According to the color vision model, humans can easily determine seven colors. Therefore, seven hue components were obtained by dividing blue into blue and cyan. Fig. 4 shows the nonuniform hue quantization.
C. Color Adjacency Histogram
If the center pixel in a 3 3 mask is classified as an edge pixel, the color pair that forms the maximum vector angle constitutes a color adjacency histogram. Fig. 5 shows an example of a color adjacency histogram. In Fig. 5(a) , the rectangular boxes with a thick solid line represent edge pixels and arrows connect the color pair making the maximum vector angle in the 3 3 mask. In Fig. 5(a) and (b), Ci is the color quantized in HLS space. In Fig. 5(b) , the color on the -axis is the color of the center pixel, whereas the color on the -axis is that of the pixel making the maximum vector angle with the center pixel. The number of frequencies over the entire image is accumulated in the corresponding bin.
When a color adjacency histogram is constructed, the feature size of the histogram is very large. Since the speed of retrieval and required storage space for the histogram values of database images depend on the size of the histogram bins, the proposed color adjacency histogram is very inefficient for a large database. Accordingly, a simple representation of a color adjacency histogram is clearly needed to increase the speed of retrieval and decrease the storage space required for the histogram values of database images.
A constructed color adjacency histogram normally includes many empty bins and only a few dominant peaks capture the main edge components. Therefore, a detailed comparison of a color pair histogram is not required, as a fine comparison will often produce incorrect results. Therefore, the proposed method only compares the dominant elements, thereby significantly reducing the feature storage amount and removing any noise introduced while scanning the color image. Fig. 6 shows an example of the binary representation of a color adjacency histogram. When the pixel count in a bin exceeds a given threshold, that bin is classified as effective, otherwise, noneffective. Fig. 6(b) shows effective bins. If a bin is effective, a binary "1" is assigned, otherwise, a binary "0." Accordingly, the thresholded color adjacency histogram in Fig. 6(b) can be expressed as follows: (3) where the rows represent the colors of the neighboring pixels and the columns represent the colors of the center pixels. As such, the matrix denotes that and are adjacent to each other, along with and , and and . Yet, even when a color adjacency histogram is represented by a binary matrix, this does not reduce the number of bins. Therefore, to reduce the number of bins, a decimal conversion of the binary stream in each row of the matrix is performed. As shown in Fig. 7 , a binary matrix can be converted into a column matrix, where each element is equivalent to a decimal number corresponding to the binary stream of each row in a binary matrix (4) Therefore, in the proposed nonuniform quantization method, the number of bins is the same as the number of representative colors.
D. Color Vector Angle Histogram
When the center pixel is classified as smooth, the color pair that forms the maximum vector angle constitutes the color vector angle histogram. Since the number of smooth pixels is generally larger than the number of edge pixels, the color classification of smooth pixel is very important. For a better color classification, it is possible to increase the number of representative colors. However, if this number is increased, the proposed color adjacency histogram may not capture the dominant color edges as perceptually similar color edges can be classified as color edges with a different color pair. Since the maximum vector angle between the center and a neighboring pixel is small, the difference in hue and saturation between smooth and neighboring pixels is very small. Therefore, a histogram based on a uniform quantization of the maximum vector angle for a smooth pixel is constructed for those pixels classified as smooth. Fig. 8 shows the quantization of a maximum color vector angle. If the center pixel is smooth, its maximum color vector angle will be lower than the threshold used in color edge detection. As such, half the threshold used in the color edge detection is utilized for the quantization step in the uniform quantization of the maximum color vector angle. If the maximum color vector angle is larger than half the threshold, the maximum color vector angle is quantized into bin A, otherwise, bin B. Fig. 9 shows the composition of a color vector angle histogram, where the total number of bins is two times the number of colors quantized in HLS space.
IV. SIMILARITY MEASURE
A similarity metric is needed when using the proposed spatial color descriptor for image retrieval and video cut detection. Retrieval systems are based on similarity measurements between a given query and indexed data. Features are considered to be similar if they are in close proximity to each other, and dissimilar if they are further apart. The current section presents similarity measures for the proposed color descriptor in the case of image retrieval and a distance measure in the case of video cut detection.
A. Similarity Measure for Color Adjacency Histogram
When measuring the similarity of a color adjacency histogram, the intersection method is used, which measures the similarity of the binary codes for the same color between the query and model images.
Let denote the binary code of adjacent colors to color in query image , then the inter- where is the total number of binary "1"s in a binary string and is the total number of binary "1"s occurring at the same position in the two binary strings. For example, if and correspond to the binary codes of color in images and , respectively, then , , and are obtained. Accordingly, the intersection result is . For all colors used in the construction of a color adjacency histogram, the total intersection is computed as (6)
B. Similarity Measure for Color Vector Angle Histogram
When measuring the similarity of a color vector angle histogram, Swain's histogram intersection is used. The total number of pixels in a color vector angle histogram of an image is dependent on the image size and number of edge pixels in each image. Thus, to make a color vector angle histogram invariant to image size and the number of edge pixels in the image, the color vector angle histogram is normalized based on the total number of pixels required to make the histogram independent of the image size, and then further multiplied by a histogram_norm_factor, making it possible to encode the histogram as an integer. The possible range is 0 histogram_value histogram_norm_factor and the sum of the histogram values for all the bins is also equal to the histogram_norm_factor. The overall histogram value representation is as follows:
In experiments to objectively compare the proposed method with other conventional methods, all the histogram values of the other methods were also represented using the above procedure. The similarity of a color vector angle histogram with the same number of pixels is calculated as (7) where and represent the color vector angle histograms of the query and model images, respectively. Based on the above similarity measures, the overall similarity measure is represented as (8) where and are the similarity weights of the color adjacency histogram and color vector angle histogram, respectively. In the experiments, and .
C. Distance Measure for Video Cut Detection
Given a video stream, , composed of frames, , the sequence trace can be defined as follows. Let be the feature set extracted from the pair of frames . The sequence trace, , for is defined as (9) where is the total number of pixels in each frame. In the current work, the proposed color adjacency histogram and color vector angle histogram are used as the features; hence . The first feature, , is obtained from the absolute difference in the color adjacency histograms between frames and (10) where and are the color adjacency histograms of frames and , respectively, and is the number of representative colors used in the construction of the color adjacency histograms. In video cut detection, the storage of a color adjacency histogram value for each frame is not needed. Instead, the final information stored is the frame number where a scene-cut is detected. Therefore, a binary representation of a color adjacency histogram is not used in video cut detection.
Similarly, the second feature, , is obtained from a color vector angle histogram as follows: (11) where and are the color vector angle histograms of frames and , respectively, and is the number of representative colors used in the construction of the color vector angle histograms. If the sequence trace, , is larger than a predetermined threshold, a scene-cut is declared.
V. EXPERIMENTAL RESULTS
A. Image Retrieval
To evaluate the performance of the proposed method, experiments were carried out using a database of about 5000 images with various sizes taken of multicolored objects in real world scenes. The database included natural scenes, indoor images, plants, animals, landscapes, people, news cuts, and paintings etc. This variety of images in the database prevented any bias toward a particular type of image. Fifty independent query images and corresponding relevant image sets were chosen from the database. Each query image had a unique correct answer, plus if an image included the same object with a different view, for example, a significant change in appearance, spatial translation, small illumination change, rotation, zoom, etc., it was also regarded as a relevant image.
1) Retrieval Accuracy Measure: The retrieval accuracy was measured in terms of the recall, precision, and ANMRR. For each query image in the database, there are similar images. Let be the number of correct, missed, and false candidates, respectively, among the first retrievals. The precision and recall for query image are defined as (12) and (13) ANMRR [18] is the average of the normalized modified retrieval rank over all queries. First, the average rank for query is as follows: (14) where NG(q) is the number of relevant images for query . Then, the average rank is modified into (15) The normalized modified retrieval rank is calculated as (16) where is the number of all queries.
Note that the normalized modified retrieval rank will always be in [0.0 1.0]. Finally, ANMRR is calculated for all queries as follows: (17) 2) Results: The proposed method was compared with a conventional color histogram, hybrid graph representation, and color correlogram. Sixty-four, 125, and 252 color bins were used for the conventional color histogram, while 125 color bins were used for the hybrid graph representation. Since the size of a correlogram is quite large, a color auto-correlogram was used in the experiments. Sixty-four colors and 1, 3, 5, 7 for spatial distances were used in the computation of the autocorrelogram, resulting in 256 bins. Table II shows a comparison with the other retrieval methods. The proposed method produced a satisfactory result, which was better than the other methods. Despite using a smaller number of bits than the 252-bin color histogram, the proposed method produced a better ANMRR, average recall, and precision. Fig. 10 shows the retrieval results for a query and the relevant images, including a camera zoom and change of viewing position. As shown in Fig. 10 , the proposed method was very robust to a camera zoom, whereas the conventional color histogram was very sensitive to such appearance changes. Since the proposed method considers color adjacency through a color adjacency histogram, it was able to produce satisfactory retrieval results even with significant appearance changes. Fig. 11 shows the retrieval result for another query with a new object appearance. When the new object appeared, the proposed method ranked better than the conventional color histogram. 
B. Video Segmentation 1) Performance Parameters:
Usually the performance of a cut detection algorithm is expressed in terms of its recall and precision [13] . The recall parameter defines the percentage of true detection (performed by the detection algorithm) with respect to the overall events (scene breaks) actually present in the sequence. Concurrently, the precision is the percentage of true detection with respect to the overall declared event. The equations for recall and precision are as follows: (18) ( 19) where is the number of correct detections, the number of missed detections, the number of false detections, the number of existing events, and the number of overall declarations.
2) Results:
Five video clips were used in this experiment. The clips were diverse enough to capture different kinds of common scenarios occurring in practice, including abrupt scene-cuts, fades, and dissolves. However, gradual transition detection is not the focus of the current paper as certain mathematical models (or motion information, edges, etc.) can be used in addition to the color feature. Therefore, only the performance of abrupt scene-cut detection was compared with a color histogram. All the video clips had over 1000 frames. Clips 1, 2, and 3 included many gradual transitions and thus only had a small number of abrupt scene-cuts. In contrast, clip 5 had many abrupt scene-cuts and the global color distribution between different scenes was very similar. Tables III and IV show the detection results. The scene-cut detection by the proposed method was highly accurate for most of the test sequences. Intensity and a conventional color histogram are currently the most commonly used image features for detecting scene-cuts as they are efficient to compute and insensitive to camera motion. However, they are not robust to local changes in images, in which case scene-cuts can easily go undetected. Fig. 12 shows the scene-cuts detected by the proposed method, yet not by the color histogram for clip 5.
C. Complexity
Let be an image. If the computation time of a color vector angle is , the complexity of the proposed color descriptor is . Since a color correlogram specifies the probability that a pixel at distance away from the given pixel has the same color, its complexity varies with . If is small, the complexity is . When is large, the complexity is where is the exponent for the fastest matrix multiplication algorithm [9] . The complexity of a hybrid graph representation is higher than that of a color histogram due to the computation time involved in the graph generation. Although the complexity of the proposed method is slightly higher than that of a color histogram, its performance with small bins was significantly improved compared with the other conventional methods. 
VI. CONCLUSIONS
A spatial color descriptor was proposed that consists of a color adjacency histogram and color vector angle histogram. Since the proposed color adjacency histogram uses edge pixels, it can effectively represent the adjacency between colors in an image and provide robustness to substantial appearance changes. The color vector angle histogram can also effectively represent the global color distribution of smooth pixels in an image because the color vector angle is insensitive to variations in intensity, yet sensitive to differences in hue and saturation. Moreover, through the binary representation of a color adjacency histogram, the storage space required for image histogram values can be significantly reduced.
The proposed spatial color descriptor provides satisfactory image retrieval results even with significant appearance changes and can be applied to image localization through histogram backprojection. In video segmentation, the proposed color adjacency and vector angle histogram is capable of accurately detecting an abrupt scene-cut, regardless of local changes, because it incorporates spatial information on the color distribution. If the color quantization scheme is improved, a better performance could be achieved with the proposed color description method. Future work will focus on the development of a gradual transition detection method combined with other image features. 
