Abstract We address the problem of model checking stochastic systems, i.e., checking whether a stochastic system satisfies a certain temporal property with a probability greater (or smaller) than a fixed threshold. In particular, we present a Statistical Model Checking (SMC) approach based on Bayesian statistics. We show that our approach is feasible for a certain class of hybrid systems with stochastic transitions, a generalization of Simulink/Stateflow models. Standard approaches to stochastic discrete systems require numerical solutions for large optimization problems and quickly become infeasible with larger state spaces. Generalizations of these techniques to hybrid systems with stochastic effects are even more challenging. The SMC approach was pioneered by Younes and Simmons in the discrete and non-Bayesian case. It solves the verification problem by combining randomized sampling of system traces (which is very efficient for Simulink/Stateflow) with hypothesis testing (i.e., testing against a probability threshold) or estimation (i.e., computing with high probability a value close to the true probability). We believe SMC is essential for scaling up to large Stateflow/Simulink models. While the answer to the verification problem is not guaranteed to be correct, we prove that Bayesian SMC can make the probability of giving a wrong answer arbitrarily small. The advantage is that answers can usually be obtained much faster than with standard, exhaustive model checking techniques. We apply our Bayesian SMC approach to a representative example of stochastic discrete-time hybrid system models in Stateflow/Simulink: a fuel control system featuring hybrid behavior and fault tolerance. We show that our technique enables faster verification than state-of-the-art statistical techniques. We emphasize that Bayesian SMC is by no means restricted to Stateflow/Simulink models. It is in principle applicable to a variety of stochastic models from other domains, e.g., systems biology.
real control systems, the number of states easily exceeds this limit, which motivates the need for algorithms for solving the PMC problem in a probabilistic fashion, such as Statistical Model Checking (SMC). These techniques heavily rely on simulation which, especially for large, complex systems, is generally easier and faster than a full symbolic study of the system. This can be an important factor for industrial systems designed using efficient simulation tools like Stateflow/Simulink. Since all we need for SMC are simulations of the system, we neither have to translate system models into separate verification tool languages, nor have to build symbolic models of the system (e.g., Markov chains) appropriate for numerical methods. This simplifies and speeds up the overall verification process. The most important question, however, is what information can be concluded from the behavior observed in simulations about the overall probability that φ holds for M. The key for this are statistical techniques based on fair (iid = independent and identically distributed) sampling of system behavior.
Statistical Model Checking treats the PMC problem as a statistical inference problem, and solves it by randomized sampling of the traces (or simulations) from the model. Each sample trace is model checked to determine whether the BLTL property φ holds, and the number of satisfying traces that are found by randomized sampling is used to decide whether M |= P ≥θ (φ). This decision is made by means of either estimation or hypothesis testing. In the first case one seeks to estimate probabilistically (i.e., compute with high probability a value close to) the probability that the property holds and then compare that estimate to θ [25, 41] (in statistics such estimates are known as confidence intervals). In the second case, the PMC problem is directly treated as a hypothesis testing problem [49, 41, 29] , i.e., deciding between the null hypothesis H 0 : M |= P ≥θ (φ) (M satisfies φ with probability greater than or equal to θ) versus the alternative hypothesis H 1 : M |= P <θ (φ) (M satisfies φ with probability less than θ).
The algorithm for SMC by Bayesian hypothesis testing [29] (see Algorithm 1) is very simple but powerful. It is based exclusively on numerical simulations (called traces) of the system M to determine whether it accepts H 0 or H 1 .
Input : PBLTL property P θ (φ), acceptance threshold T 1, prior density g for (unknown) probability p that the system satisfies φ Output: "H 0 : p θ accepted", or "H 1 : p < θ accepted"
{number of traces drawn so far} 2 x := 0;
{number of traces satisfying φ so far} 3 loop The SMC algorithm repeatedly simulates the system to draw sample traces from the system model M (line 4). For each sample trace σ, SMC checks whether or not σ satisfies the BLTL property φ (line 6) and increments the number of successes (x in line 7). At this point, the algorithm uses a statistical test, the Bayes factor test (line 9), to choose one of three things to do. The algorithm determines that it has seen enough data and accepts H 0 (line 10), or it determines that it has seen enough to accept the alternative hypothesis H 1 (line 11), or it decides that it has not yet seen statistically conclusive evidence and needs to repeat drawing sample traces (when 1 T ≤ B ≤ T ). The value of the Bayes factor B gets larger when we see more statistical evidence in favor of H 0 . It gets smaller when we see more statistical evidence in favor of H 1 . If B exceeds a user-specified threshold T , the SMC algorithm accepts hypothesis H 0 . If B becomes smaller than 1 T , the SMC algorithm rejects H 0 and accepts H 1 instead. Otherwise B is inconclusive and the SMC algorithm repeats.
Algorithm 1 is very simple and generic. In order to be able to use it, we do, however, need to provide system models, a way of sampling from them efficiently, and a way to check properties for a given trace. In particular, for line 4, SMC needs a class of system models that is suitable for the application domain along with a way to sample traces from the system model. For correctness, it is imperative that the sample traces be drawn from the model in a fair (iid) way and that the resulting probabilities are well-defined. We investigate these questions in Section 2. For line 6, SMC needs a way to check a BLTL property along a given trace σ of the system. We investigate how this can be done and why it is well-defined for simulations, which can only have finite length, in Section 3. For line 9, we need an efficient way to compute the statistic employed, i.e., the Bayes factor -this is developed in Section 5.
Note that Statistical Model Checking cannot guarantee a correct answer of the PMC problem. The most crucial question needed to obtain meaningful results from SMC is whether the probability that the algorithm gives a wrong answer can be bounded. In Section 6 we prove that this error probability can indeed be bounded arbitrarily by the user. In Section 4, we also introduce a new form of SMC that uses Bayesian estimation instead of Bayesian hypothesis testing. Hypothesis-testing based methods are more efficient than those based on estimation when the threshold probability θ (which is specified by the user) is significantly different from the true probability that the property holds (which is determined by M and its initial state s 0 ) [48] . In this paper we show that our Bayesian estimation algorithm can be very efficient for probabilities close to 1 or close to 0.
Our SMC approach thus encompasses both hypothesis testing and estimation, and it is based on Bayes' theorem and sequential sampling. Bayes' theorem enables us to incorporate prior information about the model being verified. Sequential sampling means that the number of sampled traces is not fixed a priori. Instead, sequential algorithms determine the sample size at "run-time", depending on the evidence gathered by the samples seen so far. Because conclusive information from the samples can be used to stop our SMC algorithms as early as possible, this often leads to significantly smaller number of sampled traces (simulations).
We apply our approach to a representative example of discrete-time stochastic hybrid systems modeled in Stateflow/Simulink: a fault-tolerant fuel control system.
The contributions of this paper are as follows:
-We show how Statistical Model Checking can be used for Stateflow/Simulink-style hybrid systems with probabilistic transitions. -We introduce Bayesian sequential interval estimation and prove almost sure termination. -We prove analytic error bounds for the Bayesian sequential hypothesis testing and estimation algorithms. -In a series of experiments with a relevant Stateflow/Simulink model, we empirically show that our sequential estimation method performs better than other estimationbased Statistical Model Checking approaches. In some cases our algorithm is faster by several orders of magnitudes.
While the theoretical analysis of our Statistical Model Checking approach is complicated by its sequential nature, a beneficial property of our algorithms is that they are easy to implement and often more efficient than working with a fixed number of samples.
Model
Our Statistical Model Checking algorithms can be applied to any stochastic model for which it is possible to define a probability space over its traces, draw sample traces in a fair way, and check BLTL properties for traces. Several stochastic models like discrete/continuous Markov chains satisfy this property [50] . Here we use discrete-time hybrid systems a la Stateflow/Simulink with probabilistic transitions. Preliminaries We consider discrete-time stochastic processes over R n . Given a Borel set S ⊆ R n , we denote its Borel σ-algebra by B(S). We use the notion of stochastic kernel as a unifying concept for our particular model of stochastic hybrid system. Note that, unlike other models of stochastic hybrid systems [18, 6, 8, 35 , 37], we do not consider continuous stochastic transitions, since those are less relevant for SF/SL applications.
Definition 1 A stochastic kernel on a measurable space (S, B(S)) is a function K:S × B(S) → [0, 1] such that:
1. for each x ∈ S, K(x, ·) is a probability measure on B(S); and 2. for each B ∈ B(S), K(·, B) is a (Borel) measurable function on S.
The sample space is the set Ω = S ω of (infinite) sequences of states, equipped with the usual product σ-algebra F of Ω (i.e., F is the smallest σ-algebra containing all the cylinder sets over B(S n ), for all n 1.) Given a stochastic kernel K on (Ω, F) and an initial state x ∈ S, by Ionescu Tulcea's theorem [43, Theorem 2 in II.9] there exists a unique probability measure P defined on (Ω, F) and a Markov process {X t : t ∈ N} such that for all B ∈ B(S) and for all x i ∈ S:
where δx is the Dirac measure (i.e., δx(B) = 1 if x ∈ B, and 0 otherwise). Observe that we can formally assume all samples to be infinitely long by adding stuttering transitions for executions that have terminated.
Discrete-Time Hybrid Systems As a system model, we consider discrete-time hybrid systems with additional probabilistic transitions (our case study uses SF/SL). Such a model gives rise to a transition system that allows for discrete transitions (e.g., from one Stateflow node to another), continuous transitions (when following differential equations underlying Simulink models), and probabilistic transitions (following a known probability distribution modeled in SF/SL). For SF/SL, a state assigns real values to all the state variables and identifies the current location for Stateflow machines. We first define a deterministic hybrid automaton. Then we augment it with probabilistic transitions.
Definition 2 A discrete-time hybrid automaton (DTHA) consists of:
-a continuous state space R n ;
-a directed graph with vertices Q (locations) and edges E (control switches); -one initial state (q 0 , x 0 ) ∈ Q × R n ;
-continuous flows ϕq(t; x) ∈ R n , representing the (continuous) state reached after staying in location q for time t ≥ 0, starting from x ∈ R n ;
-jump functions jump e : R n → R n for edges e ∈ E.
Definition 3
The transition function for a deterministic DTHA is defined over Q×R
where -for t ∈ R ≥0 , we have (q, x) → t (q,x) iffx = ϕq(t; x); -for e ∈ E, we have (q, x) →e (q,x) iffx = jump e (x) and e is an edge from q toq;
The simulation function ∆ makes system runs deterministic by selecting which particular discrete or continuous transition to execute from the current state. For Stateflow/Simulink, ∆ satisfies several properties, including that the first edge that is enabled (i.e., where a jump is possible) will be chosen. Furthermore, if an edge is enabled, a discrete transition will be taken rather than a continuous transition. We note that Stateflow/Simulink's default ordering of outgoing edges is by clockwise orientation in the graphical notation, but allows user-specified precedence overrides as well. Each execution of a DTHA is obtained by following the transition function repeatedly from state to state. A sequence σ = (s 0 , t 0 ), (s 1 , t 1 ), . . . of s i ∈ Q × R n and t i ∈ R ≥0 is called trace iff, s 0 = (q 0 , x 0 ) and for each i ∈ N, s i → ∆(si) s i+1 and:
Thus the system follows transitions from s i to s i+1 . If this transition is a continuous transition, then t i is its duration ∆(s i ), otherwise t i = 0 for discrete transitions. In particular, the global time at state s i = (q i , x i ) is P 0≤l<i t l . We require that the sum P ∞ i t i must diverge, that is, the system cannot make infinitely many state switches in finite time (non-zeno).
Discrete Time Hybrid Systems with Probabilistic Transitions A probabilistic DTHA is obtained from a DTHA by means of a probabilistic simulation function instead of (deterministic) simulation function ∆. Unlike ∆, it selects discrete and continuous transitions according to a probability density. We denote by D(X) the set of probability density functions defined over set X.
Definition 4
The probabilistic simulation function Π for a DTHA is the map
where for every e = (a, b) ∈ E and q ∈ Q it must be that (Π d (q))(e) = 0 if a = q.
The condition on the edges ensures that only edges starting in the current location may have non-zero probability, because the others would not be enabled. For a given pair (q, x) ∈ Q × R n , function Π enforces stochastic evolution by choosing the next transition -either a continuous or a discrete transition -according to a probability distribution (which in general depends on the current state (q, x)). In contrast, function ∆ deterministically chooses the next transition by imposing ∆(q, x) as either a continuous or a discrete transition. Note that at every state (q, x) ∈ Q × R n , Stateflow/Simulink's simulation engine deterministically chooses either an element of D(R ≥0 ) or D(E). Our probabilistic simulation function clearly generalizes this case -just choose either type of evolution with probability 1 (or 0), i.e., Πa(q, x) is a Dirac distribution at each (q, x). We now define a stochastic kernel for a DTHA, using function Π.
Definition 5 Given a DTHA, let S = Q × R n be its state space. For a probabilistic simulation function Π we define the map K : S × B(S) → [0, 1]:
where I B is the indicator function over set B and pa = Πa(q, x)(0).
Note that the integrand, as for the case of discrete transition, contributes only if the flow stays in the given Borel set B. Function K thus probabilistically chooses between a discrete transition or a continuous evolution for any given (q, x) ∈ S. In particular, with probability Πa(q, x)(0) it will choose to perform a discrete transition, and a continuous evolution with probability Πa(q, x)(1) = 1 − Πa(q, x)(0). After this choice, the actual action to be taken is sampled in the first case from a discrete distribution (over the edges e ∈ E) induced by Π d , and in the second case from a continuous distribution (over time t ≥ 0) induced by Πc.
The proof of the lemma can be found in the Appendix. Again, by Ionescu Tulcea's theorem [43, Theorem 2 in II.9], this lemma shows that there is a unique probability measure and a Markov process defined by the stochastic kernel for probabilistic DTHA.
Note that initial distributions on the initial state can be obtained easily by prefixing the system with a probabilistic transition from the single initial state (q 0 , x 0 ). Sample traces of a probabilistic DTHA can be obtained by sampling from the traces generated by the probabilistic simulation function Π.
Embedding Stateflow/Simulink SF/SL is a very sophisticated tool for embedded system design and simulation, and it is very challenging to define a comprehensive semantics for it. See the work of Tiwari [44] for a remarkable effort to define a formal semantics. Since Statistical Model Checking is based on numerical simulation, we do not need to know a full formal semantics of Stateflow/Simulink here. We can simply use its simulation engine (solver) to generate traces. What we assume, however, is that Stateflow/Simulink is well-behaved in terms of defining a probabilistic simulation function Π. Basically, Simulink primarily drives the continuous transitions (computed by numerical integration schemes) and interfaces with Stateflow blocks that determine the transition guards and discrete jumps. The continuous state space of the corresponding DTHA is some subset of R n where n is the number of variables in the Stateflow/Simulink model. The locations Q and edges E correspond to the discrete transitions found in Stateflow/Simulink, also see [44] . For every state (q, x) ∈ S, Simulink/Stateflow, in fact, chooses deterministically whether a discrete transition (Πa(q, x)(0)) or a continuous transition (Πa(q, x)(1)) is performed next. That is, Πa(q, x) is deterministic. The discrete transition Π d (q, x) is also, for the most part, chosen deterministically based on the block placement or precedence numbers for enabled transitions. Randomness enters, however, in the outcome of random blocks introduced in the design by the user. Checking to work is the assumption that there is a well-defined probability measure over the trace space.
Specifying Properties in Temporal Logic
Our algorithm verifies properties expressed as Probabilistic Bounded Linear Temporal Logic (PBLTL) formulas. We first define the syntax and semantics of (non-probabilistic) Bounded Linear Temporal Logic (BLTL), which we can check on a single trace, and then extend that logic to PBLTL. Finkbeiner and Sipma [16] have defined a variant of LTL on finite traces of discrete-event systems (where time is thus not considered). For a stochastic model M, let the set of state variables SV be a finite set of realvalued variables. A Boolean predicate over SV is a constraint of the form y∼v, where y ∈ SV , ∼ ∈ {≥, ≤, =}, and v ∈ R. A BLTL property is built on a finite set of Boolean predicates over SV using Boolean connectives and temporal operators. The syntax of the logic is given by the following grammar:
where ∼ ∈ {≥, ≤, =}, y ∈ SV , v ∈ Q, and t ∈ Q ≥0 . As usual, we can define additional temporal operators such as the operator "eventually within time t" which is defined as F t ψ = True U t ψ, or the operator "always up to time t", which is defined as
We define the semantics of BLTL with respect to (infinite) executions of the model M. The fact that an execution σ satisfies property φ is denoted by σ |= φ. We denote the trace suffix starting at step i by σ i (in particular, σ 0 denotes the original trace σ).
We denote the value of the state variable y in σ at step i by V (σ, i, y).
Definition 6
The semantics of BLTL for a trace σ k starting at the k
is defined as follows:
Statistical Model Checking decides the probabilistic Model Checking problem by repeatedly checking whether σ |= φ holds on sample simulations σ of the system. In practice, sample simulations only have a finite duration. The question is how long these simulations have to be for the formula φ to have a well-defined semantics such that σ |= φ can be checked (line 6 of Algorithm 1 on p. 3). If σ is too short, say of duration 2, the semantics of φ 1 U 5.3 φ 2 may be unclear if φ 2 is false for duration 2. But at what duration of the simulation can we stop because we know that the truth-value for σ |= φ will never change by continuing the simulation? Is the number of required simulation steps expected to be finite at all? For a class of finite length continuous-time boolean signals, well-definedness of checking bounded MITL properties has been conjectured in [34] . Here we generalize to infinite, hybrid traces with real-valued signals. We prove well-definedness and the fact that a finite prefix of the discrete time hybrid signal is sufficient for BLTL model checking, which is crucial for termination.
Lemma 2 (Bounded sampling)
The problem "σ |= φ" is well-defined and can be checked for BLTL formulas φ and traces σ based on only a finite prefix of σ of bounded duration.
For proving Lemma 2 we need to derive bounds on when to stop simulation. Those time bounds can be read off easily from the BLTL formula:
The sampling bound #(φ) ∈ Q ≥0 of a BLTL formula φ is the maximum nested sum of time bounds:
The next lemma (proof in the Appendix) shows that the semantics of BLTL formulas φ is well-defined on finite prefixes of traces with a duration that is bounded by #(φ).
Lemma 3 (BLTL on bounded simulation traces) Let φ be a BLTL formula, k ∈ N. Then for any two infinite traces σ = (s 0 , t 0 ), (
we have that
As a consequence, for checking σ |= φ during the Statistical Model Checking algorithm 1, we can stop simulation of the sample σ when the duration exceeds #(φ), because, according to Lemma 3, all possible extensions of the trace agree on whether φ holds or not. In the Appendix we prove that Lemma 2 holds using prefixes of traces according to the sampling bound #(φ), which guarantees that finite simulations are sufficient for deciding whether φ holds on a trace. Note that #(φ) is not the maximal number of transitions until formula φ can be decided along a trace, but only an upper bound for the amount of time that passes in the model M until φ can be decided. In particular, divergence of time on samples is required to ensure that the number of transitions is finite as well and that SMC terminates. Observe that ad-hoc ways of ensuring divergence of time by discarding samples with too slow a progress of time may bias the outcome of SMC.
We now define Probabilistic Bounded Linear Temporal Logic.
Definition 8 A Probabilistic Bounded LTL (PBLTL) formula is a formula of the form P ≥θ (φ), where φ is a BLTL formula and θ ∈ (0, 1) is a probability.
We say that M satisfies PBLTL property P ≥θ (φ), denoted by M |= P ≥θ (φ), if and only if the probability that an execution trace of M satisfies BLTL property φ is greater than or equal to θ. This problem is well-defined, since by Lemma 2, each σ |= φ is decidable on a finite prefix of σ, and in the previous Section we have proved existence of a probability measure over the traces of M. Thus, the set of all (non-zeno) executions of M that satisfy a given BLTL formula is measurable [50] . Note that counterexamples to the BLTL property φ are not counterexamples to the PBLTL property P ≥θ (φ), because the truth of P ≥θ (φ) depends on the likelihood of all counterexamples to φ. This makes PMC more difficult than standard Model Checking, because one counterexample to φ is not enough to decide P ≥θ (φ). We refer to the excellent overview [9] for a discussion of counterexamples in Probabilistic Model Checking.
Bayesian Interval Estimation
We present our new Bayesian statistical estimation algorithm. In this approach we are interested in estimating p, the (unknown) probability that a random execution trace of M satisfies a fixed BLTL property φ. The estimate will be in the form of a confidence interval, i.e., an interval which will contain p with arbitrarily high probability. For any trace σ i of the system M, we can, according to Lemma 2, deterministically decide whether σ i satisfies BLTL formula φ. Therefore, we can define a Bernoulli random variable X i denoting the outcome of σ i |= φ. The conditional probability density function associated with X i is thus:
where x i = 1 iff σ i |= φ, otherwise x i = 0. Note that the X i are (conditionally) independent and identically distributed (iid) random variables, as each trace is given by an independent execution of the model. Since p (the probability that property φ holds) is unknown, in the Bayesian approach one assumes that p is given by a random variable, whose density g(·) is called the prior density. The prior is usually based on our previous experiences and beliefs about the system. A lack of information about the probability of the system satisfying the formula is usually summarized by a noninformative or objective prior (see [39, Section 3.5] for an in-depth treatment). Since p lies in [0, 1], we need prior densities defined over this interval. In this paper we focus on Beta priors which are defined by the following probability density (for real parameters α, β > 0 that give various shapes):
where the Beta function B(α, β) is defined as:
By varying the parameters α and β, one can approximate several other smooth unimodal densities on (0, 1) by a Beta density (e.g., the uniform density over (0, 1) is a Beta with α = β = 1). For all u ∈ [0, 1] the Beta distribution function F (α,β) (u) is defined:
which is the distribution function for a Beta random variable of parameters α, β (i.e., the probability that it takes values less than or equal to u). An advantage of using Beta densities is that the Beta distribution is the conjugate prior to the Bernoulli distribution 2 . This relationship enables us to avoid numerical integration in the implementation of our Bayesian estimation and hypothesis testing algorithms, as we explain next. Furthermore, conjugate priors do not limit the type of priors usable in practice. It is known that any prior distribution (even those without a density) can be well approximated by a finite mixture of conjugate priors [15] .
Bayesian Intervals
Bayes' theorem states that if we sample from a density f (·|u), where the unknown probability u is given by a random variable U over (0, 1) whose density is g(·), then the posterior density of U given the data x 1 , . . . , xn is:
and in our case f (x 1 , . . . , xn|u) factorizes as
is the conditional density function (2) associated with the i-th sample (remember that we assume conditionally independent, identically distributed -iid -samples). Since the posterior is an actual distribution (note the normalization constant), we can estimate p by the posterior mean. In fact, the posterior mean is a posterior Bayes estimator of p, i.e., it minimizes the risk over the whole parameter space of p (under a quadratic loss function, see [14, Chapter 8] ).
For a coverage goal c ∈ (
is called a 100c percent Bayesian interval estimate of p. Naturally, one would choose t 0 and t 1 that minimize t 1 − t 0 and satisfy (7), thus determining an optimal interval. (Note that t 0 and t 1 are in fact functions of the sample x 1 , . . . , xn.) Optimal interval estimates can be found, for example, for the mean of a normal distribution with normal prior, where the resulting posterior is normal. In general, however, it is difficult to find optimal interval estimates. For unimodal posterior densities like Beta densities, we can use the posterior's mean as the "center" of an interval estimate. Here, we do not pursue the computation of an optimal interval, which may be numerically infeasible. Instead, we fix a desired half-interval width δ and then sample until the posterior probability of an interval of width 2δ containing the posterior mean exceeds c. When sampling from a Bernoulli distribution and with a Beta prior of parameters α, β, it is known that the meanp of the posterior is:
where x = P n i=1 x i is the number of successes in the sampled data x 1 , . . . , xn. The integral in (7) can be computed easily in terms of the Beta distribution function.
The posterior probability of Bernoulli iid samples (x 1 , . . . , xn) and Beta prior of parameters α, β > 0 can be calculated as:
where x = P n i=1 x i is the number of successes in (x 1 , . . . , xn) and F (·) is the Beta distribution function.
Proof Direct from definition of Beta distribution function (5) and the fact that the posterior density is a Beta of parameters x + α and n − x + β.
The Beta distribution function can be computed with high accuracy by standard mathematical libraries (e.g. the GNU Scientific Library) or software (e.g. Matlab). Hence, as also argued in the previous section, the Beta distribution is the appropriate choice for summarizing the prior distribution in Statistical Model Checking.
Bayesian Estimation Algorithm
We want to compute an interval estimate of p = Prob(M |= φ), where φ is a BLTL formula and M a stochastic hybrid system model -remember from our discussion in Sections 2 and 3 that p is well-defined (but unknown). Fix the half-size δ ∈ (0, 1 2 ) of the desired interval estimate for p, the interval coverage coefficient c ∈ ( 1 2 , 1) to be used in (7) , and the coefficients α, β of the Beta prior.
Our algorithm (shown in Algorithm 2) iteratively draws iid sample traces σ 1 , σ 2 , . . ., and checks whether they satisfy φ. At stage n, the algorithm computes the posterior meanp, which is the Bayes estimator for p, according to (8) . Next, using t 0 =p − δ, t 1 =p + δ it computes the posterior probability of the interval (t 0 , t 1 ) as
Input : BLTL Property φ, half-interval size δ ∈ (0,
{compute posterior mean}
{compute posterior probability of p ∈ (t 0 , t 1 ), by (9)} 11 γ := PosteriorProb(t 0 , t 1 ) 12 until (γ c); 13 return (t 0 , t 1 ),p Algorithm 2: Statistical Model Checking by Bayesian Interval Estimates If γ c the algorithm stops and returns t 0 , t 1 andp; otherwise it samples another trace and repeats. One should pay attention at the extreme points of the (0, 1) interval, but those are easily taken care of, as shown in lines 9 and 10 of Algorithm 2. Note that the algorithm always returns an interval of width 2δ.
In Figure 1 we give three snapshots of a typical execution of the algorithm. We have plotted the posterior density (6) after 1000 and 5000 samples, and on termination of the algorithm (which occurred after 14775 samples for this specific run.) In this experiment, we have replaced system simulation and trace checking by tossing a coin with a fixed bias. Therefore, the Bayesian estimation algorithm will compute both interval and point estimates for such (unknown) bias. The true coin bias (i.e., the probability of success) used was 0.84, while half-interval size was δ = 0.01, coverage probability was c = 0.999, and the prior was uniform (α = β = 1). From Figure 1 we can see that after 1000 samples the posterior density is almost entirely within the [0.825, 0.9] interval. However, as the algorithm progresses to 5000 samples, the posterior density gets "leaner" and "taller", i.e., its mass is concentrated over a shorter interval, thereby giving better (tighter) estimates. On termination, after 14775 samples for this run, the posterior density becomes even more thin, and satisfies the required coverage probability (c) and half-interval size (δ) specified by the user.
Finally, we note that the posterior meanp is a biased estimator of the true probability p -the expected value ofp is not p, as it can be easily seen fromp's definition (8) . However, this is not a problem, since unbiasedness is a rather weak property of estimators for the mean. variables estimate their mean by using any one sample. This estimator is unbiased by definition, but of course not useful.) More importantly, the posterior meanp is a consistent estimator, i.e., it converges in probability to p as the sample size tends to infinity (this is immediate from (8) and the Law of Large Numbers.) Therefore, larger sample sizes will generally yields more accurate estimates, as it is witnessed by Figure  1 , and as one would expect from a "good" estimator. We remark that the consistency ofp is independent from the choice of the prior.
Bayesian Hypothesis Testing
In this section we briefly present the sequential Bayesian hypothesis test, which was introduced in [29] . Recall that the PMC problem is to decide whether M |= P ≥θ (φ), where θ ∈ (0, 1) and φ is a BLTL formula. Let p be the (unknown but fixed) probability of the model satisfying φ: thus, the PMC problem can now be stated as deciding between two hypotheses:
Let X 1 , . . . , Xn be a sequence of Bernoulli random variables defined as for the PMC problem in Sect. 4, and let d = (x 1 , . . . , xn) denote a sample of those variables. Let H 0 and H 1 be mutually exclusive hypotheses over the random variable's parameter space according to (10) . Suppose the prior probabilities P (H 0 ) and P (H 1 ) are strictly positive and satisfy P (H 0 ) + P (H 1 ) = 1. Bayes' theorem states that the posterior probabilities are:
for every d with P (d) = P (d|H 0 )P (H 0 ) + P (d|H 1 )P (H 1 ) > 0. In our case P (d) is always non-zero (there are no impossible finite sequences of outcomes).
Bayes Factor
By Bayes' theorem, the posterior odds for hypothesis H 0 is
Definition 9 The Bayes factor B of sample d and hypotheses H 0 and H 1 is
For fixed priors in a given example, the Bayes factor is directly proportional to the posterior odds by (12) . Thus, it may be used as a measure of relative confidence in H 0 vs. H 1 , as proposed by Jeffreys [28] . To test H 0 vs. H 1 , we compute the Bayes factor B of the available data d and then compare it against a fixed threshold T 1: we shall accept H 0 iff B > T . Jeffreys interprets the value of the Bayes factor as a measure of the evidence in favor of H 0 (dually, 1 B is the evidence in favor of H 1 ). Classically, a fixed number of samples was suggested for deciding H 0 vs. H 1 . We develop an algorithm that chooses the number of samples adaptively.
We now show how to compute the Bayes factor. According to Definition 9, we have to calculate the ratio of the probabilities of the observed sample d = (x 1 , . . . , xn) given H 0 and H 1 . By (12) , this ratio is proportional to the ratio of the posterior probabilities, which can be computed from Bayes' theorem (6) by integrating the joint density f (x 1 |·) · · · f (xn|·) with respect to the prior g(·):
Thus, the Bayes factor is:
where π 0 = P (H 0 ) = R 1 θ g(u) du, and π 1 = P (H 1 ) = 1−π 0 . We observe that the Bayes factor depends on the data d and on the prior g, so it may be considered a measure of confidence in H 0 vs. H 1 provided by the data x 1 , . . . , xn, and "weighted" by the prior g. When using Beta priors, the calculation of the Bayes factor can be much simplified.
Proposition 2 The Bayes factor of H 0 : p θ vs. H 1 : p < θ with Bernoulli samples (x 1 , . . . , xn) and Beta prior of parameters α, β is:
where x = P n i=1 x i is the number of successes in (x 1 , . . . , xn) and F (s,t) (·) is the Beta distribution function of parameters s, t.
Bayesian Hypothesis Testing Algorithm
Our Bayesian hypothesis testing algorithm generalizes Jeffreys' test to a sequential version, and it is shown in Algorithm 1 on p. 3. Remember we want to establish whether M |= P θ (φ), where θ ∈ (0, 1) and φ is a BLTL formula. The algorithm iteratively draws independent and identically distributed sample traces σ 1 , σ 2 , ... (line 4), and checks whether they satisfy φ (line 6). Again, we can model this procedure as independent sampling from a Bernoulli distribution X of unknown parameter p -the actual probability of the model satisfying φ. At stage n the algorithm has drawn samples x 1 , . . . , xn iid like X. In line 9, it then computes the Bayes factor B according to Proposition 2, to check if it has obtained conclusive evidence. The algorithm accepts H 0 iff B > T (line 10), and accepts H 1 iff B < 1 T (line 11). Otherwise ( 1 T B T ) it repeats the loop and continues drawing iid samples.
Analysis
Statistical Model Checking algorithms are easy to implement and-because they are based on selective system simulation-enjoy promising scalability properties. Yet, for the same reason, their output would be useless, unless the probability of making an error during the PMC decision can be bounded.
As our main contribution, we prove (almost sure) termination for the Bayesian interval estimation algorithm, and we prove error bounds for Statistical Model Checking by Bayesian sequential hypothesis testing and by Bayesian interval estimation. The proofs of these results can be found in the Appendix. Termination of the Bayesian sequential hypothesis testing has been shown in [52] . In the Appendix we now prove termination of the sequential Bayesian estimation algorithm.
Theorem 1 (Termination of Bayesian estimation)
The Sequential Bayesian interval estimation Algorithm 2 terminates with probability one.
Next, we show that the (Bayesian) Type I-II error probabilities for the algorithms in Sect. 4-5 can be bounded arbitrarily. We recall that a Type I (II) error occurs when we reject (accept) the null hypothesis although it is true (false).
Theorem 2 (Error bound for hypothesis testing)
For any discrete random variable and prior, the probability of a Type I-II error for the Bayesian hypothesis testing algorithm 1 is bounded above by 1 T , where T is the Bayes Factor threshold given as input.
Note that the bound 1 T is independent from the prior used. Also, in practice a slightly smaller Type I-II error can be read off from the actual Bayes factor at the end of the algorithm. By construction of the algorithm, we know that this Bayes factor is bounded above by 1 T , but it may be much smaller than that when the algorithm terminates. Finally, we lift the error bounds found in Theorem 2 for Algorithm 1 to Algorithm 2 by representing the output of the Bayesian interval estimation algorithm2 as a hypothesis testing problem. We use the output interval (t 0 , t 1 ) of Algorithm 2 to define the (null) hypothesis H 0 : p ∈ (t 0 , t 1 ). Now H 0 represents the hypothesis that the output of Algorithm 2 is correct. Then, we can test H 0 and determine bounds on Type I and II errors by Theorem 2.
Theorem 3 (Error bound for estimation) For any discrete random variable and prior, the Type I and II errors for the output interval (t 0 , t 1 ) of the Bayesian estimation Algorithm 2 are bounded above by
, where c is the coverage coefficient given as input and π 0 is the prior probability of the hypothesis H 0 : p ∈ (t 0 , t 1 ).
Application
We study an example that is part of the Stateflow/Simulink package. The model 3 describes a fuel control system for a gasoline engine. It detects sensor failures, and dynamically changes the control law to provide seamless operation. A key quantity in the model is the ratio between the air mass flow rate (from the intake manifold) and the fuel mass flow rate (as pumped by the injectors). The system aims at keeping the air-fuel ratio close to the stoichiometric ratio of 14.6, which represents an acceptable compromise between performance and fuel consumption. The system estimates the "correct" fuel rate giving the target stoichiometric ratio by taking into account sensor readings for the amount of oxygen present in the exhaust gas (EGO), for the engine speed, throttle command and manifold absolute pressure. In the event of a single sensor fault, the system detects the situation and operates the engine with a higher fuel rate to compensate. If two or more sensors fail, the engine is shut down, since the system cannot reliably control the air-fuel ratio.
The Stateflow control logic of the system has a total of 24 locations, grouped in 6 parallel (i.e., simultaneously active) states. The Simulink part of the system is described by several nonlinear equations and a linear differential equation with a switching condition. Overall, this model provides a representative summary of the important features of hybrid systems. Our stochastic system is obtained by introducing random faults in the EGO, speed and manifold pressure sensors. We model the faults by three independent Poisson processes with different arrival rates. When a fault happens, it is "repaired" with a fixed service time of one second (i.e., the sensor remains in fault condition for one second, then it resumes normal operation). Note that the system has no free inputs, since the throttle command provides a periodic triangular input, and the nominal speed is never changed. This ensures that, once we set the three fault rates, for any given temporal logic property φ the probability that the model satisfies φ is well-defined. All our experiments have been performed on a 2.4GHz Pentium 4, 1GB RAM desktop computer running Matlab R2008b on Windows XP.
Experimental Results in Application
For our experiments we model check the following formula (null hypothesis)
for different values of threshold θ and sensors fault rates. We test whether with probability greater than θ it is not the case that within 100 seconds the fuel flow rate stays zero for one second. The fault rates are expressed in seconds and represent the mean interarrival time between two faults (in a given sensor). In experiment 1, we use uniform priors over (0, 1), with null and alternate hypotheses equally likely a priori. In experiment 2, we use informative priors, i.e., Beta priors highly concentrated around the true probability that the model satisfies the BLTL formula (this was obtained simply by using our Bayesian estimation algorithm -see below.) The Bayes Factor threshold is T = 1000, so by Theorem 2 both Type I and II errors are bounded by .001. (14) with informative priors and T = 1000: = 'H 0 rejected', = 'H 0 accepted'.
In Tables 1 and 2 we report our results. Even in the longest run (for θ = .99 and fault rates (20 10 20) in Table 1 ), Bayesian SMC terminates after 3995s already. This is very good performance for a test with such a small (.001) error probability run on a desktop computer. We note that the total time spent for this case on actually computing the statistical test, i.e., Bayes factor computation, was just about 1s. The dominant computation cost is system simulation. Also, by comparing the sample sizes of Table 1 and 2 we note that the use of an informative prior generally helps the algorithm -i.e., fewer samples are required to decide.
Next, we estimate the probability that M satisfies the following property, using our Bayesian estimation algorithm: 10 20) .9561 / 112 .9625 / 158 (30 30 30) .9778 / 43 .9851 / 65 C-H bound 922 1382 Table 3 Posterior mean / number of samples for estimating probability of (15) 10 20) .9840/1121 .9779/2583 (30 30 30) .9956/227 .9971/341 C-H bound 23026 34539 Table 4 Posterior mean / number of samples when estimating probability of (15) with uniform prior and δ = .01, and sample size required by the Chernoff-Hoeffding bound [27] .
In particular, we ran two sets of tests, one with half-interval size δ = .05 and another with δ = .01. In each set we used different values for the interval coefficient c and different sensor fault rates, as before. Experimental results are in Tables 3 and 4 . We used uniform priors in both cases.
Finally, since both Bayesian estimation and hypothesis testing are general techniques, they can be applied to a variety of models. In fact, we have recently applied both approaches to verify computational models of biological signaling pathways [20] and analog circuits [47] . In the systems biology application, models are inherently probabilistic because of the stochastic nature of the (quantum) physics underlying chemical reactions. In particular, the pioneering work of Gillespie [19] showed that, under some reasonable assumptions, one can use continuous-time Markov chains to approximate the temporal evolution of chemical reaction networks. In our work [20] we used the BioNetGen rule-based language [26] to succinctly describe the reactions of an important signaling pathway in cancer. The model (i.e., the resulting continuous-time Markov chain) is then efficiently simulated by the BioNetGen simulator and verified against known behavioral properties expressed in BLTL. The size of the model -to the order of 10 40 states -is currently out of the reach of (standard) probabilistic model checking techniques.
In analog circuits, low-voltage operations and process variability in the fabrication process can affect the nominal performance of a circuit, effectively turning a deterministic system into a stochastic one. In [47] we studied a gate-level model of an operational amplifier. We used the tool SPICE as the model specification language and simulator. (SPICE is a popular tool used by analog designers and validation engineers.) Stochastic behavior was introduced to model process variation. In particular, we assumed that four parameters of each transistor in the model were subject to normally-distributed noise. Transient properties of the circuit model were described using BLTL, which proved to be a useful specification language in this domain, too. Again, the combina-tion of efficient statistical techniques and simulation has made verification accessible for analog circuit designs.
Discussion
A general trend shown by our experimental results and additional simulations is that our Bayesian estimation model checking algorithm is generally faster at the extremes, i.e., when the unknown probability p is close to 0 or close to 1. Performance is worse when p is closer to 0.5. In contrast, the performance of our Bayesian hypothesis testing model checking algorithm is faster when the unknown true probability p is far from the threshold probability θ.
We note the remarkable performance of our estimation approach compared to the technique based on the Chernoff-Hoeffding bound [25] . From Table 3 , 4, and 5 we see that when the unknown probability is close to 1, our algorithm can be up to two orders of magnitude faster. (The same argument holds when the true probability is close to 0.) Chernoff-Hoeffding bounds hold for any random variable with bounded variance. Our Bayesian approach, instead, explicitly constructs the posterior distribution on the basis of the Bernoulli sampling distribution and the prior.
We chose the Chernoff-Hoeffding technique as a comparison because it provides bounded confidence intervals, i.e., the interval's coverage probability is bounded below by a desired value. Similarly, our Bayesian estimation technique provides bounded confidence intervals (for given a prior distribution.) There are other, standard confidence interval techniques (see for example [40, Chapter 4] ) based on the Central Limit Theorem (CLT). However, they are based on finite-sample approximations of the CLT. As a result, the coverage probability of the computed interval is not guaranteed to be equal to or larger than the desired value. One only has an approximate coverage probability, depending on the chosen sample size. The coverage probability will of course converge to desired value as the sample size tends to infinity.
Finally, we point out that the choice of a prior is obviously subjective. The user may employ previous knowledge, empirical observations, and other information sources to decide on a particular prior distribution. However, in statistical model checking the cost of sampling is relatively low, so the choice of an adequate prior is not much of a problem. For all practical purposes, we have found that a "simple" prior such as the uniform distribution is fine. If the user has an informative prior (i.e., highly concentrated around a specific value), then this can certainly be used, and it will in general lead to a reduction in the number of samples needed. Also, even with reasonably "wrong" priors, the evidence coming from the samples will eventually overcome the prior. A prior with zero probability on some regions would, however, rule out such regions from any further Bayesian inference. In fact, the posterior probability of those regions would always be zero.
Performance Evaluation
We have conducted a series of Monte Carlo simulations to analyze the performance (measured as number of samples) of our sequential Bayesian estimation algorithm with respect to the unknown probability p. In particular, we have run simulations for values Table 5 Number of samples for Chernoff-Hoeffding bound and Bayesian estimation via Monte Carlo simulation. The number of samples for Bayesian estimation is the average of 10 repetitions for the δ = .001 case, and of 100 repetitions for δ = .01 (numbers rounded to the nearest integer).
of p ranging from .0001 to .9999, with coverage (c) of .99 and .99999, interval half-size (δ) of .05, .01 and .001, and uniform prior. Our experiments (see Figure 2) show that Bayesian estimation is very fast when p is close to either 0 or 1, while a larger number of samples is needed when p is close to 1 2 . In a sense, our algorithm can decide easier PMC instances faster: if the probability p of a formula being true is very small or very large, we need fewer samples. This is another advantage of our approach that it is not currently matched by other SMC estimation techniques (e.g., [25] ). Our findings are consistent with those of Yu et al. [51] in the VLSI testing domain.
Our simulations also indicate that the performance of the algorithm depends more strongly on the half-size δ of the interval than on the coverage c of the interval. It is much faster to estimate an interval of half-size δ = .05 with coverage c = .99999 than it is to estimate an interval of δ = .01 with c = .99, as we can see from Figure 2 and Table 6 . More theoretical work is needed, however, to characterize fully the behavior of the Bayesian sequential estimation algorithm. Our initial findings suggest that the algorithm scales very well. Table 6 Number of samples at the extreme points of the Monte Carlo simulations for Bayesian estimation reported in Figure 2 . The number of samples is the average of 100 repetitions, rounded to the nearest integer.
A study of the relationship between Bayesian intervals and (classical or frequentist) confidence intervals is beyond the scope of this paper, so we will just provide a brief discussion. We start by recalling the difference between Bayesian intervals and confidence intervals. The coverage probability of a Bayesian interval is an actual probability statement about the unknown parameter belonging to that interval, given the sampled data and the prior. Instead, the coverage probability carried by a confidence interval procedure tells us that, e.g., 99% of the time the procedure will output an interval containing the unknown parameter. Now, recall the asymptotic normality of the posterior distribution, i.e., when the sample size tends to infinity the posterior distribution converges to a normal distribution. (The result holds also when the actual distribution of the data does not belong to the same family of the posterior -see [17, Section 4.2] for more details.) This means that for large sample sizes our posterior distribution converges to a normal distribution of mean p, the unknown probability to estimate, and variance proportional to 1 n , where n is the sample size. It follows that, asymptotically, the coverage probability of Bayesian intervals centered on the posterior mean will be equal to that of confidence intervals computed via techniques based on the normal distribution.
For finite (and small) sample sizes, Bayesian techniques using informative priors can have different properties than frequentist techniques. The reason is because one can construct arbitrarily strong priors that are quite different from the actual distribution of the data. However, it is known that by using weak (vague or non-informative) priors, Bayesian estimates typically enjoy good frequentist properties such as coverage probability, even for small sample sizes. In particular, this holds for the normal and Bernoulli distributions, for which Bayesian estimation techniques can actually produce shorter intervals than frequentist techniques [7, Section 5.6 and 5.7] . We remind that in our experiments we have always used uniform priors, except for the experiments of Table 2 , where we have used informative priors weakly centered around the unknown probability (estimated through our Bayesian technique).
Finally, we note that the sequential estimation technique presented in [10] is asymptotically "consistent" (the technique is based on an approximation of the normal distribution). That is, the coverage probability of the returned interval is guaranteed to be the desired value only in the limit δ → 0 (interval width approaching 0). Therefore, given a finite δ > 0 the actual coverage probability may be less than the desired value.
Related Work
Younes, Musliner and Simmons introduced the first algorithm for Statistical Model Checking [50, 49] . Their work uses the SPRT [46] , which is designed for simple hypothesis testing 4 . Specifically, the SPRT decides between the simple null hypothesis H 0 : M |= P =θ0 (φ) against the simple alternate hypothesis H 1 : M |= P =θ1 (φ), where θ 0 < θ 1 . The SPRT is optimal for simple hypothesis testing, since it minimizes the expected number of samples among all the tests satisfying the same Type I and II errors, when either H 0 or H 1 is true [46] . The PMC problem is instead a choice between two composite hypotheses H 0 : M |= P ≥θ (φ) versus H 1 : M |= P < θ (φ). The SPRT is not defined unless θ 0 = θ 1 , so Younes and Simmons overcome this problem by separating the two hypotheses by an indifference region (θ − δ, θ + δ), inside which any answer is tolerated. Here 0 < δ < 1 is a user-specified parameter. It can be shown that the SPRT with indifference region can be used for testing composite hypotheses, while respecting the same Type I and II errors of a standard SPRT [46] . However, in this case the test is no longer optimal, and the maximum expected sample size may be much bigger than the optimal fixed-size sample test [5] . The Bayesian approach solves instead the composite hypothesis testing problem, with no indifference region. The method of [25] uses a fixed number of samples and estimates the probability that the property holds as the number of satisfying traces divided by the number of sampled traces. Their algorithm guarantees the accuracy of the results using the Chernoff-Hoeffding bound. In particular, their algorithm can guarantee that the difference in the estimated and the true probability is less than , with probability ρ, where ρ < 1 and > 0 are user-specified parameters. Our experimental results show a significant advantage of our Bayesian estimation algorithm in the sample size.
Grosu and Smolka use a standard acceptance sampling technique for verifying formulas in LTL [21] . Their algorithm randomly samples lassos (i.e., random walks ending in a cycle) from a Büchi automaton in an on-the-fly fashion. The algorithm terminates if it finds a counterexample. Otherwise, the algorithm guarantees that the probability of finding a counterexample is less than δ, under the assumption that the true probability that the LTL formula is true is greater than (δ and are user-specified parameters).
Sen et al. [41] used the p-value for the null hypothesis as a statistic for hypothesis testing. The p-value is defined as the probability of obtaining observations at least as extreme as the one that was actually seen, given that the null hypothesis is true. It is important to realize that a p-value is not the probability that the null hypothesis is true. Sen et al.'s method does not have a way to control the Type I and II errors. Sen et al. [42] have started investigating the extension of SMC to unbounded (i.e., standard) LTL properties. Langmead [33] has applied Bayesian point estimation and SMC for querying Dynamic Bayesian Networks.
It should be noted that with the use of abstraction, efficient tools such as Prism [31] can verify large instances of probabilistic models using numerical (non-statistical) techniques. Also, Prism can perform statistical model checking using the SPRT and the Chernoff-Hoeffding bound as in [25] . Abstraction has been proposed for hybrid systems [45] , as well. However, automated abstraction is still difficult to perform in general, and in particular for Stateflow/Simulink models.
With respect to the temporal logic used in this work, we note that our BLTL is a sublogic of Metric Temporal Logic (MTL) [30] . In particular, MTL extends LTL by endowing the Until operator with an interval of the positive real line with natural endpoints (or infinite). Such intervals can also be singleton, i.e., MTL can specify that an event happens at a particular time. For an overview of MTL, its complexity and decidability see [36] . BLTL formulae can thus be embedded in MTL simply by assuming that the left endpoint of any interval is 0 and the right endpoint is positive, and by disallowing infinite endpoints.
The probabilistic logic we have defined, PBLTL, is a simple extension of BLTL in which formulae have a single outer probabilistic quantifier. The logic PCTL [23] is another popular probabilistic temporal formalism, which modifies (standard) CTL by replacing in state formulae the A and E path quantifiers with probabilistic quantifiers. In summary, PBLTL offers a more flexible logic for the temporal part (nesting of temporal operators), while PCTL is richer on the probabilistic extension (nesting of probabilistic operators). Also, PCTL allows unbounded Until operators.
Finally, our logics do not currently have support for rewards in the model. The main reason is that we wanted to define a logic as general as possible, so that it could be used on a variety of computational models. However, certain classes of models (e.g., Markov Decision Processes) are often associated with reward structures. Therefore, in a statistical model checking approach to Markov Decision Processes [24] , it might be useful to extend our logic with reward operators. defines a probability measure over B(S). Note that Πc(q, x) is a probability density over time, ϕq is a continuous (thus measurable) function of time, and I B is measurable since B ∈ B(S) is a measurable set. Thus, the integral is well-defined and satisfies the usual probability requirements for B = ∅ and B = S. Countable additivity follows easily from Lebesgue's dominated convergence theorem. It remains to prove that, for any B ∈ B(S)
is a measurable function defined over R n . Again, note that I(x) is finite for all x, because the integrand functions are all measurable and integrate up to 1. We recall that the Lebesgue integral of a (non-negative, real) measurable function f with respect to some measure µ, is defined as R f dµ = sup{ R s dµ : s simple, 0 s f } (16) where a simple function takes only finitely many values (piecewise constant). A measurable simple function s can be written as a finite sum s = P l i=1 c i I C i , where the c i 's are nonnegative reals, and the C i 's are disjoint measurable sets. The integral of s with respect to µ is defined to be the finite sum
and it is easy to check that the integral does not depend on the particular representation of s. Lemma 2 (Bounded sampling) The problem "σ |= φ" is well-defined and can be checked for BLTL formulas φ and traces σ based on only a finite prefix of σ of bounded duration.
Proof According to Lemma 3, the decision "σ |= φ" is uniquely determined (and well-defined) by considering only a prefix of σ of duration #(φ) ∈ Q ≥0 . By divergence of time, σ reaches or exceeds this duration #(φ) in some finite number of steps n. Let σ denote a finite prefix of σ of length n such that P 0≤l<n t l ≥ #(φ). Again by Lemma 3, the semantics of σ |= φ is welldefined because any extension σ of σ satisfies σ |= φ if and only if σ |= φ. Consequently the semantics of σ |= φ coincides with the semantics of σ |= φ. On the finite trace σ , it is easy to see that BLTL is decidable by evaluating the atomic formulas x ∼ v at each state s i of the system simulation.
Lemma 3(BLTL on bounded simulation traces) Let φ be a BLTL formula, k ∈ N. Then for any two infinite traces σ = (s 0 , t 0 ), (s 1 , t 1 ), . . . andσ = (s 0 ,t 0 ), (s 1 ,t 1 ), . . . with s k+I =s k+I and t k+I =t k+I ∀I ∈ N with X 0≤l<I t k+l ≤ #(φ) (17) we have that σ k |= φ iffσ k |= φ .
Proof The proof is by induction on the structure of the BLTL formula φ. IH is short for induction hypothesis. 1. If φ is of the form y ∼ v, then σ k |= y ∼ v iffσ k |= y ∼ v, because s k =s k by using (17) for i = 0. 2. If φ is of the form φ 1 ∨ φ 2 , then
The proof is similar for ¬φ 1 and φ 1 ∧ φ 2 .
3. If φ is of the form φ 1 U t φ 2 , then σ k |= φ 1 U t φ 2 iff conditions (a),(b),(c) of Definition 6 hold. Those conditions are equivalent, respectively, to the following conditions (a ),(b ),(c ): (a ) P 0≤l<it k+l ≤ t, because #(φ 1 U t φ 2 ) ≥ t such that the durations of trace σ andσ are t k+l =t k+l for each index l with 0 ≤ l < i by assumption (17) . (b )σ k+i |= φ 2 by induction hypothesis as follows: We know that the traces σ andσ match at k for duration #(φ 1 U t φ 2 ) and need to show that the semantics of φ 1 U t φ 2 matches at k. By IH we know that φ 2 has the same semantics at k +i (that isσ k+i |= φ 2 iff σ k+i |= φ 2 ) provided that we can show that the traces σ andσ match at k + i for duration #(φ 2 ). For this, consider any I ∈ N with P 0≤l<I t k+i+l ≤ #(φ 2 ). Then
t k+l ≤ t + #(φ 2 ) ≤ t + max(#(φ 1 ), #(φ 2 )) = #(φ 1 U t φ 2 )
As I ∈ N was arbitrary, we conclude from this with assumption (17) that, indeed s I =s I and t I =t I for all I ∈ N with
Thus the IH for φ 2 yields the equivalence of σ k+i |= φ 2 andσ k+i |= φ 2 when using the equivalence of (a) and (a ). (c ) for each 0 ≤ j < i,σ k+j |= φ 1 . The proof of equivalence to (c) is similar to that for (b ) using j < i. The existence of an i ∈ N for which these conditions (a ), (b ), (c ) hold is equivalent tõ σ k |= φ 1 U t φ 2 .
Theorem 1(Termination of Bayesian estimation)
Proof We follow an argument by DeGroot [14, Section 10.5]. Let p be the actual probability that the BLTL formula φ holds, and let x 1 , . . . , xn a sample given by model checking φ over n simulation traces (i.e., iid as the random variable X defined by (2) ). Recall that the estimation algorithm returns an interval of width 2δ which contains p with posterior probability at least c, where δ ∈ (0, 1 2 ) and c ∈ ( , 1) are user-specified parameters. We shall show that the posterior probability of any open interval containing p must converge almost surely to 1, as n → ∞.
Let α, β > 0 be the parameters of the Beta prior. We know that the posterior Xn given the the sample x 1 , . . . , xn has a Beta distribution (5) with parameters x + α and n − x + β, where x = P n i=1 x i . Recall that the posterior mean (8) .
Because x n and α, β > 0, we have that σ 2 n 1 n + α + β and thus limn→∞σ 2 n = 0, i.e., the posterior variance tends to 0 as we increase the sample size. (Intuitively, Xn will be arbitrarily close to its mean, as n → ∞.) Also, note that this is everywhere convergence, and not just almost sure convergence. Now, since α and β are fixed, from the law of large numbers it follows that lim n→∞p n = p (almost surely)
But limn→∞σ 2 n = limn→∞ E[(Xn −pn) 2 ] = 0, so Xn converges almost surely to the constant random variable p. Therefore, the posterior probability P (Xn ∈ I) of any open interval I containing p must converge almost surely to 1, as n → ∞. Finally, note that the interval returned by the algorithm is always of fixed size 2δ > 0.
Theorem 2(Error bound for hypothesis testing) For any discrete random variable and prior, the probability of a Type I-II error for the Bayesian hypothesis testing algorithm 1 is bounded above by 1 T , where T is the Bayes Factor threshold given as input.
Proof We present the proof for Type I error only -for Type II it is very similar. A Type I error occurs when the null hypothesis H 0 is true, but we reject it. We then want to bound P (reject H 0 | H 0 ). If the Bayesian algorithm 1 stops at step n, then it will accept The event {reject H 0 } is formally defined as
where D is the random variable denoting a sequence of n (finite) discrete random variables, and Ω is the sample space of D -i.e., the (countable) set of all the possible realizations of D (in our case D is clearly finite). We now reason: , where c is the coverage coefficient given as input and π 0 is the prior probability of the hypothesis H 0 : p ∈ (t 0 , t 1 ).
Proof Let (t 0 , t 1 ) be the interval estimate when the estimation algorithm 2 terminates (with coverage c). From the hypothesis H 0 : p ∈ (t 0 , t 1 )
