Nonlinear systems identification techniques have been used to study the stretch reflex dynamics of the muscles of the human ankle. Kearney and Hunter (1988) suggested a parallel cascade structure consisting of two pathways to represent human ankle stiffness dynamics. The upper pathway contains a linear model that represents the intrinsic stiffness of the ankle while the reflex stiffness, the lower path, is modeled with a Hammerstein cascade. In this work, an algorithm for the identification of the parallel cascade model using SVM regression is developed. The model parameters have been identified by minimizing an epsilon insensitive cost functions based on either the sum of absolute residuals or the Mathematics Subject Classification: 68T05
Introduction
Physiologists use system identification methods widely to build functions from collected input/output data. Block structured models can be used to represent them because the physiological systems contain inherent non-smooth relations. The main benefit of block structured models over other nonlinear representations is that they are simple to handle like linear models, but in the same time they can be employed to represent many nonlinear systems very precisely. The most popular forms of such models are the Hammerstein model, a memoryless nonlinearity followed by a dynamic linear element, and the Wiener model, a linear filter followed by a static nonlinearity.. However, block structured models are not very general. Thus, the topology of the model must suit the system under study [1] . For example, human ankle stiffness dynamics considered in this paper could not be represented properly with Hammerstein or Wiener cascade.
[2] suggested the block structured model shown in Fig.1 to represent human ankle stiffness dynamics. It incorporates two path ways. The upper pathway contains a linear model to represent the intrinsic stiffness of the ankle while the reflex stiffness, the lower path, is modeled with a Hammerstein cascade. The identification was carried out by alternately estimating the dynamics of the two path ways. This identification procedure needs long data records to result in good estimate. [3] developed parametric identification method for this problem based on a separable lest square (SLS) optimization. The SLS algorithm produced better predictions compared to the iterative algorithm developed in [2] . In [4] , the author proposed a suboptimal bootstrap method for structure detection. He used an NARMAX model to represent the human ankle dynamics. By applying this method to experimental data of human ankle, the author showed that the identified model structure matches the structure proposed in [2] well.
In the last two decades, SVMs and least squares support vector machines (LS-SVMs) have attracted the researchers for approximating linear and nonlinear functions [5, 6] . SVMs and LS-SVMs models are built by solving convex optimization problems, and do not require an a-priori structural information [5] . SVMs, which optimize an L-1 cost, can be robust against outliers in the data.
Some authors [7, 8] used LS-SVM to represent the nonlinear part of block structured nonlinear models. In [8] , a method for the identification of Hammerstein models based on LS-SVMs was proposed. In [9] , the authors formulated an algorithm to identify NARX Hammerstein models with nonlinearities represented using SVMs. This SVM and LS-SVM are more efficient in modeling the nonlinearity than fixed basis expansion. The SVM is sparser and more robust to outliers than the LS-SVM, however it needs more computation time.
The outline of this paper is as follows: in Section 2, an algorithm for the identification of parallel cascade model using SVM regression is proposed. Section 3 presents an illustrative example to test the proposed algorithm. The overall ankle torque was considered to be generated by the parallel cascade structure shown in Fig. 1 . The net torque, T Q N , is given by
where the innovation e t is assumed to be white. The intrinsic stiffness component is modeled as
where θ t , φ t , ψ t represent the ankle angular position, velocity, and acceleration and I, V and E are the inertial, viscous, and elastic parameters, respectively. The lower path which represents the reflex contribution is modeled as ARX Hammerstein system
The static nonlinearity is assumed to have the following form:
where ϕ : R d → R nH denotes a mapping to high dimensional feature space which can be infinite dimensional, w is a vector of weights in this feature space, d 0 represents the bias term, and τ is the discrete-time delay. Then the overall ankle torque in Figure 1 may be expressed as
It is clear from (5) that T Q N is nonlinear function of the right hand side parameters. So, we cannot use SVM regression methods to identify this model. Thus, an overparametrized, but linear in the parameters, model [10] is initially identified. Hence,(5) can be rewritten as
where,
Note that models of this form can be uniquely identified, but this model class is a special case of the model set (5) . The approach will be to find this model first, and then apply a low-rank projection to make the estimated model from the model set in (5) . The SVM regression identifies the parameters of model (6) by solving the following optimization problem,
s.t.,
The function given in (7) is a generic SVM objective containing a weighted arithmetic mean, with parameter c to control the mean, of the 2 norm of the parameters (w,a,E,V, and I) and the Vapnik -insensitive cost function applied to the errors. The constraints in (9)) are obtained by adjusting the constraints of the generic SVM to take account of the dynamics of the parallel cascade stiffness model. It is obvious from (9) that residuals smaller than , a parameter tuned by the user, do not affect the cost function. Constraints (8) are exactly the same as those used in previous papers. They have been added to center w T j (.), j = 0, ..., m around their average over the identification data [11] . The Lagrangian is defined as
where α i , α * i , β i , β * i are non-negative Lagrange multipliers and γ j ∈ R.There are two cases, Sum of Absolute Errors (SAE) and Sum of Squared Errors(SSE) loss functions, that must be considered separately.
Case 1: k = 1 (Sum of Absolute Errors) The dual problem can be formulated by finding the stationary point of the Lagrangian (11). Setting ∂L ∂w j to zero yields
be the kernel function, and let K be N × N matrix whose entries are
Note that the second equation in (13) involves the kernel, but does not use the nonlinear basis functions directly. Similarly from the centering constraints (8) , one can show that
From (12) − (20) the Lagrangian function (11) can be rewritten as
Hence, the dual optimization problem can be written as
Then a i , E i , V i and I i are given by (15) -(18) and d can be computed based on the Karush-Kuhn-Tucker (KKT) conditions [5] as follows.
Case 2: k = 2 (Sum of Squared Errors) Setting k = 2 in the constrained optimization (7)- (10) and following the developments that lead to (21), results in the following dual problem (24) as explained in the last section. However, in this case, the support vectors are given by (α i or α * i ) ∈ (0, ∞). Note that the final matrix form of the dual problem appears to be identical for both ARX problems, the OE problem and the parallel cascade problem although the definition of the K matrix is different in each case.
Separating Numerator and Nonlinearity Parameters
To obtain the numerator parameters, the solution presented in [9] is used, which consists of finding the SVD of a m by N matrix to calculate the nonlinearity output and b parameters. Then, using the training input data set ω 1 ... ω N and the obtained values of the nonlinearity responses, we can compute a SVM to model the nonlinear part.
Algorithm
The algorithm for identification of human ankle stiffness dynamics model using support vector machines can be summarized as follows (i) Obtain estimates for α, α * , γ by solving (6.21) if k = 1 (SAE) or (6.24) if k = 2 (SSE).
(ii) Compute a i , E i , V i and I i by (15) -(18) (iii) Use SVD of the following matrix to separate (23) - (24) with taking in consideration the appropriate KKT conditions.
(v) Separate the nonlinearity output, and the b parameters using the method presented in Section 3. 
Illustrative Example
The identification algorithm developed in this chapter was tested on the following system:
t=0 was a sequence of zero-mean and 0:1 standard deviation white Gaussian noise. A 1000 point sequence of zero-mean, white Gaussian noise with standard deviation 2 was generated and used as the ankle position {θ t }. Next, the angular velocity ω t was calculated by numerically differentiating θ t and then the angular acceleration ψ t was obtained by numerically differentiating ω t . An RBF-kernel with σ = 1.which satisfies theorem 1, was used. The regularization parameter was set to c = 500. Hundred Mont-Carlo experiments were performed. It is clear from Figure  2 and Table 1 that the proposed algorithm can capture the elements of the parallel cascade model.
Conclusion
In this paper an algorithm for the identification of the parallel cascade model using SVM regression was developed. The proposed algorithm has been validated via simulation.However, application to real data is needed.
