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Abstract
We discuss existence, uniqueness and stability of solutions of the system of nonlinear fractional differ-
ential equations
D
αi∗ yi(t) = fi(t, y1, . . . , yn), y(k)i = cik, 1 i  n, 1 k mi,
where mi < αi mi + 1 and Dαi∗ denotes Caputo fractional derivative.
Linear and nonlinear systems have been solved using Banach fixed point theorem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Fractional differential equations have gained considerable importance due to their varied ap-
plications [9–12] in visco-elasticity, electro-analytical chemistry, electrical circuits, fractional
multipoles, neuron modelling and related areas in physics, chemistry and biology. Analysis of
fractional differential equations has been carried out by various researchers [2,4–6]. Delbosco
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ear fractional equation
Dαy = f (t, y), 0 < α < 1,
where Dα is the Riemann–Liouville fractional derivative. Diethelm and Ford [5] have investi-
gated the following type of fractional differential equations:
Dα
[
y(t) − y(0)]= f (t, y), 0 < α < 1,
where Dα denotes Riemann–Liouville derivative.
Numerous problems in physics, chemistry and engineering are modelled mathematically by
systems of fractional differential equations. For example, Atanackovic´ and Stankovic´ [1] have
formulated motion of an elastic column fixed at one end and loaded at other, in terms of a system
of fractional differential equations. Daftardar-Gejji and Babakhani [2] have studied the system
of equations
Dα
[
y¯(t) − y¯(0)]= A[y¯(t)], y¯(0) = y¯0, and 0 < α < 1,
where A is an n×n real matrix. They have further investigated the system of nonlinear equations:
Dα
[
y¯(t) − y¯(0)]= f¯ [t, y¯(t)], y¯(0) = y¯0, and 0 < α < 1.
Daftardar-Gejji and Jafari [3,7] have employed Adomian decomposition method to solve the
linear/nonlinear systems of fractional differential equations which gives numerical answers to
any order of desired accuracy. In the present paper we analyse the following system of nonau-
tonomous fractional differential equations involving Caputo derivatives:
Dαi∗ yi(t) = fi(t, y1, y2, . . . , yn), y(k)i (0) = cik, 1 i  n, 1 k mi,
where mi < αi  mi + 1. We prove existence, uniqueness theorems and discuss the stability
of the solutions. Further we solve linear/nonlinear systems of fractional differential equations
iteratively. The paper is organized as follows. In Section 2 preliminaries and notations are given.
Section 3 deals with existence and uniqueness theorem. In Section 4, dependence of solutions on
initial conditions has been discussed. In Section 5, an illustrative example has been presented.
2. Preliminaries and notations
C[a, b] denotes the space of continuous functions defined on [a, b] and Cn[a, b] denotes the
class of all real valued functions defined on [a, b] which have continuous nth order derivative.
Definition 2.1. Let f ∈ C[a, b] and α  0, then the expression
Iαa f (x) =
1
(α)
x∫
a
(x − t)α−1f (t) dt, a < x < b,
is called the (left-sided) Riemann–Liouville integral of order α.
Definition 2.2. Let n − 1 < α  n, n ∈ N, then the expression
Dαa f (x) =
dn
dxn
[
In−αa f (x)
]
, a < x < b,
is called the (left-sided) Riemann–Liouville derivative of f of order α whenever the expression
on the right-hand side is defined.
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Dα∗af (x) = In−αa f (n)(x)
is called the (left-sided) Caputo derivative of f of order α.
In further discussion we will denote Dα0 , I
α
0 and D
α
∗0 as Dα , Iα and Dα∗ , respectively. Note
that [8,10]
(i) IμIνf = Iμ+νf, μ, ν  0.
(ii) Iμxγ = (γ + 1)
(γ + μ + 1)x
γ+μ, μ > 0, γ > −1, x > 0.
(iii) IμDμ∗ f (x) = f (x) −
m−1∑
k=0
f (k)
(
0+
)xk
k! , m − 1 < μm, m ∈ N.
(iv) Dμ∗ f (x) = Dμ
(
f (x) −
m−1∑
k=0
f (k)
(
0+
)xk
k!
)
, m − 1 < μm, m ∈ N.
(v) If f and f ′ are continuous then Dαf exists and is integrable for 0 < α < 1.
(vi) If f is continuous then IαDαf = f , 0 < α < 1.
Let B = C[0, χ]n denote the Banach space endowed with the infinity norm.
Theorem 2.1 (Generalized Banach fixed point theorem). [5] Let U be a nonempty closed subset
of a Banach space E, and let βn  0 for every n and such that
∑∞
n=0 βn converges. Moreover,
let the mapping A :U → U satisfy the inequality∥∥Anu − Anv∥∥ βn‖u − v‖
for every n ∈ N and for every u,v ∈ U . Then, A has a uniquely defined fixed point u∗. Further-
more, for any u0 ∈ U , the sequence (Anu0)∞n=1 converges to this fixed point u∗.
3. Existence and uniqueness
In this section we prove existence and uniqueness theorem pertaining to the system of frac-
tional differential equations
Dαi∗ yi(t) = fi(t, y1, . . . , yn), y(k)i (0) = cik, i = 1, 2, . . . , n, k = 1,2, . . . ,mi, (3.1)
where mi < αi mi + 1 and Dαi∗ denotes Caputo fractional derivative.
Lemma 3.1. If the function f = (f1, . . . , fn) is C1, then the initial value problem (3.1) is equiv-
alent to Volterra integral equations:
yi(t) =
mi∑
k=0
cik
tk
k! + I
αi fi(t, y1, . . . , yn), 1 i  n. (3.2)
Proof. Suppose yi satisfies the initial value problem (3.1), then applying Iαi to both sides of
(3.1) and using the properties of Caputo derivatives (3.2) follows. Conversely, suppose yi satisfies
(3.2). Then observe that Dmi+1yi exists and is integrable, because
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(mi+1)
i = Dmi+1
(
mi∑
k=0
cik
tk
k! + I
αi fi
)
= Dmi+1Iαi fi = DDmi Imi Iαi−mifi
= DIαi−mifi = Dmi+1−αi fi, (3.3)
which exists and is integrable as f ′i is continuous. Thus Imi+1−αi y
(mi+1)
i = Dαi∗ yi exists. Apply-
ing Dαi∗ on both sides of (3.2)
Dαi∗ yi = Imi+1−αiDmi+1
(
mi∑
k=0
cik
tk
k! + I
αi fi
)
= Imi+1−αiDmi+1−αi fi = fi, (3.4)
as fi is continuous and 0 < mi + 1 − αi < 1. Hence yi satisfies (3.1). 
Theorem 3.1. Let f = (f1, . . . , fn) :W → Rn be C1 where
W = [0, χ∗]× n∏
j=1
[
yj (0) − lj , yj (0) + lj
]
, χ∗ > 0, lj > 0, ∀j.
Then the system of nonautonomous equations:
Dαi∗ yi(t) = fi(t, y1, y2, . . . , yn), y(k)i (0) = cik, 1 i  n, 1 k mi, (3.5)
where mi < αi mi + 1 has a unique solution y¯(t) : [0, χ] → R, where
χ = min
{
χ∗,
(
l(αi + 1)
[1 + α]‖f ‖
)1/αi
,
(
lk!
[1 + α]|cik|
)1/k}
, i = 1, . . . , n, k = 1, . . . ,mi.
l = min{l1, l2, . . . , ln}, α = max{α1, α2, . . . , αn}, (3.6)
and [1 + α] denotes integral part of 1 + α.
Proof. In view of Lemma 3.1, Eq. (3.5) implies
yi(t) =
mi∑
k=0
cik
tk
k! + I
αi fi(t, y¯), 1 i  n.
Denote by A(y¯) = (A1(y¯),A2(y¯), . . . ,An(y¯)) where
Ai
[
y¯(t)
]= mi∑
k=0
cik
tk
k! +
1
(αi)
t∫
0
(t − s)αi−1fi
(
s, y¯(s)
)
ds. (3.7)
Note that a fixed point of the operator A will be a solution of Eq. (3.5). As f is C1, it is locally
Lipschitz and there exists a neighbourhood of radius l on which f is Lipschitz, with Lipschitz
constant L. Let
U = {y¯ ∈ B: ∣∣yi − yi(0)∣∣ l, 1 i  n, χ < l}.
Clearly U is a nonempty, convex, closed subset of C([0, χ]n), over which f is Lipschitz. Since
fi , i = 1,2, . . . , n, are continuous on the compact set W , they are uniformly continuous on W .
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whenever |y¯ − z¯| < δ, ∗ = min{ (α1+1)
χα1 , . . . ,
(αn+1)
χαn
}.
Now let y¯, z¯ ∈ U be such that |y¯ − z¯| < δ, then in view of Eq. (3.8),
∣∣Aiy¯(t) − Aiz¯(t)∣∣=
∣∣∣∣∣ 1(αi)
t∫
0
(t − s)αi−1[fi(s, y¯(s))− fi(s, z¯(s))]ds
∣∣∣∣∣
 ∗
∣∣∣∣∣ 1(αi)
t∫
0
(t − s)αi−1 ds
∣∣∣∣∣ ∗ χ
αi
(αi + 1) < , ∀i,
proving the continuity of the operators Ai and hence of A. Moreover, for y¯ ∈ U and t ∈ [0, χ],
we find
∣∣(Ai y¯)(t) − ci0∣∣=
∣∣∣∣∣
mi∑
k=1
cik
tk
k! +
1
(αi)
t∫
0
(t − s)αi−1fi
(
s, y¯(s)
)
ds
∣∣∣∣∣

∣∣∣∣∣
mi∑
k=1
cik
χk
k!
∣∣∣∣∣+ ‖f ‖χ
αi
(αi + 1)  l, ∀i.
Thus, we have shown that A maps the set U to itself. Further we prove that for every y¯, z¯ ∈ U ,∣∣Ani y¯(s) − Ani z¯(s)∣∣ (Lsαi )n(nαi + 1) |y¯ − z¯|, for n = 0,1, . . . . (3.9)
This can be seen by induction. In the case n = 0, the statement is trivially true. For the induction
step n − 1 → n, we write∣∣Ani y¯(t) − Ani z¯(t)∣∣= ∣∣Ai(An−1i y¯(t))− Ai(An−1i z¯(t))∣∣
= 1
(αi)
∣∣∣∣∣
t∫
0
(t − s)αi−1[fi(s,An−1i y¯(s))− fi(s,An−1i z¯(s))]ds
∣∣∣∣∣.
In the next steps, we use that f is Lipschitz on U and the induction hypothesis to obtain:
∣∣Ani y¯(t) − Ani z¯(t)∣∣ L(αi)
t∫
0
(t − s)αi−1∣∣An−1i y¯(s) − An−1i z¯(s)∣∣ds
 L
(αi)
t∫
0
(t − s)αi−1∣∣An−1i y¯(s) − An−1i z¯(s)∣∣ds
 L
n
(αi)(1 + (n − 1)αi)
t∫
0
(t − s)αi−1sαi(n−1)∣∣(y¯ − z¯)∣∣ds
 L
n|y¯ − z¯|
(αi)(1 + (n − 1)αi)
t∫
(t − s)αi−1sαi(n−1) ds0
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n|y¯ − z¯|Iαi tαi (n−1)
(1 + nαi) =
(Ltαi )n|y¯ − z¯|
(1 + nαi) 
Ln|y¯ − z¯|
(1 + nαi)χ
nαi ,
which is the desired result. As a consequence, we find
∣∣Ani y¯ − Ani z¯∣∣ (Lχαi )n(nαi + 1) |y¯ − z¯|.
We have now shown that the operator Ai fulfills the assumptions of the generalized Banach fixed
point theorem (Theorem 2.1 with βn = (Lχαi )n/(nαi +1)). In order to apply Theorem 2.1, we
need to verify that the series
∑∞
n=0 βn converges. This, however, is a well known result as
∞∑
n=0
(Lχαi )n
(nαi + 1) := Eαi
(
Lχαi
)
,
is the Mittag–Leffler function of order αi , evaluated at Lχαi . Therefore, in view of the general-
ized Banach fixed point theorem Ai converges to a unique fixed point say A∗i . Hence A converges
to the fixed point (A∗1, . . . ,A∗n), which is unique. 
4. Dependence of solution on initial conditions
Theorem 4.1. Let the functions f = (f1, . . . , fn) :W → R, where
W = [0, χ∗]× n∏
j=1
[
yj (0) − lj , yj (0) + lj
]
, χ∗ > 0, lj > 0, ∀j,
be C1. Let f¯ = (f1, . . . , fn) be Lipschitz in the second variable; i.e.∣∣fi(t, y¯(t))− fi(t, z¯(t))∣∣ L∣∣y¯(t) − z¯(t)∣∣, ∀i. (4.1)
Let y¯(t) and z¯(t) be the solutions of the initial value problems:
Dαi∗ yi(t) = fi
(
t, y¯(t)
)
, y
(k)
i (0) = cik, 1 i  n, 0 k mi,
Dαi∗ zi(t) = fi
(
t, z¯(t)
)
, z
(k)
i (0) = dik, 1 i  n, 0 k mi, (4.2)
respectively, where mi < αi mi + 1. Then∣∣yi(t) − zi(t)∣∣ ‖T¯ − T¯ ′‖Eαi (Ltαi ), (4.3)
where T¯ (t) = (T1(t), . . . , Tn(t))t , T¯ ′(t) = (T ′1(t), . . . , T ′n(t))t where Ti =
∑mi
k=1 c
i
k
tk
k! and T
′
i =∑mi
k=1 d
i
k
tk
k! and Eαi is the Mittag–Leffler function.
Proof. Consider the iterated sequence ymj (t), defined for m = 1,2, . . . :
(
A0i y¯
)
(t) =
mi∑
k=1
cik
tk
k! ,
(
Ami y¯
)
(t) =
mi∑
k=1
cik
tk
k! +
1
(αi)
t∫
0
(t − τ)αi−1fi
(
τ,Am−1i (τ )
)
dτ,
(
A0i z¯
)
(t) =
mi∑
k=1
dik
tk
k! ,
(
Ami z¯
)
(t) =
mi∑
k=1
dik
tk
k! +
1
(αi)
t∫
(t − τ)α−1fi
(
τ,Am−1i (τ )
)
dτ.0
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∣∣(Ami y¯)(t) − (Ami z¯)(t)∣∣
∣∣∣∣∣
mi∑
k=1
(
cik − dik
) tk
k!
∣∣∣∣∣
m∑
p=0
(Ltαi )p
(pαi + 1) , ∀i.
Hence
lim
m→∞
∣∣(Amy¯)(t) − (Amz¯)(t)∣∣ ∥∥Ti − T ′i ∥∥Eαi (Ltαi ).
Therefore∣∣yi(t) − zi(t)∣∣ ‖T¯ − T¯ ′‖Eαi (Ltαi ). 
5. An illustrative example
Example 5.1. Consider the system of nonlinear fractional differential equations
D1.3∗ y1 = y1 + y22 , y1(0) = 0, y′1(0) = 1,
D2.4∗ y2 = y1 + 5y2, y2(0) = 0, y′2(0) = y′′2 (0) = 1. (5.1)
The system (5.1) is equivalent to the following system:
y1(t) = t + I 1.3
(
y1(t) + y22(t)
)
,
y2(t) = t + t
2
2
+ I 2.4(y1(t) + 5y2(t)). (5.2)
We solve this system of integral equations iteratively by setting y10 = 0, y20 = 0. For
m = 0,1, . . . ,
y1,m+1 = t + I 1.3
(
y1m(t) + y22m(t)
)
,
y2,m+1 = t + t
2
2
+ I 2.4(y1m(t) + 5y2m(t)). (5.3)
In view of the discussion in the preceding sections: yi = limm→∞ yim, i = 1,2.
In Fig. 1, we draw y1 (≈ y16) and y2 (≈ y26).
Fig. 1. Example 5.1.
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