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We analyze the charge- and spin response functions of rare-earth nickelates RNiO3 and their
heterostructures using random-phase approximation in a two-band Hubbard model. The inter-orbital
charge fluctuation is found to be the driving mechanism for the rock-salt type bond order in bulk
RNiO3, and good agreement of the ordering temperature with experimental values is achieved
for all RNiO3 using realistic crystal structures and interaction parameters. We further show that
magnetic ordering in bulk is not driven by the spin fluctuation and should be instead explained as
ordering of localized moments. This picture changes for low-dimensional heterostructures, where the
charge fluctuation is suppressed and overtaken by the enhanced spin instability, which results in a
spin-density-wave ground state observed in recent experiments. Predictions for spectroscopy allow
for further experimental testing of our claims.
Introduction.— Understanding the mechanisms behind
collective orders and excitations in solids is a pivotal
topic in current condensed-matter research. The inter-
play between various electronic degrees of freedom at
different time and energy scales gives rise to virtually
unlimited variety of properties such as metal-insulator
transitions (MIT), multiferroicity and superconductivity.
One example of long-standing interest are the rare-earth
nickelates RNiO3, which exhibit complex ordering phe-
nomena depending on the NiO6 octahedra tilts and dis-
tortions controlled by the radius of rare-earth ion R [1–3].
For the smallest R = Lu, RNiO3 goes through a MIT at
Tc ' 600 K, accompanied by a rock-salt type bond order
of NiO6 octahedra at wave vector qc = (1/2, 1/2, 1/2)
(in units of 2pi/a with a the pseudocubic lattice constant)
with alternating Ni-O bond lengths. An antiferromagnet-
ically ordered phase follows at much lower temperature
Ts ' 130 K with an unusual qs = (1/4, 1/4, 1/4). The
temperature difference between the two transitions de-
creases with increasing R size and disappears at R = Nd
with Tc = Ts ' 200 K. LaNiO3, with the largest R, re-
mains metallic at all temperatures. This complex phase
diagram can be further enriched by newly developed
controlled growth of oxides with atomic precision [4].
Recent experiments have shown that via strain, dimen-
sionality, and symmetry control in epitaxial films and
heterostructures, the phase boundaries can be shifted and
different order parameters can be selectively altered [5–
14]. The quasi-two-dimensional heterostructures, for
instance, show a pure spin-density-wave (SDW) ground
state without bond order [8–10]—remarkably different
from the bulk.
The complex phase behavior of the nickelates and the
apparent dichotomy between the bulk and heterostruc-
tures pose several theoretical challenges archetypical for
transition metal oxides. The outstanding challenge is
to understand the relation between the structural and
electronic transitions. Recent discussions in the context
of “negative charge transfer” insulators [15] have shown
that the bond order is indispensable for understanding
the MIT of the RNiO3. Constraining the system to the
experimentally observed bond-ordered state, an insu-
lating ground state was found in small-cluster [16, 17],
mean-field [16, 18], and dynamical mean-field [19, 20]
calculations. However, the origin of the essential bond
order, or its absence in low-dimensional heterostructures,
has remained obscure.
In this Letter, we address this crucial issue by
examining—on equal footing—the charge- and spin re-
sponse functions in the unordered metallic phase for the
RNiO3 series with multiorbital random phase approxi-
mation (RPA) [21, 22] in a two-band Hubbard model.
We identify a dominating charge response at qc origi-
nated from inter-orbital fluctuations in the Ni-eg states,
which can drive the system into the bond order via
strong electron-phonon coupling [23]. The instability
increases with increasing Pbnm (or R3¯c for R = La) dis-
tortion and naturally explains the R dependence of the
ordering temperature Tc in bulk RNiO3. The previously
assumed primary spin instability [24, 25], on the other
hand, remains marginal in all bulk RNiO3. We further
show that charge fluctuations are suppressed in spatially
confined heterostructures below certain thickness, and a
concomitant increase in the spin response can give rise to
the experimentally observed SDW ground state without
bond order [8–10].
The Hamiltonian and multiorbital RPA.—We consider
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2an effective two-band model [26] for the Ni-eg orbitals
H =
∑
kσab
kabc
†
kaσckbσ + U
∑
ia
nia↑nia↓ + U ′
∑
i
nianib
+ J
∑
iσσ′
c†iaσc
†
ibσ′ciaσ′cibσ + J
′∑
i
c†ia↑c
†
ia↓cib↓cib↑,
(1)
where c†iaσ (c
†
kaσ) creates an electron at site i (momen-
tum k) in orbital a with spin σ =↑, ↓. The orbital indices
a, b ∈ {d3z2−1, dx2−y2} label the eg Wannier functions.
kab is the hopping matrix including the chemical po-
tential. The number operators niaσ = c
†
iaσciaσ and
nia = nia↑ + nia↓. The coupling constants U , U ′ de-
note the strength of intra- and inter-orbital Coulomb
repulsion, and J , J ′ the intraorbital exchange and pair
hopping. The RPA charge and spin susceptibilities are
then given as
χˆc/s = χˆ0(I± χˆ0U c/s)−1 (2)
where the matrix elements of the bare susceptibility χˆ0
reads
χ0aa′bb′(q, iΩn) = −
1
β
∑
km
G0ab′(k, iωm)G
0
ba′(k + q, iω
′
m)
(3)
with β = 1/T the inverse temperature and G0ab′ the
bare Green’s function. ωm and ω′m = ωm + Ωn are the
fermionic Matsubara frequencies. U c and Us are the
the bare vertices coupling to charge- and spin-type of
fluctuations, respectively, with matrix elements U caa′bb′ =
(U,−U ′+ 2J, 2U ′−J, J ′, 0) and Usaa′bb′ = (U,U ′, J, J ′, 0)
when (a = a′ = b = b′, a = b′ 6= a′ = b, a = a′ 6= b = b′,
a = b 6= a′ = b′ and otherwise). The total charge/spin
susceptibility is then χc/s = 12
∑
ab[χ
c/s
abba].
While the interaction constants are often adopted as
tuning parameters [21, 22], it would be favorable to
take parameters most relevant to the specific materials
at hand. Such effective parameters can be calculated
from first principles using the constrained RPA [27].
For LuNiO3 the values in the eg subspace are calcu-
lated by Seth et al. [28] as U = 1.65 eV, J = 0.33 eV,
U ′ = U − 2J and J ′ = J . These values are consid-
erably smaller than the typical RNiO3 bandwidth of
∼3 eV [29]—a parameter regime that RPA is well suited
for. It is, however, important to note that RPA ig-
nores crucial vertex corrections and overestimates the
instabilities when using bare interaction parameters.
Therefore we use the renormalized values given by the
particle-particle vertex equation ˆ¯U = Uˆ(I+ Uˆ Γˆp)−1 with
Γpaa′bb′(q, iΩn) =
1
β
∑
kmG
0
ab′(k, iωm)G
0
ba′(−k + q, iω′m).
Such an approach has shown to reproduce correctly the
exact susceptibilities obtained by quantum Monte Carlo
methods in Hubbard models [30, 31]. We arrive at static
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Fig. 1 (color online). (a) Static χ0(q) along the high symme-
try lines for cubic LaNiO3 at T = 10 K. (b)-(d) Temperature
dependence of χc(q) (red) and χs(q) (green) for (b) cubic
LaNiO3 with original and (c) scaled bandwidth (see text),
and (d) LuNiO3.
renormalized values at T = 300 K with U¯ = 1.02 eV, U¯ ′
= 0.70 eV, J¯ = 0.17 eV and J¯ ′ = 0.13 eV by averaging
over the RNiO3 series. While the exact values of these
parameters have a certain material and temperature de-
pendence, we have checked that the variation does not
change the results substantially. For simplicity we keep
the interaction parameters fixed throughout this Letter
unless otherwise noted.
To study the structural dependence of charge- and
spin response functions, we performed calculations for
the experimentally determined RNiO3 structures in the
Pbnm or R3¯c metallic phase [32]. A hypothetical cubic
LaNiO3 [29] was also included as a reference system. The
hopping matrices kab are constructed using maximally
localized Wannier orbitals [33] obtained from density
functional (DFT) calculations [34]. To formulate the
RPA calculation within a two-band model, the bare
Green’s functions are unfolded [35] to the pseudocubic
Brillouin zone (BZ) for the non-cubic cases.
We start by discussing the static non-interacting χ0(q)
for LaNiO3 constrained to cubic symmetry shown in
Fig. 1(a). In agreement with previous results [24, 25],
two maxima are found at incommensurate wave vec-
tors around qs. Their transition to the commensurate
qs can occur due to the spin-lattice coupling or sim-
ply by adopting hopping parameters better describing
the experimentally measured Fermi surface [24], and
therefore we refer to them as qs hereafter. In a single-
band RPA description, the spin instability is expected
to be dominating with repulsive U as χ0 is positive and
χs scales with (1− χ0U)−1, while the charge response
χc ∝ (1 + χ0U)−1 is always suppressed. In the multior-
3bital case, however, this simple argument does not hold
due to the matrix nature of Eq. (2). An increase of the
charge response at qc—which corresponds to a minimum
of χ0(q)—appears, once the inter-orbital interaction U ′
is included [29]. Based on the observations that both
χc(q) and χs(q) show instabilities at the respective ex-
perimental wave vectors for bond- and magnetic order,
one naturally poses the question if the dependence of
χs and χc upon the Pbnm (or R3¯c for unconstrained
LaNiO3) distortion can explain the material trend of
phase transitions in the RNiO3 series.
The distortions affect the material dependent kab
in two distinctive aspects: i) an overall reduction of
bandwidth, and ii) broken “selection rules” for orbital
transitions due to lower symmetry. The effect of i) on
the response functions is shown in Fig. 1(b) and (c).
Both χs(q) and χc(q) show a noticeable increase when
the bandwidth of the cubic LaNiO3 (≈ 3.9eV) is reduced
to that of orthorhombic LuNiO3 (≈ 2.7eV) [29]. Sub-
sequently, we see the effect of ii) when comparing the
scaled cubic case to the actual calculation of LuNiO3
shown in Fig. 1(d). While χs(q) changes slightly its
momentum dependence without noteworthy increase of
the overall response, χc(q) becomes dominant and ap-
proaches divergence at qc below 600 K, which signals a
phase transition to an ordered state with ordering vector
qc, in agreement with experiment.
The bulk phase diagram.— Figure 2 shows an overview
of the calculated temperature dependence of χc(qc) and
χs(qs) for RNiO3 with various distortions in addition
to the extremal case of LuNiO3. The charge response
function χc(qc) dominates over the whole RNiO3 se-
ries and the boundary of its divergence follows closely
the experimental Tc, including the absence of a diver-
gence/transition for LaNiO3 down to the lowest consid-
ered temperature. The spin response function χs(qs), on
the other hand, remains finite for all materials through-
out the full considered temperature range down to 10 K,
which indicates a secondary role of spin fluctuations. We
emphasize that this is also true for NdNiO3—with ex-
perimentally equal Tc and Ts—which first and foremost
undergoes a charge driven transition. A direct conse-
quence is that the subsequent magnetic transition should
be understood starting from the insulating bond-ordered
state (a more apparent statement for compounds with
smaller R). Hence, instead of an itinerant approach
based on Fermi liquid [24, 25], the magnetic order in
RNiO3 may be more appropriately studied using a local-
ized spin model. Another fact supporting this claim is
the distortion dependence of the experimental Ts that
increases with decreasing structural distortion (or in-
creasing bandwidth), while an opposite trend should be
expected if it is driven by χs(qs). In fact, in the part of
the phase diagram where transition to the bond ordered
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Fig. 2 (color online). Phase diagram of RNiO3 with different
distortions. α¯ is the averaged deviation of the Ni-O-Ni bond
angle from 180◦. The open circles mark the calculated data
points, where red color indicates the divergence of χc(qc).
χs(qs) remains finite at all temperatures, which is represented
by a dashed line at T= 0. The experimental Tc (Ts) values [3]
are denoted by black dots (triangles).
state and magnetic transition are separated, Ts is pro-
portional to the exchange interaction Jex ∼W 2/∆ given
by perturbation theory, with W the bandwidth and ∆
the characteristic charge excitation gap in the insulating
phase defined by the Coulomb interaction and charge
transfer energy. This is also confirmed by the energy
gain of the antiferromagnetic state which we calculated
with constrained DFT+U [29] in the low-temperature
monoclinic phase. The peculiar out-of-trend behavior of
Ts for R = Nd and Pr is naturally explained since the
magnetic order can only occur in the insulating bond-
ordered state. This also explains the elevated Ts in a
NdNiO3 film when Tc is increased by epitaxial strain [11].
Effect of spatial confinement.— After providing a uni-
fied description for the transitions in bulk RNiO3 by iden-
tifying a dominating-bond-order picture, we are left with
a puzzle as to how this is applicable to low-dimensional
heterostructures, where magnetic order is observed with-
out bond order [8–10]. To understand the dimensional
effect we performed calculations for NdNiO3 slabs with
different thicknesses of NL layers [29]. The lattice sym-
metry and hopping parameters were kept the same as the
bulk, leaving the dimensionality as the only control pa-
rameter. The thickness dependence of χc(qc) and χs(qs)
is shown in Fig. 3. For NL ≥ 10, the details of χc/s(q)
remain largely unaffected compared to the bulk [29] with
their respective maxima at qc and qs closely reproducing
the bulk values. For NL below 5, deviations from the
bulk are noticeable in the details [29], and a dimensional
crossover can be observed between NL = 3 and 2, where
χc(qc) is suppressed while χs(qs) becomes dominant and
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Fig. 3 (color online). Thickness NL dependence of χc(qc) and
χs(qs) at T = 10 K for NdNiO3 with NL = 1–5, 10, 20 and
40. The bulk (1/NL= 0) values are plotted for comparison.
even diverges with NL = 2. For NL = 1, the system
becomes two-dimensional with χc(q‖c ) ( ‖ denotes the
q projection in the layer plane) fully suppressed [29].
Interestingly, while χs(q‖s ) remains dominating in single
layer as in the bilayer, it does not diverge [36]. The
difference might be attributed to a better nesting con-
dition in the bilayer [29]. The seemingly contradicting
observations in heterostructures are thus explained by
the suppression of χc(qc) and enhancement of χs(qs) in
reduced dimensions, although we note that the exact
critical thickness NL may differ for, e.g., different materi-
als and/or epitaxial strains. These findings further prove
the validity of our analysis and in addition point out
an itinerant origin of the magnetism in heterostructures,
qualitatively different from the bulk materials.
Dynamics of the charge response.— The divergence
of static susceptibilities yields information about critical
parameters and symmetry of the phase transition to an
ordered state. The frequency dependence of χc/s(ω, q),
on the other hand, provides additional information about
the evolution of the characteristic correlation time of a
charge or spin fluctuation when approaching the phase
transition. Such quantities, when experimentally acces-
sible, can further strengthen or falsify our proposals.
Figure 4 shows the real and imaginary part of χc(ω,qc)
for LuNiO3 at two different temperatures above Tc. With
decreasing temperature, the spectral weight of the imag-
inary part shifts to lower frequencies with a concomi-
tant increase of the Kramers-Kronig related real part at
ω = 0. At 650 K, a temperature close to Tc ' 600 K, the
maximum of the peak is at 0.075 eV corresponding to a
timescale of ∼ 10−13 s. This timescale is slower than that
of core-level or optical spectroscopy on the order of a few
to dozen femtoseconds and should be detectable using
such methods. Indeed, signs of dynamic valence fluctu-
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Fig. 4 (color online). Real (solid) and imaginary (dashed)
parts of χc(ω, qc) for LuNiO3 at 1000 K (red) and 650 K
(blue).
ation of Ni associated to the bond order was observed
in LuNiO3 above Tc using x-ray absorption [37]. The
charge fluctuation was also indicated by the Fermi sur-
face reconstruction with qc observed in metallic LaNiO3
films using angle-resolved photoemission [38]. Future
resonant inelastic x-ray scattering (RIXS) experiments,
which can measure the response functions directly in the
frequency domain, may help to gain more quantitative
information about the dynamics of the fluctuations and
its relation to the phase transition.
Closing remarks.— In the following we discuss briefly
the order of the transitions. Experimentally, the MIT
in bulk RNiO3 is weakly first order, and the magnetic
transition is second order when separated from the first
transition. Although the divergence of χc(q) is always
an indication of a second-order transition, the first-order
nature of the transition at Tc is already accounted for
by considering its coupling to the lattice [23] and the re-
sulting bond order. It would be interesting to study the
order of isostructural MIT in RNiO3 that has been pos-
sibly realized in epitaxial films [11, 13] by restraining the
lattice symmetry to structurally inert substrates. The
lack of hysteresis across the MIT in the dc transport data
for one film in Ref. [11] may already be indicative of a
second-order transition. In addition, RIXS measurement
as mentioned above can also give insights to the order
of the transition. A divergence of spectral weight and
collapse in energy at qc should occur for a second-order
transition when approaching the transition temperature
from the metallic phase. For the heterostructures, the
SDW transition was revealed to be second order [10], in
agreement with our study.
A second remark is on the relation of our work to
earlier approaches starting from the local limit which
include the O-p orbitals explicitly [16–19]. In the neg-
ative charge transfer picture, the oxygens donate one
5electron onto each Ni site in the metallic state. Upon
bond order, the oxygen holes condensate onto half of the
NiO6 octahedra, which in the extreme case gives rise to
a local S = 0 singlet state while the other half of the
Ni sublattice develops into a Mott phase with S = 1.
The traditionally termed “charge order” in the bond-
ordered phase therefore does not involve actual charge
redistribution on the Ni sites. Our current findings do
not contradict this local many-body picture. The Ni
eg Wannier functions are composite objects including
hybridized Ni-d states and the neighboring O-p states.
While the divergence of χc(qc) in our calculation indi-
cates a nearest neighbor rock-salt type “charge order”,
the extended tails of the Wannier functions on the O
sites ensure that large part of the charge density does
not move in space.
Conclusion.— We have presented a study of charge
and spin response functions for the family of rare-earth
nickelates RNiO3. Within multiorbital RPA approach
on an effective Ni-eg model, we showed that the inter-
orbital fluctuation increases with Pbnm distortion and
strongly contributes to the charge response function
χc(q) that is responsible for the observed bond order
in bulk RNiO3. The charge instability is suppressed in
low-dimensional heterostructures, leaving magnetism to
prevail, in agreement with recent experimental observa-
tions. The frequency dependence of the calculated charge
response explains the dynamic charge fluctuation above
the phase transition observed in x-ray absorption and
photoemission experiments, and stands as a prediction
for future experiments.
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Interorbital fluctuations and divergence of χc(q)
To illustrate the multi-orbital origin of the divergence of the static charge χc, we analyze the response functions in
a simplified scenario using a cubic LaNiO3 structure with lattice constants optimized in DFT. Fig. 1(a) is reproduced
in Fig. S1(a) for the ease of discussion.
For simplicity, we consider the plane with qx = qy where both qc and qs reside. The non-zero entries of the bare
susceptibility χ0aa′bb′ have indices aaaa, aabb, abba, abab with parity between a, b = 1 (d3z2−1), 2 (dx2−y2) or 2, 1 due
to the cubic symmetry. The diverging element for the spin channel is then χs1111 with the critical interaction given as
(U − J ′)scrit = 1/max[(χ01111 +χ01212)], while for the charge channel χs1221 with (U ′− J)ccrit = 1/max[3(χ01221−χ01122)].
One immediately notices that by neglecting the small pair hopping term χ01212, the single-band RPA result for
the spin channel is recovered with the divergence determined by the intraorbital fluctuation χ01111. On the other
hand, the interorbital fluctuation χ01221 may give rise to a comparable or even stronger charge instability given that
max[χ01221] & 13max[χ01111]. Such an effect is shown in Fig. S1(b) and (c) which plot the static RPA χs and χc with
U = U ′ = 0.85 eV and J = J ′ = 0. Note that the parameters chosen here are only for demonstration purposes.
While χs is approximately a scaled-up version of χ0 —reminiscent to the single-band RPA result—with a leading
instability at qs, χc develops a strong instability at the experimental bond-order wave vector qc.
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Fig. S1 (color online). Static (a) χ0(q), (b) χs(q) and (c) χc(q) along the high symmetry lines in the cubic BZ with U = U ′ =
0.85 eV and J = J ′ = 0.
The eg band structure of bulk RNOs
Figure S2 shows the eg band structures for RNiO3s with R=La, Nd, Sm, and Lu. With increasing structural
distortion, the bandwidth reduces from 3.1 eV for La to 2.7 eV for Lu. An increased intermixing between x2 − y2
and 3z2 − 1 characters can also be observed, most noticeably along R-X-Γ.
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Fig. S2 (color online). The eg band structures of the RNiO3 series along the high-symmetry lines Γ(000)-M( 12
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00)-Γ(000) in the pseudocubic BZ. The rare-earth R=La, Nd, Sm, and Lu. The unfolded x2 − y2 and 3z2 − 1 characters
are highlighted red in the upper and lower panels, respectively.
Overview of response functions for bulk RNOs
Comparison of the charge- and spin response functions at two selected temperatures T = 10 and 600 K for RNiO3
with R = Lu, Sm, Nd and La. The charge instability at qc dominates over the spin one around qs in all compounds.
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Fig. S3 (color online). Temperature dependence of χs(q) (green) and χc(q) (red) for different RNiO3.
Doping- and crystal-field dependence of response functions
The charge- and spin response functions for RNiO3 can be further affected by e.g., doping and crystal-field splitting
of the eg states. The doping can either be introduced chemically or via charge transfer through transition-metal-oxide
interfaces [S1]. The crystal-field splitting is common in strained epitaxial thin films. Here we study these effects
using NdNiO3 as an example.
9a. The effect of doping
Figure S4 and S5 show the doping dependence of the charge and spin response functions for hole and electron
doping, respectively. The charge instability is relatively robust against hole doping and is only significantly reduced
for doping above 30%. On the other hand, χs(q) only shows a small change in q dependence due to the change of
Fermi surface and a gradual overall decrease.
Compared to the hole doping, electron doping is more efficient in removing the charge instability. Interestingly,
the spin instability is seen to increase with doping, with a concomitant shift of the maximum towards (1/2, 1/2, 1/2).
This suggests doping can serve as a promising route for controlling the magnetism in the RNiO3 and may shed light
to the nontrivial magnetic properties in some RNiO3 heterostructures [S2].
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Fig. S4 (color online). Hole doping dependence of χc(q) (red) and χs(q) (green) for NdNiO3 at 300 K.
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Fig. S5 (color online). Electron doping dependence of χc(q) (red) and χs(q) (green) for NdNiO3 at 300 K.
b. The effect of crystal field
The crystal field ∆ is included in our calculation by adding an energy difference to the onsite terms of the bulk
Hamiltonian, i.e. we set ′x2−y2 = x2−y2 +
1
2∆ and 
′
3z2−1 = 3z2−1 − 12∆. Therefore, positive (negative) ∆ means
more populated x2− y2 (3z2− 1) orbital. Figure S6 shows the results for ∆ = -0.2, -0.1, 0.1, and 0.2 eV, corresponds
to an orbital polarization [S3] of 17.5%, 7.9%, -10.0%, and -18.8%, respectively. Both χc(q) and χs(q) remains
largely unaffected.
We note that in reality, the crystal field induced by the substrate strain is usually accompanied by a change of the
bandwidth, which we do not consider here.
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Fig. S6 (color online). Crystal field dependence of χc(q) (red) and χs(q) (green) for NdNiO3 at 300 K.
Response functions in heterostructures
The heterostructures can be viewed as finite system in the growth direction. For a NL-layer slab (with each layer
at rz = 1, . . . , NL), the real-space fermionic operators can be defined as
c†r =
√
2
Nxy(NL + 1)
∑
k
c†kxykze
−ikxyrxy sin kzrz (S1)
where we have separated the infinite in-plane (xy) and finite (z) parts, and r = {rxy, rz} (k = {kxy, rz}). The
orbital indices are left out here for brevity. The kz has only discrete values kz = lpi/(NL + 1) with l integers from
1 to NL. For rz /∈ [1, NL], it is easy to check that c(†)r = 0, i.e. the wave-function vanishes outside of the slab.
The total density n = 1/N
∑
r c
†
rcr = 1/N
∑
k c
†
kck = 1/NL
∑
kz
(1/Nxy
∑
kxy
c†kxy,kzckxy,kz), where N = NxyNL.
This means for the finite system, its total occupation can be calculated by integrating the bulk density of states at
different kz values. Similarly, the response function
χ0(q, iΩn) = − 1
βNL
∑
kxy,kz,k′z,m
αkz,k′z,qzG
0(kxy, kz, iωm)G
0(kxy + qxy, k
′
z, i(ωm + Ωn)) (S2)
with αkz,k′z,qz =
[
(
∑
rz
sin kzrz sin k
′
zrz cos qzrz)
2 + (
∑
rz
sin kzrz sin k
′
zrz sin qzrz)
2
]
.
Figure S7 shows the calculated χ0(q), χc(q), and χs(q) for NdNiO3 with different thicknesses. Considering the
dimensional crossover, both q paths along(111) and (110) are plotted. Note that for NL = 1, qz is not relevant
anymore, which is evident from the fact that χ0/c/s(q) are identical along the two plotted paths. A general trend
of suppressed charge instability can be observed with decreasing NL, and the divergence is removed for NL ≤ 2.
The behavior of χs(q) is more oscillatory with changing NL, as it is originated from intra-orbital nesting and thus
more sensitive to the detailed Fermi surface shape. For consistency we plotted always the maxima of χs(q) in Fig. 3
around qs, although for some cases a slightly larger value is found close to (000). Note that this does not change the
result qualitatively. For NL = 2, optimal nesting conditions are realized (Fig. S8), with large flat sections parallel to
each other.
Constrained DFT+U calculations
To estimate the material dependent tendency towards the antiferromagnetic order for the bulk RNiO3 in the
monoclinic P21/n phase, we performed DFT+U with the VASP (Vienna ab initio simulation package) code [S4]
using the generalized gradient approximation GGA-PBE functional [S5]. To capture the magnetic order with qs, we
define a supercell with lattice vectors a′ = b, b′ = −a+ c, and c′ = a+ c, where a, b, c are the lattice vectors for the
original P21/n unit cell. The magnetic ordering vector is then q′s = (001) in the new definition. By applying U ≥
1 eV, an antiferromagnetic (AFM) state in agreement with the experimental wave vector is stabilized. To obtain
the relative energy gain of the AFM state for each material, we further performed calculations with constrained
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Fig. S9 (color online). Energy difference between the AFM and FM configuration for U = 1, 2, and 3 eV, in comparison to
the experimental Ts (in eV).
ferromagnetic (FM) configuration. The energy differences (per Ni) between the two magnetic states calculated with
different U values are plotted in Fig. S9 together the experimental ordering temperature Ts (converted to energy).
Although the stability of the AFM phase depends on the value of U , the relative energy gain follows the same
material trend regardless of different U values and is in agreement with that of the experimental Ts from R = Lu to
Sm. The discrepancy for R = Nd and Pr highlights the importance bond order for the AFM transition (see main
text).
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