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24. To calculate the surface energy balance on a slope, the incident direct solar flux was modified to account for the actual sun incident angle on the slope. The solar flux scattered by the airborne dust was also modified, assuming that 50% of the scattered flux is coming from the direction of the sun and that the other 50% is more isotropic and thus not affected by the orientation of the slope. This assumption is supported by three-dimensional Monte Carlo simulations performed separately, which showed that, for opacity below unity, about 50% of the scattered light typically originates from less than a 15% portion of the sky centered on the sun. 25. The calculation shown here corresponds to the last year of 3.5-year simulations performed with a 30-min time step. We assumed a surface pressure of 700 Pa and a visible dust optical depth ϭ 0.2. Surface emissivity, thermal inertia, ground albedo, and CO 2 ice albedo were set to 0.95, 260 SI, 0.2, and 0.5, respectively. In practice, our results were found to be quite insensitive to the variations of these parameters, giving us some confidence in our ability to apply our conclusions to other epochs with different obliquities. The maximum diurnal averaged temperature significantly changes only in the case of large dust opacity (-6 K for ϭ 1, -18 K for ϭ 5). 26. Web fig. 1 We derive joint probability density distributions for three key uncertain properties of the climate system, using an optimal fingerprinting approach to compare simulations of an intermediate complexity climate model with three distinct diagnostics of recent climate observations. On the basis of the marginal probability distributions, the 5 to 95% confidence intervals are 1.4 to 7.7 kelvin for climate sensitivity and Ϫ0.30 to Ϫ0.95 watt per square meter for the net aerosol forcing. The oceanic heat uptake is not well constrained, but ocean temperature observations do help to constrain climate sensitivity. The uncertainty in the net aerosol forcing is much smaller than the uncertainty range for the indirect aerosol forcing alone given in the Intergovernmental Panel on Climate Change Third Assessment Report.
Estimation of the uncertainty in long-term climate projections requires estimates of the probability density functions ( pdfs) of key properties of the climate system. Attempts thus far (1, 2) have used pdfs based on expert judgment to analyze such uncertainty. For near-term climate change, recent studies (3) have applied the uncertainty estimates derived from the climate change detection algorithm for particular models to climate projections based on these models. A key assumption in this approach is that both forcing and response do not change qualitatively between observed and forecast periods. Hence, it is not applicable to modeled climate change under scenarios that differ substantially from the recent past (e.g., stabilization cases or severe changes in sulfur emissions). Given the political priority to establish what constitutes a "safe" stabilization level for greenhouse gases, an objective means of quantifying uncertainty in the long-term response, despite uncertainty in other forcings, is clearly desirable. These problems can be addressed in large part by determining both the range of climate system properties and the range of forcings that produce simulations consistent with 20th-century climate change (4, 5) . The two most uncertain properties that control the climate system's decadal to century response to radiative forcings are climate sensitivity (S) and the rate of heat uptake by the deep ocean (K v ) (6) . Simulations by modern atmosphereocean general circulation models (AOGCMs) reveal substantial differences in these properties between models (5). Previous estimates of the uncertainties in these quantities have generally been based only on expert judgment and/or on the range of values found in AOGCMs. A recent exception has estimated the range of climate sensitivity from observations but with substantial simplifications compared with this study (7, 8) . Although positive AOGCM climate change detection results place a lower bound on climate sensitivity (3, 5) , the upper bound on S depends strongly on the rate of ocean heat uptake (3, 5) . The Massachusetts Institute of Technology (MIT) climate model has the flexibility to vary both S and K v , unlike AOGCMs (9) .
The primary uncertainty in the radiative forcing is the total uncertainty in anthropogenic aerosol forcing that arises from the uncertainty in aerosol radiative properties and cloud effects as well as in their concentrations over the industrial period (10, 11) . [Uncertainty in the natural forcings ( primarily solar and volcanic forcings) exists although the estimated changes during the 20th century appear to be small compared with the uncertainty in the aerosol forcing (11) .] Improving on previous results (4, 5) , we include the strength of the anthropogenic aerosol forcing as a third uncertainty. We describe this uncertainty by the net forcing (both direct and indirect) for the decade of the 1980s (F aer ) relative to pre-1860 levels.
We use the MIT two-dimensional (2D) (zonal mean) statistical-dynamical model (8) , specifying both S and K v as well as F aer , to simulate the climate for the 1860 -1995 period. We systematically vary the parameters in question to assess which simulations "match" the observed climate record. We make two substantial improvements on previous studies. First, we apply the optimal fingerprint detection algorithm (12) (13) (14) to three independent diagnostics of the recent climate record and to the results of climate simulations, whereas previous results (4, 5, 7) were based on comparisons with a single climate diagnostic. Second, we derive a joint pdf for the three uncertain properties of the climate system: S, K v , and F aer , taking into account that the probabilities for each parameter are conditional on the other values, which independent pdfs would not. From this joint pdf, we can then determine the likelihood of the climate system response to individual forcing scenarios (15) .
The three diagnostics are derived from the upper-air temperature record (16), the surface temperature record (17, 18) , and the record of ocean temperatures (19) . As in (4, 5) , we use the same upper-air temperature diagnostic as in (14, 20) . The temperature changes are computed for points on a latitude-height grid as the difference in the 1986 -95 and 1961-80 zonal means. The years 1963-64 and 1992 were removed to limit the effect of the Mount Agung and Mount Pinatubo eruptions on the estimated temperature changes.
We construct a surface temperature diagnostic (Fig. 1A ) by computing decadal mean temperature anomalies for the 1946 -95 period with respect to a 1906 -95 climatology from the surface temperature record of (17, 18) . Using an observational data mask, we compute area-weighted zonal averages for the temperature anomalies over four zonal bands (90°S to 30°S, 30°S to 0°, 0°to 30°N, and 30°N to 90°N) and create a latitude-time pattern of temperature change. By using a longer climatology, we make use of the additional information that the most recent 50 years were warmer than the previous 40 [see (3, 21) ]. For both the surface and upper-air temperature diagnostics, the observational errors are small on such spatial scales compared with natural variability (22) and are neglected in this analysis.
Our third climate change diagnostic is the trend in global-average ocean temperatures down to 3000-m depth (Fig. 1B) computed from estimates in (19) . We compute a trend from a 44-point time series of 5-year averages using the 1948 -95 period. Ordinary least squares regression is used to compute the trend with the observational errors providing uncertainty in the estimated trend. Because the data are sparsely distributed across ocean basins, the global average will have uncertainty because of this sampling error. One attempt to include this is provided (19) , but the true uncertainty remains unknown. This observational error was then added to the climate noise estimate discussed next.
Each diagnostic is used to compute a goodness-of-fit statistic, r 2 , which is inversely weighted by the size of the deviations that we should expect from climate noise (4, 5, 23) . For each diagnostic, the climate noise estimates were taken from successive segments of control simulations of two AOGCMs (24). For the ocean diagnostic, an additional estimate of the observational error was included. From the r 2 statistics, a likelihood is computed to provide a joint probability distribution for the model parameter space given the independent observations (4, 5) . This likelihood estimate represents the probability that a particular choice of model parameters is correct given the observed record of climate change. More formally, we reject a choice of model parameters, ⌸ (⌸ ϭ {S, K v , F aer }), as producing a simulation of the 20th century that is inconsistent with observed climate given the unforced variability of the climate as estimated by AOGCMs (24) at some level of significance. The distribution of the r 2 statistic for a given diagnostic indicates the diagnostic's ability to reject particular regions of parameter space (Fig. 2) .
In general, the combination of lower oceanic heat uptake, higher climate sensitivity, and weaker aerosol cooling will provide a simulation with a larger change in surface and upper-air temperatures (Fig. 1) . For the deep ocean, however, a larger warming will occur for stronger oceanic heat uptake. For low climate sensitivity, these differences in response show little dependence on oceanic heat uptake. Thus, each diagnostic provides distinct constraints on the parameter space. The surface and upper-air diagnostics reject similar regions of parameter space, namely low K v and high S, whereas the ocean diagnostic shows a rejection of the high K v and high S region. When aerosol cooling is increased (decreased) (not shown for each diagnostic), the rejection regions shift toward the higher (lower) response regions, indicat- ing that a higher sensitivity is required to reproduce the observed temperature changes.
Because individual diagnostics provide the likelihood that the modeled temperature change is correct given a set of model parameters [or in Bayesian notation, p(⌬TԽ⌸)], we use results from each diagnostic to update the probability distribution p(⌸Խ⌬T) by applying Bayes' theorem (25, 26) . By choosing one distribution as the initial prior, two sequential posterior distributions are computed with the final distribution representing the combined uncertainty from the three climate change diagnostics. If desired, a prior distribution based on expert judgment can be used initially. In the absence of an expert prior, we assume a uniform probability distribution as the first prior (27).
The combined probability distribution (Fig. 3) resulting from the Bayesian updating procedure indicates that the constraints on climate sensitivity and aerosol forcing are fairly strong, whereas oceanic heat uptake is less constrained. Recent papers (28, 29) have examined the dependence of ocean temperature trends in specific basins, which may provide better constraints. The marginal pdfs (Fig. 4) summarize each parameter's uncertainty by accounting for uncertainty in others (30) . We also show the result when an expert prior (31) is used for climate sensitivity while keeping uniform priors on K v and F aer . This demonstrates that including expert judgment will alter the marginal pdf for climate sensitivity and changes the pdf(F aer ) to compensate for the reduced likelihood of high climate sensitivities. Although expert judgments are in part subjective, they can take into account information not included in our analysis, such as paleoclimate data.
The joint probability distribution for S, K v , and F aer shows stronger constraints on model properties than earlier results (4, 5, 7) owing to two improvements in our analysis. Aerosol-forcing uncertainty is now considered explicitly, and the additional diagnostics place limits on previously unconstrained regions of parameter space.
With uniform priors, the strength of the net aerosol forcing lies within Ϫ0.3 to Ϫ0.95 W/m 2 for the 5 to 95% confidence range. The main diagnostic constraining this forcing is the surface temperature record. We stress that the constrained quantity in this case is the net nongreenhouse gas forcing. This uncertainty range is much smaller than the uncertainty range given by the Intergovernmental Panel on Climate Change (IPCC) (11) for the indirect aerosol forcing alone.
For the effective ocean diffusivity, the 5 to 95% confidence range is 1.8 to 56.0 cm 2 /s. Although the lower bound is well constrained by the observations (see Fig. 2 ), the estimated probabilities are affected by the assumed prior. This large uncertainty is much greater The light shaded region would be rejected by at least one climate change diagnostic at the 10% significance level. However, when we combine all three sources of information, then only the dark shaded region is rejected, which illustrates that more than a single diagnostic is required for adequate rejection. The individual rejection region boundaries for upper-air (black), surface-air (green), and deep-ocean temperatures (red) show the effect of each diagnostic on the distribution in Fig. 3D . The rejection boundaries for the 1% significance level are also shown as are the locations of model simulations (ϩ). Circles show the locations for the cases shown in Fig. 1 . than that usually assumed (2, 7, 32) . Ocean heat uptake remains one of the least understood large-scale processes in climate change studies. Although many mechanisms are known to affect heat uptake in the ocean, the sensitivity of the global heat uptake to changes in model parameterizations for these mechanisms is poorly understood (33) . Our result suggests that more research is required.
With uniform priors, the 5 to 95% confidence range for the climate sensitivity is estimated to be 1.4 to 7.7 K. We estimate the probability of S being outside the IPCC's range of 1.5 to 4.5 K (32) to be 30% with a 23% chance of exceeding 4.5 K. With an expert prior applied to climate sensitivity and uniform priors elsewhere, climate sensitivity is estimated to be within 1.3 to 4.2 K for the 5 to 95% range, and the probability of S being outside the IPCC's range decreases to 12% with a 3.5% chance of exceeding 4.5 K. It is not surprising that the application of the expert prior improves agreement with the IPCC range, because both are based on similar evidence and reasoning.
Although the estimated pdf is consistent with the r 2 distributions, nonzero probabilities will always exist outside the explored parameter region (as indicated by the nonzero probability for climate sensitivity at 10.0 K). We could fit specific theoretical distributions and use these to calculate the probability of the tail regions. For example, a range of theoretical distribution families fit to the climate sensitivity pdf indicate roughly a 3.5% chance that S Ͼ 10 K. However, these distributions all have infinite tails. Alternatively, we could assume that the probability outside the region explored is negligible.
Our estimates of probability are independent of the MIT 2D model to the extent that this model represents the large-scale behavior of different 3D AOGCMs. On the basis of comparisons of the transient behavior under various forcing scenarios (9), the model behavior matches AOGCMs well for 100-to 150-year simulations. The MIT model cannot simulate certain nonlinearities (e.g., the shutdown of the thermohaline circulation), but there is no indication of such behavior over the past 150 years. As was shown in (9), the dependence of changes in different characteristics on surface warming for different versions of the MIT model is similar to that for the different AOGCMs. Because we chose to explore ranges of model parameters that extend beyond typical values of properties of existing AOGCMs, it is important to note that the MIT model produces similar dependencies for the range of climate sensitivity used in this study.
As described in the IPCC Third Assessment Report (11), a long list of forcings can be identified for the industrial period (1750 to present). We included the three forcings (greenhouse gases, sulfate aerosols, and stratospheric ozone) that we expect to be most important for the diagnostics we used. When considering the implications of the marginal pdf(F aer ), we note that neglected forcings, which have patterns similar to those of the sulfate aerosols, are implicitly included. Latitudinal variations dominate this pattern (11, 34) , adding further support for our using a zonal mean model. The most serious omission would be a forcing with a unique spatial pattern.
Among the possible forcing factors (11), the changes attributed to biomass burning, mineral dust, land-use change, and solar activity particularly have spatial distributions different from sulfate aerosols. These estimated forcings combine to produce a forcing of Ϫ0.1 W/m 2 . The forcings with patterns similar to sulfate aerosols (tropospheric ozone, sulfate, black carbon, organic carbon, and aerosol indirect effect) total an estimated Ϫ0.95 W/m 2 . Thus, we doubt that the additional factors would substantially alter our results. Because we use the temperature record for 1906 -95, only the forcings for this period should matter.
As discussed previously (5), the estimated natural variability, which is used to compute the noise covariance matrix in the detection algorithm, is obtained from two AOGCMs (24). Thus, we implicitly neglected the expected dependence of natural variability on climate sensitivity or ocean heat uptake (35) .
Despite these caveats, the estimated p(⌸Խ⌬T) presented here provides an essential improvement in quantifying uncertainty in future projections of climate change. In particular, the method for estimating pdfs is based on an objective technique and can be updated with subjective information if desired. The distinction between objective and subjective components provides a clearer interpretation of the results that can be used to guide policy-makers engaged in the climate change debate. After the r 2 values were interpolated, the probability of rejection was estimated (23) to generate the probability distribution on the finer grid. For all integral estimates of total probability or marginal probability distributions, the finer grid spacing was used over the ranges specified. 27. The ranges explored for the model parameters set the limits of the uniform priors: S ϭ 0. (1) . Little is known about changes to the cell and its structure during the reduction of Fe(III) minerals; investigators often use readily soluble organo-Fe(III) complexes (e.g., Fe-citrate), rather than Fe(III) minerals, for metabolic studies on Fe reduction [e.g., (2)] because these allow easy isolation of cells without their problematic separation from the granular mineral matrix. Growth on soluble Fe could, however, be quite different from growth on particulate Fe(hydr)oxides, where the substrate is more tenaciously bound. Tracking the fate of the Fe 2ϩ produced during dissimilatory reduction of Fe(III) minerals requires the monitoring of changes in the cell during growth as well as in the minerals produced. Such a study can elucidate the pathways of Fe and its toxic analogs (e.g., U, Tc, and Cr) in natural systems, where Fe minerals can be abundant but Fe chelates are rare (3) .
Cells of S. putrefaciens CN32 were grown in a defined medium (1, 4) . The initial cell density was 2 ϫ 10 7 colony-forming units (CFU)/ml, which rapidly decreased to 6 ϫ 10 6 CFU/ml during the first day and slowly cycled at this level for 2 weeks before declining again. A plateau in CFU/ml was eventually reached, indicating that cells remained active and viable, replacing themselves as others died so that a steady state was reached. This slow growth reflected the relatively poor nutrient conditions relative to traditional batch culture methods.
Hydrous ferric oxide [termed two-line ferrihydrite because of the two broad diffraction lines seen by x-ray diffraction (XRD) (5)] was the electron acceptor. These ϳ50-to 150-nm fine-grained aggregates of ferrihydrite, when added to the medium, immediately adsorbed to the cells (Fig. 1) and were the source of cellular Fe. The Fe concentrations were representative of natural levels commonly found in marine and soil sedimentary environments (6, 7) . Significant Fe 2ϩ (relative to an uninoculated control) was detected after 1 to 4 days by the ferrozine method (8) , and Fe 2ϩ increased for ϳ2 weeks before decreasing slowly (Fig. 2) . Intracellular finegrained (30 to 50 nm) granules were first observed by transmission electron microscopy (TEM) 3 to 5 days after inoculation and were never seen before the appearance of Fe 2ϩ in the reaction mixture (9) . By 14 days, the proportion of cells with visible granules had increased to Ͼ90% of the population, Department of Microbiology, College of Biological Science, University of Guelph, Guelph, Ontario N1G 2W1, Canada.
*To whom correspondence should be addressed. Email: sglasaue@micro.uoguelph.ca Table 1 . Electron diffraction data for crystalline intracellular particles formed by S. putrefaciens CN32.
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