Words have been found to elicit a negative potential at the scalp peaking at ϳ400 ms that is strongly modulated by semantic context. The current study used whole-head magnetoencephalography (MEG) as male subjects read sentences ending with semantically congruous or incongruous words. Compared with congruous words, sentence-terminal incongruous words consistently evoked a large magnetic field over the left hemisphere, peaking at ϳ450 ms. Source modeling at this latency with conventional equivalent current dipoles (ECDs) placed the N400m generator in or near the left superior temporal sulcus. A distributed solution constrained to the cortical surface suggested a sequence of differential activation, beginning in Wernicke's area at ϳ250 ms, spreading to anterior temporal sites at ϳ270 ms, to Broca's area by ϳ300 ms, to dorsolateral prefrontal cortices by ϳ320 ms, and to anterior orbital and frontopolar cortices by ϳ370 ms. Differential activity was exclusively left-sided until >370 ms, and then involved right anterior temporal and orbital cortices. At the peak of the N400m, activation in the left hemisphere was estimated to be widespread in the anterior temporal, perisylvian, orbital, frontopolar, and dorsolateral prefrontal cortices. In the right hemisphere, the orbital, as well as, weakly, the right anterior temporal cortices were activated. Similar but weaker field patterns were evoked by intermediate words in the sentences, especially to low-frequency words occurring in early sentence positions where there is little preceding context. The locations of the N400m sources identified with the distributed solution correspond well with those previously demonstrated with direct intracranial recordings, and suggested by functional magnetic resonance imaging (fMRI). These results help identify a distributed cortical network that supports online semantic processing. © 2002 Elsevier Science (USA)
INTRODUCTION
The N400 was first described as a negative-going component in the event-related potential (ERP), larger in amplitude for semantically anomalous sentence completions (Kutas and Hillyard, 1980) . For example, the sentence "Mary was hungry so she went to the store to buy some food" elicits a small N400, whereas "Mary was hungry so she went to the store to buy some chairs" elicits a large N400, with the difference beginning at ϳ240 ms post stimulus onset and peaking at ϳ400 ms. This semantic context effect is not restricted to comparisons between congruous and anomalous words. When pairs or lists of words are presented visually, the amplitude of the N400 is smaller if the eliciting word is semantically related rather than unrelated to the preceding word. For words in sentences, N400 amplitude is determined by the degree of contextual constraint imposed by the preceding portion of the sentence; highly predictable final words elicit smaller N400s than congruent but unlikely words, which in turn elicit smaller N400s than completely anomalous final words. Sentence-intermediate words elicit N400s of graded amplitude depending on their position within the sentence. In a list of unrelated sentences (as opposed to connected discourse) early words elicit larger N400s than later words as the later words can benefit from a larger amount of preceding context (for reviews see Kutas and Van Petten, 1994; Van Petten, 1995; Kutas and Federmeier, 2000) . Auditory words and signs in American Sign Language yield N400 semantic context effects similar to those observed for printed words (Neville et al., 1997; Van Petten et al., 1999) . This scalp potential is thus a robust index of the ease or difficulty of semantic processing. N400 context effects have also been observed for nonverbal but meaningful stimuli, albeit with somewhat different scalp distributions than for words. When line drawings are preceded by either printed sentences or other line drawings, the difference between semantically related and unrelated drawings is similar to the linguistic N400 in waveshape and latency, but somewhat larger at anterior scalp sites (Holcomb and McPherson, 1994; Ganis et al., 1996) . Interpretable environmental sounds (glass breaking, horse hooves on pavement) also elicit N400-like potentials that are modulated by semantic context, but the context effect for these nonspeech sounds has a hemispheric asymmetry different from that observed for words (Van Petten and Rheinfelder, 1995; Plante et al., 2000) . In contrast to these results from various sorts of stimuli, which convey a meaning (or could possibly convey a meaning, as in the case of pronounceable FIG. 1. MEG responses evoked by congruous (red) and incongruous (black) sentence-terminal words in subject 1. Waveforms from 122 gradiometer channels are shown. The major difference between conditions peaks at ϳ400 ms in the anterior temporal region. Signals from six pairs of gradiometers are shown in expanded format at the upper left.
FIG. 2.
ECD localization, MEG field maps, and time courses to incongruous-minus-congruous words. ECDs on sagittal MR images are consistently localized in or near the superior temporal sulcus in all 10 subjects. In the next column, MEG fields at the peak response latency of ϳ400 ms are illustrated as contour maps with the step between lines set at 20 fT, and current entering the brain as blue. Dipolar field patterns are most apparent over the left hemisphere and are consistent across individual subjects. Fields over both hemispheres and the MEG signal in sensor 44 are shown for the first four subjects. nonwords), stimuli that cannot be mapped onto existing semantic knowledge (novel geometric shapes, unpronounceable nonwords, etc.) do not elicit N400s (Smith and Halgren, 1987; Van Petten and Senkfor, 1996) . The differing scalp distributions of the family of N400 potentials elicited by words versus nonverbal stimuli suggest the engagement of different (although likely overlapping) populations of neurons in processing their meanings. Overall, N400-like potentials seem to be triggered by stimuli whose physical forms can be used to access other knowledge about the referent of the stimulus (Halgren, 1990) .
Even for the N400 elicited by words, little progress has been made in inferring the underlying brain generators from the EEG scalp distribution of the component. The word-elicited N400 is largest at midline centroparietal scalp sites, and larger at lateral sites over the right hemisphere as compared with the left (Kutas and Hillyard, 1982; Kutas et al., 1988b; Van Petten and Rheinfelder, 1995) . This right-greater-than-left scalp asymmetry is a clear indication of the difficulty of mapping scalp distribution onto cortical regions, as studies of both split-brain patients and patients with unilateral damage have suggested that the N400 context effect is critically dependent on an intact left hemisphere (Kutas et al., 1988a; Hagoort et al., 1996; Friederici et al., 1998) , as is the N400 repetition effect (Smith and Halgren, 1989) . High-density EEG recordings were unable to identify topographic features of the N400 using Laplacian estimates of radial current density (Curran et al., 1993) . Similarly, minimum-norm and minimum-current distributed solutions constrained to lie on the cortical surface reconstructed from MRI produced no findings that were consistent across individuals (Haan et al., 2000) . Furthermore, since the same scalp topography can result from different intracranial generators , it is possible that the N400s evoked by different stimuli in different tasks are actually arising in substantially different regions.
The aim of the current study is to attempt to localize the N400 in normal subjects using event-related magnetic fields (by magnetoencephalography, MEG). While MEG fields and ERPs are both generated by cortical transsynaptic current flows, they are differentially sensitive to activity in different cortical locations depending on the local orientation and depth of active synapses (Hamalainen et al., 1993) . Furthermore, MEG is less sensitive than EEG to the effects of intervening tissues on propagation of the activity from the generator to the sensor.
To establish a clear relationship between the MEG field sources and the many studies of language processing using ERPs, we examined multiple aspects of word and sentence processing, all of which have been reported to modulate the amplitude of the electrical N400. Two manipulations of semantic context have already been described: a comparison between congruent and semantically anomalous sentence-terminal words, and a subtler comparison between content words (nouns, verbs, adjectives, and -ly adverbs) occurring in early versus late sentence-intermediate positions. Sentence-intermediate words were also split according to frequency of use in English, as less commonly used words (e.g., "twins," "cartoon," "vase") elicit larger N400s than high-frequency words (e.g., "parents," "patient," "time") (Smith and Halgren, 1987) . In electrical recordings, this word frequency effect interacts with word order, such that high-and low-frequency words elicit equivalent N400s in late word orders, after some semantic context has accrued (Van Petten and Kutas, 1990 Kutas, , 1991 Van Petten and Rheinfelder, 1995) . Finally, we also compare content words with function words (e.g., determiners, pronouns, conjunctions, prepositions) because function words elicit smaller electrical N400s (Kutas and Hillyard, 1983; Van Petten and Kutas, 1991; Munte et al., 2001) .
In contrast to the lack of clear localization from scalp recordings, direct intracranial recordings have convincingly localized cortical activity in a variety of paradigms, which modulate scalp-recorded N400 amplitude. These include comparisons between congruous and incongruous sentence completions , related and unrelated word pairs (Nobre et al., 1994; Nobre and McCarthy, 1995) , high-and lowfrequency words (Fernandez et al., 1998) , content and function words , and repeated versus initial presentations of isolated words (Smith et al., 1986; Puce et al., 1991; Halgren et al., 1994a,b; Elger et al., 1997; Helmstaedter et al., 1997; Fernandez et al., 1998; Grunwald et al., 1998) . Many of these studies have converged to suggest an N400 generator in the anterior medial temporal lobe (AMTL). In addition to the AMTL, intracranial recordings have demonstrated prominent N400 generators in the posteroventral prefrontal cortex (Halgren et al., 1994a; Guillem et al., 1999; Marinkovic et al., 2000) , lateral temporal lobe in the vicinity of the superior temporal sulcus (Halgren et al., 1994b; Guillem et al., 1995; Elger et al., 1997) , and posterior parietal sites (Halgren et al., 1994b; Guillem et al., 1999) .
Although the intracranial data identify candidategenerating structures, their propagation to the scalp is difficult to determine. Further complicating the use of such data to specify the neural sources of the scalprecorded N400 is that they are obtained from electrodes implanted in patients with long-standing epilepsy, especially in seizure-prone regions, and thus may be subject to contamination from the pathology. Furthermore, few of the intracranial studies have included more than one experimental contrast. Many of the manipulations above influence other components of the scalp-recorded ERP in addition to the N400. Word repetition, for instance, modulates the amplitude of both the N400 and a later, but temporally overlapping scalp positivity. These two scalp repetition effects frequently co-occur in the normal population, but are dissociated in amnesic subjects with normal language comprehension (Olichney et al., 2000) , so that it is important to differentiate their neural generators as well (for reports of multiple repetition-sensitive components in intracranial data see Smith et al., 1986; Halgren et al., 1994b; Elger et al., 1997) . Similarly, content and function words are differentiated by scalp components recorded over frontal cortex in addition to the centroparietal N400 (Kutas and Van Petten, 1994; King and Kutas, 1998; Munte et al., 2001) . Overall, we believe that a convergent-measures approach of including several N400 manipulations is most likely to clarify the relationship between scalp-recorded data and their neural sources.
A second innovation of the current study is the application of a distributed source modeling procedure to the MEG results. Previous studies using MEG have localized an equivalent current dipole (ECD) for the N400m to the left posterosuperior temporal lobe (Simos et al., 1997; Helenius et al., 1999) . However, dipole modeling methods work best when the generator is a single focal source. When extensive multiple generators are active, distributed source estimation procedures may be more realistic . Since the intracranial studies reviewed above indicate that the N400 may be associated with multiple extensive generators, the current study modeled N400 generation using a distributed source modeling procedure, as well as ECDs to allow comparison with earlier studies.
Our results suggest that the N400m is sensitive to the same psycholinguistic factors influencing the electrical N400 ("N400e"), and further that a distributed model of the N400m corresponds well with the intracranial results. Additionally, the model suggests that the underlying process is spatiotemporally dynamic, spreading over a period of 250 ms from Wernicke's area to more anterior left hemisphere sites and then to the right hemisphere.
METHODS

Participants and Stimuli
Ten healthy right-handed men (aged 20 -26) served as volunteers. Subjects with a history of head injury, neurological or psychiatric disease, or substance abuse were excluded. Subjects were screened to eliminate those with frequent blinking or MEG artifacts (e.g., due to dental work). All were experienced in MEG experiments and selected on the basis of reliability and compliance with instructions.
Each participant read 240 sentences presented one word at a time (7-29 words per sentence) on a monitor controlled by a MacIntosh computer (MacProbeTM software (Hunt, 1994) ). Word duration was 200 ms per word followed by a 133-ms interword interval. Twelve hundred milliseconds after the onset of the sentenceterminal word, the subject was cued to blink twice at 1-s intervals. A fixation target (Ͻ Ͻ‫ء‬Ͼ Ͼ) was then presented for 200 ms, followed after 800 ms by the next sentence. A 15-s rest was inserted every 40 sentences. Words were presented as white letters on a black background, and subtended a visual angle of ϳ1.5°verti-cally and less than 7.5°horizontally. Participants were instructed to read for comprehension, and warned that they would be tested for memory following the recording session.
Half of the sentences ended with a predictable, semantically congruent word (cloze probability of greater than 70% in a different group of college undergraduates); half ended in a semantically incongruent word. Congruous and incongruous final words were matched for word frequency and length in letters. Sentences with congruous and incongruous endings were randomly intermixed.
Subsets of words occurring in sentence-intermediate positions were coded as Early content words; these were the first open-class words of their sentences and occurred in position 2, 3, or 4. Late content words occurred in word orders 5 through 12, but never included sentence-terminal words. Early and Late words were further subdivided by frequency of usage as high frequency, i.e., with the sum of all regularly inflected versions, Ͼ30 per million in the Kucera and Francis (1967) corpus, mean frequency of 336, or low frequency (Ͻ30, mean frequency of 15). When collapsed across frequency, the sets of Early and Late words were equivalent in frequency and word length, as seen in Table 1 . Similarly, when collapsed across word order and high and low-frequency, words were equivalent in word order and length. Finally, all content words were compared with function words, which were both shorter in length (P Ͻ 0.001) and more frequent in usage (P Ͻ 0.001).
Recording Procedures
MEG signals were recorded from 122 channels at 0.03-100 Hz using a Neuromag-122 instrument (4D Neuroimaging, San Diego, CA) with orthogonal pairs of planar gradiometers at each of 61 locations over the entire scalp (Ahonen et al., 1993; Hamalainen et al., 1993) . Trials from different conditions were averaged for each subject after rejecting trials with eyeblinks or other artifacts using amplitude criteria confirmed with visual inspection.
In a separate imaging session separated by at least 24 h from the MEG experiment, high-resolution 3D T1-weighted magnetic resonance (MR) images were acquired for each subject using a 1.5-T Picker Eclipse (Marconi Medical, Cleveland, OH). The MEG sensor coordinate system was aligned with the MRI coordinate system using three head position (HPI) coils, attached to the scalp (Hamalainen et al., 1993) . The HPI coils generate weak magnetic signals, and thus can be directly localized by the magnetoencephalograph sensors. The positions of the HPI coils with respect to the subject's head (and thus MR image) were determined by measuring multiple points (including the HPI coils) using a Polhemus FastTrack 3D digitizer. Multiple measurements of the HPI coils were used to monitor for head movement, which was minimized using a chinstrap and foam padding on the sides of the head.
Equivalent Current Dipole Modeling
The rationale and procedure for ECD source modeling used here have been extensively described (Hamalainen et al., 1993) . Briefly, the locations, orientations, and strengths of the ECDs were found with a least-squares fit in a spherical volume conductor, the center of which was equal to the local center of curvature of the surface of the brain in the occipital-parietal area, as determined on the individual MR images.
Analysis was terminated 400 ms after stimulus onset for comparisons between sentence-intermediate content and function words. Sentence structure is such that, for any given word type, content words tend to be followed by function words, and vice versa. In our sentences, 65% of the intermediate content words are followed by function words, and 60% of function words are followed by content words. Thus, late differences in brain activity to the two word types could be due to differences in the subsequent words. The problem of subsequent word overlap is especially problematic in comparing content and function words because it is confounded with their differences in word length which would also be expected to influence short-latency activity. Note that with the stimulus-onset asynchrony of 333 ms used in this study, and assuming that activation requires ϳ70 ms to reach the cortex, cortical processing of the word following the word of interest would commence ϳ403 ms after stimulus onset. Consequently, to avoid contamination with activity evoked by the subsequent word, only latencies prior to 400 ms were examined in these analyses.
A slightly less conservative analysis endpoint, 450 ms, was chosen for comparisons between sentence-intermediate content words differing in frequency or position. This is ϳ117 ms after the first cortical activation, and probably prior to the arrival of activation in the temporofrontal areas of interest in this analysis. Furthermore, because both conditions in these comparisons are content words, there is no obvious difference in the characteristics of the subsequent word.
Distributed Solutions
Cortical surface reconstruction. Geometrical representations of the cortical surface were constructed from the structural MR image using procedures described previously (Dale and Sereno, 1993; Dale et al., 1999; FIG. 6 . Averaged cortical activity patterns to sentence-terminal incongruous minus congruous words in four latency windows prior to 400 ms. Activation is exclusively left hemisphere. It is estimated to begin in Wernicke's area at ϳ250 ms, spreads to anterior temporal sites at ϳ270 ms, to the prefrontal cortex by ϳ300 ms, and becomes increasingly widespread by ϳ325 ms. Activation is averaged across subjects and shown as significance levels on the average inflated cortical surface. Threshold P Ͻ 10 Ϫ5 ; full red P Ͻ 10 Ϫ10 ; full yellow P Ͻ 10 Ϫ23 .
FIG. 4.
Average activation to different word types. N400m activity was estimated in 10 subjects from 360 to 450 ms to different word types using the ECDs shown in Fig. 3 . The average activation was greatest for words occurring early in the sentence; word frequency had a smaller effect that was not significant. Sentence-terminal incongruous words evoked a response about equal to that to early words. No discernable response was present to function words.
FIG. 5.
Estimated cortical activity patterns in subject 1 to sentence-terminal incongruous minus congruous words. Activation is shown as significance levels on the subject's cortical surface, after it has been inflated to reveal the sulcal cortex (darker gray areas). Activation is most significant in the left anterior temporal and posteroventral prefrontal cortices. Threshold P Ͻ 10 Ϫ5 ; full red P Ͻ 10 Ϫ10 ; full yellow P Ͻ 10 Ϫ23 . Fischl et al., 1999a) . First, the cortical white matter was segmented, and the estimated border between gray and white matter was tessellated, providing a topologically correct representation of the surface with ϳ150,000 vertices per hemisphere. For the inverse computation, the cortical surface was decimated to approximately 3000 dipoles per hemisphere (i.e., 1 dipole per ϳ10 mm of cortical surface). Finally the folded surface tessellation was "inflated," to unfold cortical sulci, thereby providing a convenient format for visualizing cortical activation patterns (Dale and Sereno, 1993; Dale et al., 1999; Fischl et al., 1999a) . For purposes of intersubject averaging, the reconstructed surface for each subject was morphed into an average spherical representation, optimally aligning sulcal and gyral features across subjects while minimizing metric distortions (Fischl et al., 1999b) . In two subjects, the MR image was of insufficient technical quality to permit accurate reconstruction, and they were not included in the distributed source analysis. Forward solution. The boundary element method (BEM) was used for calculating the signal expected at each magnetoencephalograph sensor, for each dipole location (deMunck, 1992; Oostendorp and Van Oosterom, 1992) . The computation of the MEG forward solution has been shown to require only the inner skull boundary to achieve an accurate solution (Meijs et al., 1988; Hamalainen and Sarvas, 1989) .
Inverse solution. To estimate the time courses of cortical activity, the noise-normalized, anatomically constrained linear estimation approach described in Dale et al. (2000) was used. This approach is similar to the generalized least-squares or weighted minimum norm solution (Hamalainen and Ilmoniemi, 1984; Dale and Sereno, 1993) , but the estimate is normalized for noise sensitivity (Dale et al., 2000) . The noise normalization has the effect of greatly reducing the variation in the point-spread function between locations (Liu et al., 2002) . Of specific interest to this study, simulations using the same sensor array and analysis method as the current study indicated that the point-spread function is typical in the areas where intracranial EEG has identified N400 generators (Liu et al., 2002) .
Noise sensitivity-normalized cortical surface-constrained minimum norm inverse solutions were calculated every 5 ms for every condition and every individual. These movies were then averaged on the cortical surface across individuals and the significance of activation at each site was calculated using an F test (Dale et al., 2000; Dhond et al., 2001) . The minimum significance threshold for the displayed activations is shown on each figure and is P Ͻ 10 Ϫ5 , except for the weak effect of word frequency (P Ͻ 0.0005). The significance of the comparisons between different conditions at particular locations and latencies is directly indicated by these maps.
In summary, this approach provides dynamic statistical parametric maps (dSPMs) of cortical activity, similar to the statistical maps typically generated using fMRI or PET data, but with a temporal resolution of 5 ms. Even when applied to the same data set, the ECD versus dSPM localizations can be different because they use different aspects of the data to estimate and localize the sources. ECD calculations minimize the least-mean-square difference between a dipolar pattern and the observations in sensor space. The ECD calculations do not take into account the reliability of the measures or the shape of the cortical surface. In contrast, dSPMs do take reliability and shape into account as they estimate the significance of a pattern of activity over the surface of the cortex, i.e., in source space.
Presenting data as statistical maps allows significant responses to be readily visualized in data sets where absolute amplitude is not a reliable indicator of significance due to large differences in variance across locations. This is the case with fMRI as well as MEG. In addition, absolute amplitude estimates of specific cortical locations are problematic with MEG because dipole strength is confounded with generator area. That is, it is often not possible to reliably distinguish a weak but extended generator from one that is strong but focal. In addition, dipole strength is decreased to an unknown extent by cancellation between different nearby cortical areas. Finally, there is a complex interaction between depth of the dipoles and amplitude, with deeper dipoles usually being modeled as stronger for technical reasons which may not necessarily reflect neurobiological reality. Thus, it is difficult to compare source amplitudes across sites. However, source amplitudes at a given location can generally be compared across conditions provided that the model remains constant. For many of the dSPMs presented below, the same noise estimate is used when comparing congruous versus incongruous sentence completions, early versus late sentence order, and high versus low word frequency. Since the activity at each cortical location is scaled by the estimated noise at that location, the differences in significance at a given location in the dSPM also indicate differences in estimated source amplitude.
RESULTS
Fields
MEG signals with multiple peaks and a complex topography were evoked by both congruous and incongruous words (Fig. 1) . To isolate the field pattern associated with the N400 component, the signals evoked by sentence-terminal congruous words were subtracted from those evoked by incongruous words. The resulting fields were large and stable, with a dipolar pattern over the left temporal area in all subjects (Fig. 2) .
The results are presented in two main sections describing (1) equivalent current dipole models and (2) distributed source models of the experimental effects. In each section, we first address the manipulation expected to produce the largest N400m effect: congruous versus incongruous sentence completions. We then compare that effect with the three intermediate word contrasts concerning sentence order, word frequency, and lexical class.
Equivalent Current Dipole Modeling
Final words. A single ECD was modeled to the magnetic field patterns evoked by incongruous sentence-terminal words, after subtracting that evoked by congruous words (Fig. 2) . Sources were modeled to the magnetic field evoked by incongruous minus congruous sentence-terminal words at a latency near its maximum of 440 Ϯ 37 ms when the field appeared clearest. Fields were modeled separately in each hemisphere, when visible, using 45 Ϯ 4 contiguous channels where the signal was greatest. The goodness-of-fit (i.e., the percentage of variance explained, g) was 56 Ϯ 9%, and the radius of the 95% confidence volume was estimated as 2.1 Ϯ 1.2 mm.
When the ECD in each subject was superimposed on that subject's MR image, a consistent localization could be observed, with the ECD lying in or near the superior temporal sulcus, ϳ3 cm from the temporal tip in all 10 subjects (Fig. 2) . After normalization of the brains (Talairach and Tournoux, 1988), the ECDs were located at the Talairach coordinates: Ϫ86 Ϯ 6, Ϫ2 Ϯ 6, Ϫ3 Ϯ 12 (mean Ϯ SD, distance in mm to the right of midline, anterior to the anterior commissure, and above the anterior commissure-posterior commissure plane).
The best-fitting ECDs for the sentence congruity effect were then applied to the unsubtracted fields elicited by the congruous and incongruous final words. While keeping the location and direction of each ECD constant, dipole magnitudes were allowed to vary as a function of time, thus producing the best match to the observed field patterns in the "least-mean-squares" sense. In effect, the ECD was used as a spatial filter. Just as with other filters, unwanted activity, if it is strong and lies within the "bandpass" of the filter, may produce a spurious signal. This is true of many measurement strategies. For example, the N400e is sometimes quantified as its amplitude at the scalp location Cz, referentially recorded to the mastoid. This measure of the N400e is a kind of spatial filter with a "bandpass" equal to the lead field of that electrode derivation. This is a very large "bandpass" compared with that of the ECDs used in this study. Although spurious activity could have leaked through the filter, qualitatively similar results were obtained with the distributed modeling technique, which makes quite different assumptions (see below), as well as from N400e recordings (see Introduction).
The ECD to incongruous words had a peak latency of 432 Ϯ 29 ms, with average peak amplitude 27.3 Ϯ 11.8 nAm. Since no peak was visible to congruous words, the dipole strength was estimated as the average deviation from baseline from 360 to 450 ms after word onset for each of the 10 subjects. Measured in this way, the average ECD amplitude was 23.3 Ϯ 11.8 nAm to incongruous sentence endings and Ϫ6.5 Ϯ 10.0 nAm to congruous endings (paired t test, P Ͻ 0.001).
Intermediate words. We also examined the three other experimental contrasts previously shown to influence the electrical N400: (1) content words occurring early versus late in their sentences, (2) low-versus high-frequency sentence-intermediate words (although this effect was weak in the present study), and (3) content versus function words. Figure 3 shows contour maps of the evoked magnetic field and the best-fitting equivalent dipoles (at 400 ms) for a single subject in whom each dipole was independently derived. The left temporal field elicited by incongruous sentence completions also appeared to be stronger for content words than for function words, and for words occurring early in their sentences after little semantic context as com-pared with later words. In contrast, the impact of word frequency was weak.
The ECD modeled for the sentence congruity effect was applied to the three intermediate word contrasts to see if the same dipole would yield the expected pattern of early words greater than late, low frequency greater than high, and content greater than function. As above, dipole strength was estimated as the average deviation from baseline from 360 to 450 ms after word onset for all 10 subjects. Figure 4 shows mean dipole strengths. ECD strength was clearly greater for intermediate content as compared with function words (P Ͻ 0.001). Among the intermediate content words, average ECD strength was greatest for low-frequency words occurring early in the sentence, slightly lower for early high-frequency words, and clearly smaller for late words. ANOVA with factors of word order and word frequency found a main effect of position (F(1,9) ϭ 24.1, P Ͻ 0.001), but the frequency effect did not reach significance (F(1,9) ϭ 3.3, P Ͻ 0.10) or yield a significant interaction with position (F(1,9) Ͻ 1). ECD strength was comparable for early content words as compared with sentence-terminal incongruous words.
Effects of baseline. The above values were obtained using a baseline period beginning 50 ms prior to the word onset and ending 5 ms after. This baseline could reflect continuing activity from the preceding word. Across most comparison conditions, there is no reason to suspect that the baseline would be different, and thus influence the results. However, some EEG recordings have shown a rising negativity over the course of a sentence (Kutas and Hillyard, 1980) , so baseline levels might be different for earlier content words than for later content or sentence-terminal words. Indeed, the baseline did change significantly between the first and terminal words (0.8 Ϯ 1.9 nAm vs Ϫ0.9 Ϯ 1.9 nAm, P Ͻ 0.05). However, no difference was found between early and late content words (Ϫ0.9 Ϯ 3.4 nAm vs Ϫ0.2 Ϯ 1.7 nAm, P Ͼ 0.2). Because high-and low-frequency words each occurred equally often early and late in the sentence, no differences were expected in their baselines and none were found (Ϫ0.7 Ϯ 2.2 nAm vs Ϫ0.5 Ϯ 2.3 nAm, P Ͼ 0.2). Similarly, because congruent and incongruent words each occurred in the sentence-terminal position, no differences were expected in their baselines and none were found (Ϫ0.6 Ϯ 1.8 nAm vs Ϫ1.1 Ϯ 2.4 nAm, P Ͼ 0.2). As noted above, function words are preceded more often by content words than vice versa, and so they may have a baseline that is more contaminated by N400-like activity. Again, however, no differences were found in their baselines (0.1 Ϯ 1.4 nAm vs Ϫ0.6 Ϯ 1.9 nAm, P Ͼ 0.2). to further evaluate these possible effects, we analyzed ECD amplitudes without baseline correction. This analysis found estimated ECD amplitude as larger to early than late content words (23.0 Ϯ 13.9 nAm vs 5.2 Ϯ 6.7 nAm, P Ͻ 0.001), but no significant difference in estimated ECD amplitude to high-versus low-frequency content words (10.9 Ϯ 11.7 nAm vs 16.2 Ϯ 15.4 nAm, P Ͼ 0.1). Similarly, incongruous words evoked a larger ECD
FIG. 7.
Average cortical activity patterns in the N400 latency range to sentence-terminal incongruous minus congruous words. In the left hemisphere, activation is estimated to be widespread in the anterior temporal, perisylvian, orbital, frontopolar, and dorsolateral prefrontal cortices. In the right hemisphere, the orbital, as well as, weakly, the right anterior temporal cortices are activated. Threshold P Ͻ 10 Ϫ5 ; full red P Ͻ 10 Ϫ10 ; full yellow P Ͻ 10 Ϫ23 .  FIG. 8 . Estimated cortical activity patterns to words occurring early versus late in the sentence. Overall activation is left frontotemporal, a pattern similar to but less significant than that observed to incongruous words (Fig. 7) . However, in the word order comparison there is additional activation in left ventral occipitotemporal and right ventral occipital cortices. Conversely, there appears to be relatively less activation in the anterior orbital and frontopolar cortices. Threshold P Ͻ 10 Ϫ5 ; full red P Ͻ 10 Ϫ8 ; full yellow P Ͻ 10 Ϫ16 .
FIG. 9.
Estimated cortical activity patterns to high-versus lowfrequency words. Weakly significant activation is present in the left anterolateral temporal and orbitofrontal cortices. Threshold P Ͻ 0.0005; full red P Ͻ 10 Ϫ5 ; full yellow P Ͻ 10 Ϫ15 .
than incongruous (22.2 Ϯ 10.6 nAm vs Ϫ7.2 Ϯ 9.3 nAm, P Ͻ 0.001). Finally, content words evoked a larger ECD than did function (13.6 Ϯ 7.6 nAm vs Ϫ1.1 Ϯ 5.7 nAm, P Ͻ 0.001). This pattern of results is identical to that described above, obtained using a baseline immediately preceding the analyzed word. Peak amplitude and latency measures. The conclusion that sentence position but not word frequency significantly affects N400m amplitude was confirmed by peak amplitude measurements when available. The average peak amplitude to low-frequency words could be measured in all 10 subjects for both early (30.6 Ϯ 16.8 nAm) and late (11.9 Ϯ 5.6 nAm) positions in the sentence (P Ͻ 0.001). A clear peak to early high-frequency words was visible in only 8 subjects. Considering the same 8 subjects, the early words did not produce significantly different amplitude peaks when evoked by low (27.9 Ϯ 11.3 nAm)-as compared with high (25.6 Ϯ 9.9 nAm)-frequency words (P Ͼ 0.3). A peak to late high-frequency content words could be reliably identified in only one subject.
The latency to peak amplitude of the estimated ECD strength curves was shorter for the intermediate words (386 Ϯ 40 ms for the early low-frequency content words, and 374 Ϯ 28 ms for the late low-frequency content words), as compared with the sentence-terminal incongruous words (432 Ϯ 29 ms). The early versus late low-frequency words do not differ significantly in latency (P Ͼ 0.2), but both are significantly shorter than for the incongruous words (both P Ͻ 0.001). Considering only the 8 subjects with a clear peak to early high-frequency words, the early words did not produce significantly different latency peaks when evoked by low (378 Ϯ 41 ms)-as compared with high (379 Ϯ 29 ms)-frequency words. An early visual dipole at ϳ110 ms did not change across the above conditions, except that it was smaller to the shorter function words, confirming that simple visual intensity was balanced between conditions.
Dynamic Statistical Parametric Maps
Distributed inverse solutions were estimated every 5 ms for each cortical dipole, condition, and subject. The dSPM for the difference waveforms between sentenceterminal incongruous minus congruous words indicated a single major effect: activation in the left anterior temporal and posteroventral prefrontal cortices,
FIG. 10.
Estimated cortical activity patterns to content versus function words. Differential activation is most prominent in ventral occipitotemporal and orbitofrontal cortices, where it begins in the left at ϳ90 ms, is strong and bilateral from ϳ105 to 135 ms, and becomes progressively focal in the right occipitotemporal cortex at ϳ150 -165 ms. Activation is also present in the temporal pole and posterosuperior temporal lobe from ϳ105 to 150 ms, especially on the left. Threshold P Ͻ 10 Ϫ5 ; full red P Ͻ 10 Ϫ10 ; full yellow P Ͻ 10 Ϫ23 .
beginning at ϳ250 ms and peaking at ϳ400 ms after word onset. The maximum significance for each dipole over the range 300 -500 ms in a representative subject is shown in Fig. 5 . Final words. The dSPMs were combined across the 8 subjects with adequate MR images by morphing their brains based on their individual sucal-gyral patterns. The resulting group dSPM to incongruous minus congruous words is shown for five latency ranges in Fig. 6 and 7. During the peak latency range for the scalprecorded N400 (370 -500 ms), left anterior temporal and posteroventral prefrontal activation predominated (Fig. 7) . However, prior to 370 ms, the pattern of activity evoked by incongruous sentence-terminal words shows a general progression of activation from posterior to anterior sites and from left to right (Fig. 6) . Differential activation to incongruous words began in the left planum temporale (Wernicke's area) at ϳ250 ms after word onset. After ϳ20 ms, activity spread to the left superior and inferior temporal sulci, anteroventral temporal lobe (temporal pole and rhinal sulcus), insula, and collateral sulcus at the occipitotemporal junction. Following ϳ300 ms the prefrontal cortex became increasingly involved, first in its orbital aspect (gyrus rectus), then in Broca's area (inferior frontal gyrus), and finally, after ϳ370 ms, in the dorsolateral prefrontal and frontopolar cortices (superior and middle frontal gyri). The right hemisphere did not show activation until ϳ370 ms, when it was most prominent in orbital cortex, with less significant activations in anterior temporal cortex (Fig. 7) .
Intermediate words. Magnetoencephalographic activity evoked by words occurring prior to sentence termination ("intermediate words") was also examined for differences related to presentation order within the sentence (early vs late), word frequency (high vs low), and lexical class (content vs function). Overall activation to words occurring early versus late in the sentence (Fig. 8) is left frontotemporal, a pattern similar to but less significant than that observed to incongruous versus congruous sentence-terminal words (compare to Fig. 7) . However, in the sentence position comparison there is additional activation in the right ventral occipital cortex, as well as relatively more activation in the left ventral occipitotemporal cortex. Conversely, there appears to be relatively less activation in the anterior orbital and frontopolar cortices.
Compared with sentence position and congruity effects, word frequency had only a weakly significant effect on the MEG signal. However, the generators of the difference between signals evoked by high-versus low-frequency words were again estimated to be located in left anterolateral temporal and orbitofrontal cortices (Fig. 9) . No significant differences prior to 350 ms were observed in the signals evoked by early versus late or high-versus low-frequency words.
A distributed solution was also calculated for the difference between the MEG signals evoked by the intermediate content words chosen for the above analyses of sentence position and word frequency, in comparison to intermediate function words. In this comparison, it is important to bear in mind that the function words had significantly fewer letters and higher word frequency, as compared with the content words. This comparison revealed strong differential activation beginning as early as 90 ms after word onset, and estimated to arise in left ventral occipitotemporal and oribitofrontal locations (Fig. 10) . Differential activation became rapidly bilateral in the same locations, and also involve cortex in the temporal pole and posterosuperior temporal lobe from ϳ105 to 150 ms. Although the latter areas were more strongly activated on the left at most latencies, activation became progressively focal in the right occipitotemporal cortex from ϳ150 to 165 ms. Differential activation was then not seen until after 400 ms, when it might be related to the subsequent word and so is not presented here.
DISCUSSION
The current study has implications for both the spatiotemporal dynamics of sentence comprehension and the methods best suited to study those dynamics. A strong MEG signal was observed by contrasting the same conditions that have previously been found to result in the scalp N400e potential. The MEG signal has a latency similar to that of the N400e, and thus is termed the N400m.
Sentence-Terminal Words
Initial analysis of the N400m used the most common method, fitting of an ECD that best matches the observed field pattern. The resulting N400m ECD has a reasonable localization, strongly lateralized to the left hemisphere, in or near the superior temporal sulcus, as has been found in previous studies using similar techniques (Simos et al., 1997; Helenius et al., 1999) .
The current study analyzed the same data using a distributed source modeling technique that estimated activity for every cortical location at each time point (Dale and Sereno, 1993) . Activity is normalized at each location by its estimated noise, resulting in dynamic statistical parametric maps (Dale et al., 2000) . While uncertainties associated with the inverse solution limit the accuracy of these results , simulation studies indicate that large errors are highly unlikely (Dale et al., 2000; Liu et al., 2002) . The distributed solution was consistent with the ECD solution, in that it included the left superior temporal area where the ECDs were located. However, the distributed solution also included anteroventral temporal, orbitofrontal, and posteroventral prefrontal cortices in the left hemisphere. The distributed solution also included orbitofrontal and (weakly) anterior temporal cortices in the right hemisphere. These locations match those that have been demonstrated to generate potentials at this latency in the same or similar paradigms (see Introduction). In particular, although words in an explicit recognition paradigm do evoke N400e-like activity in the region of the left superior temporal sulcus (Halgren et al., 1994a; Guillem et al., 1995; Elger et al., 1997) , the most prominent generators are in the anteroventral temporal (Smith et al., 1986; Halgren et al., 1994a; McCarthy et al., 1995; Fernandez et al., 1998; Grunwald et al., 1998) , orbitofrontal, and posteroventral prefrontal (Halgren et al., 1994b; Guillem et al., 1999) cortices. Thus, the distributed source modeling technique used here identifies a distributed network of N400 generators similar to that previously demonstrated with intracranial recordings.
An additional similarity between the areas identified by distributed source modeling here and previous intracranial recordings is that both find bilateral N400 generators in ventroposterior prefrontal and anteroventral temporal cortices (Smith et al., 1986; Halgren et al., 1994a,b; Klopp et al., 1999) . Although there are some indications from intracranial recordings that the N400 generators are larger on the left to words (Smith et al., 1986; Marinkovic et al., 2000) , the confounding influences of pathology and idiosyncratic electrode placement render interhemispheric comparisons problematic. The current results in normal subjects provide converging evidence that the N400m evoked by words is due to bilateral generators, more prominent in the left hemisphere. Similar results have been obtained in previous studies using the same distributed anatomically constrained noise-normalized source modeling technique, on MEG fields evoked by single words (Dale et al., 2000) or word stems (Dhond et al., 2001) . In a group of seven subjects, Helenius et al. (1999) were able to model more ECDs sensitive to incongruous sentence endings in the left than in the right hemisphere (15 vs 5). Semantically anomalous sentences have also been found with fMRI to produce distributed, left greater than right but bilateral cortical activation (Kuperberg et al., 2000) . It would be interesting to determine if this degree of lateralization is also present in female subjects, who may have reduced functional lateralization in verbal paradigms, as well as reduced anatomical asymmetries in related areas (Wegesin, 1998; Shapleske et al., 1999; Kansaku and Kitazawa, 2001 ).
In conclusion, the ECD localizing near the left superior temporal sulcus has many of the cognitive characteristics previously described for the N400 potential, but the localization is not entirely consistent with fMRI and iEEG data. These results emphasize the importance of recalling that the ECD is an equivalent dipole that in this case represents an extended discontinuous generator in multiple structures. The distributed solution seems more appropriate for this type of very distributed generator, judging by its better correspondence with iEEG and fMRI. However, even with distributed generators, the ECD is useful in allowing the generator to be quantified across conditions and time, in a manner that may be less prone to noise than estimates of individual cortical dipoles in a distributed solution. Of course, this advantage of the ECD is subject to the assumption that the spatial distribution of the generator is constant across conditions and time, an assumption that is unlikely to be completely accurate.
Although the N400 peaks at ϳ400 ms, previous studies have consistently found that the differential response to visual sentence-terminal incongruous words begins at ϳ250 ms (Halgren, 1990; Helenius et al., 1999) . The current results confirmed this finding, and in addition found that the source distribution changed dramatically from the first appearance of the differential response to its maximal expression. Distributed source modeling located the differential activation from 250 to 265 ms almost exclusively to the planum temporale. By ϳ270 ms, differential activation spread to the left anteroventral temporal lobe, then by ϳ300 ms to left prefrontal cortex. These results are in contrast to the distributed solutions obtained for N400m-like activity evoked by visually presented words or word stems in previous studies. For example, the earliest differential response was estimated to lie in anteromedial temporal sites when words were repeated in an explicit memory paradigm (Dale et al., 2000) and in posteroventral sites when word stems were repeated in a stem completion paradigm (Dhond et al., 2001) . In all cases, the differential response in the left ventral frontotemporal circuit begins only after all components of the circuit have been active for ϳ50 to 100 ms. However, the ultimate circuitry involved at ϳ350 to 450 ms appears to be very similar. The possibility that the left anterior temporal lobe performs essential early processing during the N400 is consistent with the effects of brain lesions on the scalp N400 (Kutas et al., 1988a; Smith and Halgren, 1989) .
These data generally support a model wherein potentially meaningful stimuli activate a semantic contextual integration process distributed across cortical areas specialized for different aspects of this process (Halgren, 1990) . Specifically, they suggest that visually presented words evoke an N400 process that engages a distributed frontotemporal network, beginning at ϳ200 ms. This network is modulated by various factors that influence the difficulty of integrating the word with the current cognitive context. The integration takes place in a network, with different areas contributing more to different aspects of the integration, so that when integration is eased by repetition priming, medial temporal sites may be the first to show differential activity. Conversely, when integration is eased by contextual semantic congruity, the current results suggest that Wernicke's area may be the first to show facilitated processing. Eventually, multiple areas all come to show differential processing which presumably results in the widespread differential MEG response.
Sentence-Intermediate Words
As reviewed in the Introduction, previous scalp EEG recordings have suggested that widespread scalp negativities with peak latency ϳ400 ms can be observed not only when contrasting sentence-terminal incongruous versus congruous words, but also when contrasting various classes of sentence-intermediate words (Kutas and Van Petten, 1994; Van Petten, 1995; Kutas and Federmeier, 2000) . The scalp topography of the N400s recorded in these different situations are similar, suggesting that they may reflect similar neuronal processes. However, the observed scalp topographies are also consistent with a variety of different intracranial generators. Stronger conclusions can be drawn from intracranial studies, which, however, are limited by considerations of sampling and pathology.
In the current study, high-density MEG was used to provide a complementary test of this hypothesis in normal subjects. Using again the same distributed source model, very similar patterns of cortical activation were found to be evoked by words with early versus late sentence position, as compared with those evoked by incongruous versus congruous sentence-terminal words. The inference that similar neuronal processes are engaged by sentence-intermediate versus sentence-terminal words was further supported by the ECD analysis of the same data, where the ECD modeled on the sentence-terminal incongruous/congruous contrast was found to be differentially activated to intermediate words with early as opposed to late sentence position. The cortical activation to sentence-intermediate words with low (as compared with high) lexical frequency was also mapped with the distributed model to a left frontotemporal network similar to that observed to the sentence position and congruity contrasts. However, the activation was less widespread and less significant, and the ECD model did not find significant differences associated with word frequency.
These data are consistent with those of previous studies of the N400e cited in the Introduction (Kutas and Van Petten, 1994; Van Petten, 1995; Kutas and Federmeier, 2000) . The current data extended those studies because MEG is maximally sensitive to different cortical areas than EEG, and thus the N400m's replication of the cognitive profile of the N400e suggests that this is a robust property of the underlying neuronal activity. Furthermore, compared with the previous N400e studies, the current study used more formal source modeling, based on a larger number of sensors, to compare the response to sentence-terminal versus intermediate words. Thus, these data strongly support the similarity of the neuronal processes that are used to process early content words versus sentence-terminal incongruous words.
At a functional level, these data are consistent with models wherein the N400 to words embodies their semantic integration within the developing cognitive context (Halgren, 1990; Kutas and Federmeier, 2000) . As a sentence is read, a cognitive context is constructed that allows the meaning of each successive word to be interpreted. When the word matches the established context, that process is greatly facilitated, as compared with when it does not. Thus, the differential activation to both sentence-intermediate content words and to sentence-terminal incongruous words appears to reflect the same process of cognitive contextual integration.
These results were obtained including only content words in the analyses. When the ECD derived from sentence-terminal incongruous minus congruous words was used to probe the response to sentenceintermediate function words, no activation could be detected. In contrast, pronounced differences were found between sentence-intermediate content and function words in the distributed maps, beginning at very early latencies. At ϳ120 to 135 ms, these differences are pronounced in ventral occipitotemporal and orbitofrontal cortices. These intriguing results suggest that very early processes may select content words for cognitive integration (using the N400 process as defined above), while relegating function words to a distinct syntactic processing route. This conclusion must remain speculative given that the content and function words differed in their length and lexical frequency.
CONCLUSIONS
Brain activity that is generated in multiple extended locations (as indicated by depth recordings) may be more realistically modeled using anatomically constrained distributed sources, as compared with the standard equivalent current dipoles. A widespread, mainly left, frontotemporal process peaking at ϳ400 ms is stronger when contextual semantic processing is more difficult. The dynamics of this process to sentence-terminal incongruous versus congruous words suggests that it arises in Wernicke's area, spreads first to the anteroventral temporal lobe, and finally to Broca's area. Similar areas are involved in the contextual semantic processing of words occurring earlier in the sentence.
