For a graph G, let Ω(G) denote the set of all potential maximal cliques of G. For each subset Ω of Ω(G), let tw(G, Ω) denote the smallest k such that there is a treedecomposition of G of width k whose bags all belong to Ω. Bouchitté and Todinca observed in 2001 that tw(G, Ω(G)) is exactly the treewidth of G and developed a dynamic programming algorithm to compute it. Indeed, their algorithm can readily be applied to an arbitrary non-empty subset Ω of Ω(G) and computes tw(G, Ω), or reports that it is undefined, in time |Ω||V (G)| O(1) . This efficient tool for computing tw(G, Ω) allows us to conceive of an iterative improvement procedure for treewidth upper bounds which maintains, as the current solution, a set of potential maximal cliques rather than a tree-decomposition.
Introduction
Treewidth is one of the most fundamental graph parameters which plays an essential role in the graph minor theory [20, 21] and is an indispensable tool in designing graph algorithms (see, for example, a survey [7] ). We denote the treewidth of graph G by tw(G). See Section 2 for the definition. Since many NP-hard graph problems are tractable on graphs of small treewidth, computing the treewidth of a given graph is an extremely important problem. Naturally, this problem has been actively studied from both theoretical [1, 4, 5, 13] and practical [14, 8, 22, 2, 23, 24] viewpoints.
Recently, there have been some progresses [23, 24] in practical algorithms for treewidth and the scope of graph instances for which the treewidth can be exactly computed in practice is significantly extended.
In [24] , it is observed that a promising approach to exact treewidth computation is to have separate components for upper and lower bounds rather than a single optimization algorithm. For most instances for which the exact treewidth can be computed in practical time at all, a good heuristic algorithm quickly produces an upper bound that is equal to the exact width. In such cases, the most time-consuming part of the exact computation would be for showing the matching lower bound. Although vastly unexplored, computation aimed at such tight lower bounds may also benefit from heuristic approaches.
Having separate components for upper and lower bounds is even more beneficial for practical treewidth computation, since, for most instances of practical interest, computing the exact treewidth is hopeless but a reasonably small gap between upper and lower bounds might be achievable.
In this paper, we are concerned with the upper bound part of the computation. One of the most successful approaches for this purpose is iterative improvements. In this approach, the algorithm maintains a current solution that is the best tree-decomposition found so far, or is a variant stemmed from such a solution. In each iteration, the algorithm tries to find a variation of this tree-decomposition that has a smaller width. Musliu's algorithm [17] , which has the best experimental results in the literature, as well as the first place submission to PACE 2017 competition [19] ( the heuristic treewidth track) due to Ohtsuka et al are both based on this approach. Those algorithms work well for small to mediumsize instances but do not seem to scale well for large instances. Musliu's experiments are limited to graphs of fewer than 1000 hundred vertices and mostly fewer than 500 vertices. The PACE 2017 submission by Makii et al also performs well for graphs of similar scale but, for larger instances, significantly poorer than the second place submission due to Ben Strasser, which is based on a top down decomposition approach. This is not surprising, as the improvements in the iterations of those algorithms are sought within a rather small neighborhood of the current solution and it is imaginable that the search is trapped around a local optimum rather easily.
In this paper, we introduce a new approach to computing an upper bound on treewidth based on a heuristic use of the dynamic programming algorithm due to Bouchitté and Todinca (BT algorithm henceforth), which is originally designed to compute the exact treewidth based on the notion of potential maximal cliques. We recast their results in the following manner to suit our purposes.
A vertex set X of G is a potential maximal clique of G if there is a minimal chordal graph H with V (G) = V (H) and E(G) ⊆ E(H) such that X is a maximal clique of H.
Let Ω(G) denote the set of all potential maximal cliques of G. For each subset Ω of Ω(G), let tw(G, Ω) denote the smallest k such that there is a tree-decomposition of G of width k all of whose bags belong to Ω. Bouchitté and Todinca observed that tw(G, Ω(G)) is exactly the treewidth tw(G) of G and developed a dynamic programming algorithm to compute it [9] . Indeed, their dynamic programming algorithm, which we refer to as the BT algorithm, is readily applicable to an arbitrary subset Ω of Ω(G) and computes tw(G, Ω) in time |Ω||V (G)| O (1) . Given this efficient algorithm for computing tw(G, Ω), we may conceive of an iterative improvement procedure for treewidth upper bounds, which maintains as the current solution a set of potential maximal cliques rather than a tree-decomposition.
We show the effectiveness of this approach by experimentally evaluating an implementation of the approach. More specifically, we run our implementation on the test instances from the heuristic treewidth track of PACE 2017 and compare the results with those by the winning submissions. For each instance G, let tw PACE (G) denote the best upper bound computed by all the submissions and let tw OURS (G) denote the upper bound computed by our implementation using computational resources similar to those in PACE 2017. For every instance G with |V (G)| ≤ 10 4 and tw PACE (G) ≤ 200 (there are 59 such out of 100 competition instances), we have tw OURS (G) ≤ tw PACE (G)+1; we have tw OURS (G) ≤ tw PACE (G) for 56 of those; we have tw OURS (G) < tw PACE (G) for 29 of those. Thus, the performance of our implementation is siginificantly better than the instance-wise best of the PACE submissions, except for on graphs with very large number of vertices or with very large width.
Preliminaries
In this paper, all graphs are simple, that is, without self-loops or parallel edges. Let G be a graph. We denote by V (G) the vertex set of G and by E(G) the edge set of G.
, is the set of vertices adjacent to some vertex in U but not belonging to U itself:
In the above notation, as well as in the notation further introduced below, we will often drop the subscript G when the graph is clear from the context.
We say that vertex set C ⊆ V (G) is connected in G if, for every u, v ∈ C, there is a path in G[C] between u and v. It is a connected component or simply a component of G if it is connected and is inclusion-wise maximal subject to this condition.
A tree-decomposition of G is a pair (T, X ) where T is a tree and X is a family {X i } i∈V (T ) of vertex sets of G such that the following three conditions are satisfied. We call members of V (T ) nodes of T and each X i the bag at node i.
We may assume that the bags X i and X j are distinct from each other for i = j and, under this assumption, we will regard a tree-decomposition as a tree T in which each node is a bag. Let bags(T ) denote the set of bags of T .
To facilitate measuring the progress of our iterative improvement procedure, our definition of the width of a tree-decomposision is a refinement of the conventional one. The width of the tree-decomposition T , denoted by width(T ) is a pair (k, f ) where k = max{|X| − 1 | X ∈ bags(T )} and f = |{X ∈ bags(T ) | |X| = k + 1}|. In words, k is the conventional width of T which is the size of the largest bag of T minus one and f is the number of largest bags of T . We use the natural lexicographic order on widths: we have (
The treewidth of G, denoted by tw(G) is the minimum width of all tree-decompositions of G. For each pair w = (k, f ), we denote by T w (G) the set of all tree-decompositions of T of width at most w. A tree-decomposition T of G is optimal if the width of T equals tw(G).
It turns out convenient, in combining subtrees into a tree-decomposition, to define the addition of widths: for
Minimal triangulations and potential maximal cliques
The close relationship between the tree-decompositions of a graph and the triangulations of a graph is plays an important role in many treewidth algorithms. We collect basic facts about this relationship in this section. The proofs can either be found in the literature [15, 9] or easily be inferred from the basic facts therein.
Graph G is chordal if every induced cycle of G has length exactly three. A vertex set S of G is a clique of G if G[S] is a complete graph; it is a maximal clique of G if it is a clique of G and no proper superset of it is a clique. For a chordal graph G, let Ω(G) denote the set of maximal cliques of G.
For each vertex set S of G, let C G (S) denote the set of all components of G \ S. We call S a separator of G if C G (S) has more than one members. We call C ∈ C G (S) a full component of S if N (C) = S. A vertex set S of G is a minimal separator if C G (S) has at least two full components of S. Note that S is a minimal separator of G if and only if there are two vertices a, b of G that belong to distinct components of G \ S but belongs to the same component of G \ S ′ for every proper subset of S ′ of S. Note also that, if G is disconnected, then the empty set is a minimal separator of G.
Proposition 3.1. Let G be a chordal graph. Then, there is a tree-decomposition T of G such that bags(T ) = Ω(T ). In such T , the intersection of every pair of adjacent bags is a minimal separator of G.
We call the tree-decomposition in this proposition a clique tree of G. Clearly, a clique tree of a chordal graph G is an optimal tree-decomposition of G, since if T is an arbitrary tree-decoposition of G, then, for each clique K of G, T must have a bag X with K ≤ X.
For a general graph G, graph H is a triangulation of G if it is chordal, V (H) = V (G), and E(G) ⊆ E(H).
It is a minimal triangulation of G if moreover E(H) is inclusion-wise minimal subject to these conditions. We say that a separator S of G crosses a vertex set U of G if at least two members of C G (S) intersects U . Observe that, if S 1 and S 2 are minimal separator of G, then S 1 crosses S 2 if and only if S 2 crosses S 1 . A set ∆ of minimal separators of G is non-crossing if no two members of ∆ crosses each other. 
A vertex set S of G is a potential maximal clique of G if it is a maximal clique of some minimal triangulation of G. We denote by Ω(G) the set of all potential maximal cliques of G. This is consistent with our notation for chordal graphs, since if G is chordal then G is the unique minimal triangulation of G and the set of potential maximal cliques coincides with the set of maximal cliques.
Let S ⊆ V (G). We define S G (S) = {N (C)|C ∈ C G (S)}. The local graph of G on S, denoted by local(G, S), is the graph obtained from G[S] by filling every U ∈ S G (S) into a clique. Moreover, if X is a potential maximal clique of G, then, each S ∈ S G (X) is a minimal separator of G.
For each minimally separated connected set C of G, we say that
Proposition 3.5. Let X ∈ Ω(G) and S ∈ S G (X). Then, there is a unique minimally separated connected set C of G such that N (C) = S and X is a cap of C.
For each minimally separated connected set C of G, we denote by caps G (C) the set of all caps of C. For Ω ⊆ Ω(G) such that w = tw(G, Ω) is defined, the core of Ω is a minimal subset Ω ′ of Ω such that
We note that, given G and Ω ⊆ Ω(G) such that tw(G, Ω) is defined, the BT algorithm computes tw(G, Ω) and the core of Ω in time |Ω||V (G)| O(1) .
Component algorithms 4.1 BT dynamic programming
In this section, we review the dynamic programming algorithm due to Bouchitté and Todinca to compute tw(G, Ω), given a graph G and a set Ω of potential maximal cliques of G. We assume that the input graph G is connected in the rest of this paper.
The following lemma states our version of the recurrence used in the BT dynamic programming algorithm. We say that a connected set C of G is minimally separated if either N (C) is a minimal separator or C = V (G). For each minimally separated connected set C of G and a set of potential maximal cliques Ω of G, the component treewidth of C in G with respect to Ω, denoted by ctw(G, C, Ω), is defined to be tw(local 
where the addition of widths are as defined in the previous section. It is understood that the minimum is taken over all X for which all of the terms in the summation are defined: if no such X exists, then tw(G, C, Ω) is undefined.
The dynamic programming algorithm goes as follows. We are given a graph G and Ω ⊆ Ω(G).
Compute caps(C, Ω) = caps G (C)
∩ Ω for each C ∈ C as follows: for each X ∈ Ω and each S ∈ S G (X), let D be the unique full component of S that contains X \ S; if D ∈ C then put X in caps(D, Ω).
3. Scan the members of C in the ascending order of the cardinality and compute ctw(G, C, Ω) for each C ∈ C using the recurrence in Lemma 4.1.
Conclude that tw(G, Ω) = ctw(G.V (G)
, Ω) if the right hand size is defined. Otherwise, tw(G, Ω) is undefined.
Minimal triangulation
Another important sub-algorithm is the algorithm for minimal triangulation of graphs. This sub-algorithm is applied to various local graphs of the given graph and generates potential maximal cliques of the local graphs, which are potential maximal cliques of the entire graph due to Proposition 3.6. Our algorithm for this purpose, which we call MMAF, is a variant of the algorithm due to Berry, Heggernes and Simonet [3] called MMD. MMD is based on the well-known minimum degree heuristic MD for triangulating graphs. MMD uses MD as a subprocedure and, unlike MD, returns a triangulation that is guaranteed to be minimal. Our variant, which we call MMAF, replaces MD by another greedy heuristic MAF (minimum averagefill) in MMD. It is observed [18] that the triangulation MAF returns usually has smaller maximum clique size than the triangulation MD returns. We turn MAF into MMAF to return minimal triangulations, applying the method of the above authors which turns MD into MMD.
Main algorithm
In this section, we describe our main algorithm that computes an upper bound on the treewidth of the given graph G. We first outline the algorithm.
1. Use MMAF to compute a minimal triangulation H of G.
2.
Let Ω 0 = Ω(H) and let w 0 be the width of a clique-tree of H, which is an invariant over all clique-trees of H, since they have the same set of bags, namely Ω 0 .
3. Repeat the following for i = 1, 2, . . ., maintaining the invariant tw(G, Ω i ) ≤ w i and w i < w i−1 as long as the ith iteration is completed.
(a) Let Ω = Ω i−1 .
(b) Repeatedly add some potential maximal cliques to Ω, using the methods to be described below, until tw(G, Ω) < w i−1 .
(c) Set w i to tw(G, Ω).
(d) Set Ω i to the core of Ω.
In step 3(b) above, we look for potential maximal cliques to be added to Ω so that tw(G, Ω) decreases after accumulating them. Once we have tw(G, Ω) decreased, we shrink Ω by taking its core in step 3(d).
Adding potential maximal cliques is done with two major strategies: diversification and connection. Diversification is meant to add some potential maximal cliques to Ω that are "essentially different" from those in Ω, in the sense that they have the potential of supporting tree-decompositions not similar to the ones in T (G, Ω). Connection is meant to add potential maximal cliques to Ω that are potentially used to connect up partial treedecompositions already possible with bags of Ω into a complete tree-decomposition or a larger partial tree-decomposition. More details of these two strategies are given below.
Diversification
Let Ω ⊆ Ω(G) is given such that tw(G, Ω) = (k, f ) is defined. LetΩ be the core of Ω. For diversification, we pick a random element X 0 ofΩ and a random subtree R of a random tree-decomposition T in T (G,Ω), such that X ∈ bags(R). Let U = X∈bags(R) X and H = local(G, U ). Observe that R is a tree-decomposition of H. Observe also that if we have some tree-decomposition R ′ of H with width(R ′ ) < width(R) then, replacing R by R ′ in T , we obtain a tree-decomposition T ′ of G with width(T ′ ) < width(T ). With these observations in mind, we compute several minimal triangulations of H as described below and, for each such minimal triangulation H ′ , add all members of Ω(H ′ ) to Ω. If tw(H ′ ) < width(R) then, as observed as above, we have tw(G, Ω ∪ Ω(H ′ )) < tw(G, Ω) and hence we have achieved the goal of improving Ω. Even if this is not the case, we may expected that the added potential maximal cliques are useful in lowering tw(G, Ω), possibly together with future addtions.
The method of computing several minimal triangulations of H is as follows. For diversity, we do not want X 0 to be a maximal clique in any of those minimal triangulations. To ensure this, we first list several minimal separators S 1 , . . . , S m of H such that each S i crosses X 0 . For i = 1, . . . , m, we let H i be obtained from H by filling S i into a clique and then apply MMAF to H i to obtain a minimal triangulation H ′ i of H i . By Proposition 3.2, H ′ i is a minimal triangulation of H, in which X 0 is not a maximal clique of H ′ i due to Proposition 3.3.
Connection
Suppose the current set of potential maximal cliques is Ω and let tw(G, Ω) = w = (k, f ). Denote by C G (Ω) the union X∈Ω C G (X). For a pair C, D ∈ CC G (Ω), where D is a proper subset of C, define the external width of (C, D) with respect to Ω, denoted by xtw(C, D, Ω), to be tw(G, D, Ω) + C ′ ∈C G (N (C) )\{C} tw(G, C ′ , Ω). The gap of this pair, denoted by gap(C, D), is the local graph local(G, U ) on U , where U = N [C] \ D. We say that this pair is promising if xtw(C, D, Ω) < w. Observe that if we find a minimal triangulation H of gap(C, D) with maximum clique size at most k for a promising pair (C, D), then we have tw(G, Ω ∪ Ω(H)) < w and we are successful in lowering the treewidth. We say that the set Ω(H) fulfills the promising pair if this is the case. We say that a set of potential maximal cliques ∆Ω connects this pair if there is a minimal triangulation H of gap(C, D) such that ∆Ω forms a path in a clique tree of H between some X C with N (C) ⊆ X and some X D with N (D) ⊆ X D , and the largest member of ∆Ω has cardinality at most k.
The connection strategy in general picks up a promising pair and tries to find the set of potential maximal cliques that fulfills or connects the pair. When successful in finding a fulfilling set, enriched Ω with this set immediately lowers tw(G, Ω). Finding a connecting set is also considered a major progress towards lowering the treewidth. When we are not successful in finding a set that is fulfilling or connecting, we still add some potential maximal cliques found in the process, in hope that accumulating them will eventually lead to an improved width.
Direct connection
Given a promising pair (C, D), we look for a singleton set {X} that connects this pair. In other words, X is a cap of C with |X| ≤ k such that D ∈ C G (X). To this end, let S = N (C) ∪ N (D). First suppose that C G (S) does not contain a full component of S. If, moreover, local(G, S) is a clique, then S is a potential maximal clique. So we add S to Ω if |S| ≤ k. If local(G, S) is not a clique, we apply our greedy heuristic to obtain a minimal triangulation H of local(G, S). We add each member of Ω(H) with cardinality at most k to Ω. In either case, we probably have not found a set of potential maximal cliques that fulfills the promising pair (C, D), but possibly have found some subset of a fulfilling set.
Greedy remote connection
Given a promising pair (C, D), we use our greedy heuristic to compute a minimal triangulation H of gap(C, D). If the maximum clique size of H is k or smaller, then Ω(H) fulfills the promissing pair. Even if we do not have this luck, we add each member of Ω(H) with cardinality at most k + 1 to Ω.
Path connection
Given a promising pair (C, D), we look for a sequence X 0 , X 1 , . . . , X d of potential maximal cliques and a sequence C 0 , C 1 , . . . , C d of connected sets such that
. C i is the only member of C G (X i−1 ) that is also a subset of C i−1 , for 0 ≤ i ≤ d, and
If such a sequence is found, we add X 0 , X 1 , . . . , X d to Ω. If C d happens to be D, then this added set connects the promising pair (C, D) and indeed, due to the conditnion 3 above, fulfills this pair.
We use depth-first search to find such a sequence and, to control the time for such, we limit the length d of the sequence by a certain constant. In the current implementation, this limit is set to 20.
Experimental results
This section reports the result of the experiment we performed. Test instances are taken from PACE 2017 [19] heuristic treewidth track and the upper bounds computed by our algorithm are compared to those computed by the top three submissions of PACE. Out of the 100 instances used for ranking the submissions, we take 83 instances with the number of vertices at most 100000.
As in the PACE 2017 competition, the timeout of 30 minutes for each instance is used for our computation.
The computing environment for our experiments is as follows. CPU: Intel Core i7-8700, 3.20GHz; RAM: 32GB; Operating system: Windows 10, 64bit; Programming language: Java 1.8; JVM: jre1.8.0 201. The maximum heap size is set to 28GB. The implementation is single threaded, except that multiple threads may be invoked for garbage collection by JVM.
In the PACE 2017 competition, the following server was used for evaluating submissions. Dell PowerEdge R920; CPU: 4 x 3.0GHz Intel Xeon E7-8857 v2; Main memory: 1.5 TB Operating system: Debian jessie with linux 4.4.30.1.amd64-smp.
It is hard to compare the relative computing speeds of these two platforms but, for single thread tasks, they are likely to be reasonably comparable. Also note that our comparisons based on the upper bounds computed are relatively insensitive to the computing time. In most cases, for example, doubling the timeout would change the results only slightly, if at all. Tables 1 and 2 show the result of comparisons. Each row consists of the instance name, the number of vertices, the number of edges, followed by the upper bounds on treewidth: best of all PACE submissions, by the first place submission, by the second place submission, by the third place submission, and by our algorithm HBT (for heuristic BT). The instances are sorted in the increasing order of the best of PACE treewidth upper bounds. The results of the PACE winners are taken from the file "ranks-he.txt" sent to the participants by the PACE organizer.
For the instances with the treewidth upper bound (best of PACE) at most 200, our implementation is clearly superior to PACE winners. For all of those 59 instances, our upper bound is at most one plus the best of PACE upper bound; for 56 instances, our upper bound is at least as good as the best of PACE; for 29 instances our upper bound is strictly better than the best of PACE. The largest improvement is 26 percent reduction in the upper bound from 106 to 78 for instance "he112".
For the remaining 24 instances, the results are mixed: the best of PACE upper bound is better than ours for 14 instance while ours are better for 8 instances. When compared with individual winners of PACE, we may say that our implementation is at least competitive even on instances in this range.
For the 17 instances with more than 100000 vertices from PACE 2017 competition, our implementation fails to produce meaningful results due to either the lack of memory or the lack of time. We remark that our implementation is not prepared for such large instances. Certainly, more work needs to be done in this respect. 
