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Abstract
Linearized polynomials appear in many different contexts, such
as rank metric codes, cryptography and linear sets, and the main
issue regards the characterization of the number of roots from their
coefficients. Results of this type have been already proved in [5, 8, 22].
In this paper we provide bounds and characterizations on the number
of roots of linearized polynomials of this form
ax+ b0x
σ + b1x
σqn + b2x
σq2n + . . . + bt−1x
σqn(t−1) ∈ Fqnt [x],
with σ a generator of the Galois group Gal(Fqn : Fq). Also, we char-
acterize the number of roots of such polynomials directly from their
coefficients, dealing with matrices which are much smaller than the
relative Dickson matrices and the companion matrices used in the
previous papers. Furthermore, we develop a method to find explicitly
the roots of a such polynomial by finding the roots of a qn-polynomial.
Finally, as an applications of the above results, we present a family
of linear sets of the projective line whose points have a small spec-
trum of possible weights, containing most of the known families of
scattered linear sets. In particular, we carefully study the linear sets
in PG(1, q6) presented in [7].
AMS subject classification: 11T06, 15A04, 51E20
Keywords: Linearized Polynomial, Semilinear Transformation, Linear Set
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1
1 Introduction
Linearized polynomials over Fqn are important objects in the theory of finite
fields and in finite geometry since they correspond to Fq-linear transforma-
tions of the n-dimensional Fq-vector space Fqn , and can be used to describe
related objects such as Fq-subspaces, rank metric codes, Fq-linear sets. A fun-
damental problem in the theory of linearized polynomials over finite fields
is the characterization of the number of roots in the coefficient field directly
from their coefficients. In this paper we provide results of this type.
A σ-polynomial (or linearized polynomial) over Fqn is a polynomial of the
form
f(x) =
t∑
i=0
aix
σi ,
where ai ∈ Fqn, t is a positive integer and σ a generator of the Galois group
Gal(Fqn : Fq). Furthermore, if at 6= 0 we say that t is the σ-degree of f .
We will denote by Ln,q,σ the set of all σ-polynomials over Fqn (or simply
by Ln,q if xσ = xq) and by L˜n,q,σ (or by L˜n,q if xσ = xq) the following
quotient Ln,q,σ/(xσn−x). The polynomials in L˜n,q,σ are precisely those which
define Fq-linear maps. In the remainder of this paper we shall always silently
identify the elements of L˜n,q,σ with the endomorphisms of Fqn they represent
and, as such, speak also of kernel and rank of a polynomial. Clearly, the
kernel of f ∈ L˜n,q,σ coincides with the set of the roots of f and as usual
dimFq Im(f) + dimFq ker(f) = n.
The number of roots of a σ-polynomial over a cyclic extension of a field
F (including the case of finite fields) is bounded as follows.
Theorem 1.1. [13, Theorem 5] Let L be a cyclic extension of a field F of
degree n, and suppose that σ generates the Galois group of L over F. Let k
be an integer satisfying 1 ≤ k ≤ n, and let a0, a1, . . . , ak be elements of L,
not all of them are zero. Then the F-linear transformation of L defined as
f(x) = a0x+ a1x
σ + · · ·+ akxσk
has kernel with dimension at most k in L.
In [8], σ-polynomials over finite fields for which the dimension of the kernel
coincides with their σ-degree are called linearized polynomials with maximum
kernel. In order to determine the number of roots over Fqn of a σ-polynomial
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we recall the following two matrices: let f(x) = a0x+ a1x
σ + . . .+ akx
σk be
a σ-polynomial over Fqn with σ-degree k with 1 ≤ k ≤ n, then its Dickson
matrix 1 D(f) is defined as
D(f) :=


a0 a1 . . . an−1
aσn−1 a
σ
0 . . . a
σ
n−2
...
...
...
...
aσ
n−1
1 a
σn−1
2 . . . a
σn−1
0

 ∈ Fn×nqn ,
where ai = 0 for i > k, and its companion matrix Cf is defined as
Cf =


0 0 · · · 0 −a0/ak
1 0 · · · 0 −a1/ak
0 1 · · · 0 −a2/ak
...
...
...
...
0 0 · · · 1 −ak−1/ak

 ∈ F
k×k
qn .
We briefly recall the roles of these matrices for the known results about
the number of roots of a linearized polynomial. It is well-known that for a
q-polynomial f over Fqn we have that dimFq ker f = n − rkD(f), see e.g.
[27, Proposition 4.4]. Very recently, Csajbo´k in [5] shows that in order to
determine the rank of D(f) it is enough to look to some its special minors.
Denote by Dm(f) the (n − m) × (n −m) matrix obtained from D(f) after
removing its first m columns and last m rows.
Theorem 1.2. [5, Theorem 3.4] Let f(x) = a0x+a1x
σ+ . . .+akx
σk ∈ L˜n,q,σ.
Then dimFq ker f = m if and only if
detD0(f) = detD1(f) = . . . = detDm−1(f) = 0
and detDm(f) 6= 0.
In [8], jointly with Csajbo´k and Marino, we prove the following charac-
terization of σ-polynomials with maximum kernel.
Theorem 1.3. [8, Theorem 1.2] Consider
f(x) = a0x+ a1x
σ + · · ·+ ak−1xσk−1 − xσk ,
1This is sometimes called autocirculant matrix.
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Then f(x) is of maximum kernel if and only if the matrix
CfC
σ
f · . . . · Cσ
n−1
f = Ik,
where Cf is the companion matrix of f , C
σi
f is the matrix obtained from Cf
by applying to each of its entries the automorphism x 7→ xσi and Ik is the
identity matrix of order k.
McGuire and Sheekey in [22] generalize the previous result as follows.
Theorem 1.4. [22, Theorem 6] Consider
f(x) = a0x+ a1x
σ + · · ·+ ak−1xσk−1 + akxσk ∈ L˜n,q,σ.
Then
dimFq ker f = n− rkE1,
where E1 = CfC
σ
f · · ·Cσ
n−1
f − Ik.
Our aim is to prove similar results to Theorems 1.1 and 1.3 and a result
in the style of Theorem 1.4, using a much smaller matrix, for linearized
polynomials of type
ax+ b0x
σ + b1x
σqn + b2x
σq2n + . . .+ bt−1x
σqn(t−1) ∈ Lnt,q (1)
with a 6= 0 and σ a generator of the Galois group Gal(Fqn : Fq). In Section 3
we will show a method to find the roots of a polynomial of type (1), relying
on the roots of a qn-polynomial. Recently, McGuire and Mueller in [21] study
a special class of trinomial; we will discuss about how our results can improve
their bounds on the number of roots, when the extension degree is not too
large. We will also show explicit calculations for t = 2 and n ∈ {2, 3}. The
family of polynomials of Form (1) is a quite large and relevant class, indeed
such polynomials appear in the study of rank metric codes and linear sets
presented in [2, 3, 7, 9, 19, 20, 25, 28]. Finally, we will carefully investigate the
linear sets of PG(1, q6) found in [7], providing a characterization of scattered
linear sets of this type.
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2 Connections with qn-polynomials
In this section we will investigate the number of roots of a q-polynomial of
the following form
f(x) = ax+ b0x
σ + b1x
σqn + b2x
σq2n + . . .+ bt−1x
σqn(t−1) ∈ Fqnt [x]
with a 6= 0 and σ ∈ Aut(Fqnt) such that σ|Fqn : Fqn → Fqn has order n. We
may assume that a = −1, since a 6= 0 and ker f = ker(−a−1f).
Let consider the qn-polynomial G(x) =
∑t−1
i=0 bix
qni , then it results that
f(x) = (G ◦ σ)(x)− x.
Theorem 2.1. Let
f(x) = −x+ b0xσ + b1xσqn + b2xσq2n + . . .+ bt−1xσqn(t−1) ∈ Lnt,q,
where σ a generator of the Galois group Gal(Fqn : Fq). Let G(x) =
∑t−1
i=0 bix
qni .
Then
1. dimFq ker f ≤ t;
2. ker f = {0} if and only if ker((G ◦ σ)n − id) = {0}.
Moreover,
3. dimFq ker f = dimFqn ker((G ◦ σ)n − id).
In particular, dimFq ker f = t if and only if (G ◦ σ)n = id.
To prove our main theorem, we will need the following result by Demp-
wolff, Fisher and Herman from [12], see also [8, Theorem 2.2].
Theorem 2.2. Let T be an invertible semilinear transformation of V =
V (t, qm) of order m, with companion automorphism τ ∈ Gal(Fqm : Fq). Then
Fix(T ) = {v ∈ V : T (v) = v} is a t-dimensional Fq-subspace of V and
〈Fix(T )〉Fqm = V.
Proof of Theorem 2.1
1. Let H = G ◦ σ and note that H is an Fqn-semilinear transformation of
Fqnt with companion automorphism σ. Since σ|Fqn : Fqn → Fqn has order n,
it follows that Hn is an Fqn-linear transformation of Fqnt . Also, E1(H) =
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{y ∈ Fqnt : H(y) = y} coincides with the kernel of f , the subspace E1(Hn) =
{y ∈ Fqnt : Hn(y) = y} is an Fqn-subspace of Fqnt and
E1(H) ⊆ E1(Hn). (2)
Since H is an Fqn-semilinear transformation with companion automorphism
σ and for each λ ∈ Fqn such that λσ = λ implies λ ∈ Fq, it is easy to see
that if y1, . . . , yh ∈ E1(H) are Fq-independent then y1, . . . , yh are also Fqn-
independent. As a consequence we get the first point of the assertion, i.e.
dimFq ker f ≤ dimFqn E1(Hn) ≤ t.
2. We have to prove that ker f 6= {0} if and only if there exists y ∈ F∗qnt
such that (G ◦ σ)n(y) = y. If y ∈ ker f with y 6= 0, then clearly Hn(y) = y,
since H(y) = y. Now, suppose that there exists y 6= 0 with Hn(y) = y. Note
that, we may write
Hn − id = (H − id) ◦ (Hn−1 +Hn−2 + . . .+ id).
Let L = Hn−1+Hn−2+ . . .+id, which is an Fq-linear transformation of Fqnt .
So,
0 = (Hn − id)(y) = (H − id)(L(y)),
and hence L(y) ∈ ker(H− id) = ker f . Furthermore, if y ∈ ker(Hn− id) then
λy ∈ ker(Hn − id) for each λ ∈ Fqn , since Hn − id is Fqn-linear. Hence, if
y ∈ ker(Hn − id) then L(λy) ∈ ker(H − id) = ker f for each λ ∈ Fqn. Since
L(λy) = Hn−1(λy) + · · ·+H(λy) + λy =
= λσ
n−1
Hn−1(y) + . . .+ λσH(y) + λy,
by Theorem 1.1, it follows that L(λy) cannot be zero for each λ ∈ Fqn . So,
for some λ ∈ Fqn , we have that L(λy) ∈ ker f and L(λy) 6= 0 and hence
ker f 6= {0}.
3. Let dimFqn E1(H
n) = h with 1 ≤ h ≤ t. If y ∈ E1(Hn), then
Hn(H(y)) = H(Hn(y)) = H(y)
and so H(E1(H
n)) ⊆ E1(Hn). Hence, we may consider
H∗ : y ∈ E1(Hn) 7→ H(y) ∈ E1(Hn),
which is an Fqn-semilinear transformation of E1(H
n) = V (h, qn). If H∗(y) =
0, then H(y) = 0 and hence Hn(y) = y = 0, since y ∈ E1(Hn). It follows
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that H∗ is an Fqn-semilinear invertible transformation of E1(H
n) = V (h, qn)
with companion automorphism σ. Since σ|Fqn has order n and H∗n(y) =
Hn(y) = y for each y ∈ E1(Hn), it follows that H∗ has order n. So, by
Theorem 2.2, we have that dimFq E1(H) = dimFqn E1(H
n) and
〈E1(H)〉Fqn = E1(Hn),
and hence
dimFq ker f = dimFq E1(H) = dimFqn E1(H
n) = dimFqn (ker((G ◦ σ)n − id)).
3 Method of finding the roots
In this section we develop a method for finding roots of polynomials of Form
(1); indeed, we prove that in order to find the roots of a polynomial of Form
(1) we just need to find the roots of a qn-polynomial.
Theorem 3.1. Let
f(x) = −x+ b0xσ + b1xσqn + b2xσq2n + . . .+ bt−1xσqn(t−1) ∈ Lnt,q,
where σ a generator of the Galois group Gal(Fqn : Fq). Let consider G(x) =∑t−1
i=0 aix
qni, H = G ◦ σ and L = Hn−1 +Hn−2 + . . .+H + id. Then
ker f = L(E1(H
n)).
Proof. As already seen in the proof of Theorem 2.1, we have that
Hn − id = (H − id) ◦ L,
where L = Hn−1+ . . .+H + id and if y ∈ E1(Hn) then L(y) ∈ E1(H). Now,
consider
L∗ : y ∈ E1(Hn) 7→ L(y) ∈ E1(H),
which is an Fq-linear map. If λ ∈ Fqn and y ∈ E1(H) then λy ∈ E1(Hn) and
L∗(λy) = (λσ
n−1
+ . . .+ λσ + λ)y = Trqn/q(λ)y,
which implies that E1(H) ⊆ ImL∗ and so L∗(E1(Hn)) = E1(H) = ker f .
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Let see some working examples, in which we show how to use our result.
Example 3.2. Let q = ph, n = 3, t ≥ 2 and xσ = xq, hence
f(x) = −x− xq + xq4 ∈ L˜3t,q,
is a polynomial of Form (1). By Theorem 2.1, it follows that
dimFq ker f = dimFq3 ker(H
3 − id),
where H(x) = −xq + xq4, and
H3(x)− x = xq12 − 3xq9 + 3xq6 − xq3 − x ∈ L3t,q.
Also,
L(x) = H2(x) +H(x) + x = xq
8 − 2xq5 + xq4 + xq2 − xq + x ∈ L3t,q.
Therefore, by Theorem 3.1 we have the following
ker f = {xq80 − 2xq
5
0 + x
q4
0 + x
q2
0 − xq0 + x0 : x0 ∈ Fq3t and H3(x0) = x0}.
The trivial upper bound for the dimension of the kernel of f is dimFq ker f ≤ 4
and this bound can be reached. Indeed, choosing t = 5 and p = 2 then we
have that H3(x)−x = xq12 +xq9 +xq6 +xq3 +x = Trq15/q3(x) modulo xq15 −x
and so, in such a case,
dimFq ker f = 4.
Also,
ker f = {xq80 + xq
4
0 + x
q2
0 + x
q
0 + x0 : x0 ∈ Fq15 and Trq15/q3(x0) = 0}.
Suppose that t = 4, then H3(x)− x modulo xq12 − x is
H3(x)− x = (−3xq6 + 3xq3 − x)q3
and so
dimF
q3
ker(H3(x)− x) = dimF
q3
ker(−3xq6 + 3xq3 − x) ≤ 2.
Since
D(−3xq6 + 3xq3 − x) =


−1 3 −3 0
0 −1 3 −3
−3 0 −1 3
3 −3 0 −1

 ,
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then detD(−3xq6 +3xq3 −x) = 7 · 13 and detD1(−3xq6 +3xq3 −x) = 32 and
by using Theorems 1.2 and 3.1, we get that
dimFq ker f = dimFq3 ker(−3xq
6
+ 3xq
3 − x) =
{
1 if p = 7, 13
0 if p 6= 7, 13
So, if p 6= 7, 13 the polynomial f is a permutation polynomial and if either
p = 7 or p = 13, then dimFq ker f = 1.
When t = 3, then H3(x) − x = 3xq6 − 4x seen modulo xq9 − x and
3xq
6 − 4x = 0 for x 6= 0 if and only if xq3−1 = 3
4
, which admits q3 − 1 roots
if Nq9/q3(3/4) = 1 and zero solutions otherwise. Since Nq9/q3(3/4) = 1 if and
only if p = 37, by Theorem 2.1 we have that
dimFq ker f =
{
1 if p = 37
0 if p 6= 37 .
Let p = 37 and let x0 ∈ F∗q9 such that xq
3−1
0 =
3
4
, then
L(x0) = H
2(x0) +H(x0) + x0 =
1
16
xq
2
0 −
1
4
xq0 + x0,
and so by Theorem 3.1
ker f =
{
1
16
xq
2
0 −
1
4
xq0 + x0 : x0 ∈ Fq9 and xq
3
0 =
3
4
x0
}
.
When t = 2, we have that H3(x) − x = −4xq3 + 3x modulo xq6 − x and
as before
dimFq ker f =
{
1 if p = 37
0 if p 6= 37 ,
and also
ker f =
{
1
16
xq
2
0 −
1
4
xq0 + x0 : x0 ∈ Fq6 and xq
3
0 =
3
4
x0
}
.
In the next section in Theorem 4.1 we will deal with trinomials in a more
general fashion.
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4 Trinomials
Very recently, in [21], McGuire and Mueller have studied in details linearized
trinomials of the form ax+ bxq + xq
d ∈ L˜m,q. In particular, they prove that
if m ≤ (d − 1)d and d does not divide m then dimFq ker f < d and when
m = d(d − 1) + 1 they give sufficient conditions on the coefficients of the
trinomial to have kernel of dimension d (i.e. maximum kernel). Also, their
results have been already used in [26] for decodability issue of rank metric
codes and this motivates to study similar results for trinomial of Form (1).
More precisely, we deal with trinomials of Form (1), i.e.
f(x) = −x+ axσ + bxσqℓn ∈ L˜nt,q, (3)
where σ is a generator of Gal(Fqn : Fq), a, b ∈ Fqnt and 1 ≤ ℓ ≤ t− 1.
We assume that a and b are nonzero, in order to avoid trivial cases.
Theorem 4.1. Let
f(x) = −x+ axσ + bxσqℓn ∈ L˜nt,q,
where σ is a generator of Gal(Fqn : Fq), x
σ = xq
s
with gcd(s, n) = 1 and
a, b 6= 0. Then
dimFq ker f ≤ t.
Moreover, if t ≤ nℓ+ s and one of the following conditions hold:
1. s+ hℓ 6≡ 0 (mod t), for each 0 ≤ h ≤ n;
2. jℓ 6≡ 0 (mod t), for each 1 ≤ j ≤ n, and s 6≡ 0 (mod t);
3. ℓn 6≡ iℓ (mod t), for each 0 ≤ i ≤ n− 1, and s+ ℓn 6≡ 0 (mod t);
then
dimFq ker f ≤ min{t− 1, (n− 1)ℓ+ s}. (4)
Proof. By Theorem 2.1, we know that dimFq ker f ≤ t and dimFq ker f =
dimFqn ker(H
n − id), where H(x) = axσ + bxσqℓn . Hence,
Hn(x)−x = −x+α0xσn+α1xσnqℓn+ . . .+αn−1xσnq(n−1)nℓ+αnxσnqn
2ℓ ∈ Lt,qn ,
i.e.
Hn(x)− x = −x+ α0xqns + α1xqn(s+ℓ) + . . .+ αnxqn(s+nℓ) ,
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where α0 = a
1+σ+...+σn−1 and αn = b
1+σqnℓ+...+σn−1q(n−1)ℓn . In order to im-
prove the bound of Theorem 2.1, we show that the polynomial Hn(x) − x
(mod xq
nt − x) is not the zero polynomial when at least one of the Assump-
tions 1., 2. and 3. hold. Indeed, if at least one of the conditions 1., 2. and 3.
hold, then reducing Hn(x)−x modulo xqnt−x at least one of the monomials
x, xq
s
or xq
n(s+nℓ)
has nonzero coefficient. Hence,
dimFq ker f ≤ t− 1.
Note that the qn-degree of Hn(x) − x ∈ Lt,qn is s + ℓn. Also, if t ≤ s + ℓn,
then the qn-degree of Hn(x) − x (mod xqnt − x) is less than (n − 1)ℓ + s.
Indeed,
αnx
qn(s+nℓ) = αnx
qng (mod xq
nt − x),
with s + nℓ = tk + g for some positive integer k ≥ 1. If g ≥ s + (n − 1)ℓ =
tk + g − ℓ, then
ℓ ≥ tk ≥ t,
which is a contradiction if t ≤ s+ nℓ. Therefore, the qn-degree of Hn(x)− x
(mod xq
nt − x) is less than or equal to (n− 1)ℓ+ s and so (4) holds.
Let consider the following trinomial
f(x) = −x+ axqs + bxqh ∈ L˜m,q,
with a, b 6= 0. We may use our results to get relevant information when
gcd(s,m) = 1, m = nt and n ≡ h (mod s). In particular, under the above
assumptions, we have that h = n + ℓs, for some positive integer ℓ and if
1 ≤ ℓ ≤ t − 1 and at least one of the Assumptions 1., 2. or 3. hold, then
dimFq ker f ≤ t−1. When s = 1, we may compare our results with the above
mentioned results of McGuire and Mueller. The following example shows
that, as long as the extension degree involved is not too large, the previous
theorem can improve the results of McGuire and Mueller cited above.
Example 4.2. Consider
−x+ axq + bxq7 ∈ L˜3t,q,
with a, b 6= 0. Results of [21] imply that if t ≤ 14 and t 6= 7, 14, then
dimFq ker f < 7. Applying Theorem 4.1 to these trinomials with s = 1, n = 3
and ℓ = 2, we get that if 4 ≤ t ≤ 7, then
dimFq ker f ≤ min{t− 1, 5}.
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Example 4.3. Consider
−x + axq2 + bxq11 ∈ L˜3t,q,
with a, b 6= 0. Results of [21] cannot be applied for this polynomial, whereas
Theorem 4.1 with s = 2, n = 3 and ℓ = 3 implies that for each a, b ∈ F∗qn
dimFq ker f ≤ min{t− 1, 8},
when 3 ≤ t ≤ 11.
5 Connections with matrices
Here, we present results of the form [5, 8, 22], i.e. we characterize the number
of roots of a q-polynomial of Form (1) by giving relations on its coefficients
and involving a much smaller matrix.
Let denote by τqi the automorphism of Fqnt defined as τqi(x) = x
qi .
The following remark will be useful in the sequel.
Remark 5.1. In [27], the authors prove the existence of an isomorphism
between the Fq-algebra L˜m,q and the Fq-algebra of Dickson matrices of order
m over Fqm. Here, we point out some properties proved in [27]:
• D(f + g) = D(f) +D(g), for f, g ∈ L˜m,q;
• D(f ◦ g) = D(f) ·D(g), for f, g ∈ L˜m,q;
• if f(x) = ∑i aixqi and g(x) = τ ◦ f ◦ τ−1(x) = ∑i aτi xqi, with τ ∈
Aut(Fqm), then D(g) = D(f)
τ .
Theorem 5.2. Let
f(x) = −x+ b0xσ + b1xσqn + b2xσq2n + . . .+ bt−1xσqn(t−1) ∈ Lnt,q,
where σ is a generator of Gal(Fqn : Fq). Then dimFq ker f = h if and only if
rk(Dτ
n−1 ·Dτn−2 · . . . ·D − Js) = t− h, (5)
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where τ = σ−1, J :=


0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
...
0 0 0 · · · 0 1
1 0 0 · · · 0 0

 ∈ F
t×t
qn ,
D = Dred(f) :=


b0 b1 · · · bt−1
bq
n
t−1 b
qn
0 · · · bq
n
t−2
...
...
...
bq
(t−1)n
1 b
q(t−1)n
2 · · · bq
n(t−1)
0

 ∈ Ft×tqn
and s is the minimum integer such that 1 ≤ s ≤ nt and τ = τqs.
We call Dred(f) the restricted Dickson matrix associated with f . Note
that Dred(f) corresponds to the Dickson matrix of the q
n-polynomial G de-
fined in Theorem 2.1 and it is a submatrix of D(f) of order t.
Proof. As already observed, f = G ◦ σ − id, where G is the Fqn-linear map
of Fqnt defined by the rule G(x) =
∑t−1
i=0 bix
qni . Denote by
Gσ
−1
:= σ−1 ◦G ◦ σ,
and note that Gσ
−1
(x) =
∑t−1
i=0 b
σ−1
i x
qni . Then G ◦ σ = σ ◦Gσ−1 and for each
positive integer i we have that G ◦ σi = σi ◦Gσ−i . Now, we show that
Hℓ = (G ◦ σ)ℓ = σℓ−1 ◦Gσ−(ℓ−1) ◦ . . . ◦G ◦ σ,
for each positive integer ℓ. Clearly,
H2 = (G ◦ σ)2 = σ ◦Gσ−1 ◦G ◦ σ.
Suppose that for ℓ ≥ 2, Hℓ−1 = σℓ−2 ◦Gσ−(ℓ−2) ◦ . . . ◦G ◦ σ, then
Hℓ = (G ◦ σ) ◦ (G ◦ σ)ℓ−1 = (G ◦ σ) ◦ (σℓ−2 ◦Gσ−(ℓ−2) ◦ . . . ◦G ◦ σ) =
= σℓ−1 ◦Gσ−(ℓ−1) ◦Gσ−(ℓ−2) ◦ . . . ◦G ◦ σ.
Hence, Hn = (G ◦ σ)n = σn−1 ◦Gσ−(n−1) ◦ . . . ◦G ◦ σ. Also,
σ ◦ (Hn − id) ◦ σ−1 = σnG− id,
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where G = Gσ
−(n−1) ◦ . . . ◦G. Clearly,
dimFqn ker(H
n − id) = dimFqn ker(σnG− id) = dimFqn ker(G− σ−n).
Since τ = σ−1, then G = Gτ
n−1 ◦ . . . ◦ Gτ ◦ G and G− σ−n = G− τn. Note
that G− τn is an Fqn-linear transformation and by [27], we have that
dimFqn ker(G− τn) = t− rk(D(G− τn)).
Also, since D(τqn) = J and τ
n = τqsn = (τqn)
s, by Remark 5.1 it follows that
D(G− τn) = D(G)τn−1 · . . . ·D(G)− Js,
and since D(G) coincides with D we have the assertion.
As a consequence of the previous result we can characterize permutation
(i.e. invertible) linearized polynomials of Form (1) and we can characterize
and give sufficient conditions on the case of maximum dimension of the kernel
w.r.t. bound 1. of Theorem 2.1, similarly to [8, Theorem 1.2] and [14,
Theorem 10].
Corollary 5.3. Let
f(x) = −x+ b0xσ + b1xσqn + b2xσq2n + . . .+ bt−1xσqn(t−1) ∈ Lnt,q,
where σ ∈ Aut(Fqnt) such that σ|Fqn : Fqn → Fqn has order n. Let D, J and
s as in Theorem 5.2. Then
• f(x) is a permutation polynomial if and only if
det(Dτ
n−1 ·Dτn−2 · . . . ·D − Js) 6= 0;
• dimFq ker f = t if and only if
Dτ
n−1 ·Dτn−2 · . . . ·D = Js. (6)
In particular, if dimFq ker f = t, then Nqtn/qn(det(D)) = (−1)s(t−1).
If the qn-polynomial G has non trivial kernel we can improve the bound
on the dimension of the kernel of f .
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Corollary 5.4. Let
f(x) = −x+ b0xσ + b1xσqn + b2xσq2n + . . .+ bt−1xσqn(t−1) ∈ Lnt,q,
where σ is a generator of Gal(Fqn : Fq). Let D, G, J and s as in Theorem
5.2. Then
dimFq ker f ≤ t− dimFqn kerG.
Proof. Let h = dimFqn kerG, M = D
τn−1 ·Dτn−2 · . . . ·D and let G and H the
qn-polynomials such that D(G) =M and D(H) =M − Js, i.e. H = G− τn.
By Theorem 2.1 dimFq ker f = dimFqn kerH, since dimFqn kerG = h, we have
that rk(D) = t − h and rk(M) ≤ t − h. Also, since τn is invertible, then
kerH ∩ kerG = {0} and hence
dimFqn kerH + dimFqn kerG ≤ t,
i.e.
dimFq ker f = dimFqn kerH ≤ t− dimFqn kerG = rk(M) ≤ t− h.
Remark 5.5. The adjoint of a q-polynomial f(x) =
∑n−1
i=0 aix
qi, with respect
to the bilinear form 〈x, y〉 := Trqn/q(xy), is given by
fˆ(x) :=
n−1∑
i=0
aq
n−i
i x
qn−i .
In particular, if f(x) is a q-polynomial of Form (1), then
f(x) = ax+ b0x
qs + b1x
qn+s + b2x
q2n+s + . . .+ bt−1x
qn(t−1)+s ∈ L˜nt,q,
with gcd(s, n) = 1 and its adjoint is
fˆ(x) = ax+bq
nt−s
0 x
qnt−s+bq
n(t−1)−s
1 x
qn(t−1)−s+bq
n(t−2)−s
2 x
qn(t−2)−s+. . .+bq
n−s
t−1 x
qn−s ,
i.e. fˆ(x) is of Form (1) with σ = τqn−s. Therefore, the family of q-polynomials
we are studying is closed by the adjoint operation. Furthermore, we underline
that by [1, Lemma 2.6], see also [6, pages 407–408], the kernels of f and fˆ
have the same dimension and hence we may study this class up to the adjoint
operation.
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5.1 Recursive relations for the maximal case
As in [8], we show that Equality (6) holds if and only if e0 = (1, 0, . . . , 0) is
sent byM = Dτ
n−1 ·. . .·D in a particular vector, which implies less conditions
to manage in the maximal case.
Lemma 5.6. Let D be the matrix as in Theorem 5.2. Equality (6) holds if
and only if
e0D
τn−1 ·Dτn−2 · . . . ·D = er,
where r ≡ s (mod t) and ei is the vector of Ftqnt whose i-th component is one
and all the other are zero.
Proof. As seen in the proof of Theorem 5.2, the matrices M = Dτ
n−1 ·Dτn−2 ·
. . . · D and Js are the Dickson matrices of two qn-polynomials, hence they
are autocirculant. Therefore, Dτ
n−1 ·Dτn−2 · . . . ·D = Js if and only if they
coincide on the first row, i.e.
e0D
τn−1 ·Dτn−2 · . . . ·D = e0Js = er.
By Lemma 5.6, to describe recursively the relations on the coefficients
of f(x) characterizing the case in which the kernel of f has dimension t, we
need just to multiply Dτ
n−1 ·Dτn−2 · . . . ·D by e0 or, equivalently,
DT · (Dτ )T · . . . · (Dτn−1)TeT0 = eTr . (7)
Let φ be the Fqn-semilinear transformation having D
T as associated matrix
w.r.t. the canonical basis and τ as the companion automorphism. Then (7)
holds if and only if φn(e0) = er.
We have φ(e0) = (b0, . . . , bt−1) where f(x) = −x+b0xσ+b1xσqn+b2xσq2n+
. . .+ bt−1x
σqn(t−1) , and for i ≥ 1 let
φi(e0) = (P0,i, . . . , Pt−1,i),
where Pj,i is seen as a polynomial in Fqtn in the variables b0, . . . , bt−1 with
j ∈ {0, . . . , t− 1}, then
φi+1(e0) =




b0 b
qn
t−1 · · · bq
n(t−1)
1
...
...
...
bt−1 b
qn
t−2 · · · bq
n(t−1)
0




P τ0,i
...
P τt−1,i




T
=
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= (b0P
τ
0,i+b
qn
t−1P
τ
1,i+. . .+b
qn(t−1)
1 P
τ
t−1,i, . . . , bt−1P
τ
0,i+b
qn
t−2P
τ
1,i+. . .+b
qn(t−1)
0 P
τ
t−1,i).
Therefore, we can define recursively the polynomials Pj,i as follows; for
i = 1
P0,1 = b0, . . . Pt−1,1 = bt−1,
and for i ≥ 2
P0,i = b0P
τ
0,i−1 + b
qn
t−1P
τ
1,i−1 + . . .+ b
qn(t−1)
1 P
τ
t−1,i−1,
...
Pt−1,i = bt−1P
τ
0,i−1 + b
qn
t−2P
τ
1,i−1 + . . .+ b
qn(t−1)
0 P
τ
t−1,i−1.
As a consequence of Corollary 5.3 and Lemma 5.6, we have the following
result.
Corollary 5.7. The dimension of the kernel of f(x) is t if and only if
Pj,n =
{
1 if j = r
0 otherwise
,
where r ≡ s (mod t).
6 Criteria for t = 2
In this section we will deal with polynomials of this form
f(x) = −x+ b0xσ + b1xσqn ∈ L˜2n,q, (8)
with σ a generator of Gal(Fqn : Fq) and b0, b1 6= 0. Let τ = σ−1 and let s
be the minimum positive integer such that τ = τqs . We may assume w.l.o.g.
that s is odd. Indeed, if s is even then we way consider
f(x) = −x+ b1xσ′ + b0xσ′qn,
with σ′ = τqn+s and gcd(s+ n, 2n) = 1. By Theorem 2.1 it follows that
dimFq ker f ≤ 2,
and by Corollary 5.3 we have that dimFq ker f = 2 if and only if (6) holds.
Therefore, dimFq ker f = 2 if and only if
Dτ
n−1 ·Dτn−2 · . . . ·D = Js = J, (9)
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where D =
(
b0 b1
bq
n
1 b
qn
0
)
and J =
(
0 1
1 0
)
.
Since det(D) = bq
n+1
0 − bq
n+1
1 , by (9) we have the following result.
Proposition 6.1. If f(x) = −x+ b0xσ+ b1xσqn ∈ L2n,q has kernel of dimen-
sion two then
(bq
n+1
0 − bq
n+1
1 )
1+τ+...+τn−1 = −1,
and hence Nqn/q(b
qn+1
0 − bq
n+1
1 ) = −1.
As a consequence of Corollaries 5.3 and 6.2, we have the following result.
Corollary 6.2. The dimension of the kernel of f(x) is two if and only if{
P0,n = 0
P1,n = 1
.
6.1 The n = 2 case
We are going to find more explicit relations on the coefficients of
f(x) = −x+ b0xσ + b1xσq2 ∈ L4,q,
with σ a generator of Gal(Fq2 : Fq), that completely characterize the dimen-
sion of the kernel of f . The polynomial f(x) is either
f1(x) = −x + b0xq + b1xq3
or
f2(x) = −x+ b0xq3 + b1xq.
So, we may suppose that f(x) = −x+ b0xq3 + b1xq and hence τ = τq and
s = 1. By Corollary 6.2, we have that f(x) has kernel of dimension two if
and only if {
P0,2 = 0
P1,2 = 1
,
i.e. {
b1+q0 + b
q2+q
1 = 0
b1b
q
0 + b
q2
0 b
q
1 = 1
. (10)
From the previous equations we get that bq+10 = −bq
2+q
1 and hence Nq4/q(b0) =
Nq4/q(b1). In particular, b0 and b1 are nonzero.
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Proposition 6.3. The polynomial f(x) has kernel of dimension two if and
only if, denoting by z = b0/b1,{
Nq4/q(z) = 1
bq+11 =
1
zq−zq2+q+1
(11)
is satisfied. In particular, Nq4/q2(z) 6= 1.
Proof. We have to show that Systems (10) and (11) are equivalent. Indeed,
substituting z in (10), we have{
bq+11 z
q+1 + bq
2+q
1 = 0
zqbq+11 + z
q2bq
2+q
1 = 1
,
and hence if and only if {
bq
2−1
1 = −zq+1
bq+11 (z
q − zq2+q+1) = 1 .
Therefore Nq4/q2(z) 6= 1 and the previous system can be written as follows{
(bq+11 )
q−1 = −zq+1
bq+11 =
1
zq−zq2+q+1
. (12)
Substituting the second equation into the first equation, we get that the
previous system is equivalent to (11), since also the equations of (11) implies
the first equation of (12).
It is possible to find many different choices for b0 and b1 in a such way
that dimFq ker f = 2, as shown in the next result.
Proposition 6.4. For each z ∈ Fq4 such that Nq4/q(z) = 1 and Nq4/q2(z) 6= 1
there exist q + 1 elements b1 ∈ Fq4 such that dimFq ker f = 2, where f(x) =
−x+ b0xq3 + b1xq and b0/b1 = z.
Proof. Suppose that z ∈ Fq4 with Nq4/q(z) = 1 and Nq4/q2(z) 6= 1, the as-
sertion is equivalent to find q + 1 solutions in b1 of the System (11). Such a
values for b1 exist if and only if
(
1
zq − zq2+q+1
) q4−1
q+1
= 1,
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which happens if and only if
zq(q−1)(q
2+1)(1− zq2+1)(q−1)(q2+1) = 1. (13)
Let y = zq
2+1 and note that y ∈ Fq2 . Therefore, we are looking for y ∈ Fq2
such that yq+1 = 1, y 6= 1 and
y1−q(1− y)2q−2 = 1,
i.e.
yq+1(yq − y) = yq − y,
which is satisfied since yq+1 = 1. Therefore, if z ∈ Fq4 with Nq4/q(z) = 1 and
Nq4/q2(z) 6= 1 Equation (13) is satisfied and so for each of such z it is possible
to find q + 1 values for b1 satisfying System (11).
As a consequence of the previous results we have the following classifica-
tion theorem relating the dimension of the kernel of polynomials of the form
−x+ b0xq3 + b1xq.
Theorem 6.5. Let
f(x) = −x+ b0xq3 + b1xq ∈ L4,q.
Then
1. dimFq ker f ≤ 2;
2. dimFq ker f = 2 if and only if{
Nq4/q(z) = 1
bq+11 =
1
zq−zq2+q+1
, (14)
where z = b0/b1;
3. f is invertible if and only if
(b1+q0 + b
q+q2
1 )
q2+1 6= (−1 + bq0b1 + bq
2
0 b
q
1)
q2+1;
4. dimFq ker f = 1 if and only if
(b1+q0 + b
q+q2
1 )
q2+1 = (−1 + bq0b1 + bq
2
0 b
q
1)
q2+1,
and (14) is not satisfied.
Proof. It follows by Theorems 2.1 and 5.2 and by Proposition 6.3.
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6.2 The n = 3 case
Let consider any trinomial in Fq6 of the form
f(x) = ax+ bxq
i
+ cxq
j ∈ L6,q,
for some positive integers i and j, with i < j, and a, b, c 6= 0. It easy to see
that each of such polynomials can be written, up to raising to a suitable q-th
power, up to the adjoint operation (see Remark 5.5) and up to multiply by
an element of F∗q6(
2), either as σ-polynomial
f1(x) = ax+ bx
σ + cxσ
2
,
with σ ∈ {τq, τq2}, or
f2(x) = ax+ bx
σ + cxσq
3
,
with σ ∈ {τq, τq5}, or
f3(x) = a
′x+ b′xσ + c′xσq
2
+ d′xσq
4
,
with σ = τq and one of a
′, b′, c′ and d′ is zero. For the former case, we may
use the techniques developed in [8, 22] for establishing its number of roots
directly from its coefficients by using a 2× 2 matrix. For such polynomials
dimFix(σ) ker f1 ≤ 2.
For the second and third cases, by Theorem 2.1 we get, respectively,
dimFq ker f2 ≤ 2
and
dimFq ker f3 ≤ 3
which is not a consequence of Theorem 1.1.
We are going to investigate the second case and, up to the operations
already discussed, we may choose σ = τq5 and
f(x) = −x+ b0xq5 + b1xq2 .
2All of these operations do not change the dimension of the kernel.
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In this case τ = τq and s = 1. By Corollary 6.2, we have that f(x) has kernel
of dimension two if and only if {
P0,3 = 0
P1,3 = 1
,
i.e. {
b0(b
q+q2
0 + b
q4+q2
1 ) + b
q3
1 (b
q
1b
q2
0 + b
q4
0 b
q2
1 ) = 0
b1(b
q+q2
0 + b
q4+q2
1 ) + b
q3
0 (b
q
1b
q2
0 + b
q4
0 b
q2
1 ) = 1
. (15)
We are able to manage these relations, getting the following result.
Theorem 6.6. Let
f(x) = −x + b0xq5 + b1xq2 ∈ L6,q,
with b0, b1 6= 0, and let α = b1/b0. If dimFq ker f = 2, then αq3+1 6= 1 and
putting A =
−αq3+1
1− αq3+1 the equation
Y 2 − (Trq3/q(A)− 1)Y +Nq3/q(A) = 0, (16)
admits either one root over Fq or two roots in Fq2 \ Fq. Furthermore, if
αq
3+1 ∈ Fq3 \ {0, 1} and A = −α
q3+1
1− αq3+1 is such that Equation (16) admits
either one root over Fq or two roots in Fq2 \ Fq, then there exists b0 ∈ F∗q6
such that
dimFq ker(−x+ b0xq
5
+ b1x
q2) = 2,
where b1 = αb0. Precisely, b0 is a root of
xq
2+q+1 =
A− Y
α
,
where Y is a root of (16).
Proof. Suppose that dimFq ker f = 2, then b0 and b1 satisfy (15) and substi-
tuting α in (15) we get{
b0(b
q+q2
0 + b
q4+q2
0 α
q4+q2) + bq
3
0 α
q3(αqbq
2+q
0 + b
q4+q2
0 α
q2) = 0
b0α(b
q+q2
0 + b
q4+q2
0 α
q4+q2) + bq
3
0 (α
qbq
2+q
0 + b
q4+q2
0 α
q2) = 1
. (17)
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By multiplying the first equality of (17) by α and by subtracting the sec-
ond equality, and by multiplying the second equality of (17) by αq
3
and by
subtracting the first equality, we get that (17) is equivalent to{
(αq
3+1 − 1)(bq3+q2+q0 αq + bq
4+q3+q2
0 α
q2) = −1
(αq
3+1 − 1)(b1+q+q20 + b1+q
2+q4
0 α
q2+q4) = αq
3 .
Hence αq
3+1 6= 1 and we may write{
bq
3+q2+q
0 α
q + bq
4+q3+q2
0 α
q2 = −1
αq3+1−1
b1+q+q
2
0 + b
1+q2+q4
0 α
q2+q4 = α
q3
αq3+1−1
.
Let z = b1+q+q
2
0 and x = b
1+q2+q4
0 and note that x ∈ Fq2 . Also, let A =
−αq3+1
1− αq3+1 . With this notation and by multiplying the second equation by α,
the previous system becomes

(zα)q + (zα)q
2
= 1− A
zα + xα1+q
2+q4 = A
z = b1+q+q
2
0 , x = b
1+q2+q4
0
. (18)
Now, let T = zα and let Y = xα1+q
2+q4, then (18) implies

T q + T q
2
= 1− A
T + Y = A
x = zq
2−q+1
. (19)
By substituting the second equality in the first, since Y ∈ Fq2 , we get

T = A− Y
Y + Y q = Trq3/q(A)− 1(
T
α
)q2−q+1
= Y
α1+q2+q4
. (20)
By substituting the first equality in the third, we get
(A− Y )q2−q+1
αq2−q+1
=
Y
α1+q2+q4
,
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since αq
3+1 = A
A−1
and using the second equality, we get
Y 2 − (Trq3/q(A)− 1)Y +Nq3/q(A) = 0.
If Y ∈ Fq, then 2Y = Trq3/q(A)− 1 and this implies that the above equation
has one root, precisely if q is odd Y = Tr(A)−1
2
and if q is even Y =
√
A1+q+q2 .
Therefore, (16) admits either one root over Fq or two roots in Fq2 \ Fq.
For the second part, assume that (16) has either one root over Fq or two
roots over Fq2 \Fq and let Y a root of (16). Then (Y , T ), with T = A−Y , is
a solution of (20) and choosing x = Y
α1+q2+q4
and z = A−Y
α
, we get that (18)
is satisfied if we can find b0 such that
z = b1+q+q
2
0 and x = b
1+q2+q4
0 ,
i.e. if we can find b0 ∈ F∗q6 such that
b1+q+q
2
0 =
A− Y
α
.
First, we observe that
x = zq
2−q+1. (21)
Indeed, it is equivalent to
Y
α1+q2+q4
=
(
A− Y
α
)q2−q+1
,
i.e.
Y Aq − Y q+1 = A
q
Aq − 1A
q2+1 − A
q
Aq − 1[Y
2 − (A+ Aq2)Y ],
which results to be verified because of (16). Since x ∈ Fq2 and since
z
q6−1
1+q+q2 = z
(q3+1) q
3
−1
1+q+q2 = (xq+1)q−1 = 1,
there exist a, b ∈ F∗q6 such that
x = a1+q
2+q4 and z = b1+q+q
2
.
By (21), it follows that b = aη, with Nq6/q2(η) = 1, i.e. x = b
1+q2+q4 .
Therefore, System (18) is satisfied for b0 = b and hence, the polynomial
f(x) = −x + b0xq5 + b1xq2 , where b0 = b and b1 = αb, has kernel with
dimension 2. The last part follows by the second equation of (19).
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Hence, we have if and only if conditions on the coefficients of f(x) deter-
mining its number of roots.
Theorem 6.7. Let
f(x) = −x+ b0xq5 + b1xq2 ∈ L6,q
then
1. dimFq ker f ≤ 2;
2. dimFq ker f = 2 if and only if conditions of Theorem 6.6 are satisfied;
3. f is invertible if and only if
[bq
2
1
(
bq
4
0 b
q3
1 + b0b
q4
1
)
+bq
2
0
(
bq+10 + b
q3+q
1
)
]q
3+1 6= [bq21
(
bq
4+q3
0 + b
q4+1
1
)
+bq
2
0
(
bq
3
0 b
q
1 + b1b
q
0
)
−1]q3+1;
4. dimFq ker f = 1 in the remaining cases.
In particular, if dimFq ker f = 2 then Nq3/q(b
q3+1
0 − bq
3+1
1 ) = 1.
7 Applications to linear sets
In this section we will explore some possible applications of our results to
linear sets.
Let Λ = PG(W,Fqm) = PG(1, q
m), where W is a vector space of dimen-
sion 2 over Fqm . A point set L of Λ is said to be an Fq-linear set of Λ of
rank k if it is defined by the non-zero vectors of a k-dimensional Fq-vector
subspace U of W , i.e.
L = LU = {〈u〉Fqm : u ∈ U \ {0}}.
We say that two linear sets LU and LW of Ω = PG(1, q
m) are PΓL-equivalent
(or simply projectively equivalent) if there exists ϕ ∈ PΓL(2, qm) such that
ϕ(LU) = LW .
We start by pointing out that if the point 〈(0, 1)〉Fqm is not contained
in the linear set LU of rank m of PG(1, q
m) (which we can always assume
after a suitable projectivity), then U = Uf := {(x, f(x)) : x ∈ Fqm} for
25
some q-polynomial f(x) =
m−1∑
i=0
aix
qi ∈ L˜m,q. In this case we will denote the
associated linear set by Lf . Also, recall that the weight of a point P = 〈u〉Fqm
is wLU (P ) = dimFq(U ∩ 〈u〉Fqm ).
Let xi be the number of points of weight i w.r.t. the linear set LU ⊆
PG(1, qm) of rank k > 0, then
|LU | = x1 + . . .+ xm, (22)
and
x1 + (q + 1)x2 + . . .+ (q
m−1 + . . .+ q + 1)xm = q
k−1 + . . .+ q + 1, (23)
see e.g. [24, Proposition 1.1].
7.1 A class of linear sets with small weight spectrum
Consider the following linear set in PG(1, qnt)
LF := {〈(x, F (x))〉Fqnt : x ∈ Fqnt}, (24)
with
F (x) = a0x
σ + a1x
σqn + a2x
σq2n + . . .+ at−1x
σqn(t−1) ,
σ a generator of the Galois group Gal(Fqn : Fq). Note that F (x) = G ◦ σ,
where G(x) = a0x+ a1x
qn + a2x
q2n + . . .+ at−1x
qn(t−1) .
Theorem 7.1. Let P be a point in LF ⊆ PG(1, qnt), then we have that
• 1 ≤ wLF (P ) ≤ t− dimFqn kerG, if P 6= 〈(1, 0)〉Fqnt ;
• wLF (〈(1, 0)〉Fqnt) = dimFq kerG = n · dimFqn kerG.
Proof. Since the point 〈(0, 1)〉Fqnt /∈ LF , we may assume that P = 〈(1, m)〉Fqnt
with m ∈ Fqnt . We have that wLF (〈(1, m)〉Fqnt) = i, for some m ∈ Fqnt , if
and only if
F (x) = mx (25)
has qi roots. If m = 0, then
wLF (〈(1, 0)〉Fqnt) = dimFq kerF (x) = dimFq kerG(x) = nh,
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with h = dimFqn kerG. If m 6= 0, then we may evaluate the kernel of f(x) =
1
m
(−mx + F (x)), whose dimension will give the value of wLF (〈(1, m)〉Fqnt ).
Since f(x) is as in Corollary 5.4, it follows that
wLF (〈(1, m)〉Fqnt ) = dimFq ker f(x) ≤ t− dimFqn kerG.
In particular, choices of G having large dimension of the kernel imply
that the associated linear set has one point with large weight and the others
have small weight. For instance, choosing G as the trace function we get the
club defining a particular type of KM-arc.
A KM-arc of type s in PG(2, q) is a set of q+s points of type (0, 2, s), i.e.
each line of PG(2, q) meets such a set in either 0, 2 or s points. The authors
in [16] prove in particular that if a KM-arc of type s, with 2 < s < q, in
PG(2, q) exists, then q is even and s is a divisor of q. In [11], De Boeck and
Van de Voorde established a connection between KM-arcs and i-clubs. An
i-club of rank m in PG(1, qm) is an Fq-linear set in PG(1, q
m) such that one
point has weight i and all the others have weight one. The first example of
KM-arc presented in [16] can be described by the following i-club, as proved
in [11]: let m = nt, q = 2, i = n(t− 1), xσ = xqs with gcd(s, n) = 1 then the
linear set
LKM := {〈(x, L(x))〉F2nt : x ∈ F∗2nt}, (26)
with L(x) = Tr2nt/2n ◦ σ, is an i-club of PG(1, 2nt) defining the example of
[16], see [11, Theorem 3.2].
Choosing G(x) = Tr2nt/2n , Theorem 7.1 implies again that the linear set
(26) is an i-club. In the case in which we choose G such that dimFqn kerG =
t− 2, setting F = G ◦ σ, Theorem 7.1 implies that
• wLF (〈(1, 0)〉Fqnt) = n(t− 2);
• 1 ≤ wLF (P ) ≤ 2, for each P ∈ LF and P 6= 〈(1, 0)〉Fqnt .
So, this means that in such a case the linear set LF is very close to be an
n(t − 2)-club for any choice of a0, . . . , at−1 ∈ Fqnt . It would be of some
interest to determine (whether there exist) choices of a0, . . . , at−1 ∈ Fqnt such
that wLF (P ) < 2 for each point P 6= 〈(1, 0)〉Fqnt , i.e. such that LF is an
n(t− 2)-club.
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One of the most studied classes of linear sets of the projective line, espe-
cially because of their applications (see e.g. [24, 25]), is the family of maxi-
mum scattered linear sets. A maximum scattered Fq-linear set of PG(1, q
m)
is an Fq-linear set of rank m of PG(1, q
m) of size (qm − 1)/(q − 1), or equiv-
alently a linear set of rank m in PG(1, qm) whose points have weight one. If
Lf is a maximum scattered linear set in PG(1, q
m), we say also that f is a
scattered polynomial. The known scattered polynomials of Fqm are
1. f1(x) = x
qs ∈ L˜m,q, with gcd(s,m) = 1, [4];
2. f2(x) = αx
qs + xq
m−s ∈ L˜m,q, with m ≥ 4, gcd(s,m) = 1, Nqm/q(α) /∈
{0, 1}, [17, 19, 25];
3. f3(x) = x
qs + αxq
s+m2 ∈ L˜m,q, m ∈ {6, 8}, gcd(s, m2 ) = 1 and some
conditions on α, [7];
4. f4(x) = x
q + xq
3
+ αxq
5 ∈ L˜6,q, q odd and α2 + α = 1, [9, 20];
5. f5(x) = x
q − xq2 + xq4 + xq5 ∈ L˜6,q, q odd, q ≡ 1 (mod 4) and q ≤ 29,
[28].
Family (24) contains most of the known families of maximum scattered
linear sets of the line.
Remark 7.2. Let f1, f2, f3 and f4 be the polynomials defined above.
• Choosing F (x) = xσ, with σ a generator of Gal(Fqnt : Fq), we obtain
the polynomial f1.
• Let n = 2, t ≥ 1, 1 ≤ ℓ < 2t, gcd(ℓ, 2t) = 1 and xσ = xqt−ℓ. Then
F (x) = αxσ + xσq
2ℓ
coincides with f2 when m = 2t and Nq2t/q(α) /∈
{0, 1}.
• Let t = 2 and σ be a generator of Gal(Fqn : Fq). Then F (x) = xσ+αxσqn
is, clearly, of type f3.
• Let t = 3, n = 2 and xσ = xq. Then F (x) = xσ + xq2σ + αxq4σ, with
α2 + α = 1, coincides with f4.
In [7, Theorem 7.1], the authors prove that for n = 6 and for each q > 4
it is possible to find α ∈ Fq2 such that f3 is a scattered polynomial, without
giving the explicit conditions. As a consequence of Theorem 6.7 we are able
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to determine the if and only if condition on α such that f3 results to be a
scattered polynomial.
Theorem 7.3. The Fq-linear set
Lf3 = {〈(x, xq
5
+ αxq
2
)〉F
q6
: x ∈ F∗q6}
with Nq6/q3(α) 6= 0, 1, is scattered if and only if the equation
Y 2 − (Trq3/q(A)− 1)Y +Nq3/q(A) = 0, (27)
with A =
−αq3+1
1− αq3+1 , admits two roots over Fq(
3). In particular, there always
exists such a α for any q > 2.
Proof. The linear set Lf3 is scattered if and only if wLf3 (〈(1, m)〉Fq6) ≤ 1 for
each m ∈ F∗q6, since the point 〈(1, 0)〉Fq6 /∈ Lf3 . This is equivalent to require
that for each m ∈ F∗q6
dimFq ker
(
−x+ 1
m
xq
5
+
α
m
xq
2
)
≤ 1.
By Theorem 6.7, it follows that dimFq ker
(
−x + 1
m
xq
5
+ α
m
xq
2
)
≤ 2 and
clearly, if A is as in the statement, by Theorem 6.6 we have that
dimFq ker
(
−x + 1
m
xq
5
+
α
m
xq
2
)
≤ 1
and hence Lf3 is scattered. Now, suppose that (27) admits either one root
over Fq or two roots in Fq2 \ Fq, by the second part of Theorem 6.6 there
exists m ∈ F∗q6 such that
dimFq ker
(
−x+ 1
m
xq
5
+
α
m
xq
2
)
= 2,
i.e. wLf3 (〈(1, m)〉Fq6 ) = 2 proving that Lf3 is not scattered. For the second
part, let Y 2 + aY + b = 0 any equation over Fq admitting two roots over Fq
3Denoting by β = −Trq3/q(A) + 1 and γ = Nq3/q(A), this happens when q is odd and
β2 − 4γ is a square over Fq or when q is even and Trq/2(γ/β2) = 0.
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with b 6= 0, then q > 2 and by [15] (see also [23, Theorems 1.1 and 1.2]),
there exists A ∈ Fq3 such that Trq3/q(A) = −a + 1, Nq3/q(A) = b and A 6= 1.
Then, by the first part, for each α ∈ F∗q6 such that
Nq6/q3(α) =
A
A− 1 ,
the linear set
Lf3 = {〈(x, xq
5
+ αxq
2
)〉F
q6
: x ∈ F∗q6}
is scattered.
In [7, Corollary 5.4] the authors prove that the number of points of Lf3
with weight two is a multiple of q2+ q+1. As a consequence of Theorem 6.6,
we can completely determine the number of such points and the cardinality
of Lf3 .
Corollary 7.4. The Fq-linear set
Lf3 = {〈(x, xq
5
+ αxq
2
)〉F
q6
: x ∈ F∗q6}
with Nq6/q3(α) 6= 0, 1, has x2 points of weight two, where
x2 =


2(q2 + q + 1) if (27) has two roots over Fq2 \ Fq
q2 + q + 1 if (27) has one root over Fq
0 otherwise
.
In particular,
|Lf3| =


q5 + q4 − q3 − q2 − q + 1 if (27) has two roots over Fq2 \ Fq
q5 + q4 + 1 if (27) has one root over Fq
q6−1
q−1
otherwise
.
Proof. The assertion follows by the previous result and from the last part of
Theorem 6.6. Indeed, the number of points with weight two corresponds to
the number of m ∈ F∗q6 such that
dimFq ker
(
−x+ 1
m
xq
5
+
α
m
xq
2
)
= 2,
i.e. with the number of solutions of
xq
2+q+1 =
A− Y
α
,
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where Y is a solution of (27). The last part follows by the following relations
|Lf3 | = x1 + x2,
and
x1 + (q + 1)x2 =
q6 − 1
q − 1 ,
where x1 is the number of points having weight one w.r.t. Lf3 .
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