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Locusts and other migrating insects form cohesive swarms that travel over huge distances and can have a devastating effect on crops, leading to famine and starvation.
Understanding the factors that enable the long-term cohesion of such swarms is therefore of paramount importance. When placed in an annular arena, a population of locusts march together in a common direction, which may be reversed at later times. These directional switches are more frequent at lower population numbers.
We propose a novel, minimal, spatially-homogenous model of locust interactions to investigate the individual-based mechanisms of the observed density-dependent macroscopic-level effect. This model successfully replicates the density-dependent properties of the experimental data as a consequence of the demographic noise inherent at low population numbers. The ability of our non-spatial model to replicate the experimental data indicates that the switching behaviour is a fundamental property of the way locusts interact rather than an effect of the environmental geometry.
However, to match the data it is necessary to include higher-order interactions in the model, indicating that locusts can incorporate information from at least two neighbouring individuals travelling in the opposite direction. We derive a stochastic differential equation from our individual-based model, and demonstrate agreement between its drift and diffusion coefficients and those calculated numerically directly from the experimental data. Using the experimental data to parameterise our model, we demonstrate that the model replicates both the qualitative form of the time-dependent data and quantitative statistics such as the mean switching time and stationary probability distribution.
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SIGNIFICANCE STATEMENT
Locusts form cohesive swarms that travel over huge distances and can have a devastating effect on crops, leading to famine and starvation. Understanding the factors that enable the long-term cohesion of such swarms is therefore of paramount importance. We propose a novel, minimal model of locust interactions to investigate the individual-based mechanisms of experimentally-observed density-dependent directional switching. This non-spatial model replicates the density-dependent switching as a consequence of the demographic noise inherent at low population numbers, indicating that switching behaviour is a fundamental property of the way locusts interact rather than an environmental effect. To match the data it is necessary to include higher-order interactions in the model, indicating that locusts can incorporate information from at least two neighbouring individuals.
I. INTRODUCTION
Stochastic models of collectively migrating groups of animals can exhibit interesting group-level properties such as the onset of collective motion with increase in group size [1] [2] [3] [4] .
Although many of the existing models produce motion which is qualitatively similar to a variety of forms of collective behaviour 1,2,5-11 (swarming, schooling, flocking etc) very few provide a quantitative comparison to experimental data 12, 13 .
Of particular interest are the sudden, dramatic and coherent changes in direction made by some animal groups 12, 14, 15 . Gaining a deeper understanding of the mechanisms by which these phenomena occur is important in order to be able to control mobile swarming pests, such as desert locusts, which have a devastating socio-economic impact on humans 16 . Buhl et al. 14 found a rapid transition from disordered to ordered movement and identified a critical density for the onset of coordinated marching in desert locust (Schistocerca gregaria) nymphs (wingless juveniles). They also demonstrated a dynamic instability in motion at densities typical of locusts in the field, in which groups can switch direction without external perturbation 14 .
In their experiment, different numbers of third-instar 30 locusts, ranging from 5 to 120
insects (corresponding to densities of 12.3 to 295 locusts/m 2 ), were placed in a ring-shaped arena. Their positions were recorded for 8 hours using a digital camera. The number of anticlockwise-moving individuals, X 2 , was subtracted from the number of clockwise-moving individuals, X 1 , and then normalised to give alignment, z, between −1 and 1 as follows:
where N = X 1 + X 2 is the constant total number locusts. Values of z close to the extremal values of 1 and −1 indicate the alignment of the majority of locusts in the same direction, whereas values close to zero indicate an absence of any collective alignment. The coherent marching behaviour (or otherwise) of the locusts depends strongly on their density. In low density regimes there is little evidence of group-level alignment (see Fig. 1(a) ). At intermediate densities locust groups exhibit long periods of rotational motion punctuated with fast-scale changes in direction (see Fig. 1(b) ). The duration of the periods of alignment between switches increases with density (see Fig. 1 (c)). At high densities the spontaneous direction changes fail to occur within the time-scale of the observations. The locusts quickly adopt a common and persistent rotational direction (data not shown). The behaviour described indicates that the locusts swarms become increasingly stable with increasing density. Switching behaviour of multi-particle systems, similar to that evident in locusts, can be recreated using the self-propelled particle model of Czirók et Yates et al. 11 artificially altered the individual model so that locusts reduced the noisiness in their motion when they found themselves in alignment with their neighbours. This effect was found to propagate through to the diffusion coefficient of the FPE -assumed to underlie the alignment of the particles in the model -changing the noise from additive to multiplicative. Subsequently Bode et al. 19 proposed a novel self-propelled particle algorithm with attraction as well as alignment. Their algorithm uses deterministic particle decisions in combination with a random sequential update scheme in order to introduce noise into the model. Upon simulating on a periodic domain, Bode et al. 19 found that the model inherently generated the qualitative functional forms of the drift and diffusion coefficients associated with the data (determined using the coefficient estimation approach) without the need to alter the individual update rules to specifically consider locust interactions. More recently still, Huepe et al. 4 proposed an adaptive network model of swarm dynamics which reproduces the density-dependent switching phenomenon for large numbers of individuals.
A bifurcation analysis of a deterministic version of their model reveals a pitchfork bifurcation upon varying the association rate between individuals facing in opposite directions (which is considered as a proxy for locust numbers).
Subsequently, individual-based models purporting to explain bistability in foraging ant colonies have been postulated 3 . Interestingly these models possess a type of bistability where the intrinsic system noise does not simply cause transitions between stable states present in the deterministic formulation, but instead actively constructs the states themselves. In particular, using a model with two types of individual, who may recruit individuals of the opposing type, or change type at random, the intrinsic noise present in the system is found to be greatest when there are equal numbers of each type of individual and at a minimum when one or other type of individual dominates the population. Thus when the system is at the deterministic steady state, with equal populations of each type, the large noise magnitude forces the system away from this point towards one of the two extremes, where one population dominates.
In this article we introduce an individual-based model in which space is not represented explicitly. The salient features of the experimental data and our postulated model can be characterised by a single macroscale variable (alignment, z). The individual-based approach models interactions between clockwise and anticlockwise moving locusts. Using a variant of the Kramers-Moyal expansion, we analytically derive a stochastic differential equation (SDE) directly from this model and thus give explicit formulas for the coefficients in the equivalent FPE. These coefficients indicate that locusts must interact with multiple neighbours simultaneously. Using a revised coefficient estimation approach we can also derive drift and diffusion coefficients for the experimental data and we use these to estimate model reaction rates consistent with the experimental data. These rates are also tested against rates derived by considering the interactions and movements of locusts directly from the data. Interestingly, we find that it is not necessary to explicit incorporate space in our model in order to reproduce the experimentally derived coefficients. This indicates that the switching behaviour of the locusts is an inherent property of the way they interact with each other, rather than a spatially-induced effect.
II. A SPATIALLY HOMOGENEOUS MODEL OF LOCUSTS SWITCHING BEHAVIOUR
Consider a population of individuals, X 1 , that move clockwise around the arena and another population, X 2 , that move anticlockwise. These individuals switch direction stochastically. This may happen as a result of a spontaneous turn or as a result of an interaction with one or more locusts travelling in the opposite direction. These interactions may be represented in the following system of 'chemical' reactions 31 :
We make the implicit assumption that rates of switching from clockwise to anticlockwise are the same as switching from anitclockwise to clockwise due to symmetry. Since locusts are simply changing direction we note that the system of equations (2)- (5) conserves the total locust number, so that X 2 = N − X 1 . In order to complete the specification of the individual-based model we must specify how equations (2)- (5) are to be interpreted. We use simple mass action kinetics which allow us to specify the rate of transitioning from state b to state a, T (a|b), in normalised locust numbers x 1 = X 1 /N, as:
where we have rescaled the rates r i =r i /N i for i = 1, . . . , 4 when converting between locust numbers, X 1 , and locust proportions, x 1 . Using these transition rates we can write down the master equation for the probability density function P (x 1 , t):
Truncating the Kramers-Moyal expansion of the master equation (8) at second order (see Section III of the supplementary information (SI)) we are left with the FPE
Rescaling time as t =tN, we transform from the FPE (9) into the equivalent stochastic differential equation (SDE)
where η(t) is Gaussian white noise with zero mean and correlator η(t), η(t ′ ) = δ(t −t ′ ) and the dot denotes differentiation with respect tot. Introducing the variable z = 2x 1 − 1 and substituting the specific functional forms for T + and T − we can rewrite SDE (10) aṡ
where
and
The general form of the FPE for z is then
where we have dropped the bar on the rescaled time variable.
In order to compare the model coefficients directly to the locust data we estimate the coefficients of an FPE assumed to describe the alignment, z, of the locusts. In particular we have updated the method employed by Yates et al. 11 to make use of symmetrised data in order to calculate the values of the coefficients at alignment values corresponding to integer numbers of locusts facing in a particular direction. We do this for each number of locusts, N, for which an experiment was carried out (for details of this procedure see Section IV of the SI). In general we find the drift coefficient is cubic in alignment (see Fig. 2 (a) and Remarkably the functional form of the model's drift coefficient (see equation (12)) is a cubic and the functional form of the diffusion coefficient (see equation (13)) is a polynomial of even degree corresponding to the drift and diffusion coefficients extracted from the data.
This implies that the switching behaviour exhibited by the locusts is a fundamental property of the way they interact rather than an artefact caused by the space in which they interact.
III. LOCUSTS INTERACT WITH AT LEAST TWO NEIGHBOURS
It is important to note that the form of the drift and diffusion coefficients derived from the model (see equations (12) and (13)) suggest that it is necessary for at least one of r 3 and r 4 to be non-zero in order to capture the specific functional forms of the experimental coefficients 32 . If both r 3 and r 4 are zero the drift coefficient reduces to a simple linear dependence on z implying a single steady state in the deterministic driving dynamics in which there are equal numbers of clockwise and anticlockwise moving locusts. Although in this case, the concave parabolic shape of the diffusion coefficient (providing r 2 = 0) may be enough to produce switching between states at low population numbers 3 , it is clear that the functional form of the drift coefficient for the model is roughly cubic for most values of N (see Fig. 5 of Section V of the SI). Thus, as r 3 and r 4 cannot both be non-zero, we conclude that the turning produced by locusts interacting with at least two neighbours simultaneously is an inherent property of the locusts' motion and therefore that locusts are capable of interacting with at least two neighbours simultaneously. It is also clear from the experimental data that for large locust numbers, N, the population is dominated by a single type of individual. As the population size increases, the turning points in the cubic drift coefficient become more extreme, so that the potential wells given by these points become deeper and the system stays for increasingly long times in each well before switching.
It is possible that the monotonic drift coefficients for low locust numbers (see Fig. 5 (a), (c) and (e) of Section V of the SI) are caused by the fact that densities are sufficiently small that interactions with at least two neighbours become extremely rare. As such, the ability to produce coherent motion is limited and the locusts fail to exhibit clear bistable dynamics (see Fig. 1 (a) for a time-course of the alignment of 5 locusts). In contrast, in experiments with higher locust densities such interactions are commonplace and extremely stable locust migration is possible (see Fig. 1 (c) for a time-course of the alignment of 50 locusts), corresponding to cubic drift coefficients with large separation between the heights of the local maximum and minimum.
IV. THE MODEL NATURALLY REPLICATES THE FUNCTIONAL FORMS OF THE EXPERIMENTAL DRIFT AND DIFFUSION

COEFFICIENTS
The functional forms of the drift and diffusion coefficients derived using the coefficient estimation approach take the form of a cubic and a concave polynomial of even degree respectively (see Fig. 5 of the SI). Clearly the coefficients derived directly from the model in equations (12) and (13) have the required functional form (providing the turning rate parameters satisfy the constraints discussed above).
We now wish to use experimental data to discover the turning rates (r 1 , . . . , r 4 ) used in our model. This can be achieved in two ways: either by using the experimental data to find directly the number of other individuals in a neighbourhood of a locust when it changes direction; or by fitting the drift and diffusion functions (equations (12) and (13)) to the functional forms found using the coefficient estimation technique.
In the first method, we extract the turning rates (r 1 , . . . , r 4 ) directly from the locust positions in the experimental data by considering how the rate at which locusts change direction depends on the number of neighbours (as described in Section II of the SI). In order to determine the number of neighbours of each locust we assume that each locust can interact with all the locusts within an "interaction radius" R = 12.5 cm. This value of R is similar to that postulated from experimental explorations 14 . The values of the experimentally derived reaction rates for the number of locusts, N = 35, used to produce We compare the drift and diffusion functions (equations (12) and (13)) to the experimental forms found using coefficient estimation method (see smooth, dashed green curves in Fig. 2) and find that they show a quantitative resemblance. Although the coefficients do not match perfectly this is to be expected due to the nature of the experimental data.
The functional forms specified in our model could be made to fit the coefficients estimated from the data better using the second proposed method, where the coefficients in the model equations are fitted directly to the coefficient estimation curves. We achieve this by employing non-negative least squares (see Section VI of the SI for details). An example of the fitted coefficients for N = 35 is also shown (as the smooth solid red curves) in Fig. 2 . The values of the fitted reaction rates for N = 35, used to produce Fig. 2 , are given in Table II 34 . The agreement between the coefficients extracted from the data and the fitted model coefficients is evidently very good. Comparisons of the fitted coefficients to the experimentally derived coefficients for a range of values of N are given in Fig. 6 of the SI. Figure 3 shows typical time courses of our model with different numbers of locusts, N.
V. THE MODEL REPLICATES THE QUALITATIVE BEHAVIOUR OF THE EXPERIMENTAL TIME COURSES
For different numbers of locusts the time courses replicate the density dependent switching behaviour seen in the experiments (c.f. Fig. 1 and Fig. 3) . The values of the fitted rates used in Fig. 3 are given in Table II . We demonstrate in Section VII that the model is also capable of quantitatively replicating the mean switching time as N varies.
VI. STATIONARY PROBABILITY DISTRIBUTIONS
Another way to qualitatively compare our new model to the experimental data is to compare stationary probability distributions (SPDs). In order to find the SPD for the model we set ∂P (z, t)/∂t = 0 in equation (14) . By solving the resulting ordinary differential equation for P s (z) we can obtain a complicated formula for the general SPD (see Section VII of the SI). A considerably simpler form for the SPD can be found if r 4 = 0 (which will not be the case in general):
We calculate the SPD from the experimental data, by counting the number of times over the course of the simulation (after some initial "burn in" time 35 ) the alignment falls into each of the discrete range of possible values. This generates an empirical SPD which we plot as a histogram in Fig. 4 (a) and (b) for 20 and 50 locusts respectively. We compare these SPDs to analytically determined SPDs derived from our model using turning rates (r 1 , . . . , r 4 )
extracted from experiments (a) and those fitted to the drift and diffusion coefficients using least squares minimisation (b). The quality of the matches in Fig. 4 is testament to the robustness with which our model describes the experimental data.
VII. MEAN FIRST-PASSAGE TIMES
From our model it is also possible to calculate the mean first passage time for the locusts alignments to change from total alignment in one direction, to total alignment in the other , and the SPD determined analytically from our model (red curve), using parameters extracted from time-course data and assuming an interaction radius R = 12.5cm. (b) The same comparison for 50 locusts using parameters which have been fitted to the experimentally derived drift and diffusion coefficients (see Table II ).
(i.e. from z = −1 to z = 1). This first passage time derived from the data can then be compared directly with the mean switching time of the locusts in the experimental arena.
The switching time of locusts can be thought of as a proxy for the stability of the swarm, with longer switching times implying more stable swarms. In order to calculate the mean switching time for the model, T , we must solve the equation
subject to the associated boundary conditions
Equation (16) is derived from the backwards Fokker-Planck or Kolmogorov equation for the occupancy probability conditioned on the initial position (see Section VIII of the SI). The reflecting boundary condition (17) and absorbing boundary condition (18) allow the process to continue until the system reaches z = 1 for the first time, where the process is stopped.
In Fig. 5 we compare the mean switching time derived from the model (using the fitted parameter values) to the mean switching times of the locusts in the experiments. Mean switching times of locusts in the experiments were extracted by calculating the average time for the alignment to go from z = −L to z = L for each value of N. Since it was very rare (especially for large numbers of locusts) that all locusts were aligned in one direction at the same time (i.e. z = ±1), we considered a range of values for L in order to get a meaningful average switching time. For experiments with numbers of locusts above 40, no switches were exhibited for the duration of the experiments so that a mean switching time could not be calculated. 
VIII. DISCUSSION
Locusts have been found to exhibit bi-directional switching under controlled experimental conditions. In order to model this effect we have constructed a minimal model of switching involving just two types of locusts. This model has been demonstrated to be extremely powerful in recapitulating the observed experimental results. In particular, the model can replicate, both qualitatively and quantitatively, the coefficients of an FPE assumed to underlie the switching behaviour of the locusts using switching rates which we derive directly from the data. Using the same rates, the qualitative temporal dynamics of the alignment can be recapitulated across the range of different locust numbers. The density-dependent switching phenomenon exhibited by the locusts is also evident in the behaviour of the model. This model is important because it demonstrates that the defining dynamics of the experimental system (density dependent switching behaviour, cubic drift coefficient and concave even-order-polynomial diffusion coefficient) are inherent to the way locusts interact with each other, and not dependent on the geometry in which they move. In addition, since (for the first time in such a model of locust migration) we were able to obtain the drift and diffusion coefficients from the model analytically, we can make inferences about the locusts interactions based on direct comparisons with experimental data. In particular we can assert that in order to match the general functional forms of the data at least one of the rates r 3 or r 4 must be non-zero. This implies that locusts are capable of (and indeed exhibit) interaction with more than one neighbour simultaneously. Although this has often been assumed or taken for granted in previous studies 11, 14, 19 , our model provides a rationalisation for this assumption without having to perform a detailed spatial analysis of individuals' movement 22, 23 .
In future studies it may be possible to build more complex models of locusts dynamics in a spatially-homogeneous context. Locust movement is highly intermittent, consisting of 30 Term for a developing locust after the third shedding of the skin.
31 Note that the locusts interact sufficiently frequently to make the 'well-mixed' assumption of spatially homogeneous chemical reactions valid.
32 This is borne out when fitting the model coefficients to the data: for different numbers of locusts one of r 3 or r 4 is often zero, but never both for the same value of N (see SI section VI).
33 Reaction rates for other numbers of locusts with this interaction radius are given in Table   I of the SI.
34 Reaction rates for other numbers of locusts with this interaction radius are given in Table   II of the SI.
35 Note that during the initial two hours of each experiment the activity of the locusts changed significantly, but in the latter six hours activity tended to be relatively consistent.
Therefore, we amalgamated, for each number of locusts, the observations of the locusts' velocities over several experiments, discarding the data from the first two hours of each experiment
I. EXPERIMENTS
At the beginning of each replicate experiment, locusts were released into an arena comprising of a flat ring-shaped base made of homogeneous Formica sheet coated with Fluon GP delimited by an outer circular wall of 40 cm radius and height 52.5cm and a plastic hemisphere, with radius 17.5 cm also coated with Fluon GP and placed at the centre of arena.
This prevented locusts from seeing their counterparts on the opposite side of the arena.
Each experiment was filmed using a Canon XM2 Digital Video Camcorder. Extraction of locust movement data was performed using ICBiovision 1.5 (I. Couzin). Nearest-neighbour tracking was used to determine the movement of locusts between frames. The orientation of each locust was determined using the direction of its movement vector between two consecutive frames. Locusts whose positions did not change more than 2 pixels between consecutive frames were considered as immobile and their orientation value was considered to remain constant until they began to move again.
II. DERIVATION OF THE INTERACTION RATES FROM THE EXPERIMENTAL DATA
To derive the interaction rates directly from the individual-level experimental data we need to take into account that the rate, r i , is not simply the rate of locusts changing direction with i − 1 individuals moving in the opposite direction. Instead r i is the constant of proportionality between the concentrations of the different species (e.g.
, which is assumed to be proportional to the rate at which i − 1 locusts in the clock-wise facing group meet a locust in the anticlockwise group, and the rate at which the individual in the anticlockwise group changes direction. Thus to find r i from the data in a way that does not depend on the number of locusts in the group, we first determine the number of times that a locust changes direction when there are i − 1 locusts, that are moving in the opposite direction, within a radius R. Dividing this number by the total time for the experiment, and scaling, by dividing it by x i−1 1 x 2 , gives the rate r i of turning with i−1 locusts travelling in the opposite direction. Since there is no reason that clockwise-to-anticlockwise switching will differ from anticlockwise-to-clockwise switching we take the average value of the constants obtained for both directions. constants (r 3 and r 4 ) may be quite high, this may be mitigated by the lower frequency of interactions at that order. Thus even when the rates are higher, those reactions may still be negligible compared to those at lower order. We considered a range of values for the interaction radius, R, which are of the order of magnitude of that specified by Buhl et al.
1 : R = 13.9cm. In particular the value of R that we use in the main text is 12.5 cm.
The values of the reaction rates derived with this interaction radius from experiments with differing numbers of locusts are given in Table I . 
III. DERIVATION OF THE SDE DESCRIBING ALIGNMENT
Recall from Section II of the main text that the switching model for locust movement is defined by the two transition rates given in equations (6) and (7)
We rewrite the master equation as
Introducing the step operators, ε ± , which represent the creation or destruction of an individual of species X 1 we can Taylor expand in 1/N, the inverse of the population size:
where f (x 1 ) is a general function of the fraction of the species, x 1 . The master equation (2) can be rewritten using the step operators and subsequently approximated using equation (3) to give
neglecting terms of O(1/N 3 ).
Rescaling time as t/N → t and inserting the expressions for the transition rates (1) gives the Fokker-Planck equation
IV. THE FOKKER-PLANCK COEFFICIENT ESTIMATION APPROACH
Although it is expected that a process is modelled by an SDE, the drift and diffusion terms are often unknown, so that an accurate quantitative model of the behaviour cannot be specified. For example, in the locust data we expect that the behaviour of the alignment, z(t), can be modelled by a discretised SDE 8 of the form:
where W (t) is a standard Weiner process (i.e. dW (t)
This expectation comes from the qualitative similarity between the switching behaviour seen in the time-courses of experimental alignment data and SDEs such as equation (11) of the main text (see Fig. 2 for a comparison of the time courses of the experimental data, the individual-based model and the corresponding SDE).
In order to estimate the coefficients of the SDE assumed to underlie the data, we appeal Table II. to an adaptation of the equation-free technique 2, 5 : the 'Fokker-Planck coefficient estimation approach' 7 . In order to approximate the drift term, F (z), note that the mean of the second term on the right of equation (7), 2D(z(t))dW , (averaged over many realisations of this quantity for the same value of z) is zero since dW ∼ √ dtN(0, 1). For a particular value of z, this, in combination with equation (7), implies that F (z) can be found as
where represents the average over many instances of the data, beginning with a particular value of z, where δt is a small time increment.
Similarly, in order to estimate the unknown diffusion term D(z) we can consider a rearrangement of equation (7) as follows:
Upon averaging this quantity over many replicates for the same value of z, dividing through by 2δt and taking the limit as δt → 0 we find that
The equation-free technique was originally designed to allow coarse-graining from microscale models to macroscale models. As such, when attempting to calculate the quantities When considering the experimental data, it is not possible to simply initialise the locusts with a particular alignment value, z(t), and run the experiment for a short period of time to calculate z(t + δt). Instead we must use the time-course data that we have and wait for the locusts' alignment to fall into a particular grid site of the z domain. We can then find the alignment value a short period of time, δt, later and calculate a realisation of
, which can be utilised for calculating F (z) and D(z) according to equations (8) and (10), respectively. Consequently, we cannot guarantee that we will have sufficiently many (or indeed any) realisations over which to average the coefficient approximations for a particular value of z. In experiments in which the locusts exhibit coherent switching behaviour we will find that the approximation to the drift and diffusion coefficients are poor at the extreme-high and -low alignment values which are rarely found in the experimental data.
In order to further justify the use of the Fokker-Planck coefficient estimation approach to approximate the drift and diffusion coefficients of an SDE underlying the experimental data, we test the technique on the known SDE of the model. Recall the SDE (11) of the main text for alignment, z: . 3 . Applying the coefficient estimation technique to data generated from a known SDE (equation (11) of the main text) and comparing the estimated drift (a) and diffusion (b) coefficients to the actual coefficients in the SDE. The blue curve is the approximation found by using the coefficient estimation technique and the red curve is the actual coefficient in the SDE. Clearly the agreement is good in both cases. The alignment variable z is divided into 100 grid points and the coefficients are estimated by averaging over a minimum of 1000 realisations. In order to approximate the drift coefficient we simulated the SDE with time-step, dt = 0.1. For the diffusion coefficient we simulated the SDE using time-step dt = 0.00001. In both cases we used the Euler-Maruyama discretisation to simulate the SDE 4 . We chose representative parameter values r 1 = 0.25, r 2 = 1, r 3 = 1 and r 4 = 1 which, with N = 100, give a cubic drift coefficient and an even order polynomial diffusion coefficient as seen in the experimental data.
We also tested the efficacy of the coefficient estimation technique on the individual-based model (equations (2)- (5) in the main text) in order to determine whether we could derive the coefficients of an assumed underlying SDE. The results are presented in Fig. 4 . Again the approximation to both coefficients is good. The approximation is poorest at the extreme values of alignment and in the low values of alignment where the simulation spends least time (see the stationary probability distribution in Fig. 7 ) and hence we have fewer realisations of the quantities given in equations (8) and (10) over which to average.
For both the individual-based model and the SDE it would have been possible to find more accurate values of the drift and diffusion coefficients at the discrete alignment values which are visited less often by initialising our simulation with those particular values of alignment and running the simulation for the required short period of time as in the traditional equation-free technique. However, since we are not at liberty to do this for the experimental data, it makes sense to use the same technique we will use in that situation on the simulation data in order to show that it is just as effective. (2)- (5) of the main text) and comparing the estimated drift (a) and diffusion (b) coefficients to the coefficients in the SDE (equation (11) of the main text) derived from the individual-based model. The blue curve is the approximation found by using the coefficient estimation technique and the red curve is the actual coefficient of the SDE. Clearly the agreement is good in both cases. Model parameters and number of individuals are as in Fig. 3 . The values of the drift and diffusion coefficients were calculated from a single simulation of the individual-based model of length 10 7 non-dimensional time units. For the drift coefficient the time interval, δt = 1, was taken whereas for the diffusion coefficient δ = 0.1 was used. Fig. 5 displays the approximation to the drift and diffusion coefficients of an SDE assumed to underlie the experimental data for a range of locust numbers from 5 ((a) and (b)) to 40 ((s) and (t)). When calculating the coefficients we assume that the diffusion coefficient is an even function about z = 0 and that the drift coefficient is an odd function about z = 0, so that we may average the values obtained over positive and negative alignments to obtain symmetric drift and diffusion coefficients. The assumption is justified by arguing that the derived FPE (equation (14) of the main text) for P (z, t) should be the same as the equation for P (−z, t), due to the symmetry of the system, and observing that consequently we must
V. DRIFT AND DIFFUSION COEFFICIENTS DERIVED FROM THE DATA
The drift coefficient is generally cubic in shape and the diffusion coefficient takes the shape of a concave polynomial of even order. More generally the diffusion coefficient is higher for lower absolute values of alignment and lower for higher absolute values. Importantly this series of figures demonstrates the transition from disordered to ordered motion as the number of locusts, N, increases. For numbers of locusts fewer than 10 we see that the cubic drift term is monotonically decreasing in increasing alignment. In the absence of noise the deterministic system with this drift coefficient would exhibit a single stable steady state at the origin. Hence, any alignment seen in these simulations is due solely to the shape of the diffusion coefficient driving the system away from the deterministic steady state at z = 0. The maximum value of the diffusion coefficient is relatively low, so we do not see much aligned behaviour in the experimental time-courses for low locust numbers (see Fig. 1 (a) of the main text). However, for 10 locusts and above we begin to see non-monotonicity in the drift coefficients and importantly three distinct values of z for which F (z) = 0. In the deterministic system the origin will now be unstable, but the other two steady states will be stable, indicating deterministic bi-stability. Now the diffusion coefficient serves to augment this bistability driving the system further away from z = 0. As the number of locusts increases, the general trend is for the turning points in the drift function to get larger (in absolute value) and for their location (in z) to get further away from the origin.
At the same time, for larger locust numbers, an increasing diffusion term helps to keep the locusts in these aligned states for longer.
VI. FITTING THE ESTIMATED COEFFICIENTS
Using a least squares formulation it is possible to fit the model parameters r 1 , . . . , r 4 in order to simultaneously match the drift and diffusion coefficients of the model to the data. 
We have the additional constraint that none of our rates can be negative which requires us to employ non-negative least squares 6 . We solve the least squares problem for each value of N using the active set algorithm as implemented in MATLAB's non-negative least squares optimiser lsqnonneg. The value of the interaction rates resultant from the least squares fitting are given in Table. Values of the turning rates fitted to the drift and diffusion coefficients of the experimental data for different numbers of locusts. We stop at N = 50 locusts since for N > 50 no switches occur in the data leading to values of z for which the corresponding drift and diffusion coefficients are undefined. This in turn leads to ill-posedness of our least squares problem.
Note that in agreement with our assertions in the main text, for a good fit of the model to the data, one of either r 3 or r 4 must be non-zero. Fig. 6 demonstrates comparison between the experimentally derived drift and diffusion coefficients and the fitted coefficients produced by our model for a range of values of N.
VII. THE STATIONARY PROBABILITY DISTRIBUTION
In order to calculate the stationary probability distribution for the alignment variable z we must solve the ordinary differential equation (ODE) resulting from setting ∂P (z, t)/∂t = 0 in the Fokker-Planck equation (14) of the main text: Table II. If we simplify by substituting the functions F (z) and D(z), as in the main text, the above
This can simply be integrated once with respect to z to leave us with the first order ODE
The constant of integration C is set to zero (assuming there are no sources or sinks of probability) leaving us with a homogeneous first order ODE which can be solved by means of an integrating factor: exp(− {NF (z)/2D(z)}dz). Grouping parameters together will allow us to work with this expression more succinctly: α = 8r 1 r 4 + 4r 
Our exponent can then be expressed as
Exponentiating this expression we find the reciprocal of the integrating factor to be Then the formula for the stationary probability distribution is 
where C 1 is a normalisation constant.
In order to corroborate our theoretically derived stationary probability distribution we have carried out an individual-level simulation. By recording the alignment values at appropriately spaced time-points we have determined a simulation-based SPD with which we compare our analytically derived SPD in Fig. 7 . The stationary probability distribution derived analytically and calculated by long-run individual-based simulations. The red curve corresponds to the analytical solution (see equation (17) ) and the blue histograms to the results of the simulation. Model parameters are as in Fig. 3 .
VIII. DERIVATION OF THE MEAN FIRST PASSAGE TIME
We wish to find the mean time taken for a locust swarm completely aligned in one direction to become completely aligned in the opposite direction. In short we are interested in the mean time for the system, starting at z = −1 or z = 1 to arrive at z = 1 or z = −1 respectively. Clearly, by employing the individual-based model, we can calculate this quantity by averaging over many appropriately initialised simulations or through one long simulation run, recording the times between switches from complete alignment to zero alignment. We may also calculate the mean first passage time by employing the coarse-grained version of the model. The method is standard 3 , and we also give it here for completeness.
We begin by considering the backwards Fokker-Planck (or Kolmogorov) equation. This describes the evolution of Q(y, t|z, s), the probability of the system having alignment y at time t, given that the system was at alignment z at an earlier time, s. The backwards FPE differs to the forwards FPE in that it considers changes with respect to the initial conditions, and is given by 
The probability that the system is still in the region of interest after time t, starting at position z is G(z, t) = 
and, since the system is time homogeneous, Q(y, t|z, 0) = Q(y, 0|z, −t), the backwards 
We must specify the appropriate initial and boundary conditions for this equation. Since we start in the required region at position z, we have the initial condition G(z, 0) = 1.
Since, without loss of generality, we are interested in the first exit time at z = 1 we will specify an absorbing boundary condition there
and since there is no flux of probability at z = −1 we implement a reflecting boundary 
Now the probability that the process first leaves [−1, 1] is given by −∂G/∂t and so the mean time, T (z) for this to happen, as a function of the initial position z is given by
using integration by parts, the initial condition (22) and the assumption that all processes will eventually reach z = 1.
Integrating equation (21) (and employing the initial condition (22) ) and the associated boundary conditions (23) and (24) over all time leaves us with a second-order ordinary differential equation for the mean first passage time
and boundary conditions dT dz z=−1 = 0,
which specify a well-posed boundary value problem. The mean time for the system to move from z = −1 to z = 1 is now given by T (−1).
