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1 .O INTRODUCTION 
1.1 SCOPE 
T h i s  report sumarizes the deve opment and operation of the SMD I11 
Data System which included the nboard Data Systems (ODs), Payload 
Operations Control Center (POCC * Data Systesm, Science Operations 
Remote Center (SORC)** Data Sys ems, Data Llnks, Slow Scan TV, Data 
Library functions, and the MEDICS statusing system. 
1.2 OBJECTIVES 
The original objective of the data handling systems for  the SMD I11 
test was to develop a permanent fac i l i ty  for  SMD tests that would 
functionally simulate a l l  elements of the Shuttle onboard, telemetry, 
and ground data systems that are involved w i t h  Spacelab operations. 
I t  was determined rather quickly that this ambitious objective was 
unattainable because the end-to-end system for  payloads was not well 
defined, funds for a h i g h  f ide l i ty  permanent f ac i l i t y  were not avail- 
able, and the time to acquire new computer equipment  before the SMD I11 
test was too short. 
Wi th  these considerations i n  mind, a new objective was formulated 
to  develop data handling systems using existing equipment that  would 
functionally simulate the applicable elements of the S h u t t l e  Data 
systems. These simulated end-to-end elements included the: 
1)  Onboard Data Systems 
2 )  Data Down1 i n k s  
3) Ground Data Systems 
4 )  POCC Science Processing System 
5) POCC-SORC Data LInk 
6 )  SORC Science Processing System 
7) Data Storage and Retrieval System 
* The POCC was located a t  the Johnson Space Center i n  Houston, Texas, 
** The SORC was located a t  the Ames Research Center a t  Moffett Field, 
Cal i forni a. 
1 . 3  APPLICABLE DOCUMENTS 
The fol lowing SMD 111 unique documents are referenced i n  t h i s  
report. Copies may be found i n  the Space L i f e  Sciences Archival 
L ibrary i n  Room 2-203, Bldg. 37, Johnson Space Center, Mail Code 
JM65, Phone (71 3)483-2889. 
SD-SMD-111-001 Experiment Parameters and Patch Panel 
Con f i gurat i  ons 
SD-SMD-I I 1-002 
SD-SMD-I I 1-005 
Data Display and Pr in te r  Formats, 
Calibrat ion and L im i t  Sensing Data 
Onboard Data Sys tem/Ground Data 
System Design Data 
SD-SMD-111-006 Telemetry Downlink Locatir;.-ls 
Science Computer Software System f o r  
SMD I11  
2.0 SUMMARY 
The long term object ive f o r  the data system was t o  develop a per- 
manent f a c i l i t y  f o r  SMD tests  tha t  would simulate a l l  olements o f  
the Shutt le onboard, telemetry, and ground data systems tha t  are 
involved w i th  Spacelab operations. 
unattainable f o r  SMD I I 1  because the end-to-end system for  payloads 
was not wel l  defined, funds f o r  a high f i d e l i t y  permanent f a c i l i t y  
were no t  avai lable, and there was no t  enough lead time t o  obta in  
new computer equipment p r i o r  t o  the s t a r t  o f  SMD 111. It was de- 
cided t o  develop a data system, using avai lable equipment as much 
as possible, t ha t  would funct ional ly  simulate the applicable elements 
o f  the Shutt le data systems. 
The Onboard Data System (ODS) and the Ground Data System (GDS) were 
developed by the Ford Aerospace Corporation using two Varian 620i 
computers t h a t  were a t  l eas t  ten years old.  The air-to-ground l i n k  
was simulated by a hardwi red computer-to--computer interface. Due 
t o  the l i m i t e d  core and A-to-D capab i l i t y  o f  the ODS, i t  was ground 
ru led tha t  only a s ing le act ive experiment would be downlinked a t  a 
time. A patch board system was used on board t o  select  experiment 
inputs, and the downlink configuration from the ODS was changed by 
a crew keyboard ent ry  t o  support each experiment. The ODs provided 
a CRT display o f  experiment parameters t o  enable the crew t o  monitor 
experiment performance. An onboard analog system, w i t h  recording 
capabi l i ty ,  was i n s t a l l e d  t o  handle high rate data and t o  provide 
a backup t o  the d i g i t a l  system. Ine  GDS attempted t o  simulate POCC 
functions t h a t  w i l l  be avai lab le i n  Mission Control. It accomplished 
engineering u n i t  conversion and 1 i m i  t sensing, and provided rea l -  
time parameter display on CRT's i n  the Science Monitoring Area (POCC) 
and the Test Control Area. The GDS also provided an output to  the 
Science Processing System. The Science Processing System was developed 
by Technology, Inc., using a PDP-11/40. 
a l i n k  t o  the Science Operations Remote Center (SORC) computer a t  
the Ames Research Center (ARC), and t o  provide graphics parameter 
display i n  the POCC. The graphics display capab i l i t y  was n o t  imple- 
mented due t o  development problems, but the ARC l i n k  functioned 
normally throughout the tes t .  The l i n k  between the Science Computer 
and the SORC computer u t i l i z e d  a conditioned telephone l i n e .  The 
SORC computer provided tabular and graphic CRT displays and s t r i p  
ChdrtS f o r  the pr inc ipa l  invest igators  a t  ARC. 
This objective proved t o  be 
It was intended t o  provide 
The operation o f  the Data System was coordinated by the Data Manager 
under the d i rec t ion  of the Science Miinager. The OD$ and GDS were 
operated by Ford Aerospace personnel and the Science computer was 
operated by Technology, Inc. personnel. 
The development and implementation of the Data System was hampered 
by a shor 
Even so, 1 
ment monitoring. The pr inc ipa l  investigators were able t o  monitor 
the performance o f  t h e i r  experiments and o f f e r  assistance where needed. 
l e  o f  funds, schedule l im i ta t i ons  and other d i f f i c u l t i e s .  
performed w e l l  and proved the value o f  rea l  - t i m e  experi- 
3.0 RESULTS 
3.1 JOHNSON SPACE CENTER 
3.1.1 General 
P r io r  to  and during the t e s t  a major concern was tha t  the data sub- 
systems were i n  series wi th  no redundancy so tha t  a f a i l u r e  anywhere 
would preclude data from the next l i n k .  Addit ional ly, the ODS and 
GDS used minicomputers a t  leas t  10 years o l d  which are no longer 
ac t ive ly  supported by the manufacturer and w i th  l i t t l e  systems so f t -  
ware t o  a i d  i n  w r i t i n g  appl icat ion software, 
Fortunately, these concerns were not  necessary since they both 
worked very wel l  throughout the t e s t  wi th  only 20 minutes o f  data 
l o s t  i n  a period between experiment runs. The data lost was Spacelab 
environmental data and experiment background data and i t s  loss had 
no impact a t  a l l  on experiment resul ts.  
Aside from one drum hardware fa i l u re  i n  the ODs, no hardware fa i l u res  
occurred. Addit ional ly, the software performed a l l  f i tnctions 
required and some new software was added (e.g., display raw voltages, 
dr ive auditory alarm, etc.) as the t e s t  progressed. 
test ,  i t  was decided tha t  the ODs and GDS would be "throw-away" 
systems because o f  the age o f  these systems. Despite t h e i r  excel lent  
performance i n  t h i s  test ,  tha t  decision s t i l l  appears sound because 
they lack the f i d e l i t y  required f o r  real  payloads. 
The POCC Science Processing System (Science Computer) was plagued 
w i th  developmental problems, e.g., missed delivery, inadequate 
testing, appl icat ion software bugs, etc. Once these problems were 
overcome, the system performed well, completing a l l  the functions 
established except the graphics display. No hardware fa i l u res  
occurred during the t e s t  and no data was lost .  
P r io r  t o  the 
Like the Science Computer, the SORC Science Processing System 
experienced numerous developmental problems w i th  hardware fa i l u res  
on almost each peripheral during Phase Training, the two-day simula- 
t i o n  and SMD 111. Despite th is,  the only f a i l u r e  which impacted the 
SORC occurred during the second day resu l t ing  i n  the loss o f  s i x  
hours of background data, A l l  l o s t  data was recovered from ODS log  
tapes a f t e r  the test .  The high speed data l i n k  went down only once 
during the SORC operations. 
With respect t o  the MEDICS storage tnd re t r i eva l  system, i t  functioned 
as expected w i t h  no hardware problems except J stuck key on one term- 
i n a l  which was read i l y  fixed. 
a l l  functions w i th  only minor hardware problems. 
F ina l ly ,  the analog system performed 
3.1.2 D i  s cussi on 
The to ta l  collection of systems p u t  together by teams of contractors 
using existing eq. ipment  generally performed well, however, the real 
question i s  w h a t  was learned from the exercise t h a t  can be applied 
to preparing a data capability for the Shuttle era i n  l i f e  sciences, 
Certainly the t e s t  showed that a l l  elements (systems) developed a re  
needed for an effective l i f e  sciences program. The value of real- 
time monitoring from the engineering and operational management 
p o i n t  of view was never really questioned, as this  has been demon- 
strated i n  many other NASA programs. Since the capital investment 
i s  typically h i g h ,  the value from the scient is t  viewpoint can be 
more readi ly  questioned. Prior to the t e s t ,  most scient i f ic  inves- 
tigators expressed skepticism t h a t  real time local or remote 
monitoring of the experiments was needed. 
they f e l t  reassured about the quality of their  research data by 
monitoring i t  d u r i n g  collection. Additionally, the real time 
summary s t a t i  s t i  cs, ground s t r i  pcharts and CRT displays gave them 
the ab i l i ty  to  identify problems i n  real time. Without this sort 
of capabi 1 i t y  , much useless and perhaps mi sl eadi n g  scienti f i c 
information w i  11 be collected. 
I t  seemed apparent t h a t  
Because of constraints (time, money, etc.) i t  was decided very 
early t o  use limited bandwidth phone l ines  to  get information t o  
the repotely located scientist .  
from tracking some raw d a t a ,  caused a 3-5 minute delay i n  seeing 
the real-time problems, some synchronization problems, and limited 
TV coverage due t o  slow scan. While fixes were made to these 
problems, increasing the bandwidth should be considered w i t h  some 
cost/benefi t analyses as the experiment program firms up. 
This l imi t a t ion  restricted users 
Another area where considerable learning from the t e s t  occurred 
was i n  interfacing experiments to  the onboard data system. Some 
prohlems that occurred in interfacir?ly were common grounding,  
single vs. differential analog inputs; voltage regulation, and 
scaling for computer i n p u t ,  l a te  delivery, writing software to 
provide raw voltage displays on the ground; acquiring, controlling, 
testing, and changing experiments calibration data .  Given t h a t  we 
will be interfacing numerous experiments i n  relatively short periods 
o f  time, this area must be streamlined including precise definition 
of interface options and a l i f e  sciences users guide w i t h  pictorial 
representation of options and common errors made i n  interfacing. 
Consideration should be given to developing independent low cos: 
optional interface t e s t  unit(s)  t h a t  could be p u t  i n  core and loaned 
t o  experimenters d u r i n g  their  experiment development stage. 
Dur ing  the early phase o f  SMD I 1 1  program development, a policy 
was developed t h a t  a l l  experiments must have their  own display 
equipment t h a t  is independent of the onboard data systems display, 
The results were a wide variety of d i g i t a l  and analog meters, 
osci 1 loscopes , hardcopiers, s t r i  pcharts and CRT's w i t h  each consu- 
ming variable amounts o f  powr.  It was c lea r  from the exercise 
tha t  much remains t o  be done i n  select ing and f l i g h t  qua l i f y i ng  
such displays f o r  use as loaned core equipment. 
the use o f  onboard s t r ipchar ts  val idated the need f o r  t h i s  equipment 
over d i g i t a l  CRT displays because the hardcopy display provides a 
short range h i s t o r i c a l  record, non-electronic annotation can be 
made, and sc ien t i s t s  w i th in  many branches o f  l i f e  sciences are 
fam i l i a r  w i th  t h i s  tool,  Ground based str ipcharts,  both a t  JSC 
and Ames, once again demonstrated t h e i r  value t o  the s c i e n t i f i c  
comnuni ty. 
While no serious problems occurred during t h i s  test ,  the amount 
o f  worry about computer f a i l u r e s  (as we l l  as the cost o f  standby 
computer maintenance personnel ) strongly suggest t h a t  high cap i ta l  
investment i s  wise t o  obtain r e l i a b l e  equipment f o r  a permanent 
f a c i l i t y  t o  be frequently used over the shu t t l e  era. Redundancy o f  
a l l  o r  port ions of the data system i s  c lea r l y  needed and a fa i l u re -  
mode analysis should be p a r t  o f  the implemmtiny contractor 's 
Addi t ional ly,  
s tljdy. 
F ina l ly ,  the systems implement 4 were only a crude representation 
o f  what w i l l  ac tua l l y  be available. I t  was somewhac surpr is ing 
tha t  several very o l d  minicomputers and seveial inexpensive new 
minicomputers could meet the needs of the experiments almost as 
wel l  as the expensive systems ac tua l l y  planned (e.g., 3 French 
F l i g h t  computers, 4 IBM F l i g h t  computers, 4-6 Interdata ground 
computers, 3-5 large IBM computers, and 1 large CDC computer). 
The surprise however, disappears when one considers they must meet 
the nwas o f  a l l  o f  NASA over a 10 year period, 
What level  o f  f l i g h t  data systems f i d e l i t y  i s  needed f o r  Level I V  
integrat ion? The SMD I11 does n o t  provide an answer t o  t h i s  
question. I t  provided an extreme lower l i m i t  -- i n  fact, below a 
minimum since no one would suggest we could use the same systems 
over an extended time frame. I n  e f fec t ,  current unknowns i n  the 
program w i l l  help define t h i s  leve l ,  e.g., how much money w i l l  
be available, what requirenbnts w i l l  be placed on such systems, 
what use can be made o f  other NASA systems under development, etc. 
While the SMD I11 t e s t  d i d  n o t  answer a l l  the questions, i t  proved 
to  be extremely valuable i n  helping us define where more work, 
studies, and thought are necessary. 
3.2 AMES RESEARCH CENTER 
3.2.1 General 
The SMD 111 objectives included the establishment and operation o f  
a "remote ground stat ion' '  (which became known as the Science 
3.2.2 
Operations Remote Center - SORC) a t  Ames Research Center. The 
detai led planning f o r  the SORC s ta r ted  less than 5 months p r i o r  
t o  the SMD I11  test ,  I t  was for tunate tha t  ARC had s u f f i c i e n t  
resources t o  provide most o f  the equipment needed t o  operate the 
SORC thus avoiding long procurement cycles, There was, however, 
a f i n i t e  l i m i t  on what was avai lable and, as a conseque!ice, there 
was l i t t l e  o r  no back-up equipment read i l y  available. Several 
areas were l e f t  vulnerable as a resu l t ;  i.e., no backup computer 
capab i l i t y  a t  e i t h e r  the SORC o r  JSC, only one high speed data 
l i n k ,  no backup equipment f o r  CRT displays, etc. The f a c t  t ha t  
major fa i lu res  d id  no t  occur during the S M D I I I  t e s t  was fortui tous.  
Major f a i l u res  ce r ta in l y  would have resul ted i n  real-time data 
!ass t o  the P.I. As i t  was, the SORC received, logged, processed 
and displayed experiment data i n  rea l  time f o r  the various P.I.'s 
i n  the SORC. 
manner and f o r  the P.I.'s i n  the SORC t o  i n te rac t  w i th  the crew 
was amply demonstrated throughout the seven day SMD I11 test .  
The capab i l i t y  o f  the SORC t o  do tha t  i n  a rput ine 
D i  s cus s i  on 
3.2.2.1 Data Acquisit ion 
Data acquis i t ion was i n  general as planned. 
The r e l i a b i l i t y  of the high speed data l i n k  was surpr is ing ly  high, 
The r e l i a b i l i t y  o f  the r e s t  o f  the data system has t o  be rated 
sa t is fac to ry  t o  good, i.e., about as expected. The q u a l i t y  o f  
the data was acceptable as would be expected o f  d i g i t a l  data. 
Occassional delays o f  some minutes ( 5  t o  7) were experienced and 
a t t r i bu ted  t o  computer crashes a t  JSC and the SORC and switching 
the SORC computer from o f f - l i n e  processing and software development 
back t o  rea l  time data handling.. Such delays seemingly had no 
impact on the experiment nor caused the P.I.'s undue consternation. 
3.2.2.2 Data Processing 
Data processing was done i n  real-t ime whenever an experimcnt 
generating data signals was being conducted. A t  ot,.er times the 
computer was used f o r  o f f - l i n e  data processing and software develop- 
ment. 
p a t i b i l i t y  was eslabl ishcd as planned, there was a serious problem 
i n  establ ishing a workable in te r face  between the JSC ground based 
data system and the JSC science computer. 
3 weeks precluded an end-to-end systems checkout inclgding the rea l -  
time data processing software. The consequence was a one week s l i p  
i n  the SMD I11 t e s t  and some software development taking place during 
the SMD I11  test. 
Although the SORC computer and JSC sc'ence computer com- 
That delay o f  approximately 
During the two day simulation no t  a l l  of the experiments were exer- 
cised, bu t  i t  s t i l l  became apparent t h a t  some o f  the planned n igh t  
data processing could n o t  be accomplished, but  would have t o  be 
done post test .  
transmit the f u l l  data stream (as planned) over the 9600 baud l i n e  
i n  the time allocated. 
The primary l i m i t a t i o n  was the time required t o  
3.2.2.3 Data Display 
Data Display o f  the experiment data was accomplished i n  real-t ime 
as planned f o r  the respective experiments. 
were established i n  conjunction w i th  the respective P . I . ' s  and 
considered more than sa t is fac to ry  f o r  providing the P.I .  w i th  
s u f f i c i e n t  information i n  appropriate form t o  be t r u l y  in te rac t ive .  
The type and number o f  data display devices i n  the SORC was 
adequate f o r  the SMD I 1 1  test, bu t  as fo r  the computer there was 
no back-up equipment read i l y  avai lable. 
The display formats 
Operationally, the delays i n  data acqu iz i t ion  c i t e d  i n  3.2.2.1 
above d id  cause some confusion betweer .hat was displayed on the 
J S C  s t r i pcha r t  which was hardwired t o  the onboard system (ce r ta in l y  
an un-real s i t ua t i on  f o r  a rea l  mission) and what was being d is-  
played on the s t r i pcha r t  i n  the SORC from the lagging d i g i t a l  data. 
The SMD I 1 1  t e s t  t ime- l ine was establ ished t o  have the experiments 
run s e r i a l l y  and the data system was structured accordingly. Such 
an arrangement may n o t  be possible for a rea l  mission. 
3.2.2.4 Soqtware 
The software was divided i n t o  "system" software and "app'l icat ionsl l  
software and was developed independently along those l i n e s  w i th  
well  defined interfaces. Each category o f  software was tested 
informal ly w i t h  i t s  own tes t  data generator programs. The i n t e r -  
faces were kept simple, t o  a minimum and we l l  defined. Special 
software was wr i t t en  as required t o  v e r i f y  the output o f  the 
system software as i t  was developed. The appl icat ion software and 
system softwa- were merged and tested i n  a loop mode a t  ARC t o  
ver i  fy a1 1 ARC i n te rna l  i nterfaces. 
Delays were encountered i n  establ ishing the ARC/JSC i n te r face  and 
time was inadequate f o r  proper in te r face  tes t i ng  p r i o r  t o  opera- 
t iona l  support. A one week schedule s l i p  allowed the methodical 
check ,t o f  each data format. Numerous programming er ro rs  were 
discovered arld corrected w i th in  t h i s  time and the system was able 
t o  support f u l l  operations by the end o f  the week. 
Software systems generally evolve w i th  usage. 
t rue  i n  SMD 111; however, w i t h  the short  time avai lable f o r  end-to- 
end tes t ing  a s ign i f i can t  amount o f  program evolut ion occurred 
during normal working hours and excessive s h i f t  work f o r  program 
development and refinement. 
This was p a r t i c u l a r l y  
3.2.2.5 Commun i cat  i on s Sy s tem 
The comnunications system was general ly grouped i n t o  two segments, 
1) the data l i n k s  and 2) the voice l inks .  
The 9600 baud high speed data l i n e  was routed d i r e c t l y  fran J S C  
t o  the SORC. To preclude potent ia l  problems, the attendant SORC 
209A data set was posit ioned i n  che computer rack. No malfunctions 
were experienced w i th  the equipment thus al lowing the l i n k  t o  be 
f u l l y  u t i l ized.  Due t o  the l im i ta t i ons  o f  the 9600 baud l ine,  
select ive data com7ression was necessar.y, but  d i d  no t  compromise 
any o f  the experiments. 
The other data l i n k s  were designed to  be used i n  conjunction w i th  
the FTS phone l ines  wi th  no deta compression. 
I n  a d f i t i o n  t o  the data l inks,  the e n t i r e  voice comnunications 
systeru had t o  be i n s t a l l e d  i n  the SORC. The requirement was t o  
suprly an appropriate system which would al low the SORC t o  cm-  
municate wi th  J S C  and also the onboard crew. Suct. a system was 
established, but only by expending considerable e f f o r t  a f t e r  the 
i n i t i a l  i n s t a l  l a t i o n  and then wi th  unresolved problems t h a t  
impeded the real-time owra t ions  o f  the SORC. 
3.2.2.6 Slow Scan i V  
Slow scan TV equipmnt was supplied t o  the  SORC and J S C  by the 
Nippon E lec t r i c  Company f o r  use during the SMD XI1 test. The slow 
scan color T V  was the only Ty planned f o r  and i n s t a l l e d  i n  the 
SORC. The T V  signal fmm the NEC equipment was transmitted over 
an FTS telephone l i n e  which proved t o  be reasonably r e l i a b l e  and 
s u f f i c i e n t  f o r  the use intended. Picture q u a l i t y  was excellent. 
Close-up pictures i n  support o f  spec i f ic  experiments were n o t  
required nor obtained. The system could be used t o  obtain "snap- 
shots" but  preferably not  as a complete replacement t o  a f u l l  T V  
stream. 
Once i n  operation, the d isc recorder proved a good way t o  record 
the slow scan T V  p ictures i n  view o f  the recording qual i ty ,  the 
f l e x i  b i  1 i ty o f  operation and the reca l l  rapabi 1 i ty. However, f o r  
post t e s t  storage, the images had t o  be transferred from the disc 
to magnetic tape. 
4.0 ECOMkENDAT IONS 
4.1 JOHNSON SPACE CENTER 
1 )  A l l o w  adequate t i m e  f o r  del ivery o f  c r i t i c a l  hardware 
and software items. A l d t e  del ivery perhaps does n o t  
appear t o  impact the test, but  i t  telescopes the develop- 
ment schedule so severely tha t  the personnel responsible 
are  under undue s t ra in  t o  attempt t o  meet milestones. 
A certdin amount of pressure i s  benef ic ia l  t o  a project, 
but  when i t  becomes w e ,  5earing, product iv i ty  and 
e f f i c i ency  suffer. 
The use o f  ECNET and RSX-11H was very good f o r  quick 
Qveloprnent o f  a large quant i ty  o f  software. These 
standard, vendor-supplied systems are wel l  docupented 
and r e l a t i v e l y  f ree of bugs. I t  i s  reccnmuended t h a t  
fu ture developrent o f  such systems f u l l y  u t i l i z e  such 
ccnunerci a1 software packages . 
The second day before the seven day simulat ion one o f  
the P.I.'s requested a s ign i f i can t  software change. 
This change was made, tested and val idated before the 
simulation started. Such a response i s  charac ter is t i c  
o f  a payload dedicated operation and s ingular ly  un- 
character is t ic  o f  a control  center operation. This 
supports the concept o f  a pay lmd spec i f i c  ground based 
computer system. 
I n  operating a data system such as tha t  f o r  SMD 111, 
o r  f o r  operational use, a dedicated comnunications loop 
i s  required f o r  data coordination. 
Data Manager required closely timed coordination with 
the real-time coraputer operator, the data recorder 
technician, the science computer operator, and the k s  
operators, which was extremely d i f f i c u l t  using telephones 
and shared comarnications loops. 
In SMD 111, the 
Su f f i c i en t  monitors should bs provided such t h a t  the 
Data Manager, who i s  responsible to Science and t o  
F l i g h t  f o r  data operations, has a complete status 
display o f  the en t i re  data syskm, inc lud ing status o f  
a remote transmission l i n k  and haw f a r  behind r e a l - t i m  
the data i s  being transmitted. 
The t e s t  suggests tha t  fu r ther  consideration and study 
be given to: 
a. Increasing bandwidth capab i l i t y  t o  Ames. 
b. Simpli fying experiment interfaces t o  the onboard 
system and providing t e s t  un i ts  f o r  t h i s  task. 
c. I den t i f y i ng  and standardizing experiment onboard 
display equipment ( inc lud ing s t r ipchar t ) .  
d. Documenting data systems r e l i a b i l i t y  requirements 
a.;d the f i d e l i t y  leve l  required f o r  the in tegra t ion  
p rog ram. 
4.2 M S  RESEARCH CENTER 
ARC recomndat ions f o r  a l l  future endeavors and planninq, whether 
addi t ional  SMD tests  o r  foi. a shu t t le  l i f e  sciences dedicated mission, 
are as follows: 
Include a SORC i n  the planning as an e f fec t i ve  operational 
en t i t y .  
Conplete i n s t a l l a t i o n  and checkout o f  a l l  data l i n k s  
and comnunications l i n k s  p r i o r  t o  any operational use. 
Data l i n k  should have su f f i c ien t  speed t o  accomodate 
pnysi o l  ogi ca l  waveform data. 
Define and establ ish be t te r  methods f o r  the ground 
personnel (and pa r t i cu la r l y  the p.1.'~) t o  determine 
the experiment progress. 
Provide backup equipment for  c r i t i c a l  data systen! 
components, i.e., conputer main frame, cer ta in  data 
display devi ces , etc. 
A l l o w  s u f f i c i e n t  t i m e  f o r  software developloent and 
checkou to 
Exercise a l l  experiments i n  end-to-end system tests  
and/or simulations p r i o r  t o  tes t / f l i gh ts .  
Provide remote control  f G r  onboard TV canwas and a 
f u l l  Ty stream f o r  P.I.'s. 
Provide software f o r  rea l  -ti* continuous waveform 
display o f  experiment data and f o r  sunmary data displays/ 
hardcopy f o r  P.I.'s. 
Computer operational checkpoint capabi 1 i ty would be 
a plus. 
5.0 GISCUSSION 
5.1 SYSTEM DESCRIPTION 
The Spacelab Mission Demonstration I11 (SMD 111) was designed t o  
simulate the systems and concepts invo!ved i n  a genuine Spacelab 
f l igh t .  
might const i tu te  a payload on a Spacelab mission were evaluated and 
selected f o r  the simulated mission. The data requirements o f  these 
exper imnts were considered along wi th  the proposed capab i l i t ies  o f  
the Spacelab data system and a low cost data system simulator was 
conceived. Figure 5-1 i s  a s imp l i f ied  block diagram o f  the data 
system developed f o r  SMD I 1  I. 
Various l i f e  sciences experiments typ ica l  o f  those which 
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The Onboard Data System was simulated with a s ing le Varian 620i. 
This system was used t o  acquire data from the experiments, l o g  i t  
on tape f o r  archival  purposes, and send i t  t o  the Ground Data 
SysteE- (GDS). 
computer t o  computer interface. 
a s ingle Varian 620i. 
t i o n  and the real  time display d r i ve r  o f  a Payload Operation Control 
Center (POCC). 
The a i r  t o  ground l i n k  was simulated by a hardwired 
The GDS was l ikewise simulated by 
The GDS served as the ground telemetry sta- 
Due t o  the l i m i t e d  core capacity and A-to-D inputs o f  the ODs, i t  
was ground ru led  t h a t  only a s ingle ac t ive  experiment would be down- 
l inked a t  a time. A patch board system on board was used t o  select  
experiment inputs, and the downlink conf igurat ion from the ODS was 
changed t o  support each experiment. 
An onboard analog system, w i th  recording capabi l i ty ,  was i n s t a l l e d  
as a backup t o  the d i g i t a l  system, and t o  handle high r a t e  data. 
Due to lack of D-to-A converters f o r  the GDS, the analog system was 
hardwired t o  analog displays i n  the POCC. 
The ex is t ing  MEDICS computer system a t  JSC was remotely accessed 
from the POCC and the SORC f o r  data base storage and r e t r i e v a l  o f  
the data l i b r a r y  index and t e s t  status information. This system 
was also avai lable t o  the F l i g h t  Surgeons console t o  provide access 
t o  crew medical records. 
Data from the GDS was fed t o  a PDP 11/40, used as the Science Computer 
i n  the POCC f o r  temporary data storage and near-real-time processing. 
Furthermore, the Science Computer was used t o  dr ive the real-t ime 
data l i n k  t o  the SORC a t  Ames Research Center. 
The SORC data l i n k  terminated a t  another PDP 11/40 computer, which 
served as the SORC display dr iver ,  as wel l  as f o r  s c i e n t i f i c  processing. 
Corn. i c a t i o n  w i th  the SORC from the POCC and t e s t  area was a1 so 
maintained by a slow-scan TV system, and by two voice comnunication 
l ines.  
5.2 SYSTEM DEVELOPWNT 
A sumnary o f  the development and conf igurat ion o f  each system i s  as 
f o l  1 ws : 
5.2.1 - .  Onbcard Data System (ODs) 
5.2.1.1 F,,rctions 
1) Simulate a l i m i t e d  Spacelab Remote Acquisit ion Un i t  (MU). 
2)  Provide real-t ime onboard parameter display and down1 ink 
conf igurat ion control  v i a  one CRTlkeybcard terminal. 
3) Log a l l  d i g i t a l  data. 
4) Provide engineering un i t s  conversion. 
5) In ter face w i th  the G U S .  
5.2.1.2 System Description 
The OM d i g i t a l  section consisted of a vintage Yarian 620i mini- 
computtr wi th 20K core memory, two magnetic tape drives, small 
drum, paper tape reader, 48 AD channels, CRT display, 3 s e r i a l  1/0 
channels, and keyboard (See Figure 5-2). 
t h i s  system would consist o f  three f l i g h t  French computers i n  the 
Spacelab and four f l i g h t  IBM computers i n  the orb i ter .  
p le te ODS was placed outside the mockup w i th  only the CRT d isp lay 
and keyboard being onboard f o r  crew in teract ion,  
I n  the rea l  Spacelab 
The com- 
Because o f  the l i m i t e d  A-to-D channel capacity o f  the ODs and the 
lack o f  a backup ODS, a patch board system was ins ta l led .  Onboard 
a l l  analog signals were routed t o  a patch panel as shown i n  Figure 
5-3 
d i r e c t l y  t o  analog recorders and s t r i pcha r t  recorders i n  the science 
monitoring room. 
the appropriate patch panel before running a spec i f i c  experiment. 
I n  the rea l  Spacelab, s u f f i c i e n t  capab i l i t y  has been baselined t o  
handle a1 1 channels simultaneously. 
where they went t o  the ODS f o r  A-to-D conversion and 
Experiments were grouped and the crew inser ted 
With respect t o  in te r fac ing  the spec i f i c  experiments t o  the onboard 
data system, several problems were encountered. One experiment 
(#66) required a d i g i t a l  sampling ra te  higher than the avai lab le 
equipment could handle so the ODs was bypassed t o  display i t  
d i r e c t l y  on s t r ipchar ts  i n  the science monitoring area. OTR #l 
and experiment #75 used microprocessors and the s e r i a l  in ter face 
cards could no t  be del ivered on t ime  and the ODS was bygassed. 
A l l  other experiments went through the ODs. It should also be 
noted (Figure 5-3 ) t h a t  a l l  experiments had loca l  displays inde- 
pendent o f  the ODs. As o r i g i n a l l y  implemented, the ODs was t o  
provide a d i g i t a l  downlink o f  4,000 SPS, however, t h i s  was n o t  
needed and was Lhanqed t o  2.000 SPS continuous downlink t o  the GDS. 
ODS and GDS design <s described i n  SD-SMWIII-005. 
5.2.2 Ground Data System (GDS) 
5.2.2.1 Functi ons 
1) In ter face w i th  the ODS. 
2) Provide real-time parameter display and control  i n  the 
Science Monitoring Room and on the t e s t  conductors 
console. 
3) Provide l i m i t  sensing. 
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4) Provide parameter p r in tou ts  f o r  any selected experiment. 
5 )  In ter face w i th  the Science Processing System. 
6) Provide engineering uni t conversion. 
5.2.2.2 System Description 
Like the ODS, the GDS consisted o f  a vintage Varian 620i w i th  20K 
core memory and assorted peripherals (see Figure 5-4). Specif ic 
software was wr i t t en  t o  accomplish the functions specified. Once 
the t e s t  started, an auditory alarm was added t o  a l e r t  the monitors 
whenever any o f  the cage temperatures o r  other selected parameters 
went out of l im i t s .  I n  e f fec t ,  the GDS attempted t o  simulate POCC 
functions normally provided by IBM 370 computers i n  Mission Control. 
The output o f  GDS was a continuous block of 4,800 words t o  the 
Science Processing System. 
5.2.3 Analog Data System 
5.2.3.1 Signal Routing 
Analog signals o r i g ina t i ng  a t  the various spacelab experiments were 
d is t r ibu ted  throughout the analog data system by means o f  an analog 
patch panel located i n  the Spacelab Core rack. 
periments was routed t o  in te r face  panels mounted underneath the 
f l o o r  sections, where a mating cable Car r i e '  i t  t o  the analog patch 
panel. The data was passed t o  various poin., w i t h i n  the system. 
Actual rout ing o f  signals was contro l led by i n s t a l l i n g  d i f f e r e n t  
patch boards i n  the patch panel. 
Data from the ex- 
The analog data system i s  i l l u s t r a t e d  i n  block form by Figures-5. 
Standqrd procedure was t o  route the data through a bu f fe r  amp l i f i e r  
which was associated w i  t h  a pa r t i cu la r  A-to-D converter channel 
o f  the onboard Varian computer. Output from the bu f fe r  ampl i f iers  
was then passed t o  other equipment w i th in  the analog system. This 
arrangement kept the input  impedance t o  the A-to-D converters con- 
s tan t  as d i f f e r e n t  analog system devices were incorporated. 
D ig i ta l  information generated by the experiment was routed t o  the 
onboard Varian computer through a s im i la r  patch panel arrangement. 
5.2.3.2 Analog System Capabi l i t ies  
As pointed out previously, a l l  analog signals were routed through 
the analog patch panel and buffered before being sent t o  other 
analog devices. Each o f  the inputs t o  the 32 buf fe r  ampl i f iers  was 
phys ica l ly  wired t o  the i npu t  o f  an A-to-D converter w i th in  the 
onboard Varian computer. The buf fers  were d i f f e r e n t i a l  inpu t  
ampl i f iers  having a closed loop input  impedance o f  four  megohms, 
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or 1 meg. when used single ended. 
amplifers was DC to 6 K h t .  
Frequency response of the buffer 
Two FR 2000 magnetic tape recorders operating a t  1 7/8 IPS were 
used t o  record analog data from the experiments. 
was placed on channel 14 of each recorder. 
IRIG 6 time code 
Two eight channel str i  pchart recorders (Goul d Brush Recorders) 
were located i n  the P O X  to provide the P.I. w i t h  a hardcopy of 
h i s  analog data. IRIG 6 Slow code a t  10 seconds per frame was 
placed U I ~  marker channel 6 of each recorder. A switch selectable 
experimenter supplied analog differentiator could be inserted on 
channel 5 of recorder I1 or #2 a t  the discretion of the Data 
Manager. 
Additional means o f  viewing analog data by the P . I .  was provided 
by way of a Tektronix R556 dual beam oscilloscope mounted i n  the 
PI/PE console. 
option of placing data appearing on the s t r i p  chart recorder on 
ei ther ,  or both channels of the oscilloscope. Two experimenter 
supplied audio moni:ors were mounted i n  the P I / P E  console. 
of the monitors was by means of  a 3-position rotary switch located 
under the osci 1 loscope. 
Two 16 position rotary switches gave the P. I .  the 
Selection 
A 6-channel stripchart  recorder located on board the spacelab 
allowed the crew to display and make hard copies of analog data 
from the experiments. 
5.2.4 POCC Science Processing System (Science Computer) 
5.2.4.1 Fun c t i  ons 
The major functions of the computer were: 
1 )  Demultiplex the downlink buffer. 
2 )  Distribute the demul tiplexed data to experiment specific 
tasks. 
3) Perform rudimentary processing. 
4) Store the data i n  experiment specific f i l e s .  
5) Send data to  the Science Operations Remote Center (SORC) 
a t  Ames Research Center. 
6)  Plot selected data values for investigators. 
5.2.J 2 Hardware Description 
The science computer was a PDP 11/40 w i t h  the following features: 
1) 112 K memory (16 K DEC core and 96 K semiconductor) 
2)  Decwriter console printer 
3) 2 Tektronix graphics display units 
4) LV.-ll electrostatic l ine  printer 
5) TM6-11 tape drive 
6)  F l o a t i n g  point instruction set  
7)  4 RK05 cartridge d i s k  drives 
8) 2 RX-11 flexible disk drives 
The interface t o  the Varian 620i ground system was ?:compI?zkd using 
a Digital Equipment Corporation supplied DR-11B 32ral:el + gi t31  
interface. The cable wiring was performed by F w d  Aer I :e and 
Comnunications personnel. The interface to the SORC c er at, 
Pmes was performed us ing  DECNET, Digital Equipment Corb 'em's 
network system. The hardware on the science computer i+-\ IrlDB 
Systems supplied DU-11 synchronous l ine adapter. This was inter-  
faced i n  turn to a Bell 209 9600 modem t o  the SORC computer a t  Ames. 
5.2.4.3 Operating System Description 
The POP 11/40 science computer was operated under the DEC supplied 
EX-11M operating system, version 2.0. This multitasking real time 
system provided a l l  the executive and supervisory services t o  run 
the multiple tasks required to Support  SMD I11 i n  the science 
computer, The system supported both assembly language (MACRO-11) 
and FORTRAN programs and provided a consistent 1/0 structure. 
The network portion of the system was supported by DEC's DECNET 
version 1.1. This software package r u n n i n g  under RSX-11M prcdided 
the data transfer functions and remote program control functions 
requi red to f u l l y  support the SORC. Particularly effective was 
the DECNET concept of multileaved da ta  streams whereby several 
logical links can be supported uJer a single physical link. This 
allowed the applications software to  be experiment specific and 
relatively independent of other programs i n  the system. DECNET 
handled a l l  line protocol and maintained s t a t i s t i c s  on the l ine 
and l i n k .  
allowing hardcopy communication between the SORC and science com- 
puter operators, Typewritten messap ,  as well as f i l e s  and examples, 
could be sent between the two centers v ia  DECNET. This was especially 
useful for synchronization and query when the voice loops and tele- 
phones were a l l  buyy. 
DECNET also proved t o  be valuable as an operating tool,  
The in ter face t o  the Varian v i a  the DR-11B posed an i n i t i a l  problem 
i n  t h a t  the DR-11B i s  no t  supported as a standard device under 
RSX-11M. 
i n t o  the operating system t o  al low convenient and consistent so f t -  
ware access t o  the device. 
device dr ivers  must be developed and loaded a t  SYSGEN time. 
causes considerable problems i n  debugging a new dr iver.  
version 3.0 loadable d r iver  Support i s  included. Therefore, the 
DR-11B d r i v e r  was developed under version 3.0 and then migrated 
back t o  version 2.0 f o r  the operational system. 
deta i ls ,  r e f e r  t o  the repor+, Science Computer Software System f o r  
SMD 111. 
A user w r i t t e n  dr iver  had t o  be developed and incorporated 
Under version 2.0 o f  R S X - I l M ,  a l l  
This 
Under 
For fur ther  design 
5.2.5 High Speed Data Link 
The SORC computer was c0nnecLt.d t o  the JSC Science cornputer by a 
high speed data l i n k  (9600 baud condit 'mcd telephone l i n e  from 
JSC t o  the SORC through 209A-Ll data sets). The use o f  the 9600 
baud telephone l i n e  l i m i t e d  the amount sf  data t h a t  could be sent 
to  the SudC t o  approximately 400 words per second. That l i m i t a t i o n  
ne sss i ta ted the formation o f  various strategies and the w r i t i n g  o f  
appropriate software a t  both JSC and ARC for  get t ing s u f f i c i e n t  data 
t o  the SORC during the conduct of an experiment. 
the 9600 baud data l i ne ,  sevebdl FTS telephone c i r c u i t s  were 
u t i l i z e d  f o r  voice coordination and separate transmission o f  data 
signals such as X50 audio blood flow. 
I n  addi t ion t o  
I n  the ear ly  plannincj o f  the SORC and the data system, i t  was 
thought t h a t  f o r  redundancy two 9600 baud l i n e s  may be needed. 
However, based on the r e l i a b i l i t y  o f  the f i r s t  l i n k  during tk 
f i r s t  week o f  operation, i t  was decided i n  the i n t e r e s t  o f  economy 
t o  have only one 9600 baud l i n e  far the SMD 111 test. 
ndss o f  t h a t  decision was l a t e r  confirmed by the f a c t  t h a t  the 
high speed data l i n k  went down only once during the SORC operations. 
The sound- 
5.2.6 PCCC Slow Scan TV System 
The POCC slow scan TV system was required to transmit color or 
black ana white pictures from the Spacelab to the SORC and to 
receive black and white pictures from the SORC for display i n  
the POCC. 
The system was b u i l t  around equipment furnished by Nippon Electric 
Company (NEC) and included the following 
1) NEC equipment consisting of a Node1 DFP-751 Color Freeze- 
Picture Transmission System, an HPP-7100DC Pawet Supply, 
an HPB-6782 kmote Control Console, and appropriate 
connecting cables. 
2)  Bell Telephone Data Set 2088 
3: A black and white monitor for the l ive TV feed t o  the 
System. 
4) A color mitrir reflecting the contents of the system 
memory, i.e., the picture being sent or received. 
I 
The POCC slar scan TV system had the capability to both send and 
ece ive  via a non-conditioned alephone line. Inputs to  be sent 
were taken from a TV feed l ine from the TV off icer ' s  console i n  
the Test Control !kea. Any downlink o u t p u t  from the modcup could 
be switched onto this line, w i t h  or without a superimposed digital  
clock image. The TV console was also connected to  the 3 s C  TV 
control system, allowing the receipt of previously recorded N, 
test patterns, and camnerical TV. 
A feed from the slow scan system back to  the TV console allowed 
incoming pictures to be p u t  on any o f  the monitors i n  the Test 
Control Area or the POCC, or t o  be routed t o  JSC TV control. 
Init ial  attempts were made t o  videotape the incoming pictures i n  
the TV control area, w i t h  only l imi ted  success. I t  was discovered 
that the transmission included only a single field,  w i t h  no inter- 
lacing, which was incompatible w i t h  a standard video tape recorder 
(VTR).  An interlaced signal could be produced by pre-recording on 
a disc and replaying the regenerated signal to  the VTR, as was 
done on TV fm. ear l ie r  space missions. 
need for recording transmissions to the POCC, however, t o  jus t i fy  
the additional equipment and operators required. 
There was insufficient 
5.2.7 SORC Data System 
"The primary purpose o f  the ARC Science Operations Reaote Center 
i s  t o  receive data generated by the respective experiments and t o  
process and display those data i n  such a manner as to al low real -  
t ime  evaluations and decisions concerning those experimnts." 
(Excerpt fmm SORC General Pol icy). The development o f  the rea l -  
t i m e  data system and the c w l i m e n t a r y  comwnications system was 
directed toward the attainment o f  t ha t  capabi l i ty .  
I t  was recognized very ear ly  i n  the planning o f  the SORC t h a t  the 
computer system would be a long lead item. A t  t ha t  time, the exact 
exper'ment requirements were n o t  known. Consequently, the computer 
system was designed t o  have a cer ta in  amount of inherent f l e x i -  
b i l i t y  and the f i n a l  system (as described below) was reasonably 
close t o  t h a t  planned f o r  the SORC. 
A PDP 1140 computer formed the nucleus o f  the SORC real-t ime 
system. 
expanded memory (up t o  128K), two RK05 Disc drives, two Kennedy 
9000 9 track tape drives, two Omron Video Displays, a VT-11 CRT 
display, a Versatek Plot ter ,  a custom b u i l t  d ig i ta l - to-analog 
converter (DAC) , an e igh t  channel brush s t r i pcha r t  recorder, a 
teletype and a OQ-11 conrmnication device. 
Peripheral equipment required f o r  SORC operations included 
The computer was moved t o  the SORC i n  ear ly  February. I t s  basic 
configuration a t  t h a t  t i m e  consisted o f  32K o f  mmory, two disc 
drives, the VT-11 and the Versatek Plot ter .  I n s t a l l a t i o n  of the 
EX-11M Version 2 operating system began a t  t ha t  time t o  al low 
mul t ip le  user access t o  the machine during software development. 
The first p r i o r i t y  was t o  expand the memory f r o m  32K t o  96K using 
the DEC Memory Management System and Plessey memory cards. S l o w  
del ivery from Plessey impeded progress i n  t h i s  area f o r  approxi- 
mately one week but, once received, the added memory caoab i l i t y  was 
rap id ly  i n s t a l l e d  and checked out. Addition o f  the tk- 'nron displays 
from JSC allowed software development t o  proceed as planned. The 
i n s t a l l a t i o n  and check out o f  the DAC and st:ipchart recorders 
completed the hardware configuration necessary f o r  development o f  
the science applications software. 
SORC system software development was somewhat hampered by l a t e  
del ivery o f  the Bel l  239 Modem (used fo r  t i e - i n  t o  the 9600 baud 
l i n e )  and the power racks f o r  the two Kennedy 9000 tape drives. 
Again, once the hardware was received, i t  was rap id ly  i n s t a l l e d  
and checked out without d i f f i c u l t y .  
I n  general, the l a t e  de l ivery  on some h a r h ~ r e  items d id  no t  
ser iously delay software developaent. There always ewisted a 
s u f f i c i e n t  quant i ty o f  pa ra l l e l  software developlaent tasks t o  
which the programing aanpaser could be d iver ted unt i l  Aardware 
items were insta l led.  
During software developent, the SCRC c q u t e r  hardware worked 
flawlessly. Hardware d m  time fran equipamnt f a i l u r e  was neg l i -  
gible. During Phase Training, the two-day simulat ion and SllD I11 
i t s e l f ,  hardware fa i l u res  on almost each per iphercl  device occurred 
a t  one t i n e  o r  another. The fa i l u res  were i n  a l l  cases f i x e d  w i th in  
s i x  hours o f  their detection and, only i n  the case o f  the tape 
dr ive fa i lu re ,  was the en t i re  system forced to be shut dwn. The 
m s t  frequently occurring problems *re caused by nuisance fa i l u res  
i n  the s t r ipchar t  recorder - pens clogging, paper alignment, asp- 
l i f i e r s  and pen dr ivers  w i th  i n tena i t t en t  fa i lures,  etc. Eventually, 
the or ig ina l  recorder was swapped out  w i t h  a newer mdei fm the 
ARC bedrest f a c i l i t y .  One (lraron display f a i l e d  a t  the end o f  the 
two day simulation. It was hand car r ied  t o  the factory  f o r  service 
(replacemnt o f  a t iming PC board) and returned the same day. The 
Versatek p r in te r /p lo t te r  stopped funct ioning a t  one po in t  dur ing the 
seven day simulation. A service engineer fran Versatek disass-led, 
checked and reassembled the unit. No hardware problems were found; 
the u n i t  began funct ioning again and continued t o  do so throughout 
the remainder o f  the simulation. 
The only harbrare f8 i l u re  which impacted the SORC occurred during 
the second day o f  the seven day t e s t  when the primary tape dr ive  
f a i l e d  t o  l o g  the incoming data on tape. The system was shut dorrn 
while inspection o f  the tape dr ive  progressed through the night. 
It was f i n a l l y  ascertained tha t  a co ld solder j o i n t  i n  a power 
regulator was the cu lp r i t .  A f te r  readjust ing the bridge balance 
on the regulator ou+$ut the tape worked properly f o r  the remainder 
of the test .  
The impact o f  t h i s  f a i l u r e  was a loss o f  approximately s i x  hours 
o f  background data plus the uncertainty o f  the qua l i t y  o f  the data 
logged on the tape p r i o r  t o  detection o f  the fa i lu re .  
The actual hardware conf igurat ion used i n  SMD 111 was the f u l l  
rea l i za t ion  o f  the system planned three months ear l ie r .  Trade-off 
studies performed i n  the planning stage minimized the nunber o f  
output displays t o  save costs. The switchable two page display 
capab i l i t y  o f  each h r o n  allowed four output formats t o  be displayed 
by the viewer without s ign i f i can t  impact on the system softwaw o r  
mass storage resources. The VT-11 found more use than o r i g i n a l l y  
planned by displaying the Experiment 76 Pod data during background 
data collectSon periods as opposed t o  only duri i ._ LBNP runs. 
retrospect, an addi t ional  numerical d isplay would have been useful, 
but  not  necessary, f o r  d isplay o f  selected experiment spec i f i c  
parameters i n  experiments 5, 13, 50 and 57. 
however, graphical presentation o f  the data was adequate f o r  the 
experimenter's real - t ime assessment o f  the data. 
I n  
For the most part, 
5.2.7.1 SORC Voice Cormunications Link 
I n i t i a l  planning f o r  the SORC included the fo l lowing voice c m m n i -  
cations l ines:  
Science monitor; JSC connu loop 
A i r  t o  Ground; JSC c a m  loop 
Video l i n k ;  dedicated FTS l i n e  
Audio blood f l a w  and data fax; dedicated FTS l i n e  
Science coordination; non-dedicated FTS l i n e  
Test coordination; non-dedicated FTS l i n e  
Data coordination; business l i n e  
Three each telephone l i n e s  with FTS and 9 leve l  capab i l i t y  
In order f o r  the SORC tx funct ion properly i t  was ant ic ipated t h a t  
three posit ions within the SORC would require speakers, headsets 
and push to t a l k  microphones. The f i n a l  SORC caanunications system 
included the above c i t e d  l ines, but b i t n  cer ta in  attendant problems. 
The problems were i d e n t i f i e d  a t  an e a r l y  stage, but  were never 
r tsolved by the ARC ColPmunicatims Sracch o r  the telephone conpany 
leaving the SORC w i th  a sub-standard and de f i c ien t  system. Problems 
inherent i n  the system included, but we;-e not  l i m i t e d  to; a) the 
speaker a t  each o f  the three stat ions was wired t o  only one c a m  
loop w i t h  no capabi l i ty  to switch to the other c a m  loop, b) the 
volune o f  the sound produced by the hesdsets was too low t o  be o f  
value except possibly i n  a qu ie t  room, c) the push-to-talk microphones 
d id  no t  switch out  the adjacent speaker i n  the t a l k  mode, resu l t i ng  
i n  a berious amount o f  feed back. Such problems presented opera- 
t ional  d i f f i c u l t i e s  w i th in  the SORC and maybe t o  a lesser degree, i n  
the POCC as wel l  . 
5.2.7.2 SORC Real-Time Data Processing 
The real-t ime data processing software u t i l i z e d  i n  the SORC was 
developed by two contractors, Technolog. Incorporated and Cybernex. 
Technology Incorporated was responsible f o r  the overal l  system 
speci f icat ion and a l l  science application, test data generaLor, 
display, hardcopy and system status software development. Cybernex 
was responsible f o r  the overal l  hardware in tegrat ion and maintenance, 
the i n s t a l l a t i o n  o f  the operating system (RSX-11M version 2 ) .  the 
data l i n k  software (DECNET), hardware dr ivers  and the data logging 
software. 
The in ter face between the JSC and 1RC software was formally con- 
t r o l l e d  by the "JSC Science Computcr t o  ARC Science Owrations 
Remote Computer In ter face Control Document f o r  SHD 111". This 
d o c m n t  speci f ied the format and internal  s t ructure o f  each o f  
17 possible data record types, t h e i r  f reqwncy o f  transmission and 
the comnunicating task names (required by UCNET). The basic data 
l i n k  design concept was t o  accumulate data a t  3SC i n  records 
spec i f i c  f o r  each type of experimental data then transmit these 
records v i a  MCNET t o  corresponding tasks i n  the ARC computer. 
MCNET provides f o r  transmission e r r o r  detection, automatic frame 
re-transmission and status code l o g i c  i n  both the sending and 
receiv ing tasks. The inherent capab i l i t ies  of DECNET assured e r ro r  
f ree transmission o f  the data frames; however, i n  doing so, the 
maximun transmission r a t e  on a 9600 baud l i n e  was l i m i t e d  t o  400 
words per second. 
o f  the 2CMl word Frames generatcd by the onboard computer, required 
the use o f  aata compressiort a t  ,19C and impacted the real-t ime 
recon t ruc t i on  o f  physiological rsaveforms as w i l l  be discussed 
below. 
pa t ib le  w i th  RSX-11M was f e l t  t o  be too time consuming and too 
r i s k y  i n  view o f  the proximity o f  the f i xed  scheaL.2 milestones 
before us. 
and once the system and the users became accustomed t o  i t s  l i m i t a -  
t ions, the decision t o  use i t  was vindicated. 
This const ra in t  prevented the d i r e c t  transmission 
Development o f  a l ternate data transsiss'on pmtocols  c w  
DECNET d i d  prove t o  be h igh ly  r e l i a b l e  during operations 
Selection o f  the RSX-11M Version 2 operating system was based on 
the need f o r  expanded mu1 ti -user, mu1 t i - task capabi 1 i t i e s  over RT-11. 
Some debate occurred on whether o r  no t  t o  wa i t  f o r  Version 3 t o  be 
released since some problems were known t o  e x i s t  i n  Version 2, 
p a r t i c u l a r l y  i n  the areas o f  VT-11 displays, tape handling and 
checkpointing. A h is to ry  o f  one month s l i p s  by DEC jn the release 
date cast  doubt on the c r e d i b i l i t y  o f  the proposed release date a t  
t h a t  time. Tile decision was made t o  l i v e  w i th  Version 2 and t o  
design the software accordingly. As i t  turned out, j u s t  about the 
time the Version 2 display problems and the tape bandling problems 
were overcome by software wrkarounds, Version 3 was released. The 
decision remained t o  stay w i th  Version 2, since we were well  i n t o  
the development o f  system software by t h a t  time. System crashes 
and the inoperabi li ty o f  task checkpointing d id  cause consternation 
downstream during f i n a l  software system integrat ion.  Whether o r  
not  Version 3 would have avoided these problems i s  not  known; 
Sowever, i t  i s  q u i t e  l i k e l y  t h a t  a switchover t o  Version 3 upon i t s  
release would have impacted the software development schedule by 
one t o  two weeks. 
U t i l i t y  software developed on the system pr imar i l y  centered around 
output devices. The DAC d r iver  was a modified version o f  the Lab 
Feripheral System (LPS) dr iver.  I t  allowed use o f  the standard 
A-to-D Fortran c a l l s  developed f o r  the LPS and i t s  use was trans- 
parent t o  the c a l l i n g  task. A macro ca l led SCHART was developed t o  
s imp l i f y  and standardize the interface between the science applica- 
t ions software and the DAC driver. This macro underwent considerable 
development t o  decrease i t s  size and improve i t s  speed. Standard 
macros were developed f o r  u t i l i z i n g  the Omron's and an e n t i r e  graphics 
ackage (GRAFIX) was developed t o  support the YT-11 CRT displays. 
!he l a t t e r  was necessary since the RSM-11M Memory Management System 
which u t i l i z e s  a v i r t u a l  memory i s  incompatible w i t h  the f i xed  core 
software of the YT-11. Also as p a r t  o f  the u t i l i t y  software, a 
graphics t e x t  e d i t o r  (VTEDIT) was developed, a much needed improve- 
ment over EDI, the DEC t e x t  edi tor .  With both ed i tors  avai lab le 
on the system simultaneous program development by several users was 
made possible. 
A f te r  development of the operating system and the above mentioned 
u ' i l i t i es ,  work s ta r ted  on the SMD I11 pecul iar  software. The 
~ , . i e m  design was based on an "hourglass" configuration; t h a t  i s ,  
17 input  paths ex is ted between the 17 record generating tasks a t  
JSC and the 17 corresponding receiver tasks a t  ARC. A l l  the receiv- 
i ng  tasks reported receipt  o f  data t o  a s ing le con t ro l l i ng  executive 
task which logged the data on tape and enabled processing o f  the 
data i n  one o f  12 appl icat ion tasks. 
This concept was u t i l i z e d  t o  i so la te  the ARC Computer from the 
control  o f  the JSC computer a t  some central  point. 
sary since DECNET, when used i n  the task-to-task mode, i n i t i a t e s  
receiver tasks i n  the downstream computer as required. 
This was neces- 
I n  order t o  maintain loca l  control  o f  the number o f  tasks running 
while a t  the same time al lowing the system t o  be as automated as 
possible, the receiver tasks, under d i r e c t  control  o f  the JSC com- 
puter, were designed t o  have minimal impact on the ARC computer. 
Their functions were t o  d i r e c t  the incoming data frame t o  a pre- 
al located por t ion o f  a global comnon, COMBUF; t o  inform the executive 
v i a  an event f l a g  t h a t  new data had ar r i ved  and, upon rece ip t  o f  
processing complete signals from the executive logger and the 
corresponding science applications program, request the next frame 
o f  data from the JSC computer. Note tha t  using t h i s  technique no 
data would be l o s t  a t  ARC. 
resul ted i n  "backing-up" the data on the JSC spool since the receiver 
would no t  request new data u n t i l  the current data had been completely 
processed. 
Delays i n  ARC logging o r  processing 
Time and core were saved by using a global comnon bu f fe r  for  storage 
o f  the incoming data. This bu f fe r  and the se t  o f  event f lags i n d i -  
cat ing processing status formed the m P i n  in ter face between the "system" 
software and the "science appl icat ionsl '  software. A1 though i n f o r -  
mally cont ro l led once i t  was defined i t  was s t r i c t l y  adhered t o  and 
remained s tab le throughout the software development process. Early 
de f i n i t i on  o f  t h i s  and the JSC/ARC in ter face allowed the pa ra l l e l  
development o f  the system and the applications software. 
As described below, the applications software was developed com- 
p le te l y  independent o f  the system software; t h i s  included separate 
discs, separate working hours f o r  the programers and separate t e s t  
data for program testing. I t  was n o t  until the software integra- 
t i o n  phase of the project t h a t  the programs were played together. 
This points o u t  the need for simple, clean and well defined inter- 
faces between generic types of software. 
Integration of the system and application software went very 
smoothly on an experiment-to-experiment basis. Total system inte- 
gra t ion ,  however, uncovered run time and core allocation problems. 
A second generation logging executive and independent tape writing 
task were generated to improve overall run time. The SCHART macro 
was rewritten to reduce i t s  size and run time. With the new 
improved programs the system was operational and ready for end-to- 
end checkout w i t h  JSC. 
By the time both the JSC and ARC systems were ready for end-to-end 
tes t s  the SORC was being called upon to support Phase Training. 
Goiqg directly to l ive experiment data undercovered problems i n  
the JSCIARC interface i n  which i t  was d i f f icu l t  to iden t i fy  the 
source since a l l  the links i n  the end-to-end data system were 
involved. Li t t l e  progress was made u n t i l  Project management placed 
a one-week hold on the schedule to allow a checkout of the data 
system. 
The most fruitful checkout was the 2nd-to-end voltage t e s t  whereby 
a known constant voltage was applied t o  the onboard patch panel 
p i n s  and sampled according t o  each possible configuration number. 
A review of the digital values reaching the SORC quickly identified 
problems i n  both  the transmitting and receiving software. Most 
problems involved the miscalculation of array pointers and were 
readily corrected. 
t e s t  t o  be replayed u n t i l  satisfactory results were obtained. 
A digital  tape made from the GDS allowed the 
A User Cemonstration Test was conducted w i t h  each P.I. before the 
Project schedule was resumed. In this  t e s t  taped data was played 
through the Science Computer a t  JSC and transmitted t o  the ARC 
compoter where a l l  data processing functions were performed and 
verified by the P.I. 
opera t i  oils. 
The ;ystem was a t  th is  point ready t o  support  
5.2.7.3 SORC Science Application Software 
The primary objective of the SORC science application software was 
t o  provide the P.I.'s w i t h  a real-time display of their  data i n  a 
manner which would f ac i l i t a t e  the evaluation of the quality of the 
da ta  signals being collected and the identification of major trends 
i n  the data. In general, this meant the reconstruction of analog 
waveforms f o r  s tr! pchart d i  splays and the product.ion o f  sumary 
plots and l is t ings on vsrious o u t p u t  devices, 
Seventeen programs were o r i g i n a l l y  iden t i f ied ;  one corresponding 
t o  each of the possible data formats sent from JSC. Since 
s im i la r  functions were t o  be performed i n  each o f  them (data block 
receipt, time decoding, decalibration, display outputs, etc.) , 
a skeleton master program, XXXGEN, was wr i t t en  f i r s t  as a pro- 
graming standard. Use o f  global text e d i t i n g  techniques allowed 
the rap id production o f  17 ind iv idual ized rough cu t  programs from 
XXXGEN. Comnon functions such as t i m e  word decoding and s t r i p -  
char t  output displays were i d e n t i f i e d  as Fortran ca l lab le  macros. 
Early versions o f  the appl icat ion programs provided t h e i r  ow t e s t  
data generation code as a debug option i n  the compilation;. This 
decoupled the programs from the development o f  system software and 
allowed an ear ly  s t a r t  on the decomnutation, decal ibrat ion and 
display port ions o f  the appl icat ion programs. As system software 
became available; namely, DECNET, the executive and the ind iv idua l  
receivers, the t e s t  data subroutir,es were broken out o f  the programs 
and rewr i t ten as independent programs u t i l i z i n g  DECNET t o  transmit 
the t e s t  data, thereby exercising the t o t a l  ARC data f l o w  paths. 
The outputs from the appl icat ion programs are sumuarized i n  the 
Data Products and the SORC Display tables o f  Para. 5.3.4.  
On two o f  the high data acquis i t ion ra te  experiments, X76 and X50, 
the maximum transmission l i n e  data ra te  o f  400 sps required the 
experimenters t o  choose Letween grea t ly  degraded waveform recon - 
s t ruc t ion  a t  a slow sampling ra te  o r  "snapshots" o f  data transmitted 
i n  slower-than-real t i m e  (i.e., 15 second samples sent over 45 
seconds). The P.I.'s opted f o r  the "snapshot" technique. This 
meant tha t  only 25% o f  the acquired data would end up a+ ARC i n  
real-time. The o r ig ina l  plan c.alled f o r  t ransmi t t ing 1 ~ 0 %  of each 
day's recorded data during the n igh t  f o r  both o f  these experiments. 
With a 4 t o  1 time expansion i t  would have taken two hours o f  trans- 
mission f o r  each 30 minutes o f  data collected. 
This technique was t r i e d  f o r  the f i r s t  n igh t  o f  the simulation. 
Since there was no t  enough manpower t o  s t a f f  the SORC computer on 
a 24 hour basis, the makeup data transmission was t r i e d  i n  an un- 
manned mode. 
could be col lected t h i s  way, but  invar iab ly  a tape switchover, a pro- 
gram abort o r  an unknown e r ro r  condit ion would cause the process 
t o  ha l t .  The 24 h o w  real-time background data would be spooled 
a t  JSC so none o f  i t  was los t ,  but  by the time the system was 
restar ted i n  the morning, l i v e  data co l lec t ion  was ready t o  begin 
and transmission o f  the makeup data was held o f f  u n t i l  the fo l lowing 
night. A t  t h i s  ra te  the makehp data soon became several days back- 
logged and the en t i re  concept was reeva lua ted  and dropped since 
the real-t ime data acquired during the day was s u f f i c i e n t  f o r  P. I . 's  
experiment evaluation. The a l ternate chosen was t o  send the makeup 
data tapes a f t e r  the mission. 
Approximately four  t o  f i v e  hours o f  transmitted data 
5.2.7.4 SORC S l o w  Scan TV System 
A complete slow scan TV system f o r  the SORC was designed around 
the equipment supplied by Nippon E l e c t r i c  Company (NEC). I n  
general, the SORC (as was planned) had the capab i l i t y  t o  receive 
co lor  p ic tures through the slow scan system and display those 
pictures on various co lor  TY monitors; t o  transmit over the slow 
scan system black and white pictures; t o  store selected received 
and transmitted p ic tures and on demand re t r ieve  and display any 
one o f  the stored p ic tures on the SORC monitors. 
slow scan TV system i n  the SORC included the fol lowing: 
NEC equipment consist ing o f  a model DFP-751 Color 
Freeze-Pi cture Transiaission System, an HPP-7100 DC 
Power Supply, an HPB-6782 Remote Control Console and 
appropriate connecting cables. 
TV monitors f o r  signals i n t o  and out  o f  NEC equipment. 
TV co lo r  monitor f o r  displaying images from the NEC 
equipment. 
TV disc recorder - Data Disc model 3106 - which had the 
capab i l i t y  o f  s to r ing  up t o  200 images and p lay ing back 
two p ic tures simultaneously (one from a f i xed  head and 
one from a moving head). 
TV co lor  monitors f o r  images from disc recorder. 
Two black and white TV cameras; one on a t r i p o d  w i th  a 
zoom lens and the other mounted v e r t i c a l l y  over a 
l i gh ted  table f o r  documents, drawings, graphs, etc. 
Equipment t o  send received o r  stored TV images t o  
Stanford Univers i ty  v ia  a microwave l i n k  and t o  received 
images from Stanford which could be sent t o  JSC v ia  the 
slow scan TV system. 
The :low scan TV system was used on a d a i l y  basis i n  conjunction 
w i th  the preparation f o r  the SMD I11 t e s t  inc lud ing phase t ra in ing  
and the two day simulation. Comnencing on Apr i l  5, 1977, the TV 
system was operated continLtously throughout the day. During the 
two day simulation the system i n  the SORC was operated continuously 
f o r  nearly 40 hours. 
operated continuously throughout the seven day t e s t  - approximately 
160 hours. Total time t h a t  the slow scan TV system was operated i n  
the SURC was estimated a t  nearly 400 hours. 
During the SMD I11 t e s t  the system was 
One major problem tha t  required a considerable e f f o r t  t o  overcome 
was ge t t ing  the SORC video d isc recorder t o  sync. on the signal 
from the NEC equipment. JSC had s im i la r  problems w i th  t h e i r  video 
tape recorder and never d id  solve the problem. The so lu t ion  used 
f o r  the SORC was t o  feed the sync. pulse from the NEC equipment 
i n t o  two sync. pulse generators which produced adequate sync. pulses 
f o r  the d isc recorder t o  sync. up. Even so, when the onboard hand 
held camera was used, the sync. pulse was o f  such poor q u a l i t y  tha t  
i t  could no t  be recognized and therefore no recordings could rou- 
t i n e l y  be made o f  the p ic tures f r o m  the onboard hand held camera. 
5.2.8 MEDICS Storage and Retr ieval  System 
5.2.8.1 Functions 
1) Provide d a i l y  experiment status reports loca l l y .  
2) Provide remote experiment status information t o  Ames. 
3) 
4) 
Provide Crew Medical information t o  F l i g h t  Surgeons. 
Provide access t o  the L i fe  Sciences L ibrary  index 
f o r  real-t ime cataloging o f  data. 
5.2.8.2 System Description 
This system consisted o f  a remotely located timeshared minicomputer 
system (Varian 73) operat ional ly  used a t  JSC f o r  storage and r e t r i e v a l  
functions. Terminals were located i n  the POCC, i n  the f l i g h t  medicine 
office, and a t  the Ames SORC. The system i s  forms oriented so t h a t  
spec i f i c  forms were rieveloped f o r  SMD 111 statusing, manually entered, 
and se lec t ive ly  re t r ieved a t  any o f  the i n te rac t i ve  terminals. 
Spacelab, t h i s  system simulated a management t rack ing system. 
In 
5.3 OPERATIONS 
5.3.1 Onboard Crew Displays and Operations 
5.3.1.1 C r e w  Displays 
In addition to the individual experiment disp,dys, the data syscem 
provided other c o m n  usage displays. 
The six-channel stripchart recorder was used t o  display and record 
real-time analog data.  Originally experiment supplied for X58, i t  
became comnon usage equipment for X13, X50, and X76 as well. Although 
time was required for setup, and maintenance of the ink-fed s t y l i i  
presented problems, the crew f e l t  t h a t  this type instrument, or 
other analog device, was required to  view analog da ta  and notice trends 
that would not be apparent on a digital display. One failure occurred 
on day 4 when ink failed t o  feed t o  any of the pens. The u n i t  was 
passed out and replaced w i t h  a spare u n i t .  The failure was traced t o  
a metal shaving shorting the control for the i n k  feed solenoid. 
The onboard ODs terminal contained a CRT display which presented 
experiment data, updated every one second, in formats corresponding 
to the experiment configuration as described in SD-SMD-111-002. 
In order to satisfy a crew request for an environmental display on 
board af ter  the system had been configured, a second CRT was added, 
driven by the GDS, paralleling the environmental display on the 
Data Manager, F l i g h t  Director, and Payload Officer's console, since 
t h i  s di  spl ay o u t p u t  was a1 ready avai 1 ab1 e. 
5.3.1.2 C r e w  Operations 
I 
Experiment selection and downlink data Configuration .ere a l l  
selectable by the f l igh t  crew. 
One of nine patch panels was inserted by the crew, depending on the 
experiment t o  be run. Patch board selection configured the onboard 
s t r i  pchart recorder, the onboard analog recorders, and the down1 ink 
analog system, and selected the parameters available t o  the ODs for 
downlink. 
g iven  in document SD-SMD-111-001. 
operation of the patch panel system. 
The crewman entered a coded configuration number for each experiment 
or for standby operation from the onboard terminal keyboard of the 
ODs. This configuration number configursd the ODS downlink, and 
also caused the ODs t o  automatically display the selected experiment 
data on the onboard CRT in accordance w' t h  SD-SMD-111-002. The O i l s  
o u t p u t  t o  the CRT each second was carried on the same half duplex 
line as the input from the keyboard, This caused some operational 
Parameters and configurations for each patch panel are 
No problems were reported i n  
d i f f i c u l t l e s ,  f o r  i f  a character w:i entered i n  the keyboard when 
i t  was not being scanned, the computer might recieve pa r t  o r  none 
o f  the character. At tent ion was required t o  the CRT feedback whi le  
entering comnands t o  ver i f y  t ha t  each character was recieved properly. 
A push button was provided on the data rack t o  s t a r t  recorders. Use 
of t h i s  button by the crew signal led the analog recorder operator 
t h a t  the experiment was ready t o  take data. Use o f  t h i s  system was 
general ly unsatisfactory, i n  t h a t  the crew o f ten  overlooked t h i s  
step during the pressure o f  the experiment setup. 
Other comnents by the crew concerned the s ing le experiment capabi 1 i ty  
of the system, and the need f o r  data reduction and storage provisions. 
The f a c t  t h a t  the system could handle only one ac t ive  experiment a t  
a time proved t o  be a ccnst ra in t  on scheduling, and occasional ly a 
l i m i t a t i o n  on crew a c t i v i t y ,  where a crewman had t o  wai t  t o  perform 
an experiment whi le another completed an experirnent i n  progress. 
The crew a lso f e l t  t h a t  both time and space s tuu ld be allowed f o r  
data reduction and analysis, ard t h a t  dedic;led storage should be 
provided f o r  data products and supplies. 
5.3.2 Onboard Data Recording and Downlink 
A1 though intended t o  simulate Spacelab/Orbi t e r  systems, the "onboard" 
recorders were located outside the mockup i n  the Test Control Area and 
attended by ground personnzl. 
data system equipment i i 7  the mockup and the Test Control Area and 
Figure 5-7 i s  a photograph o f  Lhe Test Control Area i n  operational 
configuration. For purposes o f  the simulation, no data was giver? t o  
the Data hnager  o r  P . I .  during Loss o f  Signal (LOS) periods, and data 
and tape management functions o f . t h e  Data Manager w i t h  the operetors 
were conducted only  during Acquis i t ion o f  Signal (AOS). 
Figure 5-6 shows the locat ion o f  the 
5.3.2.1 Analog Data 
One o r  both o f  the two 14-track analog data recorders were operated 
as required f o r  the number o f  parameters. Track assignments were 
contro l led by the onboard patch panel as described i n  SD-SMD-111-001. 
The recoraers were only operated during experiments generating analog 
data. Operating a t  3 3/4 IPS,  approximately three hours o f  uninter-  
rupted recording was avai lable. The recorders were operated by the 
Data Technician (DataTech) posi t ion,  which WPT staf fed by Northrup 
Services, Inc. personnel on a 24 hour, three s h i f t  basis. The Data Tech 
also operated voice recorders and performed f a c i l i t y  maintenance i n  
support o f  the F a c i l i t i e s  Engineer, but  was responsible t o  the Data 
hnager  f o r  data recorder operation. 
Data Recorder #2 exhibi ted mechanical d i f f i c u l t i e s  during the twc 
day simulation, and some parameters o f  X76 were los t .  (Data was 
logged on the d i g i t a l  system and recovered.) The recorder has 
repaired by Anpex, and although problems continued, v i r t u a l l y  no 
data was missed during the seven day test .  
I n  operation o f  the analog system, i t  was found that  we could not 
r e l i a b l y  depend on the crew signal f o r  data take s t a r t .  Close 
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m n i t o r i n g  and an t ic ipa t ion  o f  LOS periods ere required by the 
Data Manager and obta Tech to assure tha t  recorders were rumring 
during data output. 
Analog daml ink was by hardl ine to the POCC and was in ter rupted by 
a switch actuated by the S i w l a t i o n  Supervisor (SIH SUP) during 
LOS periods. Each o f  the 16 analog l i nes  t o  the POCC corresponded 
to a s t r ipchar t  recorder channel. Channel assigments were estab- 
l ished by the patch panel i n  accordance with SD-SH)-III-001. 
5.3.2.2 D iq i ta l  Data 
The O B  f o m t t e d  the d i g i t a l  h l i n k  i n  accordance with SPSUD- 
111-006 based on the patch p-lnel i t x t a l l e d  and the conf igurat ion 
selected by the c m .  The h n l i n k  was hardwired to the G B  i n  
the POCC. Input from the LOS switch actuated by SIH SUP se t  a b i t  
i n  the -l ink. The GD6 recoFized the b i t  and d i d  no t  decode the 
darnl ink f o r  r e a l - t i e  POCC display during L a .  The darmlinked 
data continued to be transmitted to the Science Computer and t o  
k s ,  where i t  was no t  displayed during LOS. 
Continuous d i g i t a l  tape logging was maintained o f  a l l  data, placed 
on the darnlink, using dual tape drives with automatic toggle a t  the 
end of tk tape. Tape changes *re required about every 50-55 minutes. 
This s y s t m  was operated at a 24-hour. three s h i f t  basis by Ford 
Aerospace personnel, who also monitored the G E  i n  the POCC. 
Only one f a i l u r e  occurred during the t e s t  on day 4 when the ODs 
drum m r y ,  which had exhibSted problems ear l ie r ,  f a i l e d  t o  func- 
t i on  when a new conf igurat ion was called. The program was reloaded 
t o  a new locat ion on the d m  by the operator and the system was 
restarted. A t o t a l  o f  approximately 20 minutes o f  background and 
housekeeping data was los t .  If the system had not recovered, a 
backup techniqire was available. P r i o r  t o  the test ,  a set  of tapes 
was prepared f o r  both the 005 and GUS whereby each experiment con- 
f igura t ion  could be loaded manually by the operator. 
An addit ional operating prbblem was the lack o f  cownunication 
betwen the ODs operator and the Data Manager. The only headset 
jack o f  the ODs operator was control led from an unrelated, remote 
system console where the operators d id  not monitor the f a c i l i t i e s  
coordi nation 1 oop. 
5.3.3 POCC Displays and Operations 
Operlltion o f  the POCC was the respons ib i l i t y  o f  the Payload Scienct 
Manager, who control led experiment operations, f l i g h t  crew i n t e r -  
faces, P. I. coordination, and provided the management interface. 
The Data Manager was responsible t o  the Payload Science Manager 
f o r  t l e  functional operation o f  the WCC, including data acquisit ion, 
processing and transmissiwr, data recording, data storage, display 
configuration, slow-scan TV operation, coordination wi th  TV Con- 
t r o l l e r  and w i th  F a c i l i t i e s  Engineer, and in te r fac ing  w i th  comnunica- 
t ions and telephone a c t i v i t i e s .  
The Data Manager console pos i t ion was s ta f fed  by Mart in Marietta 
personnel on a two s h i f t ,  24 hour basis. Supporting t h i s  pos i t ion 
were the ODS/GW Operator, s ta f fed by Ford Aerospace three-sh i f t  
24 hours; Science w u t e r  Operator, staffed by Technology Inc., 
k o - s h i f t ,  16 hours; and Librarian/KDICS Operator, s ta f fed by 
Kentron Hawaii, --shif t ,  16 hours. 
Figure 5-8 provides a f l o o r  layout OF the POCC and Figure 5-9 show 
the POCC i n  operational configuration. The GDS and the Science 
conaputer are against the f a r  wal l ,  w i th  the l i n e  p r i n t e r  t o  the 
l e f t .  The next row back contains the Data Manager console on the 
l e f t  and the PI/PE console on the r igh t .  .The back mu contains 
the Science Manager console and the table used by the ARC a c t i v i t i e s  
coordinator. 
Operation o f  the POCC was i n  accordance wi th  AOSlLOS rules, w i th  
data, TV, and voice comunication from the Spacelab being shut o f f  
by the AOS/LOS switch on the S I M  SUP console. D i g i t a l  data continued 
t o  be received, processed, and transmitted t o  ARC, but displays 
were inhibi ted.  
, 
5.3.3.1 Analog Data 
The primary display o f  analog data was on two 8-channel s t r i pcha r t  
recorders, shown between the P I  console and the Data Manager console 
i n  Figures 5-8 and 5-9. Data outputs on the 16 l i n e s  were 
configured by the patch panel i n s t a l l e d  by the crew as defined i n  
SD-SHD-111-001. I n i t i a l  set  up of the recorders was by the Data 
Manager, but  the P . I .  could se t  up and operate the recorders a t  h i s  
option. Each recorder had one channel which could be switched to 
route data through a d i f f e r e n t i a t o r  p r i o r  t o  display, f o r  an X76 
experiment speci f ic  requirement. Some confusion arose from USL 
o f  t h i s  switch, since the d i f f e ren t i a to r  had t o  be switched out f o r  
other experiments. I n  between prime experiment runs, the s t r i p c h a r t  
recorders continued t o  run a t  a slow speed t o  provide a record o f  
the X7G pod monkeys' physiological parameters. The only mechanical 
d i f f i c u l t y  wi th  the recorders was a bent frame on one recorder which 
occasionally caused the paper no t  to track properly. 
Closer examination capabi l i ty  o f  any parameter wes provided by a 
dual beam oscil loscope on the P I  console. E i ther  beam could be 
switched to an,v o f  the 16 analog channels. 
4udio outputs, c e l l  f i r i n g  from X66 and doppler blood f l o w  from X50, 
were routed t o  the P I  console. Normally, the P I  used a headset t o  
l i s ten ,  but the signals could be switched t o  a speaker. An acoustic 
couplet vas used t o  transmit the doppler audio t o  ARC v i a  dialup FTS 
telephone l ine.  
5.3.3.2 Real-Time D i g i t a l  Data I 
The GDS received data downlinked from the ODs, demultiplexed and 
translated the data, applied engineering u n i t  conversion, and 
P@/P€ 
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drove the d i g i t a l  displqys. Displqys were updated once per 
second, and were contro l led by a keyboard on the Data k n a g e r  
console. Only tm, display fomats  could be used a t  any time, due 
t o  hardware avai 1 abi 1 i ty. 
The f i r s t  display was a f i xed  configuration and contained OW/GDS 
system status information f o r  the use o f  the Data Manager. Due 
t o  the format l imi ta t ions,  t h i s  display was also designed to  include 
spacecraft and holding f a c i l i t y  environmental and housekeeping data. 
CRT's containing t h i s  display were made avai lable t o  the Test Direc- 
tor and Payload Of f i ce r ' s  console i n  the Test Control Area, i n  
order tha t  they could monitor tne environment i n  the Spacelab. A 
l a t e  request by the crew f o r  environmntal data, which could not 
be handled w i t h  the O B ,  resul ted i n  another CRT carry ing t h i s  
display being i n s t a l l e d  onboard. 
The second display was cal lab le f r o m  the Data Manager's Keyboard 
and was experiment speci f ic .  
paramters, each format contained "background" data from X76, due 
t o  the requirement f o r  continuous monitoring o f  the pod monkeys. 
This display was provided on the Data Manager, PI/PE, and Science 
Manager consoles. During the test, an addit ional  monitor paral- 
l e l i n g  the console displays was added i n  the ARC ready room across 
the h a l l  from the POCC. Formats f o r  the d i g i t a l  displays are sham 
i n  document SD-SMD-111-002. 
Besides the s p e c i f i c  experiment 
A l i n e  p r i n t e r  was also avai lable on c a l l  fm the Data Manager's 
Keyboard. The l i n e  p r i n t e r  updated once per second wi th  the same 
parameters avai 1 able on the CRT d i  spl ays. Experiment speci f i c  
formats plus an environmental format were provided as ca l led f o r  
by document SD-SMD-111-002. Primary use o f  the l i n e  p r i n t e r  was 
t o  record X76 data during act ive Lower Body Negative Pressure runs 
and to c o l l e c t  environmental data during the n ight  f o r  personnel 
monitoring the holding f a c i l i t i e s .  
P r io r  t o  the test ,  a feature was added to the ODS and GDS software 
which allowed a display o r  p r i n t o u t  to be ca l l ed  e i t h e r  i n  engineering 
uni ts  with ca l ibrat ions applied, o r  i n  raw voltages. This feature 
was used extensively both before and during thz t e s t  f o r  trouble- 
shooting, sensor cal ibrat ion,  and cal i brat ion software checks. 
Both the ODS and GDS provided l i m i t  sensing on c r i t i c a l  environmental 
and physiological parameters f o r  the holding f a c i l i t i e s  and the X76 
moneky pods, with an aster isk as a visual ind icat ion on the CRT 
displays. Just p r i o r  t o  the test, an audible alarm was added t o  
the GDS wi th  enablddisable capabi l i ty  from the console. This alarm 
was qu i te  useful, p a r t i c u l a r l y  on the n i g h t  s h i f t s  when console 
operators had other duties. Due to a pecul iar  s e t  o f  circumstances, 
however, an alarm was missed on day 5 o f  the test .  The monkey pod 
a i r  flow, one o f  the l i m i t  sensed parameters, had t o  be shut down 
during an act ive X76 run due t o  i n s t r u m t a t i o n  interference by 
the a i r  flowmeter. The ai!iiible alarm, therefore, was disabled 
during an act ive X76 run t o  prevent a continuous alarm signal. 
This condit ion existed on day 5 when the Simulation Supervisor 
generated a simulat ion problem of a 400 Hz power f a i l u r e  i n  the 
Spacelab, Loss of 400 Hz shuts o f f  the a i r  c i r c u l a t i o n  system i n  
one o f  the animal holding f a c i l i t i e s ,  which generates an alarm. 
The POCC was supporting the X76 run and a simultaneous X66 run, 
and the visual ind icat ion was not  noticed f o r  almost an hour. 
Even w i t h  the audible alarm off, the delay would not  have occurred 
had t h i s  been a rea l  problem rather than a simulation. Displays 
had been furnished to the Payload Off icer and the Test Director 
i n  order t o  monitor environmental s, and the Faci 1 i t i e s  Engineer 
was monitoring power. These operators were pa r t i c i pa t i ng  i n  the 
simulation, however, and d i d  not  repor t  the problem. 
5.3-3.3 Science Computer Operation 
Due t o  development problems, no processed data was avai lable i n  
the WCC, although the Science Computer could be used t o  dunp down- 
l inked records and hardcopy them for use i n  troubleshooting. The 
primary use o f  the Science Computer, then, was t o  receive downlink 
data from the GDS, store, and transmit t o  ARC, as discussed i n  the 
next section. 
The Science Computer was l i m i t e d  i n  the n u h e r  o f  display terminals, 
so the Data Manager d i d  not  have any display o f  the system status. 
This problem was compounded by the fact  t h a t  the computer operator 
d id  not have access to a comnunications loop. The only way the 
Dsta Manager could t e l l  i f  the ARC data l i n k  was up was by shouting 
over the consoles t o  the canputer operator. A status display was 
a l so  needed t o  t e l l  how nehr real-time the l i n k  was operating, since 
ARC might be looking a t  data tha t  was several minutes old. Unless 
the Data Manager knew t h i s  status, coordination w i t h  ARC was very 
d i f f i c u l t .  
The lack o f  a c m u n i c a t i o n s  loop f o r  the computer operator also 
meant that  coordination w i t h  the ARC operator could be done only 
by FTS telephone. I f  comnunications could n o t  be established by 
phone, coordination had t o  be relayed through the Data Manager. 
This became complicated because the ARC operator had t o  leave h i s  
pos i t ion t o  get t o  a communications loop. Addit ional ly, the only 
loop avai lable f o r  comnunication w i th  ARC was the Science Coordi- 
nation loop, which was used p r imar i l y  f o r  PI coordination. 
5.3.3.4 Data Str ipping and Transmittal 
The task o f  gathering data from the Varian l i n k  and forwarding i t  
t o  the SORC was handled by the Science Computer i n  three steps. 
(1) demultiplexing, (2) spooling, and (3) transmission t o  ARC. 
Receipt o f  the downlink bu f fe r  was i n  a scrambled format  so t h a t  
i t  required dernultiplexing. The demultiplexing was handled on an 
experinrent basis by tasks dedicated t o  t h i s  purpose. These tasks, 
ca l led spoolers, were ca l led i n  dynamically based on the configura- 
tion n u d e r  i n  the downlink buffer. A typ ica l  spooler perfonned 
the demultiplexing operation and w r o t e  the data i n  SORC l i n k  format 
to a spool f i l e  on the disc. The reason f o r  the intermediate spool 
f i l e  was to  preclude data loss d w  t o  a l i n k  dropout o r  f a i l u re .  
The f i n a l  step was t o  read the data fm the spool f i l e  and send i t  
t o  Ames v i a  the 1i;ik. 
Certain experiments (X50, X76A, X76B) had data rates exceeding the 
9600 BPS l i n k  capabi l i ty .  For these experiments, only a po r t i on  
o f  the data was transmitted real-t ime t o  maintain a reasonable f l o w  
o f  information t o  the P.I. 
The e n t i r e  data stream f r o m  76A, 766, and 50 were recorded on tape 
i n  real-time. 
night. This plan was abandoned when i t  became apparent t h a t  manning 
ARC was requirud, as wel l  as a t  JSC. 
It was planned t o  send these tapes t o  the SORC over- 
One operational woblem occurred when the 76A and 768 experinents 
were run back-to-back. The 11/40 was severely l i m i t e d  i n  d isc space 
and had b u t  a s ing le tape drive. Therefore, the disc and tape had 
to be reconfigured tetween 76A and 768. This required about two 
minutes which were n o t  always read i l y  available. I n  a Shutt le era 
operation, t h i s  s o r t  o f  l i m i t a t i o n  would not  occur. 
5.3.4 SORC Displays, Processing and Operations 
Operation o f  the SORC was the respons ib i l i t y  o f  the SORC Director 
w i th  the support of a SORC Science Chief and a SORC Operations Chief. 
They were assisted by PI'S, PE's, technicians, and others as required. 
Figure 5-10 i s  a photograph o f  the SORC i n  operational configuration. 
I n  concert wi th  the general operational po l i cy  o f  the SORC, every 
attempt was ma& t o  process and display the experiment data sent t o  
the SORC i n  a timely manner, i.e., real-time, so t h a t  appropriate 
displays could be presented f o r  the respective P.I. A l i s t i n g  o f  
the SORC real-time data displays i s  given below by experiment nunber. 
Experiment Data Displayed Type o f  Display Display Device 
x5 a 
b 
d 
e 
f 
9 
h 
i 
j 
C 
Heart Rate 
Respiration Rate 
EMG 
Blood Volume Finger) 
Blood Volume I Face) 
GSR 
Heart Rate 
Respiration Rate , 
GSR 
Blsod '!olume (Finger) 
S t r i  pchart 
0 
II 
II 
11 
II 
CRT p lo t -5  
I 1  
I1  
I1  
Brush 
II 
11 
I 1  
11 
11 
sec. ave. VT-11 I1 
I1 
11 

E xpe ri men t 
X13 a 
b 
d 
C 
X15 a 
b 
X50 a 
b 
d 
e 
f 
9 
h 
C 
x57 a 
b 
d 
e 
f 
9 
h 
i 
C 
1 
X58 a 
b 
d 
e 
f 
C 
X76 a 
AM b 
d 
e 
f 
9 
h 
i 
j 
k 
C 
Data Displayed 
C02 Ra t  A 
14 CO Rat A 
C02 dt B 
14 C02 Rat B 
EOG 
Acce 1 era ti on 
Audio Blood Flow 
ECG 
Blood Flow 
Echocardi ogram 
Systo l ic  Blood Press. 
D i  as to1 i c B1 ood Press. 
Average Blood Flow 
Heart Rate 
Heater Current A 
Heater Current B 
Heater Current C 
Heater Voltage A 
Heater Voltage B 
Heater Voltage C 
L iqu id Temp. Top 
L iqu id Temp. Bottom 
L iqu id Temp. Mid. 
Heating Plate Temp. A 
Heating Plate Temp. B 
Heating Plate Temp. C 
Type o f  Display Display Device 
CRT p lo t -1  min. ave. VT-11 
n 
I 1  I1 
I 1  
II I1  
S t  ri pchart Brush 
II I1 
S t r i  pchart 
I 1  
II 
Brush 
I1  
I1 
TV o f  onboard recd. Slow Scan TV 
CRT p l o t  1 min. ave. VT-11 
I 1  I1 
It I I  
II I1  
S tri pchart 
I1 
I 1  
II 
II 
I 1  
I 1  
I 1  
CRT p l o t  1 min. ave. 
I 1  
I1 
II 
i 0 S t r i  pchart 
d i t c h e d  Gas I1 
co 11 
A r t  on II 
F1 ow II 
Vol ume II 
ECG 
Heart Rate 
AOP 
LVP 
LVP Expanded 
DP/ DT 
D i f f e r e n t i a l  Pressure 
Mean LVP 
Mean AOP 
Heart Rate 
Pod D i f f e r e n t i a l  Pressure 
Str ipchar t  
I 1  
I1 
II 
I1 
I1  
11 
CRT p l o t  1 min. ave. 
I 1  
II 
I1  
Brush 
II 
I1 
0 
I t  
1) 
I1 
I1  
VT-11 I1 
II 
I1 
Brush 
I1 
11 
11 
II 
I I  
Brush 
II 
I1 
I1 
11 
I I  
I1 
VT-11 
II 
I I  
II 
ORIGINAL PAGE IS 
OF POOR QUALITY 
Expert men t 
X76-background 
a 
b 
C 
d 
e 
f 
9 
h 
i 
j 
k 
1 
m 
n 
P 
q 
r 
t 
0 
S 
U 
V 
W 
X 
OTR 14/15 
a 
b 
C 
d 
e 
f 
9 
h 
i 
j 
k 
1 
Data D i  spl ayed 
Heart Rate A 1 min. ave. 
AOP A 'I 
LVP A 'I 
Temp A I' 
F1 ow A 'I 
Heart Rate B 'I 
AOP B 'I 
LVP B 'I 
Temp B " 
F1 ow B 
Ambient Press 
h b i e n t  Temp 
Upper Pod Temp A 
Upper Pod Temp B 
Lower Pod Teni A 
Food/ Wa te r A 
Food/Water B 
Fractional 0 
Fractional C 6  
Fractional Hp% 
Fractional N 
0 Productioz d Production 
R l p i r a t o r y  quotient 
P r i m  Sys i n  Temp 
P r i m  Cage i n  Temp 
Rodent Sys i n  Temp 
Rodent Cage i n  Temp 
Rodent Cage Out Temp. 
Ac t i v i t y  Cage - 10 min. 
A c t i v i t y  Cage 
Acti v i  ty  Cage 
Acti v i  ty Cage 
Ac t i v i t y  Cage 
Acti  v i  ty  Cage 
Water Con sur:pti on 
Type o f  Displax 
C f  /Numeric 
I1 
I1 
I 1  
II 
II 
I1 
I1 
I1  
I1  
II 
11 
I1 
I1 
f I  
11 
I 1  
I 1  
I1 
I 1  
I 1  
I1  
I1  
I 1  
Display Device 
omron 
11 
i1 
11 
11 
11 
11 
11 
It 
11 
11 
11 
11 
11 
I t  
11 
II 
11 
11 
11 
11 
11 
11 
11 
a/Numeric 18110 min ave 
I 1  I 1  
I1  I1 
I 1  I1  
I1  11 
I1  I1  
11 II 
I 1  I 1  
I1 I1  
I1  11 
I1  I1  
11 II 
Omron 
11 
11 
11 
11 
11 
11 
11 
1: 
11 
11 
11 
Experiment 
OTR 16/17 
a 
b 
d 
e 
f 
9 
h 
i 
j 
k 
1 
m 
C 
Data Displayed 
P r i m  Sys I n  Temp 
P r i m  Cage I n  Temp 
P r i m  Sys Out Temp 
Rodent Sys I n  Temp 
Rodent Cage I n  Temp 
Rodent Sys Out Temp 
Metabolic Sys I n  Temp 
Activity Cage - 10 min. 
ll 
Type o f  Data 
W/Numeri c-1 &lo min ave 
U I1  
II II 
I1 I 1  
I I  I I  
I1 I 1  
II il 
I I  II 
ll I I  
I1 II 
iI #I 
ll II 
II I I  
Di sp1 ay Devi ce 
Omron 
II 
ll 
I1 
II 
I1 
11 
II 
I1 
II 
II 
II 
I1 
During the conduct o f  each experiment the data was passed from the 
JSC Sciencd computer t o  the SORC using predetermined data formats, 
Number "crunching" was necessary f o r  the high data r a t e  experiments, 
but  i n  a l l  cases the P.I.'s received s u f f i c i e n t  data t o  assess i n  
real-time t h e i r  respective experiment. 
Original planning ca l l ed  f o r  the SORC t o  be manned 24 hours per t e s t  
day. A t  n ight  the non-real t i m e  data t ransfer  and data processing 
was t o  take place. 
manned 24 hours per day. Based on t h a t  experience, i t  became apparent 
that  plans t o  process a l l  non-real time data each n i g h t  were over ly 
opt imist ic.  The data t ransfer ra te  was the l i m i t i n g  factoc. There- 
fore, the non-real time data was no t  sent to  the SORC a t  night, but 
was co l lected on magnetic tape for  processing a f t e r  the SMD I11 t e s t  
was completed. The housekeeping data and X76 background data was 
sent t o  the SORC and stored on tape f o r  processing and display ear ly  
each morning. 
During,the two day simulat ion the SORC was 
A l l  data received over the high speed data l i n e  was d i g i t a l  inc lud ing 
data t o  be displayed on the s t r ipchar t .  I n  t h a t  case the d i g i t a l  
signal was converted t o  an analog signal AS would be done i n  a rea l  
mission versus the non-real s i t ua t i on  t h a t  prevai led a t  JSC where 
the s t r i pcha r t  recorder was hardwired t o  the spacelab mockup. 
The SORC operations were p r e t t y  much as planned other than f o r  the 
el iminat ion o f  the n i g h t  t ime data processing. The SORC was no t  on 
a s h i f t i n g  basis; $.e., the SORC was operational a t  0530 t o  0600 
hours each day u n t i l  a f t e r  the status meeting each n i g h t  (ZOO0 t o  
2200 hours) and s taf fed throughout tha t  t ime  by the same people. 
The only exception was the computer operators - the semblance o f  a 
s h i f t i n g  pattern was established, bu t  not enforced by the SORC 
Cirector nor adhered t o  by the personnel involved. 
they would stay beyond the end of t h e i r  s h i f t  f o r  as long as needed. 
For the most pa r t  
The P.I.'s were not 'led when t h e i r  experiment would be conducted 
and they w u l d  be i n  the SORC approximatsly 1/2 hour ahead o f  the 
scheduled time. As it turned out, the conduct o f  the ind iv idual  
experiments frequently ran, behind the CAP. That resulted i n  the P.I.'s 
experiencing long waits o r  going back t o  t h e i r  labs u n t i l  ca l l ed  
again. The p r e d i c t a b i l i t y  o f  the experiment s t a r t  times l e f t  some- 
th ing t o  be desired and frequently even the status o f  experiments i n  
progress could not  be ascertained wi th  any cer ta in ty  by e i t h e r  SORC 
o r  JSC operations people. Thus, several occasions arose where the 
experiment was s tar ted without the P.I.'s being i n  the SORC. 
A f i n i t e  amount o f  time was required t o  Change the onboard configura- 
t ion from one experiment t o  another. Simi lar ly,  the ground based 
computer systems needed a f i n i t e  amount o f  t i m e  also. 
arose during the f i r s t  f e w  days o f  the SMD-I11 t e s t ,  where nei ther  
JSC nor the SORC had s u f f i c i e n t  t ime and subsequent data processing 
i n  the SORC would run behind by several minutes, gradually catching 
Instances 
up as the experiment progressed. The catching up process was 
experiment dependent and required a considerable time f o r  say 
X76 whenever the data processing s tar ted out  "behind" the conduct 
o f  the experiment. 
The data system was i n  operation 24 hours per * c t  day. The com- 
puters a t  the J S C  and the S 3 R C  would from time t o  t ime crash, which 
would cause the data processiiig t o  l a 9  the experiment forc ing a 
catch mode also. Seldom wds there s u f f i c i e n t  t i m e  t o  troubleshoot 
and document the cause f o r  a computer crash, but on the other hand, 
down times were uzually short. On only one occasion could the 
cause o f  a system crash be traced t o  a htgh-speed data l i n k  dropout. 
I n  addi t ion t o  the real-t ime experiment data received, processed 
aed displayed f o r  the P.I.'s, there were data products produced 
f o r  the P.1. l~ .  Some o f  the data products were produced imnediately 
a f t e r  the end o f  the applicable experiment run. Examples ;:e hard 
copies o f  the graphics p lo t s  and pr in touts  o f  cer ta in  experiment data 
a l l  done on the Versatek p r i n t e d p l o t t e r .  Some data such as the 
BSHF a c t i v i t y  measurements ,and average temperatures were supplied 
on the teletype once per hour throughout the day. Some data req9i r ing 
addit ional processing was processed again a t  the e a r l i e s t  opportunity 
consistent w i t h  receiving real-t ime experiment data. A l l  data 
received by the SORC was logged or magnetic tape as a master data 
f i l e .  
During the X76 experiment w i th  i t s  high speed da?a rates, the s t r i p -  
chart tracings were n o t  continuous throughout the experiment run, 
That was due t o  the t ime  required t o  pe r iod i ca l l y  receive and process 
the "housekeeping" and experiment 76 background data interspersed 
w i th  the experiment data being 'received, processed and displayed. 
Although the s t r i pcha r t  records ( fo r  a l l  experiments) had a generated 
t ime code channel as a pa r t  o f  the record, some addi t ional  post SMD 
I11 data processing was t o  be accomplished t o  produce a continuous 
s t r i pcha r t  recording f o r  post t e s t  analysis. 
Final ly,  as per planning f o r  data processinq, cer ta in  data products 
such as magnetic tapes f o r  the various P.I. s were t o  be produced 
a f t e r  the completion o f  the SMD I11 test .  
A l l  del iverable data products produced by the SGRC f o r  the various 
P.I . 's  are c i t e d  i n  the table o f  Figure 5-11. 
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5.3.5 S low Scan TV Operations 
The mode o f  operation i n  the SORC Wis t o  check out  the system when 
pawered up by sending t o  and receiv ing fruo JSC co lo r  t e s t  patterns. 
I f  the t e s t  patterns received a t  both ends were normal then the system 
was judged t o  be operating s a t i s f a c t o r i l y  and the system would be 
placed i n  the "sequence" mode t ransmi t t ing pictures from JSC t o  the 
SORC. Throughout the day as events o f  special i n te res t  were encoun- 
tered, "One shot" operation would be used and spec i f i c  p ic tures 
selected by personnel a t  JSC would be sent t o  the SORC. Frequently, 
JSC would request tha t  p ictures o f  the processed data displayed i n  
the SORC be transmitted t o  JSC for  which the "one shot" mode would 
be used. A f te r  each special event the system would be reconfigured 
back to  the "sequence" mode c i t e d  above. 
Primary u t i l i z a t i o n  o f  the s l m  scan TV system was by the SORC 
personnel and pr inc ipa l  invest igators (p.1.'~) o f  the various experi- 
ments. I n  the sequence rk, f o r  instance, those i n  the SORC could 
have a general knowledge (a lbe i t ,  no t  detai led) o f  the onboard 
a c t i v i t i e s  and exper imnts tha t  were being conducted. The system 
was also used rou t ine ly  f o r  sending specialized pictures such as f o r  
the X50 echocardiogram, close ups of some o f  the experiments during 
phase t ra in ing  and close ups o f  the surgical work bench and the work 
being done a t  t ha t  station. 
Soon a f t e r  the i n s t a l l a t i o n  o f  the slow s c a  TV system i n  the SORC 
i t  tecame apparent t h a t  it would be used on a d a i l y  basis, no t  
because of preference f o r  the slow scan, but because i t  was the only 
TV planned f o r  and avai lable i n  the SORC. Those i n  the SORC becam 
somewhat dependent upon the TV system t o  provide some information 
concerning the onboard a c t i v i t i e s  - information which was t o  be 
obtained from no other source. 
i t s  Jsefulness i n  tha t  the minimally su f f i c i en t  information obtained 
from the slow scan TV helped the SORC operate i n  i t s  expected mode. 
I n  tha t  regard the system proved 
The s low scan TV system i n  "sequence" mode proviees a new p ic tu re  
every 150 seconds. To the casual observer tha t  might seem su f f i c i en t .  
Hcwver, t o  the operations people who follow the onboard a c t i v i t i e s  
very closely f o r  control and coordination purposes and the P.I.'s 
who have spec i f i c  experiment protocols which are being fol lowed by 
the onboard cmw, the slow scan TV was not  adequate t o  fo l low the 
a c t i v i t i e s  associated w i th  many o f  the experiments. The motion tha t  
i s  observed by viewing a f u l l  XV strewn i n  and o f  i t s e l f  imparts a 
cer ta in  amount o f  information t o  the viewer tha t  i s  t o t a l l y  lacking 
i n  the slaw scan system. 
Even so, slow scan TV coverage woula be su f f i c i eR t  f o r  sme o f  the 
r e l a t i v e l y  inact ive o r  passive experiments and i n  cases such as X50 
where the P.I. planned t o  u t i l i z e  the "snap shot" capab i l i t y  o f  the 
slow scan T;' to  get a quick look a t  some o f  the onboard analog data. 
The Effectiveness o f  the slow scan TV i n  providing useful s c i e n t i f i c  
information i s  questionable a t  best. This i s  evidenced by the f a c t  
that  out o f  a potent ia l  o f  200 addresses avai lable on the disc 
recorder only 30 were u t i l i z e d  f o r  experiments other than X50 
(which planned to use i t  f o r  echocardiogram) and m s t  o f  those 
were o f  the general experilaent se t  up. 
the lack o f  i n t e r e s t  i n  preserving pictures was probably due to 
the i n a b i l i t y  t o  remotely control  the camera(s) and/or t o  get 
close ups o f  the experinent o r  experiment subject. 
I n  a l l  fairness, however, 
Effectiveness o f  the system was no t  compromised by maintenance 
problems. I n  the checkout and ear ly  equipmnt usage stages, some 
problems were encountered w i th  the NEC equipment i n  the SORC. An 
NEC representative checked out  and repaired the equipment which 
operated maintenance-free thereafter. One problem tha t  required 
a considerable e f f o r t  t o  overcome was t o  get the d isc recorder to 
synch up on the signal from the NEC equipment. 
Drop outs were r e l a t i v e l y  infrequent and could be traced t o  the 
telephone l i n e  and the l i n k  was re-established w i th  l i t t l e  or no 
consequential delay. Noise on the l i n e  would show up i n  the p ic -  
tures as l i n e s  through the picture,  but  were never any source o f  
concern o r  the cause o f  information loss. The most severe opera- 
t i ona l  t es t  had to be the SMD I11 t e s t  when only one shor t  drop 
ou t  occurred i n  seven days o f  continuous operation. 
5.3.6 L ibrary  Archiving and Data D is t r ibu t ion  
Based on the successful experience o f  Spacelab Mission Simulation 11, 
a branch of the Space L i f e  Sciences Archival L ibrary  was establ ished 
a t  the POCC f o r  the duration o f  the test .  This branch was s ta f fed  
by Kentron Hawaii personnel from the l i b r a r y  on a Go-sh i f t ,  16 hour 
basis. The f i r s t  s h i f t  c a ~ ~  on a t  2 p.m. local ,  a f t e r  the day's 
experiment a c t i v i t y  had started. The l i b r a r i a n  co l lected data gen- 
erated so far by the Data Manager, checked i t  i n t o  the l i b ra ry ,  and 
cataloged i t  f o r  inpu t  to the computerized l i b r a r y  index. As data 
was generated during the day, each piece, whether tape, pr in tout ,  
o r  s t r ipchar t ,  was logged i n  and cataloged. 
cataloged data were then input  i n t o  the l i b r a r y  index using one of 
the MEDICS terminals i n  the POCC. Input was completed by the second 
s h i f t ,  which began a t  10 p.m. loca l .  This assured t h a t  a l l  data was 
accounted for  and the index was current. 
The work sheets o f  
Checkout of data was handled by the l i b r a r i a n  whenever data was 
needed by the Y.I .  o r  others f o r  analysis. The l i b r a r i a n  could also 
draw on the resources o f  the l i b r a r y  f o r  background and past program 
data and documentation, i f  needed. 
By checking a l l  data i n t o  the l i b ra ry ,  as generated, the problems 
found i n  past programs o f  missing and l o s t  data are c i r c w e n t e d .  
Even though much o f  the data from t h i s  t e s t  was given t o  the P. I .  I s  
on permanent loan, the l i b r a r y  maintains a record of i t s  existence 
and the responsible par ty  f o r  i t s  location. 
5.3.7 Test Status R p o r t i n g  
5.3.7.1 JSC 
A new data base, ca l led  WD3, was generated i n  tne EDICS data 
storage and r e t r i e v a l  system. Three f o r m  were used t o  enter 
data, the A C W  f o r  completed experiments, the MALF f o r  problem 
tracking, and the N for te lev is ion  scenes recorded. Examples 
o f  completed fonns as re t r ieved from the data base are shown i n  
Figure 5-12. An addi t ional  form f o r  crew heal th status was 
planned, but  the lnedical o f f i c e r  decided i t  was not  necessary. 
The Experiment A c t i v i t i e s  Planning O f f i ce r  was responsible f o r  
completion o f  the A C C W  handwritten worksheet a f t e r  each experi- 
m n t  run, w i th  inputs f r o m  the Pr inc ipa l  Invest igator.  The MALF 
worksheets were prepared by the Payloads Of f i cer  f o r  system problems, 
and by the Assistant Payload Science Manager f o r  experilaents. TV 
inputs were taken from the l o g  maintained by the TV Of f icer .  
The Data L ib rar ian  co l lecte l l  the worksheets every evening a f t e r  
crew " l ights-out"  and entered them into the data base, thus assuring 
tha t  a l l  the day's accomplishments were entered. The Data L ib rar ian  
and Data Manager then prepared a da i l y  status repor t  which was d is-  
t r ibu ted  t o  a l l  operating posi t ions i n  the POCC and Test Control Area 
p r i o r  to the next day's ac t i v i t i es .  Canned r e t r i e v a l  routines, 
c a l l  ed HACRO' s , were developed whi ch fac i  1 i tated r e t r i e v a l  o f  cmu- 
l a t i v e  t e s t  resu l ts  t o  date i n  a tabular format. An access code was 
also establ ished f o r  ARC so t h a t  they might re t r i eve  the status data 
f o r  the SORC v ia  telephone. 
No operating problems were encountered w i t h  the system, and only one 
work-around was required. This occurred when scheduled maintenance 
i n  Bui ld ing 30, where the MEDICS canputer was located, required a 
shutdown o f  a i r  condi t ioning for a day and the computer could not  
be used. 
(54) 
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FIGURE 5-12, SMD 111 MEDICS REPORT FORMS 
5.3.7.2 ARC 
The SORC borrowed a TYMSHARE 1030 terminal from another organization 
a t  the ARC and was assigned an access code to the MEDICS computer 
p r i o r  to the two day simulation. The SORC had no d i r e c t  input  i n t o  
the MEDICS computer. The data dump from the MEDICS conputer was 
acquired i n  the SORC ear ly  each morning and scanned f o r  content. 
The data consisted o f  a . l i s t i n g  o f  the SMD I11 Accomplishments t o  
date, a Malfunction l i s t i n g  and a TV l i s t i n g .  Each morning the SORC 
Director and the SORC Science Chief would review and i d e n t i f y  verbal ly  
t o  the POCC Data Manager the TV sequences t h a t  should be retained and 
l a t e r  made avai lable t o  the P.I.'s. Otherwise the MEDICS information 
was used very l i t t l e .  
1 
6.0 POST TEST M T I V I T I E S  
6.1 ONBOARD DATA RETURN AND DISTRIBUTION 
Durintj the conduct o f  the e x p e r h n t s  on SCIO I11 a number o f  hard 
copy data products were produced i n  the Spacelab mockup. These 
included s t r i pcha r t  recordings , marked-up t e s t  procedures, p r i n t e r  
tapes, and exposed f i l m .  
As each data product was completed i t  was placed i n  a du f fe l  bag 
on the mid-deck which the cmw had set aside f o r  the purpose. A t  
the end o f  the mission the Data Manager went aboard and removed 
the du f fe l  bag p r i o r  to crew egress. The Data llanaqer and SLSAL 
l i b r a r y  personnel inventor ied the contents and each data iten was 
logged i n t o  the SDICS system. The ind iv idual  data items were 
then checked ou t  t o  the P I ' S  o r  placed i n  the Space L i f e  Sciences 
Archival L ibrary  (SLSAL) as appropriate. 
The crew indicated post-mission t h a t  the duf fe l  bag was an unsatis- 
factory arrangement and suggested tha t  a locker be provided on 
fu ture missions t o  house data supplies and canpleted data products. 
The use o f  t h i s  locker should be c lea r l y  spec i f ied i n  the f l i g h t  
procedures. 
6.2 LOG TAPE DATA RCOVERY 
It was recognized from the beginning that  a problem existed i n  
recovering data from the OM l o g  tapes, since they were i n  a 
seven track format .fm the Varian coaputer/tape drive, and the 
processing would be done on a POP 11/40 computer, which uses a 
nine track format. During pre-test  d e w l o p e n t ,  format conversion 
was done on the MEDICS computer f o r  a nunber o f  tapes. This 
required carry ing the tapes to another f a c i l i t y ,  however, and t i e d  
up a computer which was i n  act ive use f o r  other tasks. 
Just p r i o r  t o  the test ,  software was wr i t t en  f o r  the GK computer 
which allowed the GDS to %ad the l og  tape and put the data on 
the l i n k  t o  the Science Computer. The Science Computer than could 
transmit to ARC and/or generate a nine track tape. 
After the test ,  ARC determined tha t  they were missing approximately 
18 hours o f  Experiment 76 physiological background data, mostly i n  
the 48 hour pre t e s t  control  period. Since playing t h i s  data to 
ARC it real  t ime  ra te  would be very t i m e  consuming, Ford Aerospace 
m d i f i e d  the GDS software to al low reading the log  tape a t  four times 
the recorded speed. The data was then recovered and nine track tapes 
were made and shipped t o  ARC. 
6.3 POST TEST DATA PROCESSING 
The complete se t  o f  3SC analog tapes and the JSC Science Computer 
d i g i t a l  tapes were shipped t o  ARC post mission. These, i n  conjunc- 
t i o n  w i th  the d i g i t a l  l o g  tapes created a t  ARC, const i tuted the 
basis f o r  a l l  post- test  data processing. The JSC Science computer 
tapes were of two types; the experiments 50 and 76 high r a t e  data 
recorded during a run and the balance of the SMD I11 data recorded 
as d a i l y  f i l e s .  
The data f o r  each experiment were str ipped from the ARC inaster data 
tapes t o  generate the ind iv idual  Experiment Data Records (EDR) 
del ivered t o  the Pr inc ipa l  Investigators. The JSC d a i l y  f i l e s  tapes 
were used as a backup source t o  f i l l  i n  any data gaps i n  the ARC 
tapes. The JSC Experiment 50 and Experiment 76 data tapes were 
used as the prime source of high rate data f o r  port ions o f  the 
Experhents 50 and 76 EDR's. 
Once the EDR tapes were created and minor modif icat ions were made 
t o  the applications software the data f o r  each experiment were 
replayed t o  generate f i n a l  data products consist ing o f  str ipcharts,  
l i s t i n g s  and plots.  
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