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1ROI Sensitive Analysis for Real Time
Gender Classification
Marcos A Rodrigues, Mariza Kormann and Peter Tomek
Abstract—This paper addresses the issue of real
time gender classification through texture analysis.
The purpose is to perform sensitivity analysis over a
number of ROI-Regions of Interest defined over face
images. The determination of the smaller ROI yielding
robust classification results will be used for fast com-
putation of texture parameters allowing gender clas-
sification to operate in real-time. Results demonstrate
that the ROI comprising the front and the region of
the eyes is the most reliable achieving classification
accuracy of 88% for both male and female subjects
using raw data and non-optimised extraction and
classification algorithms. This is a significant result
that will drive future research on optimisation of
texture extraction and linear discriminant algorithms.
Index Terms—Face detection and tracking, texture
analysis, gender classification
I. INTRODUCTION
IMAGE analysis for gender classification has anumber of useful applications such as collect-
ing demographic statistics for marketing purposes,
security surveillance, and the development of cus-
tomised human-computer interfaces. The ADMOS
project [1] is funded by the EC and aims to develop
a real-time gender and age recognition to be used
in private spaces of public use, such as shopping
malls, fairs and outdoor events.
The purpose of this paper is to report on sensitiv-
ity analysis and performance evaluation concerning
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gender classification using texture analysis. The
parameters under investigation include the size of
the detected region in the image in relation to the
location of the eyes, and various regions of the face.
Specifically these include a larger image with aspect
ratio width:height of 3 : 4 which normally includes
ears, hair and a portion of the neck, 1 : 1 which is
narrowed down to the region of the face from the
front to the chin and normally includes portions of
the ears, and 2:1 which are defined as the top half
of the face (front, eyes, portions of the nose and
ears) and bottom half (including lips and portions
of nose, chin and ears).
A set of experiments are designed to determine
the optimal region of the face; ideally this would be
as small as possible to allow the system to operate
in real time. The techniques under investigation
are the LBP–Linear Binary Pattern algorithm [2]
in conjunction with eigenvector decomposition to
determine class membership [3]. No LBP improve-
ments are proposed here neither the optimisation
of classification algorithms; the aim is to robustly
assess the various ROI-Regions of Interest of an
image. Once such regions are determined, then
improvements to the techniques are investigated.
LBP is a non-parametric method used to sum-
marise local structures of an image and have been
extensively been exploited in face analysis for gen-
der, age, and face recognition [4], [5], [6], [7],
[8], [9]. Normally, LBP are employed in local and
holistic approaches and a number of extensions
have been demonstrated in the literature (e.g. [6])
in connection with linear discriminant analysis and
SVM-support vector machines.
The approach in this paper is demonstrated by
using a public database from which the various
regions are automatically selected by face, eyes and
2lip detection algorithms. The method is described
in Section II, experimental results are presented in
Section III with a conclusion in Section IV.
II. METHOD
In order to perform real-time gender classifica-
tion, a number of steps are necessary. First faces
must be detected in the image and this is achieved
through the Viola-Jones method [10], [11] available
from OpenCV libraries. An unconstrained image
may contain a number of faces and each region of
interest ROI containing a face must be processed
independently and the detected gender must be
assigned to a corresponding data structure (to that
region of interest). The data structure thus, will
contain a gender attribute such that to avoid un-
necessary multiple calls to the gender classification
function if a particular tracked face has already a
gender definition. This applies to the tracking of
faces over multiple frames, but these aspects are not
discussed further in this paper. Instead the focus is
on sensitivity analysis over selected regions of the
face.
Sensitivity analysis starts with testing aspect
ratios of the ROI concerning the selected facial
region. The Viola-Jones method yields a ROI with
aspect ratio of 1 : 1. The method, however, suffers
from false positive detection: due to the simplicity
of the Haar-like features used, some of the detected
face objects are not faces at all. In order to verify
whether or not it is a face, a number of constraints
are imposed namely, a face must have two eyes
and a lip. To verify the constraints each ROI is
taken in turn. First eye detection is performed in
the knowledge that right and left eyes are located
in the first and second quadrants of the ROI, and
lip detection in the knowledge that the lip is spread
over the third and fourth quadrants. An example of
a verified face is depicted in Figure 1. If the ROI
satisfies these constraints then proceed to gender
classification. Note that eye detection is a specific
requirement of the ADMOS project but very useful
in the context of sensitivity analysis presented here
as the size of a larger ROI (of aspect ratio of 3:4)
is determined from the eye locations.
Fig. 1. Face, eyes, and lip detection in real time with annotated
face ROI of aspect ratio 1:1
Local binary patterns [2], [4] are grey-scale
operators useful for texture classification defined
over local neighbourhood pixels. It was originally
defined using a 3× 3 array of pixels. The value of
the centre pixel is compared with its neighbours and
the result (greater or smaller) expressed as a binary
number and summed over all pixels considered.
LBP can be expressed over P sampling points on
a circle of radius R where the value of the centre




T (Ip − Ic)2
p, (1)
where Ip and Ic refer to the pixel intensity in the
grey level of the centre pixel and of P pixels on a
circle of radius R, and T is a thresholding function
with T (.) = 1 if (Ip − Ic) ≥ 0 or T (.) = 0
otherwise. Normally images are defined in blocks
from which individual LBPs are calculated and then
concatenated into a single histogram. The analysis
of such histograms can be used to differentiate tex-
ture patterns. The size of the block under analysis
can vary and this obviously will be reflected in the
LBP histogram.
In order to improve the robustness and discrimi-
3native power of the basic LBP operator as defined
in equation (1) a number of variations to LBP have
been proposed in the literature [5]. Note that the
purpose of this paper is not to investigate possible
extensions to LBP but to perform a sensitivity
analysis to determine which region of the face is
the most reliable for gender classification. Once
this is achieved the most promising region will
be investigated with a number of extensions to
LBP and linear discriminant algorithms [3] includ-
ing perceptron, relaxation rules, Fisher’s criterion,
least mean squared methods, and support vector
machines as reported in the literature (e.g. [5], [6],
[7]).
The approach to gender classification applied to
facial regions can thus be stated as:
1) Define a set of stable measures mi(i =
1, 2, . . . , n) on an image ROI and build a
vector M = (m1,m2, . . . ,mn)
T that char-
acterises the ROI;
2) Build a matrix Ω of vectors M where the
index of M points to the identity of the ROI
object: Ω = (M1,M2, . . . ,Ms)
T where s is
the total number of images or vectors in the
database;
3) Define a method to estimate the closest dis-
tance from a given ROI vectorM to the most
similar vectors in the database. The class of
those vectors will point to the most likely
class of M .
The set of stable measures is the histogram
produced as a result of applying LBP to the data. It
subsumes a large number of variables on the image
ROI and the purpose is to identify which variables
are more relevant to the problem at hand. Here the
problem is approached by analysis of variance, or
principal values. There are at least three ways a set
of principal components can be derived. Ifmi is the
set of original variables, then they can be expressed





The Hotelling approach described in [3] is used
here in which the purpose is to find a linear separa-
tion for which the sum of the squares of perpendic-
ular distances is a maximum, that is the choice is
to maximise the variance of ψ. This is a common
approach to the problem based on first determining
the scatter matrix S by subtracting all values from
their mean. Then the covariance matrix is estimated
as Σ = SST . The principal components are deter-
mined by performing an eigenvector decomposition
of the symmetric positive definite matrix Σ and then
using the eigenvectors as coefficients in a linear
combination of the original variables m.
In order to determine class membership, the
method is to define a training set in which ground
truth representative of male and female images are
used and classified accordingly. The leave-one-out
technique is used at testing stage. The principle is
that the closest vector in the database real class is
the proposed class for the testing vector. In order
to improve accuracy, a voting method is proposed
as the best of 5 closest matches – that is, for an
unknown vector the proposed class is determined
by majority counting.
III. EXPERIMENTAL RESULTS
A public database is used containing a large
variation of faces concerning pose and illumination,
details can be found in [12]. The database provides
sets of large images which are not restricted to the
facial area, and subjects are presented in a number
of different poses other than frontal. Examples of
images from the database are depicted in Figure 2.
A set of five experimental tests were carried out
as follows.
1) ROI1: using a large ROI that includes hair,
ears, and areas of the neck. This is selected
from face detection and by adjusting the
width and height of ROI with aspect ratio 3:4
based on the detected distance between eyes.
For instance, if the inter-ocular distance is d,
then the ROI width is defined with d to either
side of the eyes, and 2d to the top and 2d to
the bottom.
2) ROI2: using a ROI of 1:1 as detected by the
face detection algorithms. This is narrowed
down to the area of the face as compared
4Fig. 2. Examples of data from the FEI database. The larger
image shows the 5 automatically detected regions of interest.
to the previous larger ROI, and normally
includes the areas from the front to the chin.
3) ROI3: using a ROI of 2:1 including only the
top half of the detected face.
4) ROI4: using a ROI of 2:1 including only the
bottom half of the detected face.
5) ROI5: using a ROI of 2:1 corresponding to
the detected area around the lips.
A set of 100 images were used, 50 male and
50 female. For each ROI, LBP was performed
to extract the relevant features represented by the
histogram. An example is shown in Figure 3. The
histograms for each ROI are used for training and
testing purposes. Each ROI was tested indepen-
dently as the purpose is to determine which one
yields more accurate results; specifically the smaller
effective ROI is sought as the purpose is to be
Fig. 3. Example of LBP and histogram for a selected ROI.
applied in real time gender classification.
The implementation was carried out in Matlab
following the method described in Section II. Re-
sults were automatically saved to a spreadsheet for
further analysis. Performance in terms of accuracy
were noted and results are summarised in Table I.
Results for ROI1 yielded the highest accuracy for
male classification at 92%, and female classification
was substantially lower at 79%. This is probably
because adding portions of background together
with large amounts of hair increases the overall
variance which can be confused with skin variations
of male subjects due to facial hair. In any case, the
inclusion of background is not desirable as it can
introduce errors that cannot be controlled.
Results for ROI2 were slightly improved for
female subjects at 83% but worst for male ones
at 83%. Still, results are more consistent and thus,
preferable to ROI1. ROI3 (consisting of the upper
half of ROI2) yielded the best results, at 88%
accuracy for both male and female subjects. This
shows that there is enough variation in this region
5TABLE I
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to detect both classes with good accuracy. ROI4
(consisting of the bottom half of ROI2) retained its
previous accuracy for male subjects at 88% but for
female the performance decreased substantially to
71%. This shows that the region does not contain
enough variation in texture to guarantee robust
classification, which is somewhat surprising. Before
testing this ROI, it was expected that, due to facial
hair and skin texture variations on either shaved and
unshaved faces, male and female subjects would be
detected with the highest degree of accuracy. Finally
ROI5 has proved to be problematic as automatic lip
detection failed in about half of the data (multiple
lip detection was deemed a failure). Thus the lack
of robust lip detection rendered this ROI unstable
and the statistics reported here at less than 40% are
just an indication of performance.
Since this research is only interested in the
minimum ROI with highest performance, results
demonstrate that ROI3 is the most promising one.
The high variance caused by skin texture, eyebrows,
eyes, and portions of hair mean that the region can
be further exploited for more robust classification.
With this information, it is now possible to focus
on improvements to LBP and to the classification
algorithms. The obvious avenues to explore include
the use the Fisher’s criterion and SVM-support vec-
tor machines. In particular, SVM holds the highest
promise as it is a technique designed to maximising
the margin between canonical hyperplanes sepa-
rating the two classes. With a higher margin, the
probability of misclassification naturally decreases
and it should be possible to achieve higher accuracy
for both male and female subjects.
IV. CONCLUSION
This paper has presented a sensitivity analysis of
gender classification based on LBP and eigenvec-
tor decomposition over 5 regions of interest. The
adopted methodology was directed towards testing
the LBP algorithm over the selected regions to
determine the smaller region of interest yielding
the best classification results. Images from a public
database were used on which automatic detection
of the face region, eyes, and lips were performed
resulting in the various regions of interest being
defined. Classification results show that the region
containing parts of the nose, eyes and front are the
most reliable, with an overall accuracy of 88% for
both male and female subjects.
This is a significant result on its own right but,
more importantly, it provides a focus on which to
apply optimisation techniques to bring overall accu-
racy to a desirable level of 95%. Other techniques
reported in the literature such as in [6] perform
specific selection of histogram bins and use SVM
for feature classification and are shown to perform
slightly better than using the raw LBP histogram as
reported here. Those results and the results obtained
in this paper clearly indicate that, by using the
selected region and developing similar techniques
it will be possible to substantially increase clas-
sification accuracy. Furthermore, by allowing the
use of a substantially smaller region as compared
6to the ones reported in the literature, computation
will be much faster and appropriate for real-time
applications. Research is under way on fine-tuning
LBP for the selected region through the use of SVM
and related methods and results will be reported in
the near future.
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