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Abstract
In this work, we study the finite difference approximation for a class of nonlocal fracture models. The
nonlocal model is initially elastic but beyond a critical strain the material softens with increasing strain.
This model is formulated as a state-based peridynamic model using two potentials: one associated with
hydrostatic strain and the other associated with tensile strain. We show that the dynamic evolution is well-
posed in the space of Ho¨lder continuous functions C0,γ with Ho¨lder exponent γ ∈ (0, 1]. Here the length scale
of nonlocality is , the size of time step is ∆t and the mesh size is h. The finite difference approximations
are seen to converge to the Ho¨lder solution at the rate Ct∆t+ Csh
γ/2 where the constants Ct and Cs are
independent of the discretization. The semi-discrete approximations are found to be stable with time. We
present numerical simulations for crack propagation that computationally verify the theoretically predicted
convergence rate. We also present numerical simulations for crack propagation in pre-cracked samples
subject to a bending load.
Keywords: Nonlocal fracture models, state based peridynamics, numerical analysis, finite difference
approximation
AMS Subject 34A34, 34B10, 74H55, 74S20
1. Introduction
In Silling (2000) and Silling et al. (2007) a self consistent non-local continuum mechanics is proposed.
This formulation known as peridynamics has been employed in the computational reproduction of dynamic
fracture as well as offering dynamically based explanations for features observed in fracture, see e.g.,Silling
et al. (2010); Foster et al. (2011); Lipton et al. (2016); Bobaru and Hu (2012); Ha and Bobaru (2010); Silling
and Bobaru (2005); Agwai et al. (2011); Ghajari et al. (2014). These references are by no means complete
and a recent review of this approach together with further references to the literature can be found in Florin
et al. (2016).
The peridynamic formulation expresses internal forces as functions of displacement differences as opposed
to displacement gradients. This generalization allows for an extended kinematics and provides a unified
treatment of differentiable and non-differentiable displacements. The motion of a point x is influenced by
its neighbors through non-local forces. In its simplest formulation forces act within a horizon and only
neighbors confined to a ball of radius  surrounding x can influence the motion of x. The radius  is referred
to as the peridynamic horizon. When the forces are linear in the strain and when length scale of nonlocality
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 tends to zero the peridynamic models converge to the linear elastic model Emmrich et al. (2013); Silling
and Lehoucq (2008); Aksoylu and Unlu (2014); Mengesha and Du (2015). If one considers non-linear forces
associated with two point interactions that are initially elastic and then soften after a critical strain, then
the dynamic evolutions are found to converge to a different “limiting” dynamics associated with a crack set
and a displacement that satisfies the balance of linear momentum away from the crack set and has bounded
elastic energy and Griffith surface energy, see Lipton (2016, 2014) and Jha and Lipton (2018). A numerical
analysis of this two-point interaction or bond based peridynamic model is carried out in Jha and Lipton
(2018, 2017). In these works the a-priori convergence rates for finite difference and finite element methods
together with different time stepping schemes are reported.
This article focuses on the numerical analysis of a state based peridynamic fracture model governed by
forces that are initially elastic and then soften for sufficiently large tensile and hydrostatic strains. Attention
is given to the prototypical state-based peridynamic model proposed in Lipton et al. (2018). The analysis
performed here provides a-priori upper bounds on the convergence rate for a numerical scheme that applies
the finite difference approximation in space and the forward Euler discretization scheme in time. The
state based peridynamic model treated here has two components of non-local force acting on a point. The
first force is due to tensile strains acting on x by its neighbors y, while the second force is due to the
net hydrostatic strain on x associated with the change in volume about x. In this article we analyze the
convergence of the numerical scheme for two different cases of constitutive law relating non-local force to
strain. For the first case we take both tensile and hydrostatic forces to be initially linear and increasing
with the strain and then after reaching critical values of tensile and hydrostatic strain respectively the forces
decrease to zero with strain, see figures 1(b) and 2(b). For the second case we choose the hydrostatic force
to be a linear function of the hydrostatic strain (see dashed line 2(b)) while the tensile force is initially linear
and then decreases to zero after a critical tensile strain is reached, see Figure 1(b). The choice of the two
constitutive models studied here is motivated by the prospect of simulating materials that exhibit failure
due to extreme local tensile stress or strain or materials that fail due to extreme local hydrostatic stress
or strain. Here the quadratic potential function for the dilatational strain can be associated with materials
that fail under extreme local tensile loads while the convex-concave dilatational potential function can be
associated with materials in which fail under extreme local hydrostatic loads.
The primary new contribution of this paper is that a-priori convergence rates are established for numerical
schemes used for simulation using these prototypical state based peridynamic models. As mentioned earlier
the constitutive behavior is non-linear, non-convex and material properties can degrade during the course
of the evolution. We consider the class of Ho¨lder continuous displacement fields and show the existence of
a unique Ho¨lder continuous evolution for a prescribed Ho¨lder continuous initial condition and body force,
see Theorem 1. To obtain a-priori bounds on the error, we develop an L2 approximation theory for the
finite difference approximation in the spatial variables and the forward Euler approximation in time, see
section 4. We show that discrete approximations converge to the exact Ho¨lder continuous solution uniformly
over finite time intervals with respect to the L2 norm. The a-priori rate of convergence in the L2 norm is
given by (Ct∆t+Csh
γ/2), where ∆t is the size of the time step, h is the size of spatial mesh discretization,
γ ∈ (0, 1] is the Ho¨lder exponent, and  is the length scale of nonlocal interaction relative to the size of the
domain, see Theorem 3 The constant Ct depends on the L
2 norm of the time derivatives of the solution, Cs
depends on the Ho¨lder norm of the solution and the Lipschitz constant of peridynamic force. We point out
that the convergence results derived here can be extended to general single step time discretization using
arguments provided in Jha and Lipton (2018). Although the constitutive law relating force to strain is
nonlinear we are still able to establish stability for the semi-discrete approximation and it is shown that the
energy at any given time t is bounded above by the energy of the initial conditions and the total work done
by the body force up to time t, see Theorem 2. Our numerical simulations support the theoretical studies,
see section 5. In the simulations we introduce a straight crack and it propagates in response to applied
boundary conditions. For these simulations we use piecewise constant interpolants and record the rate of
convergence with respect to mesh size while keeping the horizon fixed. Our results show that convergence
rate remains above the a-priori estimated rate of 1 during the simulation. For illustration we also present
numerical simulations for a pre-cracked samples subject to a bending load.
It is pointed out that there is now a significant number of investigations examining the numerical ap-
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proximation of singular kernels for non-local problems with applications to nonlocal diffusion, advection,
and continuum mechanics. Numerical formulations and convergence theory for nonlocal p-Laplacian for-
mulations are developed in DElia and Gunzburger (2013), Nochetto et al. (2015). Numerical analysis of
nonlocal steady state diffusion is presented in Tian and Du (2013) and Mengesha and Du (2013), and Chen
and Gunzburger (2011). The use of fractional Sobolev spaces for nonlocal problems is investigated and
developed in Du et al. (2012). Quadrature approximations and stability conditions for linear peridynamics
are analyzed in Weckner and Emmrich (2005) and Silling and Askari (2005). The interplay between nonlocal
interaction length and grid refinement for linear peridynamic models is presented in Bobaru et al. (2009).
Analysis of adaptive refinement and domain decomposition for the linearized peridynamics are provided in
Aksoylu and Parks (2011), Lindsay et al. (2016), and Aksoylu and Mengesha (2010). This list is by no
means complete and the literature continues to grow rapidly.
The paper is organized as follows. In section 2, we describe the nonlocal model and state the peridynamic
equation of motion. The Lipschitz continuity of the peridynamic force and global existence of unique
solutions are presented in section 3. The finite difference discretization is introduced in section 4. We
demonstrate the energy stability of the semi-discrete approximation in subsection 4.1. In subsection 4.2 we
give the a-priori bound on the error for the fully discrete approximation, see Theorem 3. The numerical
simulations are described and presented in section 5. The Lipschitz continuity of the peridynamic force and
stability of the semi-discrete approximation are proved in section 6 and section 7. In section 8 we summarize
our results.
2. Nonlocal Dynamics
We now formulate the nonlocal dynamics. Let D ⊂ Rd denote the material domain of dimension d = 2, 3
and let the horizon be given by  > 0. We make the assumption of small (infinitesimal) deformations so
that the displacement field u : [0, T ] × D → Rd is small compared to the size of D and the deformed
configuration is the same as the reference configuration. We have u = u(t,x) as a function of space and
time but will suppress the x dependence when convenient and write u(t). The tensile strain S between two
points x,y ∈ D along the direction ey−xis defined as
S(y,x,u(t)) =
u(t,y)− u(t,x)
|y − x| · ey−x, (1)
where ey−x = y−x|y−x| is a unit vector and “·” is the dot product. The influence function J(|y − x|) is
a measure of the influence that the point y has on x. Only points inside the horizon can influence x so
J(|y−x|) nonzero for |y−x| <  and zero otherwise. We take J to be of the form: J(|y−x|) = J( |y−x| )
with J(r) = 0 for r ≥ 1 and 0 ≤ J(r) ≤ M < ∞ for r < 1. We also introduce the boundary function ω(x)
providing the influence of the boundary on the non-local force. Here ω(x) takes the value 1, for all x ∈ D,
an  distance away from ∂D. As x approaches ∂D from the interior, ω(x) smoothly decays from 1 to 0 on
∂D and is extended by zero outside D.
The spherical or hydrostatic strain at x is a measure of the volume change about x and is given by
θ(x,u(t)) =
1
dωd
∫
H(x)
ω(y)J(|y − x|)S(y,x,u(t))|y − x| dy, (2)
where ωd is the volume of the unit ball in dimension d = 2, 3, and H(x) denotes the ball of radius  centered
at x.
2.1. The class of nonlocal potentials
Motivated by potentials of Lennard-Jones type, the force potential for tensile strain is defined by
W(S(y,x,u(t))) = ω(x)ω(y)J(|y − x|) 1
|y − x|f(
√
|y − x|S(y,x,u(t))) (3)
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and the potential for hydrostatic strain is defined as
V(θ(x,u(t))) = ω(x)g(θ(x,u(t)))
2
(4)
where W(S(y,x,u(t))) is the pairwise force potential per unit length between two points x and y and
V(θ(x,u(t))) is the hydrostatic force potential density at x. They are described in terms of their potential
functions f and g, see Figure 1 and Figure 2.
The potential function f represents a convex-concave potential such that the associated force acting
between material points x and y are initially elastic and then soften and decay to zero as the strain between
points increases, see Figure 1. The first well for W(S(y,x,u(t))) is at zero tensile strain and the potential
function satisfies
f(0) = f ′(0) = 0. (5)
The behavior for infinite tensile strain is characterized by the horizontal asymptotes limS→∞ f(S) = C+
and limS→−∞ f(S) = C− respectively, see Figure 1. The critical tensile strain S+c > 0 for which the force
begins to soften is given by the inflection point r+ > 0 of f and is
S+c =
r+√|y − x| . (6)
The critical negative tensile strain is chosen much larger in magnitude than S+c and is
S−c =
r−√|y − x| , (7)
with r− < 0 and r+ << |r−|.
We assume here that the all the potential functions are bounded and have bounded derivatives up to
order 3, We denote the ith derivative of the function f by f (i), i = 1, 2, 3. Let Cfi for i = 0, 1, 2, 3 denote
the bounds on the functions and derivatives given by
Cf0 := sup
r
|f(r)|, Cfi := sup
r
|f (i)(r)| for i = 1, 2, 3, (8)
and Cfi <∞ for i = 0, 1, 2, 3.
We will consider two types of potentials associated with hydrostatic strain. The first potential we consider
is a quadratic potential characterized by a quadratic potential function g with a minimum at zero strain.
The second potential we consider is characterized by a convex-concave potential function g, see Figure 2
. If g is assumed to be quadratic then the force due to spherical strain is linear and there is no softening
of the material. However, if g is convex-concave the force internal to the material is initially linear and
increasing but then becomes decreasing with strain as the hydrostatic strain exceeds a critical value. For
the convex-concave g, the critical values 0 < θ+c and θ
−
c < 0 beyond which the force begins to soften is
related to the inflection point r+∗ and r
−
∗ of g as follows
θ+c = r
+
∗ , θ
−
c = r
−
∗ . (9)
The critical compressive hydrostatic strain where the force begins to soften for negative hydrostatic strain
is chosen much larger in magnitude than θ+c , i.e. θ
+
c << |θ−c |. When g is convex-concave we assume it
is bounded and has bounded derivatives up to order three. These bounds are denoted by Cgi < ∞ for
i = 0, 1, 2, 3 and,
Cg0 := sup
r
|g(r)|, Cgi := sup
r
|g(i)(r)| for i = 1, 2, 3. (10)
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Figure 1: (a) The potential function f(r) for tensile force. Here C+ and C− are the two asymptotic values of f . (b) Cohesive
tensile force.
r+∗r
−
∗
r
C+∗
C−∗
(a)
r+∗r
−
∗
r
(b)
Figure 2: (a) Two types of potential function g(r) for hydrostatic force. The dashed line corresponds to the quadratic potential
g(r) = βr2/2. The solid line corresponds to the convex-concave type potential g(r). For the convex-concave type potential,
there are two special points r−∗ and r+∗ at which material points start to soften. C+∗ and C−∗ are two extreme values. (b)
Hydrostatic forces. The dashed line corresponds to the quadratic potential and solid line corresponds to the convex-concave
potential.
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2.2. Peridynamic equation of motion
The potential energy of the motion is given by
PD(u) =
1
dωd
∫
D
∫
H(x)
|y − x|W(S(y,x,u(t))) dydx
+
∫
D
V(θ(x,u(t))) dx.
(11)
In this treatment the material is assumed homogeneous and the density ρ is constant. We denote the body
force by b(x, t) and define the Lagrangian
L(u, ∂tu, t) =
ρ
2
||u˙||2L2(D;Rd) − PD(u) +
∫
D
b · udx,
where u˙ = ∂u∂t is the velocity and ‖u˙‖L2(D;Rd) denotes the L2 norm of the vector field u˙ : D → Rd. Applying
the principal of least action gives the nonlocal dynamics
ρu¨(x, t) = L(u)(x, t) + b(x, t), for x ∈ D, (12)
where
L(u)(x, t) = LT (u)(x, t) + LD(u)(x, t). (13)
Here LT (u) is the peridynamic force due to the tensile strain and is given by
LT (u)(x, t)
=
2
dωd
∫
H(x)
ω(x)ω(y)
J(|y − x|)
|y − x| ∂Sf(
√
|y − x|S(y,x,u(t)))ey−x dy, (14)
and LD(u) is the peridynamic force due to the hydrostatic strain and is given by
LD(u)(x, t)
=
1
dωd
∫
H(x)
ω(x)ω(y)
J(|y − x|)
2
[∂θg(θ(y,u(t))) + ∂θg(θ(x,u(t)))] ey−x dy. (15)
The dynamics is complemented with the initial data
u(x, 0) = u0(x), ∂tu(x, 0) = v0(x), (16)
and we prescribe zero Dirichlet boundary condition on the boundary ∂D
u(x) = 0 ∀x ∈ ∂D. (17)
The zero boundary value is extended outside D by zero to Rd. Last we note that since the material is
homogeneous we will divide both sides of the equation of motion by ρ and assume, without loss of generality,
that ρ = 1.
3. Existence of solutions
Let C0,γ(D;Rd) be the Ho¨lder space with exponent γ ∈ (0, 1]. We introduce C0,γ0 (D) = C0,γ(D)∩C0(D)
where C0(D) is the closure of continuous functions with compact support on D in the supremum norm.
Functions in C0(D) are uniquely extended to D and take zero values on ∂D, see Driver (2003). In this paper
we extend all functions in C0,γ0 (D) by zero outside D. The norm of u ∈ C0,γ0 (D;Rd) is given by
‖u‖C0,γ(D;Rd) := sup
x∈D
|u(x)|+ [u]C0,γ(D;Rd) ,
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where [u]C0,γ(D;Rd) is the Ho¨lder semi norm and given by
[u]C0,γ(D;Rd) := sup
x 6=y,
x,y∈D
|u(x)− u(y)|
|x− y|γ ,
and C0,γ0 (D;Rd) is a Banach space with this norm. Here we make the hypothesis that the domain function
ω belongs to C0,γ0 (D; [0, 1]).
We consider the first order system of equations equivalent to Equation 12. Let y1(t) = u(t), y2(t) =
v(t) with v(t) = u˙(t). We form the vector y = (y1, y2)
T where y1, y2 ∈ C0,γ0 (D;Rd) and let F (y, t) =
(F 1 (y, t), F

2 (y, t))
T with
F 1 (y, t) := y2 (18)
F 2 (y, t) := L(y1(t)) + b(t). (19)
The initial boundary value associated with the evolution Equation 12 is equivalent to the initial boundary
value problem for the first order system given by
d
dt
y = F (y, t), (20)
with initial condition given by y(0) = (u0,v0)
T ∈ C0,γ0 (D;Rd)× C0,γ0 (D;Rd).
We next show that F (y, t) is Lipschitz continuous.
Proposition 1. Lipschitz continuity and bound
Let X = C0,γ0 (D;Rd) × C0,γ0 (D;Rd). We suppose that the boundary function ω belongs to C0,γ0 (D; [0, 1]).
Let f be a convex-concave potential function satisfying Equation 8 and let the potential function g either be
a quadratic function or be a convex-concave function satisfying Equation 10, then the function F (y, t) =
(F 1 , F

2 )
T , as defined in Equation 18 and Equation 19, is Lipschitz continuous in any bounded subset of X.
We have, for any y, z ∈ X and t > 0,
‖F (y, t)− F (z, t)‖X
≤ L1(1 + ||ω||C0,γ )(1 + ||y||X + ||z||X)
2+α(γ)
||y − z||X . (21)
where L1 is independent of u,v and , and depends on f , J , and g. The exponent α(γ) is 0 if γ ≥ 1/2 and
is 1/2− γ if γ ≤ 1/2. Furthermore, for any y ∈ X and any t ∈ [0, T ], we have the bound
‖F (y, t)‖X ≤
L2(1 + ||ω||C0,γ )(1 + ||y||X)
2
+ b, (22)
where b = supt ‖b(t)‖C0,γ(D;Rd) and L2 is independent of y.
We easily see that on choosing z = 0 in Equation 21 that L(u) is in C0,γ(D;Rd) provided that u belongs
to C0,γ(D;R3). Moreover since L(u) takes the value 0 on ∂D we can conclude that L(u) also belongs to
C0,γ0 (D;Rd).
The following theorem gives the existence and uniqueness of solution in any given time domain I0 =
(−T, T ).
Theorem 1. Existence and uniqueness of Ho¨lder solutions over finite time intervals
Let f be a convex-concave function satisfying Equation 8 and let g either be a quadratic function or a convex-
concave function satisfying Equation 10. For any initial condition x0 ∈ X = C0,γ0 (D;Rd)× C0,γ0 (D;Rd),
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time interval I0 = (−T, T ), and right hand side b(t) continuous in time for t ∈ I0 such that b(t) satisfies
supt∈I0 ||b(t)||C0,γ <∞, there is a unique solution y(t) ∈ C1(I0;X) of
y(t) = x0 +
∫ t
0
F (y(τ), τ) dτ, (23)
or equivalently
y′(t) = F (y(t), t),with y(0) = x0, (24)
where y(t) and y′(t) are Lipschitz continuous in time for t ∈ I0.
The proof of this theorem follows directly from Proposition 1 and is established along the same lines as the
existence proof for Ho¨lder continuous solutions of bond based peridynamics given in [Theorem 2,Jha and
Lipton (2018)].
We conclude this section by stating following result which shows the Lipschitz bound of peridynamic
force in L2 norm for functions in L20(D;Rd). Here L20(D;Rd) denotes the space of functions u ∈ L2(D;Rd)
such that u = 0 on ∂D. We assume that functions in L20(D;Rd) are extended to Rd by zero.
Proposition 2. Lipschitz continuity of peridynamic force in L2
Let f and g satisfy the hypothesis of Proposition Proposition 1, then for any u,v ∈ L20(D;Rd) we have
||L(u)− L(v)||L2(D;Rd) ≤
L3
2
||u− v||L2(D;Rd), (25)
where the constants L3 and L4 are independent of , u and v. Here L3 = 4(C
f
1 J¯1+C
g
2 J¯
2
0 ), for convex-concave
g, and L3 = 4(C
f
1 J¯1 + g
′′(0)J¯20 ), for quadratic g. Here J¯α =
1
ωd
∫
H1(0)
J(|ξ|)|ξ|−αdξ.
The proofs of Proposition 1 and Proposition 2 are provided in section 6. We now describe the finite
difference scheme and analyze the rate of convergence to Ho¨lder continuous solutions of the peridynamic
equation of motion.
4. Finite difference approximation
In this section we consider the discrete approximation to the dynamics given by finite differences in
space and the forward Euler discretization in time. Let h denote the mesh size and Dh = D ∩ (hZ)d be the
Figure 3: (a) Typical mesh of size h. (b) Unit cell Ui corresponding to material point xi.
associated discretization of the material domain D. In this paper we will keep the horizon length scale 
8
fixed and assume that the spatial discretization length satisfies h <  < 1. Let i ∈ Zd be the index such that
xi = hi ∈ D, see Figure 3. Let Ui be a the cell of volume hd corresponding to the grid point xi. The exact
solution evaluated at grid points is denoted by (ui(t),vi(t)). Given any discrete set {uˆi}i,xi∈D, where i is
index representing grid point of mesh, we define its piecewise constant extension as
uˆ(x) :=
∑
i,xi∈D
uˆiχUi(x). (26)
In this way we have representation of the discrete set as a piecewise constant function.
We now describe the L2-projection of the function u : D → Rd onto the space of piecewise constant
functions defined over the cells Ui. We denote the average of u over the unit cell Ui as u˜i and
u˜i :=
1
hd
∫
Ui
u(x)dx (27)
and the L2 projection of u onto piecewise constant functions is u˜ given by
u˜(x) :=
∑
i,xi∈D
u˜iχUi(x). (28)
Lemma 1. Let u ∈ C0,γ0 (D;Rd) and let u˜ be its L2 projection defined in Equation 28, then we have
|u˜(x)− u(x)| ≤ [cγ ||u||C0,γ ]hγ ,∀x ∈ D,
||u˜(x)− u(x)||L2 ≤
[
cγ
√
|D|||u||C0,γ
]
hγ , (29)
where c =
√
2 for d = 2 and c =
√
3 for d = 3.
This lemma can be demonstrated easily by substituting Equation 28 for u˜ and using the fact that u ∈
C0,γ0 (D;Rd). We also note that first line of Equation 29 remains valid of x in a layer of thickness 2
surrounding D.
4.1. Stability of the semi-discrete approximation
We first introduce the semi-discrete boundary condition by setting uˆi(t) = 0 for all t and for all xi /∈ D.
Let {uˆi(t)}i,xi∈D denote the semi-discrete approximate solution which satisfies the following, for all t ∈ [0, T ]
and i such that xi ∈ D,
¨ˆui(t) = L(uˆ(t))(xi) + b(xi, t), (30)
where uˆ(t) is the piecewise constant extension of discrete set {uˆi(t)}i and is defined as
uˆ(x, t) =
{∑
i,xi∈D uˆi(t)χUi(x),
0, i, such that xi 6∈ D.
(31)
The scheme is complemented with the discretized initial conditions uˆi(0) = u0(xi) and vˆi(0) = v0(xi).
The total kinetic and potential energy is given by
E(u)(t) = 1
2
||u˙(t)||2L2 + PD(u(t)),
and we introduce the augmented energy given by
E¯(u)(t) := E(u)(t) + 1
2
||u(t)||2L2 . (32)
We have the stability of the semi-discrete evolution.
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Theorem 2. Energy stability of the semi-discrete approximation
Let {uˆi(t)}i,xi∈D be the solution to the semidiscrete initial boundary value problem Equation 30 and uˆ(t)
denote its piecewise constant extension. Similarly let bˆ(t,x) denote the piecewise constant extension of
{b(t,xi)}i,xi∈D. If f and g are convex-concave type functions satisfying Equation 8 and Equation 10, then
the total energy E(uˆ)(t) satisfies,
E(uˆ)(t) ≤
(√
E(uˆ)(0) + tC
2
+
∫ t
0
||bˆ(s)||L2ds
)2
, ∀t ∈ [0, T ], (33)
and the constant C is independent of  and h.
If f is a convex-concave type function satisfying Equation 8 and g is quadratic then the augmented energy
E¯(uˆ)(t) satisfies,
E¯(uˆ)(t) ≤ exp[3(C2/2 + 1)t]
(
E¯(uˆ)(0)
+
∫ T
0
(
C21
4
+ ||bˆ(s)||2L2) exp[−3(C2/2 + 1)s]ds
)
, ∀t ∈ [0, T ], (34)
where the constants C1 and C2 are independent of  and h.
We provide proof of Theorem 2 in section 7. We now discuss the fully discrete scheme.
4.2. Time discretization
Let ∆t be the size of the time step and [0, T ] ∩ (∆tZ) be the discretization of the time domain. We
denote the fully discrete solution at (tk = k∆t,xi = ih) as (uˆ
k
i , vˆ
k
i ) and the exact solution as (u
k
i ,v
k
i ).
We enforce the boundary condition uˆki = 0 for all xi /∈ D and for all k. The piecewise constant extension
of {uˆki }i∈Zd and {vˆki }i∈Zd are denoted by uˆk and vˆk respectively. The L2-projection of uk and vk onto
piecewise constant functions are denoted by u˜k and v˜k respectively.
The forward Euler time discretization, with respect to velocity, and the finite difference scheme for
(uˆki , vˆ
k
i ) is written
uˆk+1i − uˆki
∆t
= vˆk+1i (35)
vˆk+1i − vˆki
∆t
= L(uˆk)(xi) + bki . (36)
The initial condition is enforced by setting uˆ0i = (uˆ0)i and vˆ
0
i = (vˆ0)i. We note that the forward difference
scheme for the system reduces to the central difference scheme for the second order differential equation
Equation 12 on substitution of Equation 35 into Equation 36.
4.2.1. Convergence of approximation
In this section we provide an upper bound on the convergence rate of the fully discrete approximation
to the Ho¨lder continuous solution as measured by the L2 norm. The L2 approximation error Ek at time tk,
for 0 < tk ≤ T , given by
Ek :=
∥∥∥uˆk − uk∥∥∥
L2(D;Rd)
+
∥∥∥vˆk − vk∥∥∥
L2(D;Rd)
.
The following theorem gives an explicit a-priori upper bound on the convergence rate.
Theorem 3. Convergence of finite difference approximation (forward Euler time discretiza-
tion)
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Let  > 0 be fixed. Let (u,v) be the solution of peridynamic equation Equation 20. We assume u,v ∈
C2([0, T ];C0,γ0 (D;Rd)). Then the finite difference scheme given by Equation 35 and Equation 36 is consis-
tent in both time and spatial discretization and converges to the exact solution uniformly in time with respect
to the L2(D;Rd) norm. If we assume the error at the initial step is zero then the error Ek at time tk is
bounded and satisfies
sup
0≤k≤T/∆t
Ek ≤ O
(
Ct∆t+ Cs
hγ
2
)
, (37)
where constant Cs and Ct are independent of h and ∆t and Cs depends on the Ho¨lder norm of the solution
and Ct depends on the L
2 norms of time derivatives of the solution.
Here we have assumed the initial error is zero for ease of exposition only.
We remark that the explicit constants leading to Equation 37 can be large. The inequality that delivers
Equation 37 is given by
sup
0≤k≤T/∆t
Ek ≤ exp [T (1 + L3/2)]T [Ct∆t+ (Cs/2)hγ] , (38)
where the constants L3, Ct and Cs are given by Equation 61, Equation 64, and Equation 65. The explicit
constant Ct depends on the spatial L
2 norm of the time derivatives of the solution and Cs depends on the
spatial Ho¨lder continuity of the solution and the constant L3. The constant L3 is bounded independently of
horizon . Although the constants are necessarily pessimistic they deliver a-priori error estimates. We carry
out numerical simulations for different values of the horizon  in section 5. We find that the convergence
rate for piecewise constant finite difference interpolation functions is greater than or equal to γ = 1 for
simulations lasting in the tens of microseconds. These results are consistent with the a-priori estimates
given in Theorem 3 above.
4.2.2. Error analysis
We split the error between (uˆk, vˆk)T and (uk,vk)T in two parts as follows
Ek = ||uˆk − uk||L2 + ||vˆk − vk||L2
≤
[
||u˜k − uk||L2 + ||v˜k − vk||L2
]
+
[
||uˆk − u˜k||L2 + ||vˆk − v˜k||L2
]
. (39)
In section subsubsection 4.2.3 we will show that the error between the L2 projections of the actual solution
and the discrete approximation for both forward Euler and implicit one step methods decay according to
sup
0≤k≤T/∆t
(
||uˆk − u˜k||L2 + ||vˆk − v˜k||L2
)
= O
(
∆t+
hγ
2
)
. (40)
And using Lemma 1 we have
sup
k
(
||u˜k − uk||L2 + ||v˜k − vk||L2
)
= cγ
√
|D|
[
sup
t∈[0,T ]
||u(t)||C0,γ + sup
t∈[0,T ]
||v(t)||C0,γ
]
hγ .
We now study the difference uˆk − u˜k and vˆk − v˜k.
4.2.3. Error analysis for approximation of L2 projection of the exact solution
Let the differences be denoted by ek(u) := uˆk − u˜k and ek(v) := vˆk − v˜k and their evaluation at grid
points are eki (u) := uˆ
k
i − u˜ki and eki (v) := vˆki − v˜ki . We have the following lemma for the evolution of the
differences in the discrete dynamics.
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Lemma 2. The differences eki (u) and e
k
i (v) discretely evolve according to the equations:
ek+1i (u) = e
k
i (u) + ∆te
k+1
i (v) + ∆tτ
k
i (u) (41)
and
ek+1i (v) = e
k
i (v) + ∆t
(
τki (v) + σ
k
i (u) + σ
k
i (v)
)
+ ∆t
(
L(uˆk)(xi)− L(u˜k)(xi)
)
. (42)
Here τki (u), τ
k
i (v) and σ
k
i (u), σ
k
i (v) are consistency error terms and are defined as
τki (u) :=
∂u˜ki
∂t
− u˜
k+1
i − u˜ki
∆t
,
τki (v) :=
∂v˜ki
∂t
− v˜
k+1
i − v˜ki
∆t
,
σki (u) :=
(
L(u˜k)(xi)− L(uk)(xi)
)
σki (v) :=
∂vki
∂t
− ∂v˜
k
i
∂t
. (43)
To prove this we start by subtracting (u˜k+1i − u˜ki )/∆t from Equation 35 to get
uˆk+1i − uˆki
∆t
− u˜
k+1
i − u˜ki
∆t
= vˆk+1i −
u˜k+1i − u˜ki
∆t
= vˆk+1i − v˜k+1i +
(
v˜k+1i −
∂u˜k+1i
∂t
)
+
(
∂u˜k+1i
∂t
− u˜
k+1
i − u˜ki
∆t
)
.
Taking the average over unit cell Ui of the exact peridynamic equation Equation 20 at time t
k, we will get
v˜k+1i −
∂u˜k+1i
∂t
= 0 and we recover Equation 41.
Next, we subtract (v˜k+1i − v˜ki )/∆t from Equation 36 and add and subtract terms to get
vˆk+1i − vˆki
∆t
− v˜
k+1
i − v˜ki
∆t
= L(uˆk)(xi) + bki −
∂vki
∂t
+
(
∂vki
∂t
− v˜
k+1
i − v˜ki
∆t
)
= L(uˆk)(xi) + bki −
∂vki
∂t
+
(
∂v˜ki
∂t
− v˜
k+1
i − v˜ki
∆t
)
+
(
∂vki
∂t
− ∂v˜
k
i
∂t
)
, (44)
where from Equation 43
τki (v) :=
∂v˜ki
∂t
− v˜
k+1
i − v˜ki
∆t
. (45)
Note that from the exact peridynamic equation, we have
bki −
∂vki
∂t
= −L(uk)(xi). (46)
12
Combining Equation 44, Equation 45, and Equation 46, gives
ek+1i (v) = e
k
i (v) + ∆tτ
k
i (v) + ∆t
(
∂vki
∂t
− ∂v˜
k
i
∂t
)
+ ∆t
(
L(uˆk)(xi)− L(uk)(xi)
)
= eki (v) + ∆tτ
k
i (v) + ∆t
(
∂vki
∂t
− ∂v˜
k
i
∂t
)
+ ∆t
(
L(uˆk)(xi)− L(u˜k)(xi)
)
+ ∆t
(
L(u˜k)(xi)− L(uk)(xi)
)
.
and the lemma follows on applying the definitions given in Equation 43.
4.2.4. Consistency
In this section we provide upper bounds on the consistency errors. This error is measured in the L2
norm. Here the upper bound on the consistency error with respect to time follows using Taylor’s series
expansion. The upper bound on the spatial consistency error is established using the Ho¨lder continuity of
nonlocal forces.
Time discretization: We apply a Taylor series expansion in time to estimate τki (u) as follows
τki (u) =
1
hd
∫
Ui
(
∂uk(x)
∂t
− u
k+1(x)− uk(x)
∆t
)
dx
=
1
hd
∫
Ui
(
−1
2
∂2uk(x)
∂t2
∆t+O((∆t)2)
)
dx.
We form the L2 norm of τki (u) and apply Jensen’s inequality to get∥∥τk(u)∥∥
L2
≤ ∆t
2
∥∥∥∥∂2uk∂t2
∥∥∥∥
L2
+O((∆t)2)
≤ ∆t
2
sup
t
∥∥∥∥∂2u(t)∂t2
∥∥∥∥
L2
+O((∆t)2).
A similar argument gives ∥∥τk(v)∥∥
L2
=
∆t
2
sup
t
∥∥∥∥∂2v(t)∂t2
∥∥∥∥
L2
+O((∆t)2).
Spatial discretization: From Equation 43 one can write
σki (v) =
∂vki
∂t
− ∂v˜
k
i
∂t
=
∂vk(xi)
∂t
− ∂v˜
k(xi)
∂t
.
Applying Lemma 1 gives
|σki (v)| ≤ cγhγ
∥∥∥∥∂vk∂t
∥∥∥∥
C0,γ
≤ cγhγ sup
t
∥∥∥∥∂v(t)∂t
∥∥∥∥
C0,γ
.
Taking the L2 norm and using the estimates given above yields the inequality∥∥σk(v)∥∥
L2
≤ hγcγ
√
|D| sup
t
∥∥∥∥∂v(t)∂t
∥∥∥∥
C0,γ
.
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We now estimate
∣∣σki (u)∣∣. Since L = LT + LD, we have from Equation 43
|σki (u)| ≤ |LT (u˜k)(xi)− LT (uk)(xi)|+ |LD(u˜k)(xi)− LD(uk)(xi)|
= I1 + I2 (47)
To expedite the calculations we employ the following notation for ξ ∈ H1(0),
sξ := |ξ|, eξ := ξ|ξ| ,
ωξ(x) := ω(x+ ξ)ω(x),
u¯ξ(x) := u(x+ ξ)− u(x). (48)
We also write hydrostatic strain (see Equation 2) as follows
θ(x;u) =
1
ωd
∫
H1(0)
ω(x+ ξ)J(|ξ|)u¯ξ(x) · eξdξ. (49)
In our calculations we will also encounter various moments of influence function J therefore we define
following term
J¯α :=
1
ωd
∫
H1(0)
J(|ξ|)|ξ|−αdξ, for α ∈ R. (50)
Recall that J(|ξ|) = 0 for ξ /∈ H1(0) and 0 ≤ J(|ξ|) ≤M for ξ ∈ H1(0).
Applying the notation LT becomes
LT (u)(x) =
2
ωd
∫
H1(0)
ωξ(x)
J(|ξ|)√
sξ
f ′(u¯ξ(x) · eξ/√sξ)eξdξ. (51)
On choosing u = uk and u = u˜k in LT given by Equation 51 we get
I1 ≤ 2
ωd
∫
H1(0)
ωξ(xi)
J(|ξ|)√
sξ
|f ′(¯˜ukξ(xi) · eξ/
√
sξ)− f ′(u¯kξ(xi) · eξ/
√
sξ)|dξ
≤ 2C
f
2
ωd
∫
H1(0)
J(|ξ|)
sξ
|¯˜ukξ(xi)− u¯kξ(xi)|dξ, (52)
where we have applied Equation 8 and used the fact that |f ′(r1)− f ′(r2)| ≤ Cf2 |r1 − r2| and 0 ≤ ω(x) ≤ 1.
We use Lemma 1 to estimate |¯˜ukξ(xi)− u¯kξ(xi)| as follows
|¯˜ukξ(xi)− u¯kξ(xi)| ≤ |u˜k(xi + ξ)− uk(xi + ξ)|+ |u˜k(xi)− uk(xi)|
≤ 2cγ ||u(tk)||C0,γhγ ≤ 2cγ sup
t
||u(t)||C0,γhγ . (53)
From this we get
I1 ≤
[
4Cf2 c
γ J¯1
2
sup
t
||u(t)||C0,γ
]
hγ , (54)
where J¯α for α ∈ R is defined in Equation 50. Clearly,
∑
i,xi∈D
hdI21 ≤
[
4Cf2 c
γ J¯1
√|D|
2
sup
t
||u(t)||C0,γ
]2
h2γ . (55)
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We now estimate I2 in Equation 47. We will consider g of convex-concave type satisfying C
g
i < ∞ for
i = 0, 1, 2, 3 where Cg0 = sup |g(r)| and Cgi = sup |g(i)(r)| for i = 1, 2, 3. It is noted that the upper bound
for the choice of quadratic g is also found using the steps presented here. We can write LD(u)(x) (see
Equation 15) as follows
LD(u)(x) =
1
2ωd
∫
H1(0)
ωξ(x)J(|ξ|)[g′(θ(x+ ξ;u)) + g′(θ(x;u))]eξdξ. (56)
Using this expression we have the upper bound
I2 =
∣∣∣∣ 12ωd
∫
H1(0)
ωξ(xi)J(|ξ|)[g′(θ(xi + ξ; u˜k)) + g′(θ(xi; u˜k))
− g′(θ(xi + ξ;uk)) + g′(θ(xi;uk))]eξdξ
∣∣∣∣
≤ 1
2ωd
∫
H1(0)
J(|ξ|)(|g′(θ(xi + ξ; u˜k))− g′(θ(xi + ξ;uk))|
+ |g′(θ(xi; u˜k))− g′(θ(xi;uk))|)dξ
≤ C
g
2
2ωd
∫
H1(0)
J(|ξ|)(|θ(xi + ξ; u˜k)− θ(xi + ξ;uk)|
+ |θ(xi; u˜k)− θ(xi;uk)|)dξ. (57)
We proceed further as follows using expression of θ in Equation 49
|θ(xi + ξ; u˜k)− θ(xi + ξ;uk)|
≤
∣∣∣∣ 1ωd
∫
H1(0)
ω(xi + ξ + η)J(|η|)(u˜k(xi + ξ + η)
− uk(xi + ξ + η)− u˜k(xi + ξ) + uk(xi + ξ)) · eηdη
∣∣∣∣
≤ 1
ωd
∫
H1(0)
J(|η|)(|u˜k(xi + ξ + η)− uk(xi + ξ + η)|
+ |u˜k(xi + ξ)− uk(xi + ξ)|)dη
≤ 2cγhγ sup
t
||u(t)||C0,γ J¯0 (58)
where we used Lemma 1 in last step. We combine above estimate in Equation 57 to get
I2 ≤
[
4Cg2 c
γ J¯20
2
sup
t
||u(t)||C0,γ
]
hγ (59)
and
∑
i,xi∈D
hdI22 ≤
[
4Cg2 c
γ J¯20
√|D|
2
sup
t
||u(t)||C0,γ
]2
h2γ . (60)
Applying Equation 55, Equation 60 and Equation 47 gives
||σk(u)||L2 ≤
√ ∑
i,xi∈D
hdI21 +
√ ∑
i,xi∈D
hdI22
≤
[
4(Cg2 J¯
2
0 + C
f
2 J¯1)c
γ
√|D|
2
sup
t
||u(t)||C0,γ
]
hγ .
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Here we define the constant
L3 =
{
4(Cf1 J¯1 + C
g
2 J¯
2
0 ), for g convex-concave
4(Cf1 J¯1 + g
′′(0)J¯20 ), for g quadratic
(61)
this is also the Lipschitz constant related to Lipschitz continuity of peridynamic force in L2, see Proposition
2. Thus, we have shown for g convex-concave that
||σk(u)||L2 ≤
[
L3c
γ
√|D|
2
sup
t
||u(t)||C0,γ
]
hγ . (62)
The same arguments show that an identical inequality holds for quadratic g using the other definition of L3
and this completes the estimation of the consistency errors.
4.2.5. Stability
In this subsection we establish estimates that ensure stability of the evolution and apply the consistency
estimates of the previous subsection to establish Theorem 3. Let ek be the total error at the kth time step.
It is defined as
ek :=
∥∥ek(u)∥∥
L2
+
∥∥ek(v)∥∥
L2
.
To simplify the calculations, we collect all the consistency errors and write them as
τ := sup
t
(∥∥τk(u)∥∥
L2
+
∥∥τk(v)∥∥
L2
+
∥∥σk(u)∥∥
L2
+
∥∥σk(v)∥∥
L2
)
,
and from our consistency analysis, we know that to leading order in ∆t and h that
τ ≤ Ct∆t+ Cs
2
hγ (63)
where,
Ct :=
1
2
sup
t
∥∥∥∥∂2u(t)∂t2
∥∥∥∥
L2
+
1
2
sup
t
∥∥∥∥∂3u(t)∂t3
∥∥∥∥
L2
, (64)
Cs := c
γ
√
|D|
[
2 sup
t
∥∥∥∥∂2u(t)∂t2
∥∥∥∥
C0,γ
+ L3 sup
t
‖u(t)‖C0,γ
]
. (65)
We take the L2 norm of Equation 41 and Equation 42 and add them. Using the definition of τ we get
ek+1 ≤ ek + ∆t∥∥ek+1(v)∥∥
L2(D;Rd) + ∆tτ
+ ∆t
√ ∑
i,xi∈D
hd
∣∣∣L(uˆk)(xi)− L(u˜k)(xi)∣∣∣2. (66)
It now remains to estimate the last term in the above equation. We illustrate the calculations for
convex-concave g noting the identical steps apply to quadratic g as well. Let
H :=
√ ∑
i,xi∈D
hd
∣∣∣L(uˆk)(xi)− L(u˜k)(xi)∣∣∣2
≤
√ ∑
i,xi∈D
hd
∣∣∣LT (uˆk)(xi)− LT (u˜k)(xi)∣∣∣2
+
√ ∑
i,xi∈D
hd
∣∣∣LD(uˆk)(xi)− LD(u˜k)(xi)∣∣∣2
=: H1 +H2. (67)
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Choosing u = uˆk and u = u˜k with LT given by Equation 51 we get
H21 ≤
∑
i,xi∈D
hd
∣∣∣∣ 2Cf22ωd
∫
H1(0)
J(|ξ|)
|ξ| |
¯ˆukξ(xi)− ¯˜ukξ(xi)|dξ
∣∣∣∣2, (68)
where ¯ˆukξ(x) = uˆ
k(x+ ξ)− uˆk(x).
We will make use of the following inequality in the sequel. Let p(ξ) be a scalar valued function of ξ and
α ∈ R then ∣∣∣∣ Cωd
∫
H1(0)
J(|ξ|)
|ξ|α p(ξ)dξ
∣∣∣∣2
≤
(
C
ωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ|)
|ξ|α
J(|η|)
|η|α p(ξ)p(η)dξdη
≤
(
C
ωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ|)
|ξ|α
J(|η|)
|η|α
p(ξ)2 + p(η)2
2
dξdη
= C2
J¯α
ωd
∫
H1(0)
J(|ξ|)
|ξ|α p(ξ)
2dξ. (69)
On applying Equation 69 in Equation 68 with C =
2Cf2
2 , α = 1, p(|ξ|) = |¯ˆukξ(xi)− ¯˜ukξ(xi)| we get
H21 ≤
∑
i,xi∈D
hd
(
2Cf2
2
)2
J¯1
ωd
∫
H1(0)
J(|ξ|)
|ξ| |
¯ˆukξ(xi)− ¯˜ukξ(xi)|2dξ
≤
(
2Cf2
2
)2
J¯1
ωd
∫
H1(0)
J(|ξ|)
|ξ| ∑
i,xi∈D
hd2(|uˆk(xi + ξ)− u˜k(xi + ξ)|2 + |uˆk(xi)− u˜k(xi)|2)
 dξ
≤
(
2Cf2
2
)2
J¯1
ωd
∫
H1(0)
J(|ξ|)
|ξ| ∑
i,xi∈D
hd2(|ek(u)(xi + ξ)|2 + |ek(u)(xi)|2)
 dξ, (70)
where we substituted definition of ¯ˆukξ and
¯˜ukξ and used inequality (a + b)
2 ≤ 2a2 + 2b2 in third step, and
identified terms as ek(u) in last step. Since ek(u)(x) =
∑
i,xi∈D e
k
i (u)χUi(x), we have
H21 ≤
(
2Cf2
2
)2
J¯1
ωd
∫
H1(0)
J(|ξ|)
|ξ| 4||e
k(u)||2L2dξ,
so
H1 ≤ 4C
f
2 J¯1
2
||ek(u)||L2 . (71)
We now estimate H2. Note that for I2 = |LD(u˜k)(xi) − LD(uk)(xi)|, we have the inequality given by
Equation 57. We now use Equation 57 but with u˜k replaced by uˆk and uk replaced by u˜k together with
the identity θ(x; uˆk)− θ(x; u˜k) = θ(x; uˆk − u˜k) = θ(x; ek(u)), to see that
H22 ≤
∑
i,xi∈D
hd
(
Cg2
2ωd
∫
H1(0)
J(|ξ|)(|θ(xi + ξ; ek(u))|+ |θ(xi; ek(u))|)dξ
)2
. (72)
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We use inequality Equation 69 with C = Cg2/
2, α = 0, and p(ξ) = |θ(xi + ξ; ek(u))|+ |θ(xi; ek(u))| to get
H22 ≤
∑
i,xi∈D
hd
(
Cg2
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)(|θ(xi + ξ; ek(u))|+ |θ(xi; ek(u))|)2dξ
≤
(
Cg2
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|) ∑
i,xi∈D
hd2(|θ(xi + ξ; ek(u))|2 + |θ(xi; ek(u))|2)
 dξ, (73)
where we used inequality (a+ b)2 ≤ 2a2 + 2b2 in the second step. We now proceed to estimate the first sum
in the last line of Equation 73,∑
i,xi∈D
hd|θ(xi + ξ; ek(u))|2
≤
∑
i,xi∈D
hd
∣∣∣∣ 1ωd
∫
H1(0)
J(|η|)ω(xi + ξ + η)
(ek(u)(xi + ξ + η)− ek(u)(xi + ξ)) · eηdη
∣∣∣∣2
≤
∑
i,xi∈D
hd
(
1
ωd
∫
H1(0)
J(|η|)(|ek(u)(xi + ξ + η)|+ |ek(u)(xi + ξ)|)dη
)2
, (74)
where we used expression of θ from Equation 49 in first step, and used 0 ≤ ω(x) ≤ 1 in the second step. The
second summation on the last line of Equation 73 is also bounded above the same way. We apply inequality
Equation 69 with C = 1, α = 0, and p(η) = |ek(u)(xi + ξ + η)|+ |ek(u)(xi + ξ)| to get∑
i,xi∈D
hd|θ(xi + ξ; ek(u))|2
≤
∑
i,xi∈D
hd
J¯0
ωd
∫
H1(0)
J(|η|)(|ek(u)(xi + ξ + η)|+ |ek(u)(xi + ξ)|)2dη
≤ J¯0
ωd
∫
H1(0)
J(|η|)2
∑
i,xi∈D
hd(|ek(u)(xi + ξ + η)|2 + |ek(u)(xi + ξ)|2)dη
≤ J¯0
ωd
∫
H1(0)
J(|η|)4||ek(u)||2L2dη
= 4J¯20 ||ek(u)||2L2 , (75)
where as before we have used the Cauchy inequality. We next apply the estimate Equation 75 to Equation 73
to see that
H22 ≤ 16J¯20 ||ek(u)||2L2
(
Cg2
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)dξ,
so
H2 ≤ 4C
g
2 J¯
2
0
2
||ek(u)||L2 . (76)
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Finally, we apply the inequalities given by Equation 71 and Equation 76 to Equation 67 and obtain
H =
√ ∑
i,xi∈D
hd
∣∣∣L(uˆk)(xi)− L(u˜k)(xi)∣∣∣2
≤ H1 +H2
≤ 4(C
f
2 J¯1 + C
g
2 J¯
2
0 )
2
||ek(u)||L2
≤
[
L3
2
||ek(u)||L2
]2
, (77)
where L3 = 4(C
f
2 J¯1 +C
g
2 J¯
2
0 ) for convex-concave g. For the case of quadratic g we have the same inequality
but with L3 = 4(C
f
2 J¯1 + g
′′(0)J¯20 ).
Applying the inequality given by Equation 77 to Equation 66 gives
ek+1 ≤ ek + ∆t∥∥ek+1(v)∥∥
L2(D;Rd) + ∆tτ + ∆t
L3
2
∥∥ek(u)∥∥
L2(D;Rd)
We now add ∆t||ek+1(u)||L2(D;Rd) + ∆t
L3
2
||ek(v)||L2(D;Rd) to the right side of the equation above to get
ek+1 ≤ (1 + ∆tL3
2
)ek + ∆tek+1 + ∆tτ
⇒ek+1 ≤ (1 + ∆tL3/
2)
1−∆t e
k +
∆t
1−∆t τ.
We now recursively substitute ej as follows
ek+1 ≤ (1 + ∆tL3/
2)
1−∆t e
k +
∆t
1−∆t τ
≤
(
(1 + ∆tL3/
2)
1−∆t
)2
ek−1 +
∆t
1−∆t τ
(
1 +
(1 + ∆tL3/
2)
1−∆t
)
≤ ...
≤
(
(1 + ∆tL3/
2)
1−∆t
)k+1
e0 +
∆t
1−∆t τ
k∑
j=0
(
(1 + ∆tL3/
2)
1−∆t
)k−j
. (78)
Since 1/(1−∆t) = 1 + ∆t+ ∆t2 +O(∆t3), we have
(1 + ∆tL3/
2)
1−∆t ≤ 1 + (1 + L3/
2)∆t+ (1 + L3/
2)∆t2 +O(L3/
2)O(∆t3).
Now, for any k ≤ T/∆t and using the identity (1 + a)k ≤ exp[ka] for a ≤ 0, we have(
1 + ∆tL3/
2
1−∆t
)k
≤ exp [k(1 + L3/2)∆t+ k(1 + L3/2)∆t2 + kO(L3/2)O(∆t3)]
≤ exp [T (1 + L3/2) + T (1 + L3/2)∆t+O(TL3/2)O(∆t2)] .
We write above equation in more compact form as follows(
1 + ∆tL3/
2
1−∆t
)k
≤ exp [T (1 + L3/2)(1 + ∆t+O(∆t2))] .
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We use above estimate in Equation 78 and get following inequality for ek
ek+1 ≤ exp [T (1 + L3/2)(1 + ∆t+O(∆t2))] (e0 + (k + 1)τ∆t/(1−∆t))
≤ exp [T (1 + L3/2)(1 + ∆t+O(∆t2))] (e0 + Tτ(1 + ∆t+O(∆t2)) .
where we used the fact that 1/(1−∆t) = 1 + ∆t+O(∆t2).
Assuming the error in initial data is zero, i.e. e0 = 0, and noting the estimate of τ in Equation 63, we
have
sup
k
ek ≤ exp [T (1 + L3/2)]Tτ
and we conclude to leading order that
sup
k
ek ≤ exp [T (1 + L3/2)]T [Ct∆t+ (Cs/2)hγ] , (79)
Here the constants Ct and Cs are given by Equation 64 and Equation 65. This shows the stability of the
numerical scheme. We note that constant L3 = 4(C
f
1 J¯1 + C
g
2 J¯
2
0 ), where C
f
2 = sup |f ′′(r)|, Cg2 = sup |g′′(r)|,
corresponds to the case when g is convex-concave type. For quadratic g the constant is given by L3 =
4(Cf1 J¯1 + g
′′(0)J¯20 ).
5. Numerical results
In this section, we present numerical simulations that support the theoretical upper bound on the con-
vergence rate and to illustrate the displacement field and fracture set under different loading conditions.
We specify the density ρ = 1200 kg/m3, bulk modulus K = 25GPa, and critical energy release rate
Gc = 500Jm
−2. The pairwise interaction and the hydrostatic interaction are characterized by potentials
f(r) = c(1− exp[−βr2]) and g(r) = C¯r2/2 respectively. The influence function is J(r) = 1− r. Equations
94, 95, and 97 of Lipton et al. (2018) relate parameters c, β, C¯ to the Lame` parameters λ, µ and the critical
energy release rate Gc. In Table 1, we list the value of constants for Poisson’s ratio 0.22 and 0.245. These
ratios are computed using the relation established in Lipton et al. (2018). The critical bond strain between
material point y and x is Sc = r¯/
√|y − x| where r¯ = 1/√2β.
We consider the central difference time discretization described by Equation 35 and Equation 36 on a
uniform square mesh of mesh size h. We can write the peridynamic force L(uˆk)(xi) as follows
L(uˆk)(xi) =
∫
H(xi)
(w1(y,xi) + w2(y,xi))dy, (80)
where w1 and w2 can be determined from expression of L in Equation 13. In the simulation we approximate
L(uˆk)(xi) as below
L(uˆk)(xi) ≈
∑
xj∈Dh∩H(xi)
(w1(xj ,xi) + ww(xj ,xi))Vj V¯ij , (81)
where Vj = h
2 for uniform mesh in 2-d and V¯ij is the volume correction.
The numerical results are presented in the following section.
5.1. Crack propagation: Fracture energy and numerical convergence study
The problem is intentionally similar to the problem given in the simulation presented inLipton et al.
(2016). We consider a 2-d domain D = [0, 0.1m]2 (with unit thickness in third direction) with vertical crack
of length 0.02m. Boundary conditions are described in Figure 4. The simulation time is T = 34µs and the
time step is ∆t = 0.004µs.
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Parameters \ Poisson’s ratio ν = 0.22 ν = 0.245
c 4712.4 4712.4
C¯ −1.0623× 1012 −1.7349× 1011
β 1.7533× 108 1.5647× 108
r¯ 5.3402× 10−5 5.6529× 10−5
Table 1: Peridynamic material parameters assuming bulk modulus K = 25GPa and critical energy release rate Gc =
500 J/m−2. Density is ρ = 1200 kg/m3.
Figure 4: Material domain D = [0, 0.1m]2 with crack of length 0.02m. The x-component of displacement is fixed along a collar
of thickness equal to the horizon on top. On the bottom the velocity vx = ±1m/s along x-direction is specified on either side
of the crack to make the crack propagate upwards.
(a)
(b)
Figure 5: (a) Color plot of damage function Z on deformed material domain at time t = 34µs. Dark blue represents undamaged
material Z < 1, Z ≈ 1 is yellow at crack tip, red is softening material. The plot is for a horizon  = 2mm and h = /8.
Here, the displacements are scaled by 100 and damage function is cut off at 5 to highlight the crack zone. The maximum
displacement is 4.4mm and the maximum value of Z(x) is 82 at t = 34µs. (b) View near the crack tip.
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We run simulations for four different horizons  = 8mm, 4mm, 2mm, 1mm. For each horizon, we obtain
the results for mesh sizes h = /2, /4, /8. We take uniform square mesh of size h. Material properties
correspond to the Poisson’s ration ν = 0.245, see Table 1.
For the coarsest horizon  = 8mm, number of mesh nodes are (approximately) 0.9×103, 3.5×103, 13.7×
103 for h = 4, 2, 1mm respectively. The memory consumed are 10 MB, 16 MB, 95 MB respectively. For
 = 1mm, number of nodes are 42× 103, 167× 103, 668× 103 for h = 0.5, 0.25, 0.125mm respectively. The
memory consumed are 44 MB, 370 MB, 4400 MB respectively. All computations were performed on a single
workstation in parallel using 20 threads.
5.1.1. Fracture energy of crack zone
The extent of damage at material point x is given by the function Z(x)
Z(x) = max
y∈H(x)∩D
S(y,x;u)
Sc
. (82)
We define the crack zone as set of material points which have Z > 1. We compute the peridynamic energy of
crack zone and compare it with the Griffith’s fracture energy. For a crack of length l, the Griffith’s fracture
energy (G.E.) will be G.E. = Gc × l. The peridynamic fracture energy (P.E.) is given by
P.E. =
∫
x∈D,
Z(x)≥1
[
1
dωd
∫
H(x)
|y − x|W(S(y,x,u)) dy
]
dx,
where W(S(y,x,u)) is the bond-based potential, see Equation 3. For the choice of f(r) and g(r), only
bond-based potential f contributes to the fracture energy, therefore P.E. is computed only from bond-based
interaction.
0.025 0.030 0.035 0.040 0.045
Length (m)
12
14
16
18
20
22
24
E
n
er
gy
(J
)
P.E.
G.E.
(a) Horizon  = 2mm
0.03 0.04 0.05 0.06
Length (m)
12.5
15.0
17.5
20.0
22.5
25.0
27.5
30.0
E
n
er
gy
(J
)
P.E.
G.E.
(b) Horizon  = 4mm
Figure 6: Crack length vs peridynamic fracture energy (P.E.) and Griffith’s fracture energy (G.E.). G.E. is simply Gc× l where
Gc = 500.
Figure 5 shows the plot of Z at time t = 34µs for horizon  = 2mm. The figure on the right shows the
Z field near a crack tip. In Figure 6 we plot the peridynamic and Griffith’s fracture energy as a function
of crack length. We see better agreement between the two energies up to larger length of crack for coarse
horizon. In Figure 7 we plot the error in fracture energy at different times.
5.1.2. Convergence rate
Consider a fixed horizon  and three different mesh sizes h = /2, /4, /8. We compute the convergence
rate as follows. Let u1,u2,u3 be approximate solutions corresponding to meshes of size h1, h2, h3, and let
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Figure 7: Percentage error between peridynamic fracture energy and Griffith’s fracture energy.
5 10 15 20 25 30 35
Time (µs)
0.5
1.0
1.5
2.0
2.5
L
2
ra
te
α
² = 8mm
² = 4mm
² = 2mm
² = 1mm
Figure 8: Convergence rate with respect to mesh size for different fixed size of horizons.
u be the exact solution. We write the error as ||uh−u|| = Chα for some constant C and α > 0, and fix the
ratio of mesh size h1/h2 = h2/h3 = r, to get
log(||u1 − u2||) = C + α log h2,
log(||u2 − u3||) = C + α log h3.
Recall that the norm ||·|| is L2 norm. From above two equations, it is easy to see that the rate of convergence
α is
log(||u1 − u2||)− log(||u2 − u3||)
log(r)
. (83)
The convergence result for four different horizons is shown in Figure 8. From this figure we see that for
 = 1mm the convergence rate is greater than 1 for simulation times below 25µs. For all other horizons the
rate is larger than 1 for simulation times below 35µs. Here the discrepancy is due to the error accumulation
at each time step and can be reduced some what by taking smaller time steps. The simulations show a rate
of convergence that agrees with the a-priori estimates given in Theorem 3.
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Figure 9: Material domain D = [0, 0.25m] × [0, 0.05m] with single verticle crack of length 0.015m at mid point of bottom
edge. We apply linear in time distributed load, along negative y-direction, on part of the top edge. At any time t, the load is
zero at the end points of loading line (red line) and is fmax × t at the midpoint. We take constant fmax = −1.0 × 1013. We
fix a vertical displacement on two support regions shown in the figure.
5.2. Bending test with pre-crack
We consider a 2-d material domain (with unit thickness in third direction) D = [0, 0.25m]× [0, 0.05m]
with single and double vertical cracks. We fix horizon to  = 0.010m and mesh size h = /4mm. The
boundary conditions are described in Figure 9 for single crack. For the double crack problem, the two vertical
cracks are symmetrically located at distance 0.02m along x-axis from the mid point x = 0.125m, y = 0.
With time step ∆t = 0.0014µs we run simulations upto time T = 350µs. Material properties correspond
to the Poisson’s ration ν = 0.22, see Table 1.
In Figure 10 damage profile at various times are shown for both single and double crack problem. In
Figure 11 we plot the fracture energy as a function of total crack length. The error in energy remain below
5% till 185µs for single crack problem and 232µs for double crack problem. As we can see from Figure 10,
after time 185µs for single crack and 232µs for double crack, the spread of damage around crack is higher
and therefore peridynamic fracture energy is higher.
6. Proof of Lipschitz continuity for the non-local force
In this section, we prove Proposition 1 and Proposition 2.
6.1. Proof of Proposition 1
Recall that I = [0, T ] is the time domain, X = C0,γ0 (D;Rd)×C0,γ0 (D;Rd), and F (y, t) = (F 1 (y, t), F 2 (y, t)),
where F 1 (y, t) = y
2 and F 2 (y, t) = L(y1) + b(t). Given t ∈ I and y = (y1, y2), z = (z1, z2) ∈ X, we have
‖F (y, t)− F (z, t)‖X
=
∥∥y2 − z2∥∥
C0,γ(D;Rd) +
∥∥L(y1)− L(z1)∥∥
C0,γ(D;Rd) (84)
and
‖F (y, t)‖X =
∥∥y2∥∥
C0,γ(D;Rd) +
∥∥L(y1)∥∥
C0,γ(D;Rd) + b, (85)
where b = supt ||b(t)||C0,γ .
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(a) t = 130µs (b) t = 180µs
(c) t = 180µs (d) t = 220µs
(e) t = 190µs (f) t = 240µs
Figure 10: Damage profile under bending load. Plots on left are for single crack and plots on right are for double crack.
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Figure 11: Crack length vs peridynamic fracture energy (P.E.) and Griffith’s fracture energy (G.E.).
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Thus, to prove Equation 21 and Equation 22 of Proposition 1 we need to study the terms associated
with L in the equations listed above. The peridynamic force L is sum of two forces, the tensile force LT
and the dilatational force LD. So for u,v ∈ C0,γ0 (D;Rd) we have
‖L(u)− L(v)‖C0,γ(D;Rd)
≤ ‖LT (u)− LT (v)‖C0,γ(D;Rd) + ‖LD(u)− LD(v)‖C0,γ(D;Rd) (86)
and
‖L(u)‖C0,γ(D;Rd) ≤ ‖LT (u)‖C0,γ(D;Rd) + ‖LD(u)‖C0,γ(D;Rd). (87)
We conclude listing estimates that will be used in the sequel. For u ∈ C0,γ0 (D;Rd) and ω ∈ C0,γ0 (D; [0, 1])
one easily deduces the estimates
|u(x+ ξ)− u(x)| ≤ (|ξ|)γ ||u||C0,γ ,
|u(x+ ξ)− u(y + ξ)| ≤ |x− y|γ ||u||C0,γ ,
|ω(x+ ξ)− ω(y + ξ)| ≤ |x− y|γ ||ω||C0,γ , (88)
for x,y ∈ D and ξ ∈ H1(0). Since u and ω are extended by zero outside D these estimates also hold for all
points outside D.
6.1.1. Lipschitz continuity in Ho¨lder space
In this subsection, we provide upper bounds on Equation 86.
Non-local tensile force. For any u,v ∈ C0,γ0 (D;Rd), we provide upper bounds on
‖LT (u)− LT (v)‖C0,γ(D;Rd)
= sup
x∈D
|LT (u)(x)− LT (v)(x)|
+ sup
x,y∈D,x6=y
|(LT (u)(x)− LT (v)(x))− (LT (u)(y)− LT (v)(y))|
|x− y|γ . (89)
Applying Equation 51 and proceeding as in section subsubsection 4.2.4 we see that
|LT (u)(x)− LT (v)(x)|
=
∣∣∣∣∣ 2ωd
∫
H1(0)
ωξ(x)
J(|ξ|)√
sξ
[
f ′(u¯ξ(x) · eξ/√sξ)− f ′(v¯ξ(x) · eξ/√sξ)
]
eξdξ
∣∣∣∣∣
≤ 2
ωd
∫
H1(0)
ωξ(x)
J(|ξ|)√
sξ
∣∣f ′(u¯ξ(x) · eξ/√sξ)− f ′(v¯ξ(x) · eξ/√sξ)∣∣ dξ
≤ 2C
f
2
ωd
∫
H1(0)
J(|ξ|)
sξ
|u¯ξ(x)− v¯ξ(x)| dξ. (90)
A straightforward calculation gives the estimate
|uξ(x)− vξ(x)| = |u(x+ ξ)− u(x)− (v(x+ ξ)− v(x))|
≤ |u(x+ ξ)− v(x+ ξ)|+ |u(x)− v(x)| ≤ 2||u− v||C0,γ
and on applying this Equation 90 we get
|LT (u)(x)− LT (v)(x)| ≤
4Cf2 J¯1
2
||u− v||C0,γ , (91)
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where J¯1 is given by Equation 50. Next we derive a bound on
|(LT (u)(x)− LT (v)(x))− (LT (u)(y)− LT (v)(y))|
|x− y|γ
=
1
|x− y|γ
∣∣∣∣ 2ωd
∫
H1(0)
J(|ξ|)√
sξ
[
ωξ(x)(f
′(u¯ξ(x) · eξ/√sξ)− f ′(v¯ξ(x) · eξ/√sξ))
−ωξ(y)(f ′(u¯ξ(y) · eξ/√sξ)− f ′(v¯ξ(y) · eξ/√sξ))
]
eξdξ
∣∣∣∣.
Let
H :=
1
|x− y|γ
∣∣∣∣ωξ(x)(f ′(u¯ξ(x) · eξ/√sξ)− f ′(v¯ξ(x) · eξ/√sξ))
− ωξ(y)(f ′(u¯ξ(y) · eξ/√sξ)− f ′(v¯ξ(y) · eξ/√sξ))
∣∣∣∣. (92)
Then
|(LT (u)(x)− LT (v)(x))− (LT (u)(y)− LT (v)(y))|
|x− y|γ
≤ 2
ωd
∫
H1(0)
J(|ξ|)√
sξ
Hdξ. (93)
To analyze H we consider the function r : [0, 1]×D → Rd given by
r(l,x) := v¯ξ(x) + l(u¯ξ(x)− v¯ξ(x)), (94)
and ∂r(l,x)/∂l = u¯ξ(x)− v¯ξ(x). We write
f ′(u¯ξ(x) · eξ/√sξ)− f ′(v¯ξ(x) · eξ/√sξ)
=
∫ 1
0
∂f ′(r(l,x) · eξ/√sξ)
∂l
dl
=
∫ 1
0
∂f ′(r · eξ/√sξ)
∂r
∣∣∣∣
r=r(l,x)
· ∂r(l,x)
∂l
dl
=
∫ 1
0
f ′′(r(l,x) · eξ/√sξ) eξ√
sξ
· (u¯ξ(x)− v¯ξ(x))dl. (95)
and similarly we have
f ′(u¯ξ(y) · eξ/√sξ)− f ′(v¯ξ(y) · eξ/√sξ)
=
∫ 1
0
f ′′(r(l,y) · eξ/√sξ) eξ√
sξ
· (u¯ξ(y)− v¯ξ(y))dl. (96)
Substituting Equation 95 and Equation 96 into Equation 92 gives
H =
1
|x− y|γ
∣∣∣∣ ∫ 1
0
[
ωξ(x)f
′′(r(l,x) · eξ/√sξ)(u¯ξ(x)− v¯ξ(x))
−ωξ(y)f ′′(r(l,y) · eξ/√sξ)(u¯ξ(y)− v¯ξ(y))
] · eξ√
sξ
dξ
∣∣∣∣.
≤ 1|x− y|γ
1√
sξ
∫ 1
0
∣∣∣∣ωξ(x)f ′′(r(l,x) · eξ/√sξ)(u¯ξ(x)− v¯ξ(x))
− ωξ(y)f ′′(r(l,y) · eξ/√sξ)(u¯ξ(y)− v¯ξ(y))
∣∣∣∣dξ.
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We now add and subtract ωξ(x)f
′′(r(l,x) · eξ/√sξ)(u¯ξ(y)− v¯ξ(y)), and note 0 ≤ ωξ ≤ 1, to get
H ≤ 1|x− y|γ
1√
sξ
∫ 1
0
|f ′′(r(l,x) · eξ/√sξ)||u¯ξ(x)− v¯ξ(x)− u¯ξ(y) + v¯ξ(y)|dl
+
1
|x− y|γ
1√
sξ
∫ 1
0
|ωξ(x)f ′′(r(l,x) · eξ/√sξ)− ωξ(y)f ′′(r(l,y) · eξ/√sξ)|
|u¯ξ(y)− v¯ξ(y)|dl
=: H1 +H2, (97)
where we denoted first and second term on right hand side as H1 and H2. Using the estimate
|u¯ξ(x)− v¯ξ(x)− u¯ξ(y) + v¯ξ(y)|
|x− y|γ ≤ 2||u− v||C0,γ .
and |f ′′(r)| ≤ Cf2 we see that
H1 ≤ C
f
2
|x− y|γ√sξ
∫ 1
0
|u¯ξ(x)− v¯ξ(x)− u¯ξ(y) + v¯ξ(y)|dl
=
Cf2
|x− y|γ√sξ |u¯ξ(x)− v¯ξ(x)− u¯ξ(y) + v¯ξ(y)|
≤ 2C
f
2√
sξ
||u− v||C0,γ . (98)
To bound H2, we add and subtract ωξ(x)f
′′(r(l,y) · eξ/√sξ) and further split the terms
H2 ≤
∫ 1
0
|f ′′(r(l,x) · eξ/√sξ)− f ′′(r(l,y) · eξ/√sξ)|
|x− y|γ√sξ |u¯ξ(y)− v¯ξ(y)|dl
+
∫ 1
0
|ωξ(x)− ωξ(y)|
|x− y|γ√sξ |f
′′(r(l,y) · eξ/√sξ)||u¯ξ(y)− v¯ξ(y)|dl
=: H3 +H4, (99)
where we used the fact that 0 ≤ ωξ ≤ 1 in first term.
We consider H3 first. With |f ′′′(r)| ≤ Cf3 and 0 ≤ l, 1− l ≤ 1 for l ∈ [0, 1], we have
|f ′′(r(l,x) · eξ/√sξ)− f ′′(r(l,y) · eξ/√sξ)|
|x− y|γ
≤ C
f
3√
sξ
|r(l,x)− r(l,y)|
|x− y|γ
≤ C
f
3√
sξ
|1− l||v¯ξ(x)− v¯ξ(y)|+ |l||u¯ξ(x)− u¯ξ(y)|
|x− y|γ
≤ C
f
3√
sξ
( |v¯ξ(x)− v¯ξ(y)|
|x− y|γ +
|u¯ξ(x)− u¯ξ(y)|
|x− y|γ
)
Following estimates
|v¯ξ(x)− v¯ξ(y)|
|x− y|γ ≤ 2||v||C0,γ ,
|u¯ξ(x)− u¯ξ(y)|
|x− y|γ ≤ 2||u||C0,γ
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delivers
|f ′′(r(l,x) · eξ/√sξ)− f ′′(r(l,y) · eξ/√sξ)|
|x− y|γ ≤
2Cf3√
sξ
(||u||C0,γ + ||v||C0,γ ). (100)
We use the inequality above together with the estimate
|u¯ξ(y)− v¯ξ(y)| ≤ 2sγξ ||u− v||C0,γ
to get
H3 ≤ 4C
f
3
s1−γξ
(||u||C0,γ + ||v||C0,γ )||u− v||C0,γ . (101)
We now consider H4 in Equation 99. Using |f ′′(r)| ≤ Cf2 , |u¯ξ(y) − v¯ξ(y)| ≤ 2||u − v||C0,γ , and the
following estimate
|ωξ(x)− ωξ(y)|
|x− y|γ =
|ω(x+ ξ)ω(x)− ω(y + ξ)ω(y)|
|x− y|γ
≤ |ω(x+ ξ)||ω(x)− ω(y)||x− y|γ +
|ω(y)||ω(x+ y)− ω(y + ξ)|
|x− y|γ
≤ 2||ω||C0,γ , (102)
we have
H4 ≤ 4C
f
2 ||ω||C0,γ√
sξ
||u− v||C0,γ . (103)
Applying the inequalities Equation 101 and Equation 103 to Equation 99 gives
H2 ≤
[
4Cf3
s1−γξ
(||u||C0,γ + ||v||C0,γ ) + 4C
f
2 ||ω||C0,γ√
sξ
]
||u− v||C0,γ . (104)
Applying the upper bounds on H1 and H2 shows that
H ≤
[
4Cf3
s1−γξ
(||u||C0,γ + ||v||C0,γ ) + 4C
f
2 (1 + ||ω||C0,γ )√
sξ
]
||u− v||C0,γ . (105)
We substitute the upper bound on H in Equation 93 to find that
|(LT (u)(x)− LT (v)(x))− (LT (u)(y)− LT (v)(y))|
|x− y|γ
≤ 2
ωd
∫
H1(0)
J(|ξ|)√
sξ
[
4Cf3
s1−γξ
(||u||C0,γ + ||v||C0,γ )
+
4Cf2 (1 + ||ω||C0,γ )√
sξ
]
||u− v||C0,γdξ
=
[
8Cf3 J¯3/2−γ
5/2−γ
(||u||C0,γ + ||v||C0,γ ) + 8C
f
2 (1 + ||ω||C0,γ )J¯1
2
]
||u− v||C0,γ , (106)
where J¯α is defined in Equation 50. Application of Equation 91 and Equation 106 deliver
‖LT (u)− LT (v)‖C0,γ
≤
[
8Cf3 J¯3/2−γ
5/2−γ
(||u||C0,γ + ||v||C0,γ ) + 8C
f
2 (2 + ||ω||C0,γ )J¯1
2
]
||u− v||C0,γ , (107)
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and we have established the Lipschitz continuity of the non-local force due to tensile strain.
Now we establish the Lipschitz continuity for the non-local dilatational force. For any u,v ∈ C0,γ0 (D;Rd)
we write
‖LD(u)− LD(v)‖C0,γ(D;Rd)
= sup
x∈D
|LD(u)(x)− LD(v)(x)|
+ sup
x,y∈D,x6=y
|(LD(u)(x)− LD(v)(x))− (LD(u)(y)− LD(v)(y))|
|x− y|γ . (108)
The potential function g can either be a quadratic function, e.g., g(r) = βr2/2 or it can be a convex-
concave function, see Figure 2a. Here we present the derivation of Lipschitz continuity for the convex-concave
type g. The proof for the quadratic potential functions g is identical.
Let g be a bounded convex-concave potential function with bounded derivatives expressed by Equation 10.
As in previous sections we use the notation Equation 48 and Equation 50 and begin by estimating |θ(x;u)−
θ(x;v)| where θ(x;u) is given by Equation 49. Application of the inequality |u¯ξ(x)−v¯ξ(x)| ≤ 2||u−v||C0,γ ,
and a straightforward calculation shows that
|θ(x;u)− θ(x;v)| ≤ 2J¯0||u− v||C0,γ . (109)
We now bound |θ(x;u)− θ(y;u)| as follows
|θ(x;u)− θ(y;u)| =
∣∣∣∣ 1ωd
∫
H1(0)
J(|ξ|) [ω(x+ ξ)u¯ξ(x)− ω(y + ξ)u¯ξ(y)] · eξdξ
∣∣∣∣
≤ 1
ωd
∫
H1(0)
J(|ξ|)|ω(x+ ξ)u¯ξ(x)− ω(y + ξ)u¯ξ(y)|dξ
≤ 1
ωd
∫
H1(0)
J(|ξ|)|ω(x+ ξ)||u¯ξ(x)− u¯ξ(y)|dξ
+
1
ωd
∫
H1(0)
J(|ξ|)|ω(x+ ξ)− ω(y + ξ)||u¯ξ(y)|dξ, (110)
where we used |eξ| = 1 and Cauchy’s inequality in the first equation, added and subtracted ω(x+ ξ)u¯ξ(y)
in the second equation and used the triangle inequality. Applying |u¯ξ(x) − u¯ξ(y)| ≤ 2|x − y|γ ||u||C0,γ ,
|ω(x+ ξ)− ω(y + ξ)| ≤ |x− y|γ ||ω||C0,γ , and |u¯ξ(y)| ≤ 2||u||C0,γ gives
|θ(x;u)− θ(y;u)| ≤ 1
ωd
∫
H1(0)
J(|ξ|)2|x− y|γ ||u||C0,γdξ
+
1
ωd
∫
H1(0)
J(|ξ|)|x− y|γ ||ω||C0,γ2||u||C0,γ ,
i.e.,
|θ(x;u)− θ(y;u)| ≤ 2J¯0(1 + ||ω||C0,γ )||u||C0,γ |x− y|γ . (111)
We note that estimate Equation 109 and Equation 111 holds for all x,y ∈ D as well as for x and y in the
layer of thickness 2 surrounding D.
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Using Equation 56 we have
|LD(u)(x)− LD(v)(x)| =
∣∣∣∣ 12ωd
∫
H1(0)
ωξ(x)J(|ξ|)[g′(θ(x+ ξ;u)) + g′(θ(x;u))
− g′(θ(x+ ξ;v))− g′(θ(x;v))]eξdξ
∣∣∣∣
≤ 1
2ωd
∫
H1(0)
J(|ξ|)
∣∣∣∣g′(θ(x+ ξ;u)) + g′(θ(x;u))
− g′(θ(x+ ξ;v))− g′(θ(x;v))
∣∣∣∣dξ
≤ 1
2ωd
∫
H1(0)
J(|ξ|)
{∣∣∣∣g′(θ(x+ ξ;u))− g′(θ(x+ ξ;v))∣∣∣∣
+
∣∣∣∣g′(θ(x;u))− g′(θ(x;v))∣∣∣∣} dξ. (112)
Since |g′(r1)− g′(r2)| ≤ Cg2 |r1 − r2|, we have
|g′(θ(x;u))− g′(θ(x;v))| ≤ Cg2 |θ(x;u)− θ(x;v)|
≤ 2Cg2 J¯0||u− v||C0,γ ,
where we used Equation 109. Similarly we have
|g′(θ(x+ ξ;u))− g′(θ(x+ ξ;v))| ≤ 2Cg2 J¯0||u− v||C0,γ .
and we arrive at the estimate
|LD(u)(x)− LD(v)(x)| ≤
4Cg2 J¯
2
0
2
||u− v||C0,γ . (113)
Now we estimate
|(LD(u)(x)− LD(v)(x))− (LD(u)(y)− LD(v)(y))|
|x− y|γ .
We write
LD(u)(x)− LD(v)(x) =
1
2ωd
∫
H1(0)
ωξ(x)J(|ξ|)[g′(θ(x+ ξ;u)) + g′(θ(x;u))
− g′(θ(x+ ξ;v))− g′(θ(x;v))]eξdξ
and
LD(u)(y)− LD(v)(y) =
1
2ωd
∫
H1(0)
ωξ(y)J(|ξ|)[g′(θ(y + ξ;u)) + g′(θ(y;u))
− g′(θ(y + ξ;v))− g′(θ(y;v))]eξdξ.
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to find
|(LD(u)(x)− LD(v)(x))− (LD(u)(y)− LD(v)(y))|
=
∣∣∣∣ 12ωd
∫
H1(0)
J(|ξ|)(
ωξ(x)[g
′(θ(x+ ξ;u)) + g′(θ(x;u))− g′(θ(x+ ξ;v))− g′(θ(x;v))]
− ωξ(y)[g′(θ(y + ξ;u)) + g′(θ(y;u))− g′(θ(y + ξ;v))− g′(θ(y;v))]
)
eξdξ
∣∣∣∣
≤ 1
2ωd
∫
H1(0)
J(|ξ|)∣∣∣∣ωξ(x)[g′(θ(x+ ξ;u)) + g′(θ(x;u))− g′(θ(x+ ξ;v))− g′(θ(x;v))]
− ωξ(y)[g′(θ(y + ξ;u)) + g′(θ(y;u))− g′(θ(y + ξ;v))− g′(θ(y;v))]
∣∣∣∣dξ
=
1
2ωd
∫
H1(0)
J(|ξ|)
∣∣∣∣(ωξ(x)[g′(θ(x+ ξ;u))− g′(θ(x+ ξ;v))]
− ωξ(y)[g′(θ(y + ξ;u))− g′(θ(y + ξ;v))]
)
+
(
ωξ(x)[g
′(θ(x;u))− g′(θ(x;v))]
− ωξ(y)[g′(θ(y;u))− g′(θ(y;v))]
)∣∣∣∣dξ, (114)
where we have rearranged the terms in last step. Application of the triangle inequality gives
|(LD(u)(x)− LD(v)(x))− (LD(u)(y)− LD(v)(y))|
≤ 1
2ωd
∫
H1(0)
J(|ξ|)
(∣∣∣∣ωξ(x)[g′(θ(x+ ξ;u))− g′(θ(x+ ξ;v))]
− ωξ(y)[g′(θ(y + ξ;u))− g′(θ(y + ξ;v))]
∣∣∣∣
+
∣∣∣∣ωξ(x)[g′(θ(x;u))− g′(θ(x;v))]
− ωξ(y)[g′(θ(y;u))− g′(θ(y;v))]
∣∣∣∣)dξ. (115)
Now write hξ : Rd × Rd → R+ given by
hξ(x,y) :=
∣∣∣∣ωξ(x)[g′(θ(x;u))− g′(θ(x;v))]− ωξ(y)[g′(θ(y;u))− g′(θ(y;v))]∣∣∣∣. (116)
and
|(LD(u)(x)− LD(v)(x))− (LD(u)(y)− LD(v)(y))|
≤ 1
2ωd
∫
H1(0)
J(|ξ|)(hξ(x+ ξ,y + ξ) + h(x,y))dξ. (117)
We now estimate hξ(x,y) for any x,y in D and in the layer of thickness  surrounding D.
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Proceeding as before we define r : [0, 1]×D → R as follows
r(l,x) := θ(x;v) + l(θ(x;u)− θ(x;v)), (118)
so ∂r(l,x)∂l = θ(x;u)− θ(x;v). We also have
g′(θ(x;u))− g′(θ(x;v)) = g′(r(1,x))− g′(r(0,x))
=
∫ 1
0
∂g′(r(l,x))
∂l
dl
=
∫ 1
0
g′′(r(l,x))(θ(x;u)− θ(x;v))dl. (119)
Similarly,
g′(θ(y;u))− g′(θ(y;v)) =
∫ 1
0
g′′(r(l,y))(θ(y;u)− θ(y;v))dl. (120)
Substitution of Equation 119 and Equation 120 in hξ(x,y) gives
hξ(x,y) =
∣∣∣∣ ∫ 1
0
(ωξ(x)g
′′(r(l,x))(θ(x;u)− θ(x;v))
− ωξ(y)g′′(r(l,y))(θ(y;u)− θ(y;v)))dl
∣∣∣∣
≤
∫ 1
0
∣∣∣∣ωξ(x)g′′(r(l,x))(θ(x;u)− θ(x;v))
− ωξ(y)g′′(r(l,y))(θ(y;u)− θ(y;v))
∣∣∣∣dl.
Adding and subtracting ωξ(x)g
′′(r(l,x))(θ(y;u)− θ(y;v)) gives
hξ(x,y) ≤
∫ 1
0
|ωξ(x)| |g′′(r(l,x))| |(θ(x;u)− θ(x;v))− (θ(y;u)− θ(y;v))|dl
+
∫ 1
0
|ωξ(x)g′′(r(l,x))− ωξ(y)g′′(r(l,y))| |θ(y;u)− θ(y;v)|dl
=: I1 + I2, (121)
For I1, we note that 0 ≤ ω(x) ≤ 1 and |g′′(r)| ≤ Cg2 and proceed further to find that
I1 ≤ Cg2 |(θ(x;u)− θ(x;v))− (θ(y;u)− θ(y;v))|
= Cg2 |θ(x;u− v)− θ(y;u− v)|. (122)
Using the estimate given in Equation 111 we see that
I1 ≤ 2J¯0Cg2 (1 + ||ω||C0,γ )||u− v||C0,γ |x− y|γ . (123)
Now we apply the inequality given in Equation 109 to I2 to find that
I2 ≤ 2J¯0||u− v||C0,γ
∫ 1
0
|ωξ(x)g′′(r(l,x))− ωξ(y)g′′(r(l,y))|dl.
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Adding and subtracting ωξ(x)g
′′(r(l,y)) gives
I2 ≤ 2J¯0||u− v||C0,γ
∫ 1
0
|ωξ(x)| |g′′(r(l,x))− g′′(r(l,y))|dl
+ 2J¯0||u− v||C0,γ
∫ 1
0
|ωξ(x)− ωξ(y)| |g′′(r(l,y))|dl
≤ 2Cg3 J¯0||u− v||C0,γ
∫ 1
0
|r(l,x)− r(l,y)|dl
+ 2Cg2 J¯0||u− v||C0,γ
∫ 1
0
|ωξ(x)− ωξ(y)|dl.
The quantity |r(l,x)− r(l,y)| (see Equation 118) can be estimated as follows
|r(l,x)− r(l,y)|
= |(1− l)θ(x;v) + lθ(x;u)− ((1− l)θ(y;v) + lθ(y;u))|
≤ |1− l| |θ(x;v)− θ(y;v)|+ |l| |θ(x;u)− θ(y;u)|
≤ |θ(x;v)− θ(y;v)|+ |θ(x;u)− θ(y;u)|
≤ 2J¯0(1 + ||ω||C0,γ )||v||C0,γ |x− y|γ + 2J¯0(1 + ||ω||C0,γ )||u||C0,γ |x− y|γ
= 2J¯0(1 + ||ω||C0,γ )(||u||C0,γ + ||v||C0,γ )|x− y|γ , (124)
where we used the fact that l ∈ [0, 1] and Equation 111. Using the inequality above and |ωξ(x)− ωξ(y)| ≤
2|x− y|γ ||ω||C0,γ we get
I2 ≤ 2Cg3 J¯0||u− v||C0,γ2J¯0(1 + ||ω||C0,γ )(||u||C0,γ + ||v||C0,γ ) |x− y|γ
+ 2Cg2 J¯0||u− v||C0,γ2|x− y|γ | |ω||C0,γ
≤ 4J¯0(1 + ||ω||C0,γ ) [Cg3 J¯0(||u||C0,γ + ||v||C0,γ ) + Cg2 ] ||u− v||C0,γ |x− y|γ . (125)
Substituting Equation 123 and Equation 125 into Equation 121 gives
hξ(x,y)
≤ 6J¯0(1 + ||ω||C0,γ ) [Cg3 J¯0(||u||C0,γ + ||v||C0,γ ) + Cg2 ] ||u− v||C0,γ |x− y|γ . (126)
We now apply Equation 126 to Equation 117 and divide both sides by |x− y|γ to see that
|(LD(u)(x)− LD(v)(x))− (LD(u)(y)− LD(v)(y))|
|x− y|γ
≤ 1
2ωd
∫
H1(0)
J(|ξ|)
2× 6J¯0(1 + ||ω||C0,γ ) [Cg3 J¯0(||u||C0,γ + ||v||C0,γ ) + Cg2 ] ||u− v||C0,γ dξ
=
12J¯20 (1 + ||ω||C0,γ ) [Cg3 J¯0(||u||C0,γ + ||v||C0,γ ) + Cg2 ]
2
||u− v||C0,γ . (127)
Collecting results inequalities Equation 113 and Equation 127 deliver the upper bound given by
||LD(u)− LD(v)||C0,γ
≤ 16J¯
2
0 (1 + ||ω||C0,γ ) [Cg3 J¯0(||u||C0,γ + ||v||C0,γ ) + Cg2 ]
2
||u− v||C0,γ . (128)
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Lipschitz continuity for L(u). Using Equation 107 and Equation 128 we get
||L(u)− L(v)||C0,γ
≤
(
8Cf3 J¯3/2−γ
5/2−γ
(||u||C0,γ + ||v||C0,γ ) + 8C
f
2 (2 + ||ω||C0,γ )J¯1
2
+
16J¯20 (1 + ||ω||C0,γ ) [Cg3 J¯0(||u||C0,γ + ||v||C0,γ ) + Cg2 ]
2
)
||u− v||C0,γ . (129)
Let α(γ) defined as follows: α(γ) = 0 if γ ≥ 1/2 and α(γ) = 1/2− γ if γ ≤ 1/2. It is easy to verify that, for
all γ ∈ (0, 1] and 0 <  ≤ 1
max
{
1
2
,
1
5/2−γ
}
≤ 1
2+α(γ)
. (130)
Using α(γ) and renaming the constants we have
||L(u)− L(v)||C0,γ
≤ L1(1 + ||ω||C0,γ )(1 + ||u||C0,γ + ||v||C0,γ )
2+α(γ)
||u− v||C0,γ . (131)
To complete the proof of Equation 21, we substitute the inequality above into Equation 85 to obtain
‖F (y, t)− F (z, t)‖X
≤ ||y2 − z2||C0,γ + L1(1 + ||ω||C
0,γ )(1 + ||y1||C0,γ + ||z1||C0,γ )
2+α(γ)
||y1 − z1||C0,γ
≤ L1(1 + ||ω||C0,γ )(1 + ||y||X + ||z||X)
2+α(γ)
||y − z||X , (132)
and Equation 21 is proved.
6.1.2. Bound on the non-local force in the Ho¨lder norm
In this subsection, we bound ||L(u)||C0,γ from above. It follows from Equation 51 and a straightforward
calculation similar to the previous sections that
|LT (u)(x)| ≤
2Cf1 J¯1/2
3/2
,
|LT (u)(x)− LT (u)(y)|
|x− y|γ ≤
4Cf2 J¯1||u||C0,γ + 4Cf1 J¯1/2||ω||C0,γ
2
. (133)
Next we consider the non-local dilatational force LD. We show how to calculate the bounds for the case
of a convex-concave potential function g. When g is quadratic we can still proceed along identical lines. We
use the formula for LD(u)(x) given by Equation 56 and perform a straightforward calculation to obtain the
upper bound given by
|LD(u)(x)| ≤
2Cg1 J¯0
2
. (134)
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We have the estimate
|LD(u)(x)− LD(u)(y)|
≤ 1
2ωd
∫
H1(0)
J(|ξ|)
∣∣∣∣ωξ(x)(g′(θ(x+ ξ;u)) + g′(θ(x;u))))
− ωξ(y)(g′(θ(y + ξ;u)) + g′(θ(y;u))))
∣∣∣∣dξ
≤ 1
2ωd
∫
H1(0)
J(|ξ|)
∣∣∣∣ωξ(x)g′(θ(x+ ξ;u))− ωξ(y)g′(θ(y + ξ;u))∣∣∣∣dξ
+
1
2ωd
∫
H1(0)
J(|ξ|)
∣∣∣∣ωξ(x)g′(θ(x;u))− ωξ(y)g′(θ(y;u))∣∣∣∣dξ. (135)
Using |ωξ(x)− ωξ(y)| ≤ 2|x− y|γ ||ω||C0,γ , |g′(r1)− g′(r2)| ≤ Cg2 |r1 − r2|, |g′(r)| ≤ Cg1 , and the estimate on
|θ(x;u)− θ(y;u)| given by Equation 111, we obtain
|LD(u)(x)− LD(u)(y)|
≤ [2J¯0C
g
2 (1 + ||ω||C0,γ )||u||C0,γ + 2Cg1 ||ω||C0,γ ||u||C0,γ ]
2
|x− y|γ . (136)
Last we combine results and rename the constants to get
||L(u)||C0,γ ≤ L2(1 + ||ω||C
0,γ )(1 + ||u||C0,γ )
2
. (137)
This completes the proof of Equation 22.
6.2. Proof of Proposition 2
Given u,v ∈ L20(D;Rd) we find upper bounds on the Lipschitz continuity of the nonlocal force with
respect to the L2 norm. Motivated by the inequality
||L(u)− L(v)||L2 ≤ ||LT (u)− LT (v)||L2 + ||LD(u)− LD(u)||L2 ., (138)
we bound the Lipschitz continuity of the nonlocal forces due to tensile strain and dilatational strain sepa-
rately. We study LT first. It is evident from Equation 51 and using the estimate |f ′(r1)−f ′(r2)| ≤ Cf2 |r1−r2|,
and arguments similar to previous sections that we have
|LT (u)(x)− LT (v)(x)|
≤ 2
ωd
∫
H1(0)
J(|ξ|)√
sξ
|f ′(u¯ξ(x).eξ/√sξ)− f ′(v¯ξ(x).eξ/√sξ)|dξ
≤ 2C
f
2
2ωd
∫
H1(0)
J(|ξ|)
|ξ| |u¯ξ(x)− v¯ξ(x)|dξ, (139)
where we also substituted sξ = |ξ|.
We apply Equation 69 to Equation 139 with C =
2Cf2
2 , α = 1, and p(ξ) = |u¯ξ(x)− v¯ξ(x)| to get
||LT (u)− LT (v)||2L2
≤
∫
D
|LT (u)(x)− LT (v)(x)|2dx
≤
∫
D
(
2Cf2
2
)2
J¯1
ωd
∫
H1(0)
J(|ξ|)
|ξ| |u¯ξ(x)− v¯ξ(x)|
2dξdx
=
(
2Cf2
2
)2
J¯1
ωd
∫
H1(0)
J(|ξ|)
|ξ|
[∫
D
|u¯ξ(x)− v¯ξ(x)|2dx
]
dξ, (140)
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where we interchanged integration in last step. Using∫
D
|u¯ξ(x)− v¯ξ(x)|2dx ≤ 2||u− v||2L2 (141)
we conclude that
||LT (u)− LT (v)||L2 ≤
4Cf2 J¯1
2
||u− v||L2 . (142)
In estimating ||LD(u) − LD(v)||L2 we will consider convex-concave g noting that the case of quadratic
g is dealt in a similar fashion. From Equation 56 and using estimate |g′(r1) − g′(r2)| ≤ Cg2 |r1 − r2|, and
proceeding as before we have
|LD(u)(x)− LD(v)(x)|
≤ 1
2ωd
∫
H1(0)
J(|ξ|)[|g′(θ(x+ ξ;u))− g′(θ(x+ ξ;v))|
+ |g′(θ(x;u))− g′(θ(x;v))|]dξ
≤ C
g
2
2ωd
∫
H1(0)
J(|ξ|)[|θ(x+ ξ;u)− θ(x+ ξ;v)|+ |θ(x;u)− θ(x;v)|]dξ
=
Cg2
2ωd
∫
H1(0)
J(|ξ|)[|θ(x+ ξ;u− v)|+ |θ(x;u− v)|]dξ. (143)
Squaring Equation 143 and applying inequality Equation 69 with C =
Cg2
2 , α = 0, and p(ξ) = |θ(x+ ξ;u−
v)|+ |θ(x;u− v)| gives
||LD(u)− LD(v)||2L2
≤
∫
D
(
Cg2
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)(|θ(x+ ξ;u− v)|+ |θ(x;u− v)|)2dξdx
≤
(
Cg2
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)
[∫
D
2(|θ(x+ ξ;u− v)|2 + |θ(x;u− v)|2)dx
]
dξ, (144)
where we used Cauchy’s inequality and exchanged integration in the last step. It is easy to verify that∫
D
|θ(x+ ξ;u)|2dx ≤ 2J¯20 ||u||2L2
holds for all ξ ∈ H1(0). Combining this estimate and Equation 144 we see that
||LD(u)− LD(v)||L2 ≤
4Cg2 J¯
2
0
2
||u− v||L2 . (145)
Estimates Equation 142 and Equation 145 together delivers (after renaming the constants)
||L(u)− L(v)||L2 ≤ L3
2
||u− v||L2 , (146)
where L3 is given by Equation 61. This completes the proof of Proposition 2.
7. Energy stability of the semi-discrete scheme
In this section, we establish Theorem 2 for convex-concave potential functions g as well as for quadratic
potential functions. We recall the semi-discrete problem introduced in subsection 4.1. We first introduce
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the semi-discrete boundary condition by setting uˆi(t) = 0 for all t and for all xi /∈ D. Let {uˆi(t)}i,xi∈D
denote the semi-discrete approximate solution which satisfies the following evolution, for all t ∈ [0, T ] and i
such that xi ∈ D,
¨ˆui(t) = L(uˆ(t))(xi) + b(xi, t), (147)
where uˆ(t) is the piecewise constant extension of {uˆ(t)}i,xi∈D, given by
uˆ(t,x) =
∑
i,xi∈D
uˆi(t)χUi(x).
Let Lˆ(uˆ(t))(x) be defined as
Lˆ(uˆ(t))(x) =
∑
i,xi∈D
L(uˆ(t))(xi)χUi(x)
and define bˆ(t) similarly. From Equation 147 noting the definition of piecewise constant extension
¨ˆu(x, t) = Lˆ(uˆ(t))(x) + bˆ(x, t)
= L(uˆ(t))(x) + bˆ(x, t) + σ(x, t), (148)
where the error term σ(x, t) is given by
σ(x, t) := Lˆ(uˆ(t))(x)− L(uˆ(t))(x). (149)
We split σ into two parts
σ(x, t) =
[
LˆT (uˆ(t))(x)− LT (uˆ(t))(x)
]
+
[
LˆD(uˆ(t))(x)− LD(uˆ(t))(x)
]
=: σT (x, t) + σD(x, t). (150)
Multiplying both sides of Equation 148 by ˙ˆu(t) and integrating over D gives
(¨ˆu(t), ˙ˆu(t)) = (L(uˆ(t)), ˙ˆu(t)) + (bˆ(t), ˙ˆu(t)) + (σ(t), ˙ˆu(t)), (151)
where (·, ·) denotes the L2-inner product.
7.1. Estimating σ
We proceed by estimating L2-norm of σ(t). It follows easily from Equation 51 that
|σT (x, t)| ≤
4Cf1 J¯1/2
3/2
⇒ ||σT (t)||L2 ≤
4Cf1 J¯1/2
√|D|
3/2
. (152)
We now deal with two cases of g separately.
1. Convex-concave type g: In this case, we can easily show from Equation 56 that
|σD(x, t)| ≤ 4C
g
1 J¯0
2
⇒ ||σD(t)||L2 ≤
4Cg1 J¯0
√|D|
2
. (153)
2. Quadratic type g: In this case we have g′(r) = g′′(0)r. Let x ∈ Ui, i.e. in the unit cell of the
ith mesh node. To simplify the calculations let u = uˆ(t) (and later we will use the fact that uˆ is piecewise
constant function). From Equation 56, we have
|σD(x, t)| = |LD(u)(xi)− LD(u)(x)|
=
∣∣∣∣g′′(0)2ωd
∫
H1(0)
J(|ξ|)
[
ωξ(xi)(θ(xi + ξ;u) + θ(xi;u))
− ωξ(x)(θ(x+ ξ;u) + θ(x;u))
]
eξdξ
∣∣∣∣. (154)
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Now consider the function a(x, ξ) defined as
a(x, ξ) = θ(x+ ξ;u). (155)
We then have
|σD(x, t)|
=
∣∣∣∣g′′(0)2ωd
∫
H1(0)
J(|ξ|)
[
ωξ(xi)(a(xi, ξ) + a(xi,0))
− ωξ(x)(a(x, ξ) + a(x,0))
]
eξdξ
∣∣∣∣
≤ g
′′(0)
2ωd
∫
H1(0)
J(|ξ|)(|a(xi, ξ)|+ |a(xi,0)|+ |a(x, ξ)|+ |a(x,0)|)dξ. (156)
Let
bξ := |a(xi, ξ)|+ |a(xi,0)|+ |a(x, ξ)|+ |a(x,0)| (157)
then using the inequality Equation 69 with C = g
′′(0)
2 , α = 0, and p(ξ) = bξ, we get
|σD(x, t)|2 ≤
(
g′′(0)
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)b2ξdξ. (158)
Thus on an interchange of integration we have
||σD(t)||2L2 =
∫
D
|σD(x, t)|2dx
≤
∑
i,xi∈D
∫
Ui
|σD(x, t)|2dx
≤
(
g′′(0)
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)
 ∑
i,xi∈D
∫
Ui
b2ξdx
 dξ. (159)
We denote the term inside square bracket as I and estimate it next. Recalling the definition of bξ in
Equation 157 and using the identity (
∑4
n=1 cn)
2 ≤ 4∑4n=1 c2n we have
I ≤ 4
∑
i,xi∈D
∫
Ui
(|a(xi, ξ)|2 + |a(xi,0)|2 + |a(x, ξ)|2 + |a(x,0)|2)dx. (160)
For x either in D or in layer of thickness  surrounding D take ξ ∈ H1(0) and from the definition of a(x, ξ)
we have
|a(x, ξ)|2 = |θ(x+ ξ,u)|2
=
∣∣∣∣ 1ωd
∫
H1(0)
ω(x+ ξ + η)J(|η|)u¯η(x+ ξ) · eηdη
∣∣∣∣2
≤
∣∣∣∣ 1ωd
∫
H1(0)
J(|η|)(|u(x+ ξ + η)|+ |u(x+ ξ)|)dη
∣∣∣∣2, (161)
where we used the fact that 0 ≤ ω(x) ≤ 1 and definition of u¯η(x+ξ). We now apply inequality Equation 69
with C = 1, α = 0 and p(η) = |u(x+ ξ + η)|+ |u(x+ ξ)| to obtain
|a(x, ξ)|2 ≤ J¯0
ωd
∫
H1(0)
J(|η|)(|u(x+ ξ + η)|+ |u(x+ ξ)|)2dη
≤ 2J¯0
ωd
∫
H1(0)
J(|η|)(|u(x+ ξ + η)|2 + |u(x+ ξ)|2)dη, (162)
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where we have also used the inequality (a + b)2 ≤ 2a2 + 2b2. This inequality holds for all x and ξ which
includes x = xi and ξ = 0.
With estimate on |a(x, ξ)|2 and the fact that u is a piecewise constant function defined over unit cells
Ui, we immediately have ∑
i,xi∈D
∫
Ui
|a(x, ξ)|2dx ≤ 4J¯20 ||u||2L2 = 4J¯20 ||uˆ(t)||2L2 (163)
where we substituted uˆ(t) for u. Combining above estimate with Equation 160 we get
I ≤ 64J¯20 ||uˆ(t)||2L2 . (164)
Finally, we use e the bound on I and substitute it into Equation 159 to show
||σD(t)||2L2 ≤
(
g′′(0)
2
)2
J¯0
ωd
∫
H1(0)
J(|ξ|)64J¯20 ||uˆ(t)||2L2dξ
⇒||σD(t)||L2 ≤ 8g
′′(0)J¯20
2
||uˆ(t)||L2 . (165)
On renaming the constants the bound on σ(t) can be summarized as
||σ(t)||L2
≤

4Cf1 J¯1/2
√
|D|
3/2
+
4Cg1 J¯0
√
|D|
2 ≤ C2 for convex-concave g,
4Cf1 J¯1/2
√
|D|
3/2
+
8g′′(0)J¯20
2 ||uˆ(t)||L2 ≤
C1+C2||uˆ(t)||L2
2 for quadratic g .
(166)
7.2. Energy inequality
From Equation 151 and noting the identity
d
dt
E(uˆ)(t) = (¨ˆu(t), ˙ˆu(t))− (L(uˆ(t)), ˙ˆu(t)) (167)
we have
dE(uˆ)(t)
dt
= (bˆ(t), ˙ˆu(t)) + (σ(t), ˙ˆu(t))
≤ (||bˆ(t)||L2 + ||σ(t)||L2) || ˙ˆu(t)||L2 . (168)
When g is convex-concave we can apply identical steps as in the proof of Theorem 5 of Jha and Lipton
(2018) together with the estimate Equation 166 to obtain
√
E(uˆ)(t) ≤
√
E(uˆ)(0) + tC
2
+
∫ t
0
||bˆ(s)||L2ds (169)
for all t ∈ [0, T ]. This completes the proof of energy stability for convex-concave potential functions g.
We now address the case of quadratic potential functions g. We introduce the energy E¯(uˆ)(t) given by
E¯(u)(t) := E(u)(t) + 1
2
||u(t)||2L2 .
Differentiation shows that
dE(uˆ)(t)
dt
=
dE¯(uˆ)(t)
dt
− (uˆ(t), ˙ˆu(t)).
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Thus from Equation 168 we get
dE¯(uˆ)(t)
dt
≤ (||bˆ(t)||L2 + ||σ(t)||L2) || ˙ˆu(t)||L2 + (uˆ(t), ˙ˆu(t))
≤ (||bˆ(t)||L2 + C1/2) || ˙ˆu(t)||L2 + (C2/2 + 1)||uˆ(t)||L2 || ˙ˆu(t)||L2 . (170)
From the definition of energy E¯ we have
||uˆ(t)||L2 ≤
√
2E¯(uˆ)(t) and,
|| ˙ˆu(t)||L2 ≤
√
2E¯(uˆ)(t). (171)
Using the above inequalities in Equation 170 along with Cauchy’s inequality gives
dE¯(uˆ)(t)
dt
≤ ||bˆ(t)||2L2 +
C21
4
+ 3(
C2
2
+ 1)E¯(uˆ)(t). (172)
Using the integrating factor exp[−3(C2/2 + 1)t] we recover the inequality
E¯(uˆ)(t) ≤ exp[3(C2/2 + 1)t]
(
E¯(uˆ)(0)
+
∫ t
0
(
C21
4
+ ||bˆ(s)||2L2) exp[−3(C2/2 + 1)s]ds
)
. (173)
This completes the proof of Theorem 2.
8. Conclusions
In this article, we present an a-priori convergence analysis for a class of nonlinear nonlocal state based
peridynamic models. We have shown that the convergence rate applies, even when the fields do not have
well-defined spatial derivatives. The results are valid for two different classes of state-based peridynamic
models depending on the potential functions associated with the dilatational energy. For both models
the potential function characterizing the energy due to tensile strain is of convex-concave type while the
potential function for the dilatational strain can be either convex-concave or quadratic. The convergence
rate of the discrete approximation to the true solution in the mean square norm is given by C(∆t+ hγ/2).
Here the constant depends on the Ho¨lder and L2 norm of the true solution and its time derivatives. The
Lipschitz property of the nonlocal, nonlinear force together with boundedness of the nonlocal kernel plays
an important role. It ensures that the error in the nonlocal force remains bounded when replacing the exact
solution with its approximation. This, in turn, implies that even in the presence of mechanical instabilities
the global approximation error remains controlled by the local truncation error in space and time. This is
supported by numerical results with crack propagation. The analysis shows that the method is stable and
one can control the error by choosing the time step and spatial discretization sufficiently small.
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