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1. INTRODUCTION 
The limit problem considered here is the following: Given a sequence of 
linear operators {An} which transform the stochastic process x(t) into the 
sequence of processes {y,,(t)}, find conditions under which the finite-dimen- 
sional distributions of m(t) converge compactly to a normal law as n -+ co. 
This problem has attracted much attention in the case where the operators 
{A,} have a prescribed form-the object being to find conditions on x(t) 
which ensure the desired convergence. In this context, the problem is closely 
related to investigations aimed at extending the classical central limit theorems 
from independent to dependent random variables [l-5]. 
In the present paper we approach the problem from a different point of 
view. The emphasis is upon the role the operators {An} play in determining 
normal convergence rather than upon the process x(t). For x(t) belonging 
to a certain class of processes-the linear processes-various necessary and 
sufficient conditions on the operators {A,} are obtained which guarantee 
normality of the limiting distributions. 
2. LINEAR PROCESSES 
The linear process has been discussed in detail in [6] where a number of 
examples relating to Brownian motion and Poisson processes are given. Since 
many definitions and terminology have not been standardized, the present 
section is devoted to a summary of those aspects of linear processes which 
are needed in the following. Throughout, R is a Euclidean space of fixed but 
arbitrary dimension. Integration with respect to a probability measure is 
denoted by E and two random variables are regarded as identical if they 
differ at most on a set of probability measure zero. 
*Presented at the First Annual Princeton Conference on Information Sciences 
and Systems, Princeton, New Jersey, March 30-31, 1967. 
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A random measure, X7, is a family of random variables with the following 
properties: 
(1) To every bounded Bore1 set, B, of R there corresponds a random 
variable X(B) with E ) X(B) j2 < co. 
(2) If B, , BT ,... are disjoint Bore1 sets whose union, B, is bounded, then 
X(B) = X(B,) + X(B,) $- e-e 
where the series converges in quadratic mean. 
The random measures considered in this paper are assumed to be real and 
satisfy EX(B) = 0 for every Bore1 set B. 
A random measure has independent components if for every collection 
of disjoint Bore1 sets B, ,..., B, , the random variables X(B,),..., X(B,) are 
mutually independent. If X has independent components, the set function V 
defined for every bounded Bore1 set B by V(B) = E 1 X(B) I2 is a Bore1 
measure. 
A random measure has stationary components if, for every collection of 
bounded Bore1 sets B, ,..., B,, , the joint distribution of the family 
X(T + BJ,..., X(T + B,) is independent of 7. For random measures with 
independent components, stationarity is equivalent to requiring that X(B) 
and X(T + B) be identically distributed for every B and every T. In the 
stationary case V is a Haar measure and is equal to Lebesgue measure on the 
Bore1 sets to within a nonnegative multiplicative constant. 
The points of R for which E 1 X((t)) I2 > 0 are called singular points of X. 
In the case of independent components, singular points of X are atoms of V. 
A random measure with stationary components has no singular points. 
Denote by L,(V) the Hilbert space of all real-valued functions which are 
square integrable with respect to the measure V. Functions of L,(V) are 
identified if they differ only on a set of V-measure zero. The inner product 
and norm of L,( V) are respectively 
Let X be a random measure with independent components and for every 
singular point, t, let X((t)) b e infinitely divisible. For each f EL,(V) the 
stochastic integral 
is defined as a limit in the mean of sums formally associated with the integral. 
If (f,(e), t E T} is a family of functions belonging to L,(V), then for every t 
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is a random variable and the family of random variables obtained in this 
way as t varies over T defines a stochastic process1 A linear process is defined 
as any process whose finite-dimensional distributions are identical with those of a 
process defined by (1). If y(t) is a linear process then 
&Y(t) = 0, tET (2) 
and 
EYWY(O = jRft(s)ftrw Wh t, t’ E T. (3) 
A most important feature of the linear processes is the availability of explicit 
expressions for their characteristic functions. If CJ~,,...,~,(Z+ ,..., u,J denotes 
the joint characteristic function of the random variables y(Q,..., y(t&, then 
Q, (u %c) t1.....t* 1 )...9 
= exp 
[s s R y, {exp[i~u 
T. f(s)] - [ihuT . f(s)] - 1) k G(ds x do)] , (4) 
where u = {ur ,..., uk} and f(s) = {ft,(s),..., ft,(s)}. The function G is a Bore1 
measure on the product space R x (- co, co) and is uniquely related to the 
random measure X via the transform 
- -$ In E exp[iuX(B)] = /B/m, exp[ihu] G(ds x dX). (5) 
It follows from (5) that 
V(B) = i,j;, G(ds x dh). 
We say that a linear process is determined by the measure G and the 
function ft( *). 
Two important random measures are those characterized by normal laws 
and by Poisson laws. In the normal case 
and in the Poisson case 
G(B x A) = I;(@’ 
If a random measure has stationary components then the associated measure 
G factors into the product of Lebesgue measure on the Bore1 sets of R and a 
1 The parameter set T may be completely arbitrary and is not necessarily a Euclidean 
space. 
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finite measure on (- 03, co). The measure G,(B x A) = G(B x A n (0)) 
is called the normal component of G. C’orrespondingly if G(B x (0)) = 0 
for every B, then G is said to have no normal component. 
Of particular interest to the limit problem under consideration is the fact 
that the class of linear processes is closed under linear operations. Let x(t) 
be a linear process and let {A,} b e a sequence of linear operators on x(t). 
The resulting processes m(t) =: A, ^c are also linear processes [cf. Ref. 61 
and are determined by a common measure G and a sequence of functions 
{fl”‘(.)}. Thus th e investigation of conditions on the operators {A,) which 
lead to normal convergence of the distributions of m(t) becomes an investiga- 
tion of conditions on the functions (fj”)(*)} leading to the same convergence. 
3. LIMIT TIIEOREMS 
Throughout this section {m(t)> is a sequence of linear processes determined 
by a common measure G and a sequence of functions (jr’(*)}. It is an 
immediate consequence of (2) that the limit laws of m(t) have zero mean; 
this fact is implicit in the following theorems. 
THEOREM 1. Let the sequence of linear processes, {m(t)}, satisfr 
l$n EyJt) yn(t’) 1 r(t, t’), t, t’ E 7 (6) 
then for the jkite-dimensional distributions of y%(t) to converge compactly to a 
normal law with correlation function r(t, t’), it is necessary and su#icient that for 
everyE> 
lim 
ss 
If:‘(s) I2 G(ds x dh) = 0, tE T. (7) n IA@ LY)l>z 
PROOF. Let t, ,..., t, be an arbitrary set of parameter values and denote 
by R the k x k matrix with elements r(t, , ti). Using the notation of (4) it is 
clear that the finite-dimensional distributions of yJt,),..., yn(tk) converge 
compactly to a normal law with correlation function r(t, t’) if and only if 
lim 
n SI R I, h4i~u 
T . f’“‘(s)] - [iW . f’“‘(s)] - l} ; G(ds x dh) 
2 -$uT.R.u. 
Furthermore (3) and (6) imply that 
lim 
is m [ n 
u’ . f’“‘(s)]2 G(ds x dA) = UT . R . u. 
R --a 
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Combining these two expressions we have 
lim n 
II fS 
R -53 {exp[dur * ftnl(s)] - 4 [Au” * f(“)(S)]” - [ihUT ’ f”“‘(S)] - I> 
x ; G(ds x dh) = 0 (8) 
as a necessary and sufficient condition for the desired normal convergence. 
Consider first the sufficiency. For all real f 
1 exp[if - $- [L$]” - [if] - 1 1 < 1 I:,‘; / . 
Using this inequality we see that the magnitude of the expression (8) is 
bounded above by 
. zc 
1s 
1 UT . f(“yS) 12 1 hUT ’ f’n’(s) 1 G(& x a) 
R --m 1 + / AtlT. f’“‘(s) j 
lAf(t:, (S)l“C 
If::)(s) I2 G(ds x dh) 
< EkalYM + S k”7J” VI 3 (9) 
where 
U = rn? / uj 1 , M = rnfx s;p II.jiy’ /I’ = m;x s;p E / y,(tJ I’, 
and 
6, = max 
i IS IAf(“)(S)I>C 
I.fj:‘(s) la G(ds x dh). 
15 
By hypothesis lim, S, = 0 and it follows that the right side of (9) can be 
made arbitrarily small by first choosing E small and then n large thus estab- 
lishing the sufficiency. 
Turning to the necessity observe that the real part of (8) converges to zero 
for a single parameter value t so that 
lim 
n jR j” ]~~s[d%N + +- [@fj”‘(412 - 11 ; G(ds x dx) = 0, L7 
tET (10) 
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for every IL Furthermore, if / 8 / >, 1 
(2 < 2{cos[2(] + 4 [2@ - I} 
and for every E > 0 we have 
SI If’“‘(s) I2 G(ds x dh) t IAfj”)Wl>r 
< 2~~ j,,‘“, [cos [h +(s)] + ; [h ;fp)(s)]” - 11 ; G(ds x dh). 
(11) 
Combining (10) and (11) [with u = (2/e)] establishes the necessity of (7) 
and the proof is complete. 
REMARK. There exist linear processes whose distributions converge to 
a normal law without satisfying condition (7). However this can only occur 
when the limiting correlation function, lim, Ey,(t) y,(P), differs from the 
correlation function of the limit distribution. Consequently property (6) is 
an essential part of the hypothesis of the theorem. 
The next two theorems differ from Theorem 1 in that a detailed knowledge 
of the measure G is not required for their application, Certain qualitative 
conditions are imposed upon G which can be related to properties of the 
underlying random measure such as stationary and the existence of higher 
order moments. 
Let 99 denote the a-ring of bounded Bore1 sets of R. The measure G is said 
to satisfy condition (I) if 
(1) 
is 
G(ds x dh) 
B IAl>Aa 
lim __~ = 0 Ae-Kc 
JJ 
m G(ds x dh) 
B -co 
uniformly in B E 93; it satisfies condition (II) if 
uniformly in B E W. 
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Conditions (I) and (II) are respectively equivalent to: 
uniformly in f E&(V) and 
(II’) 
uniformly in f EL,(V). The equivalence is obvious for simple functions and 
can be extended to the whole of L,( V) in a straightforward manner. 
Suppose that G factors into the product of a Bore1 measure on R and a 
finite measure on (- co, co). In this case G clearly satisfies (I) and if, in 
addition, G has no normal component, it also satisfies (II). The most 
important special case of this factorization occurs when G is determined 
by a random measure with stationary components. 
Another situation of interest occurs when G vanishes on certain subsets of 
(- CO, co). If A is the complement of some closed bounded set and if 
jj 
G(ds x dh) = 0, B C R, (12) 
B A 
then G satisfies (I). If (12) holds when A is a nonvoid open set of (- co, co) 
containing the origin, then G satisfies (II). An example of this situation where 
both condition (I) and condition (II) are satisfied is when G is determined 
by a Poisson random measure. 
In the following we shall say that a linear process satisfies condition (I) 
or (II) if the associated measure G satisfies the corresponding condition. 
THEOREM 2. Let the sequence of linear processes, {ym(t)}, satisfy (6) and 
condition (I). Then for the finite-dimensional distributions of y%(t) to converge 
compactly to a normal law with correlation function r(t, t’) it is su@Gnt that 
(13) 
for e-very E > 0. If in addition the processes satisfy condition (II), then (13) is also 
necessary. 
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PROOF. For every F > 0 and A, :, 0 
== II If:)(s) I2 G(ds x dA) . !A@ (s)j:,C 
:f:n)(s)i3~/n” 
+- i‘j 
1.f I”‘(s) I2 G(ds x dA) 
IA@ (8 I ( a L 
If:“’ (s)i<rlA, 
< l.fj”)(S) j2 L’(ds) + J‘ J ‘fj”‘(s) I2 G(ds x dA). (14) 
I@’ (8)l>E/A0 R IAl+, 
Using condition (1’) it is clear that the second term on the right of (14) can 
be made arbitrarily small for all n by choosing A, sufficiently large. Then, for 
A, fixed, (13) implies that the first term can also be made arbitrarily small by 
choosing n large. Thus (13) and condition (I) imply (7) and the normal 
convergence follows from Theorem 1. 
To establish the necessity of (13) w h en condition (II) holds consider the 
inequality 
< ll If!‘%) I2 ‘Ws x A) + j” j- /f”)(s) I2 G(ds x dh) t Iup’ (S)j>AI,f ‘4 (Alin, 
(15) 
where t- > 0 and Au > 0 arc arbitrary. Condition (II’) implies that the 
second term on the right of (15) can be made arbitrarily small for all 71 
by choosing A, sufficiently small. The normal convergence then implies that, 
for Au fixed, the first term can be made as small as desired by making n large 
(Theorem 1) and the proof is complete. 
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REMARK. The cases of interest for the application of Theorem 2 are those 
for which V(R) = co. For if V is a finite measure, (13) implies that 
{fy)(~)} converges in the norm of L,( V) to the null function and this in turn 
implies that the limiting distributions are degenerate. 
The next result requires that the fourth order moments of m(t) be finite. 
From (4) we have 
E 1 yJt) I4 == j jx If:‘(s) I4 h2G(ds x dh) 
R -m 
+ 3 [jRjIm If%) I2 G@ X &I2 
. 
zz 
J 
R If!‘%) I4 WN + 3E2 I m(t) 12. (16) 
where 
W(B) = j,,;, A2G(ds x dh) = E 1 X(B) I4 - 3Vs(B). 
If the fourth-order moments of X are finite on the bounded Bore1 sets, then W 
is a Bore1 measure. However this is not necessary for the finiteness of 
E 1 m(t) I4 since W can be unbounded on those sets where jr)(*) vanishes 
identically for all n and all t. Note that if X is normally distributed, 
W(B) = 0. 
THEOREM 3. Let {m(t)} b e a sequence of linear processes satisfying (6) and 
let E 1 y”(t) I4 < CD. Then for the jinite-dimensional distributions of m(t) to 
converge to a normal law with correlation function r(t, t’) it is sz@cient that 
either of the equivalent conditions 
li? E I m(t) I4 = 3r2(t, t), tET (17) 
li? 1, If j”‘(s) I4 ?V(ds) = 0, tfl (18) 
be satisfied. 
PROOF. The equivalence of (17) and (18) follows immediately from’(6) 
and (16). For E > 0 we have the inequality 
ss IA&’ (d)I>f 1 f?)(s) 1’ G(ds x dh) < f  s, /f?‘(s) I4 W(ds). 
Thus (18) implies (7) and the normal convergence follows from Theorem 1. 
REMARK. Without some further hypothesis the conditions of Theorem 3 
are not necessary. There exist sequences of linear processes whose limiting 
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distributions are normal and whose second-order moments converge to the 
second-order moments of the limit law but which do not satisfy (17). 
4. AN APPLICATION 
As an application of the foregoing we consider the output of a bandpass 
filter whose input is a linear process. With suitable restrictions on the filter 
and input process, the output distributions will converge to a normal law as 
the bandwith becomes vanishingly small. The restrictions considered below 
are important in a number of applications; they have been chosen so that 
conditions on the input process are independent of conditions on the filters. 
A less demanding set of restrictions could be obtained by relating the filters 
to the specific process under consideration. 
Let x(l), - 00 < t < co, be a linear process determined by the measure G 
and the function h,(s) = h(l -- s). The following assumptions are made 
concerning x(t). 
(X,) The measure G satisfies condition (I). 
(X,) The measure V coincides with Lebesgue measure on the Bore1 sets 
of (- co, CO). 
(X,) x(t) has a continuous power spectral density. 
While x(t) need not be stationary in the strict sense, it is clearly wide sense 
stationary. Moreover 
Ex(t) x(t’) = irn h(t - t + s) h(s) ds 
--oc 
1 =- 
i^ 
m 
2-r --aj 
/ H(W) I2 exp[iw(t - t’)] dw, 
where H(w) is the Fourier transform of h(t)2. The power spectral density 
ofx(t)is(1/27r) 1 H(w) I2 so that assumption (X,) is equivalent to 
(X’J / H(w) I2 is a continuous function of w. 
A filtering operation is taken here to denote a linear transformation of 
convolution type. We are interested in a sequence of transformations des- 
cribed by the weight functions {a,(t)}, the resulting processes appearing as 
x(t - s) a&) ds, -m<t<co, n = 1, 2,... . 
2 In the present case L,(V) is just the Hilbert space of real-valued square integrable 
functions on (- co, co) for which the Fourier transforms are well defined. 
CENTRAL LIMIT THEOREM 35 
It is assumed that the weight functions are real and square integrable with 
s m Iu,(t)l2dt= 1, n  1, 2,... . --m 
The requirement that the operators have vanishing bandwidths is expressed 
in terms of the Fourier transforms of the weight functions, (A,(w)}. Let 
I = I(wo , 6) denote the closed set [- w,, - 6, - w0 + 61 u [w,, -- 8, w,, + S] 
where w,, > 0 and 8 > 0. We require: 
(A,) For some w0 3 0 and every 6 > 0 
li,m es;;yp 1 A,(w) / = 0. 
(A,) Uniformly in tl 
lim 
I l+f+= Iwl>M 
I A,(w) 12 dw = 0. 
These conditions are satisfied for example by the sequence of uniform 
weights 
O<t<n 
otherwise 
in which case w,, = 0. They are also satisfied by the sequence of idealized 
bandpass filters 
u,(t) = [g2 cos wot +g ) --oO<t<a 
and the slightly more realistic bandpass filters 
1 1 + ?&Jo2 
* t 2 + ?2%$1 112 cos w,t exp[- n-It], o<t<co 
&L(t) = 
otherwise. 
LEMMA. For H(w) and A,(w) satisfying the preceding conditions, 
1 H(w) I2 I A,(w) I2 exp[iwT] dw = / H(w,) I2 cos C+,T (19) 
li,m jl- /a rr I H(w) I I An(w) I dw = 0. -cc (20) 
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PROOF. It is clear from the Schwarz inequality that the function 
/ H(w) / 1 A,(w) / is integrable. That it is also square integrable for all suf- 
ficiently large n follows from the continuity of I H(w) I2 and (A,). 
By considering the integral (19) separately on each of the three sets Z(w,, , a), 
(- m, - M) u (M co), 
and 
[ - M, - u. - 6) u (- uo f s, wg - 6) u (wo + s, M], 
we obtain the inequality 
1 cc 
I I 2?r -rn 
I H(w) I2 1 A,(w) I2 exp[i~] dw 
- I H(w,) I2 cm ~07. & jIm I A,(w) I2 dw / 
< al: 1 1 H(w) I2 cos WT - I H(w,) (2 cos WOT / 
+ es~$-v I 4(w) I2 + [M I ff(wo) I2 + [I, I WJJ) I2 du] 
+ I f%o) 12& j,,,,,I 4(w) 12dw. 
Using the fact that 1 H(w) I2 cos UJT is continuous and properties (A,) and 
(A,), we may make the right-hand side of this inequality as small as desired 
by choosing 6 sufficiently small, M sufficiently large, and then, for 6 and M 
fixed, n sufficiently large. Thus (19) follows. 
To establish (20) we consider the same sets as above and apply the Schwarz 
inequality to obtain 
+ 4s Cm I H(w) I2 I 4(o) I2 do, . --m 
+ 2M es%;pp / A,(w) I2 irn ) H(w) I2 dw. 
--m 
From (19) with T = 0 we have 
lim m 
n s ! H(w) I2 I A,(w) I2 dw = 277 I E&J,) I2 --m 
so that again by choosing 6 small, M large, and then n large the right-hand 
side of the preceding inequality can be made arbitrarily small. Therefore (20) 
is true and the proof is complete. 
For the sequence of processes {m(t)} we have the following. 
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THEOREM 4. The finite-dimensional distributions of y,,(t) converge to a 
normal law with correlation function 
r(t, t’) = 1 H(w,) I2 cos 6Jo(t - 1’). 
PROOF. Koting that 
EYdt)Ydf) = & Irn I H(w) I2 I A,(w) I2 exp[iw(t - t’)] dw, --m 
the preceding lemma yields 
lir Em(t) y%(t’) = 1 H(cu,) j2 cos wo(t - t’). 
The proof will be completed by showing that the processes {m(t)} satisfy 
Theorem 2. Since condition (I) is satisfied py assumption (X,)] it remains to 
show that (13) holds. 
We may consider m(t) to be determined by the measure G and the 
function f y)(s), where 
Now 
f:)(s) = & SW H(w) A,(w) exp[iw(t - s)] dw. 
--m 
and it follows from the lemma that lim, [fin)(s) 1 = 0 uniformly in t and s. 
Consequently for every E > 0 the set {s : /f l”)(s) I > E} is null for all suffi- 
ciently large n and 
lim 
n s 11(fl)Wl>c 
/f I”‘(s) I2 ds = 0. 
t 
This completes the proof. 
We conclude by mentioning that the approach to normality of random 
processes which have passed through a narrow bandpass filter has been 
studied by a number of authors. Rosenblatt [7] and Davis [8] consider a class 
of processes which is, in general, unrelated to the linear processes. They 
show that when the input process satisfies the strong mixing condition [I], 
the output distributions become normal in the limit of vanishing bandwidth, 
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