Context. The solar photospheric element abundances are generally in good agreement with the meteoritic CI chondrite abundances, with the exception of a small number of elements including manganese. The solar photospheric abundances, determined using model atmospheres, include laboratory oscillator strengths where available. However, the current laboratory database for Mn i oscillator strengths is derived from several different laboratory observations determined from several different laboratory techniques. The uncertainty in the solar photospheric manganese abundance and the difference between it and the meteoritic CI chondrite abundance may just be an artefact of inaccurate laboratory data. Aims. The aim of our new laboratory measurements is to measure a self consistent set of accurate absolute oscillator strengths and use the new laboratory data to re-evaluate the solar manganese abundance. Methods. New and more accurate oscillator strengths have been determined by combining branching fractions with previously measured energy level lifetimes. Using the new laboratory data, the solar photospheric abundance of manganese has been determined with theoretical and semi-empirical model atmospheres, MAFAGS-ODF and Holweger & Müller, respectively.
Introduction
The chemical abundance of the solar photosphere is generally accepted to be in good agreement with the CI chondrite meteors to within the uncertainty of the currently accepted elemental abundance values. However, for several elements (e.g. Ga, Mn, In, Sn, Tm, Yb, Hf, see Lodders 2003) there is a significant difference between the solar photospheric and the meteoritic CI chondrite abundance. In particular, there is a large disagreement between the reference abundance of manganese in the solar photosphere (5.39 ± 0.03 dex) and in the CI chondrites (5.50 ± 0.03), see Lodders (2003) and references therein. This discrepancy is thought to be due to several factors including: uncertainties in the damping and hyperfine structure parameters, the assumption that line formation is in LTE, and unknown blends. Recently, Bergemann & Gehren (2007, hereafter Paper I) reanalysed the photospheric Mn abundance to log ε = 5.36 ± 0.1 dex, taking account of these methodical inaccuracies, but the reason for the discrepancy still remained elusive. In this paper we reevaluate the solar abundance of manganese using the new and remeasured transition probabilities for 22 Mn i lines, with uncertainties of ≤0.05 dex. We perform NLTE statistical equilibrium
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Full Table 1 is only available at http://www.aanda.org calculations and spectrum synthesis for the semi-empirical Holweger & Müller model atmosphere (Holweger & Müller 1974) and for the theoretical line-blanketed LTE model atmosphere MAFAGS-ODF (see a review in Grupp 2004) . As is the case with all other line-blanketed atmospheric models of this type so far, we have not attempted to model the solar chromosphere. Furthermore, the influence of van der Waals damping on the line profiles is also investigated.
Laboratory oscillator strengths
The accuracy of the current laboratory database for Mn i oscillator strengths varies considerably with wavelength and source publication. The large photospheric -meteoritic difference may be due to unaccounted uncertainties in the photospheric calculations introduced by the different techniques used to determine oscillator strengths in previous laboratory measurements. Blackwell & Collins (1972) and Booth et al. (1984a) both used absorption techniques to determine oscillator strengths. In particular, Booth et al. (1984a) quotes uncertainties as low as 3 per cent, but Booth's uncertainties have been been independently moderated in the NIST (National Institute of Standards and Technology, USA) atomic spectra database to be of the order of 10 to 20 per cent, see Fuhr & Wiese (2003) . Greenlee & Whaling (1979) used emission spectroscopy to determine oscillator strengths, and their measurements include many of the transitions relevant to our current study of the solar photosphere, but the uncertainty in their oscillator strengths is of the order 25 per cent. Furthermore, there are several strong (log g f > −1.00) relatively un-blended visible solar Mn i lines that have no laboratory determined oscillator strengths. A full discussion of the status of the published literature on laboratory oscillator strengths for Mn i can be found in Blackwell-Whitehead et al. (2005b) . The new and remeasured laboratory oscillator strengths have been determined by combining branching fractions with level lifetimes. The branching fractions are determined from high resolution, intensity calibrated spectra for manganese measured at Imperial College using Fourier transform spectroscopy. The spectra are intensity calibrated using two intensity standard lamps calibrated at the National Physical Laboratory, Teddington. Both lamps have a minimum two standard deviation uncertainty of 3 per cent. The Mn i wavenumbers in Table 1 have been calibrated using 20 Ar II transitions from Norlén (1973) and the wavenumber calibration uncertainty is 0.005 cm −1 , which corresponds to an uncertainty of 0.0008 Å at 4000 Å. Further details of the experimental conditions, intensity and wavelength calibration for the manganese spectra are given in Blackwell-Whitehead et al. (2005b) . The level lifetimes are taken from Schnabel et al. (1995) for all upper levels where available with the exception of the e 6 S 2.5 level which is taken from the earlier work of Marek (1975) .
The uncertainty in the branching fractions in column five of Table 1 are determined from the individual uncertainty for each transition and the uncertainty when transferring the intensity calibration between separate spectra. The uncertainty in the oscillator strengths presented in Table 1 is the sum in quadrature of the uncertainty in the branching fractions and the level lifetimes.
The majority of the strong transitions (log g f > −1.00) measured by Greenlee & Whaling (1979) agree with our laboratory oscillator strengths to within the combined uncertainty of the two sets of values, see Fig. 1 , but it should be noted that our uncertainties are much lower than those of Greenlee & Whaling (1979) . In addition, over half of the oscillator strengths published by Booth et al. (1984a) agree with our values to within the combined uncertainties. However, for several strong transitions there is a considerable difference between our results and those of Booth et al. (1984a) . In particular, Booth et al. (1984a) indicates that the 6013.489 and 6021.793 Å transitions from the e 6 S 2.5 level are twice as strong as our measurements. Indeed, Kurucz & Bell (1995) use the log g f values of Booth et al. (1984a) for the e 6 S 2.5 transitions. However, when we compare our new laboratory measurements for the previously unmeasured e 6 S 2.5 branches with the calculations of Kurucz & Bell (1995) we observe a much closer agreement. The disagreement between the red and near infrared log g f values for Mn i has been discussed by Blackwell-Whitehead et al. (2005b) and a general deviation in the absolute scale of the Oxford oscillator strengths in the infrared has been noted and discussed in Blackwell-Whitehead et al. (2006) .
NLTE calculations and spectrum synthesis
The statistical equilibrium calculations were performed for the Holweger-Müller (HM) and MAFAGS-ODF (ODF) model atmospheres. The manganese model atom and method are essentially the same as in Paper I. The total number of levels for the three ionization stages was 459 and the total number of lines 2809. Wavelengths and oscillator strengths were all taken from the Kurucz database (Kurucz & Bell 1995) . The only difference in the atomic model, when compared to our model in Paper I, is that the photoionization cross-sections are now computed from Kramers' formula with the effective quantum numbers for all levels. This correction was introduced due to the complexity of the atom, i.e., existence of numerous doubly excited configurations, which, opposite to those of single excitation, can not be simultaneously treated in a simple hydrogenic approximation. The hydrogen collision rates were computed according to Drawin's formula, see Steenbock & Holweger (1984) . A full discussion of the interaction processes leading to NLTE equilibria in Mn i based on the MAFAGS-ODF model atmosphere can be found in Paper I. The NLTE departure coefficients were used to generate profiles of Mn i lines with the spectrum synthesis code SIU. For all other elements LTE is assumed. The solar spectrum is calculated using the HM and ODF model atmospheres, with a Mn abundance of log ε = 5.47 dex and a constant microturbulence velocity of ξ t = 0.9 km s −1 . The computed spectrum is compared with the observed spectrum from the Kitt Peak Solar Flux Atlas (Kurucz et al. 1984) . The line broadening parameters were set at a rotational velocity of V rot = 1.8 km s −1 and a macroturbulence velocity of V mac = 2.5 . . . 4 km s −1 . Van der Waals damping constants C 6 are computed according to Anstee & O'Mara (1995) ; initially only a correction of ∆ log C 6 ≈ −0.1 is applied in order to fit the wings of strong lines. All parameters for the lines are given in Table 2 with the exception of the hyperfine structure data which is given in Paper I.
Solar abundance of Mn
The NLTE results for both the HM and ODF model atmospheres are presented in Table 2 . We obtain the average weighted 1 NLTE abundance of 5.35 ± 0.08 dex for the ODF model atmosphere and 5.46 ± 0.08 dex for the HM model atmosphere, where the uncertainty is one standard deviation. The LTE abundances, derived with the ODF and HM models are 5.33 ± 0.1 dex and 5.49 ± 0.08 dex, respectively. The systematic difference in NLTE abundances, ∆ log ε(HM − ODF) = 0.11, reflects the different Kurucz & Bell (1995) . b The previous laboratory values are taken from (1) Greenlee & Whaling (1979) ; (2) Blackwell & Collins (1972) ; and (3) Booth et al. (1984a) . c Lifetime for the level e 6 S 2.5 is taken from Marek (1975) . temperature structure of the models. The HM model is approximately 100 ∼ 150 K hotter than the ODF model at log τ 5000 above -0.5. The line-to-line scatter is of the same magnitude in both atmospheric models. The influence of photoionization on the line profiles is not uniform: an increase in cross-sections by a factor of 300 (as expected for Mn atom) yields the corrections to different lines in the range from -0.09 to +0.02 dex. A certain amount of the remaining discrepancies can be explained by uncertainties in the van der Waals damping constants. A correction of ∆ log C 6 ≈ −0.4 relative to Anstee & O'Mara values was applied to the lines of all multiplets. However, only strong lines were indeed sensitive to this procedure. We note that to a certain degree C 6 and abundance can be exchanged in their influence on line profiles, hence this correction remains just a free parameter. However, this procedure yields a smaller rms abundance scatter log ε = 5.37 ± 0.05 dex, which we accept as our new revised solar abundance of Mn. The NLTE value of log ε = 5.37 ± 0.01 dex for the MAFAGS-ODF model is also obtained from three lines of multiplet 27 (6013.465, 6016.586 and 6021.727 Å), which are the most commonly used lines for Mn abundance analyses of the Sun and other stars. This result is consistent with our previously suggested solar NLTE Mn abundance of 5.36 ± 0.1 dex (Paper I), determined from 12 lines with low uncertainties in the laboratory determined log g f values.
However, the new oscillator strengths used in this paper lead to a smaller fitted-abundance spread between lines of different multiplets and provide a larger number of self consistent absolute oscillator strengths which reduces the uncertainty from unidentified blends.
Discussion
Our results indicate that the remaining ∼0.13 dex difference between meteoritic CI chondrite and the solar photospheric abundance determined from the MAFAGS-ODF model with NLTE assumption are, most likely, due to the "missing atomic data" problem. In comparison, the Holweger & Müller model atmosphere delivers LTE and NLTE abundances that are in a good agreement with the meteoritic value within their combined uncertainties. At this stage of refinement the solar Mn abundance, in the absence of the proper atomic data, depends on the choice of the atmospheric model. What model should be given a preference, rests solely on the purposes of the reader. If one wants to obtain the abundance, absolutely consistent with the meteoritic, he may use the HM model and LTE. This result is not new and was repeatedly confirmed by other authors (see discussion in Rutten 2002) . However, we refrain from this approach based on the following grounds:
-The HM LTE and ODF NLTE average abundances have equal standard deviations 0.08 dex. This is the evidence that some common parameters, used in spectrum synthesis, are erroneous (assumption of constant microturbulence, damping and/or oscillator strengths). As shown by Gehren et al. (2001) , the rms scatter of abundances obtained with a single set of oscillator strengths is a measure of the accuracy of the mean solar Fe i abundance that can be reached with these log g f data. Our results for Mn i indirectly confirm their deduction. For instance, the solar Mn i line at 5004 Å produces an incredibly small abundance of 4.9 dex, hence it was ignored for the abundance analysis. This line is weak and almost unblended that casts doubt on its log g f value. -The temperature structure of the HM model was calculated using the LTE assumption for formation of solar iron lines. Hence, any LTE abundance analysis with this model will produce internally self-consistent results. However, they will not neccessarily be consistent with the real atmosphere, which is far from LTE.
-Strong Mn i lines are not reproduced in LTE with both atmospheric models due to different line shapes: too shallow cores and broad middle wings. Their abundances can not be reliably estimated.
If the principal goal of a reader is to perform differential analysis of other stars with respect to the Sun, then results of NLTE calculations with ODF atmospheric model (5.37 ± 0.05 dex) should be used. We emphasize that a reduction of rms abundance scatter by 0.05 dex, when compared to our solar Mn abundance from Paper I (5.36 ± 0.1 dex), is due to the new oscillator strengths, adjustment of damping constants and adoption of effective quantum numbers in calculation of photoionization cross-sections with Kramer's formula. In this case, the discrepancy of 0.13 dex with the meteoritic value may be partly eliminated by use of appropriate photoionization cross-sections. We suggest that manganese, similar to the comparable atoms (Fe, Si) for which quantum-mechanical calculations are available (see Grupp 2004, Fig. 5 ), requires few orders of magnitude larger cross-sections than the hydrogenic approximation. In addition, stronger lines produce a Mn underabundance with respect to the weaker lines and are more sensitive to the variation of damping constants C 6 . Other elements (Gehren et al. 2001, Fe i) also present evidence that Anstee & O'Mara's data may require corrections for particular multiplets. Alternatively, one may think of possible mineralogical processes that may change the distribution of elements within the CI chondrite parent body, in particular aqueous alteration (Lodders 2003) . Our measurements may indicate that the meteoritic CI chondrite abundance requires further investigation.
Finally, if we accept that the NLTE solar photospheric Mn abundance and the meteoritic CI chondrite abundance are correct to within their respective uncertainties, then one may ask: is there a reason why Mn is depleted in the photosphere? There exists a hypothesis that Mn experiences a significant first ionisation potential (FIP) effect, see Feldman & Widing (2002) . However, without elaborate investigation this idea remains a speculation. We, of course, encourage future research into the possible influence of FIP effects on the photospheric -meteoritic abundance comparison. Kurucz & Bell (1995) . b The previous laboratory values are taken from (1) Greenlee & Whaling (1979) ; (2) Blackwell & Collins (1972) ; and (3) Booth et al. (1984a) . c The level lifetimes are taken from Schnabel et al. (1995) unless stated otherwise. d Lifetime for the level e 6 S 2.5 is taken from Marek (1975) . e Branching fractions and oscillator strengths for z 6 D 3.5 are taken from Blackwell-Whitehead et al. (2005b) .
