Abstract-Automatically inferring the structural properties of raw multimedia documents is essential in today's digitized society. Given its hierarchical and multi-faceted organization, musical pieces represent a challenge for current computational systems. In this article, we present a novel approach to music structure annotation based on the combination of structure features with time series similarity. Structure features encapsulate both local and global properties of a time series, and allow us to detect boundaries between homogeneous, novel, or repeated segments. Time series similarity is used to identify equivalent segments, corresponding to musically meaningful parts. Extensive tests with a total of five benchmark music collections and seven different human annotations show that the proposed approach is robust to different ground truth choices and parameter settings. Moreover, we see that it outperforms previous approaches evaluated under the same framework.
I. INTRODUCTION

I
NFORMATION is very often organized into structures or hierarchies that facilitate its transmission and understanding. In general, humans are very good at identifying such structures, a process that is sometimes unconscious and that allows us to parse and adequately grasp the meaning of a given message. However, considering the vast amount of digital information available nowadays, we progressively need more and more support from machines to select and digest relevant information. Hence, automatically determining the structure of such information becomes a crucial task for current content-processing systems. Among general multimedia contents, music is a paradigmatic and challenging example [1] , [2] .
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Digital Object Identifier 10.1109/TMM.2014.2310701 [4] . In Western music, the main high-level structural organization of a piece is the musical form [5] , which describes the layout of a composition as divided into sections, segments, or parts (we loosely employ the term music structure to refer to this high-level structure). For instance, in popular music, compositions are usually divided into segments that alternate or repeat throughout the piece, commonly called 'intro', 'verse', 'chorus', and 'bridge'. Structural information of this type can be easily understood by an average music listener [6] and, moreover, allows for several novel applications. Examples include easier intra-piece navigation in music players, automatic generation of representative clips and mash-ups, identification of versions of the same piece, or large-scale musicological research (see [1] , [2] , [7] , [8] for pointers to these and other applications). According to Paulus et al. [2] , there are three basic principles for inferring music structure: novelty, homogeneity, and repetition. This way, existing approaches can be classified into three main categories. Novelty-based approaches aim at detecting transitions between contrasting parts. This is usually done by detecting local differences (or contrasts) based on a moving-window analysis of a suitable feature representation of the music recording. For example, in the seminal work by Foote [9] , a short-time checkerboard kernel is moved over the diagonal of a self-similarity matrix to detect corners that correspond to points of novelty. Homogeneity-based approaches, on the other hand, aim at detecting passages that are consistent with respect to some musical property such as rhythm, timbre or harmony [10] . Approaches based on this principle usually employ more refined techniques such as hidden Markov models [11] or dynamic texture mixtures [12] . Finally, repetition-based approaches aim at identifying recurring patterns that often closely correlate to the structure of the piece [7] , [13] - [15] . Few studies combine different principles within a single framework such as the approach by Paulus & Klapuri [8] , where homogeneity and repetition properties are captured by a single probabilistic fitness measure. Foote's approach [9] can also be seen as combining novelty and homogeneity. Finally, we want to note that Peeters [16] , [17] has already classified structure analysis approaches from a more technical point of view, where approaches based on homogeneity are coined as "state approaches" and approaches based on repetition as "sequence approaches". For in-depth reviews on music structure annotation approaches we refer to [1] and [2] .
In this work we are interested in automatically annotating the structure of a musical piece in an unsupervised way, i.e., without employing explicit knowledge of previously annotated pieces. Our goal is to detect the temporal locations of segment boundaries and to assess segment similarities and repetitions within a single piece. Some approaches go one step beyond and try to assign semantic labels to the segments [8] , [18] (e.g., trying to guess whether a given segment is a 'chorus' or just an 'intro'). We believe that this difficult final step needs to be grounded on the reliable assessment of segment boundaries and similarities, two tasks where current approaches still offer much room for improvement.
Here we exploit a novel class of structure features [19] on the basis of which various structure analysis principles can be integrated within a unifying framework. The basic conceptual idea behind structure features is to jointly consider local and global aspects by measuring, for each frame (or window) of a given time series, the relations to all other frames (or windows) of the same time series. This yields a frame-wise, i.e., local, feature representation that captures global structural characteristics of a time series. The resulting structure features can then be used in combination with standard novelty detection procedures. Note that novelty detection is usually performed on the basis of features that capture local characteristics of the given music signal (e.g., MFCC or chroma features, which capture local characteristics related to timbre or harmony, respectively [20] ). Then, applying a local kernel or a derivative function on such feature representations often results in rather noisy novelty curves, making novelty detection a fragile and problematic step. In contrast, our approach goes beyond local musical aspects such as harmony or timbre to incorporate global structural properties of such aspects. This makes the subsequent novelty detection step much more robust and leads, by itself, to structural meaningful segment boundaries. Beyond structure features, we show how to exploit the obtained segment boundaries for music structure labeling. We introduce the use of time series similarity measures for such a task, a dynamic thresholding operation, and a novel and simple approach to force segment transitivity (see below).
Our structure annotation procedure works as follows (Fig. 1) . In a first stage, the music recording is converted into a descriptor sequence. As many structure annotation approaches, we employ state-of-the-art descriptors representing tonal/harmonic information [2] . In a second stage, descriptor sequences are transformed into time series of structure features, from which a novelty curve is computed by considering a local derivative. The peak positions of this novelty curve are taken to define segment boundaries. In a third stage, the resulting segments are compared in a pairwise fashion, using a standard time series similarity measure, and divided into groups, with each group containing all segments that are considered repetitions of each other. This procedure resembles, e.g., [8] , which also consists of a novelty detection and a classification/grouping stage. However, there is a crucial difference. In [8] , the novelty detection stage is used as a mere pre-processing step to cut down the number of boundary candidates, typically including a large number of false positives. Then, in a second phase, an elaborate and computationally-expensive optimization procedure is used to derive segment boundaries and labels. In contrast to this and other approaches, we regard the novelty and boundary detection as a key stage of our approach, with the second classification/grouping stage heavily relying on the obtained boundaries. Indeed, if good segment boundaries are available, one can employ a simple time series alignment/similarity measure to finally annotate the structure of the piece. To obtain reliable segment boundaries in the first stage, our structure features constitute a major ingredient.
The proposed structure annotation approach presents several benefits. First, extensive experiments based on a number of benchmark data sets and evaluation measures show that the proposed approach outperforms previous approaches as reported in the literature. This claim is further supported by the out-of-sample results obtained at the 2012 edition of the Music Information Retrieval Evaluation eXchange 1 (MIREX), an international evaluation campaign for music information retrieval algorithms [21] . Second, the proposed approach is simple and also computationally efficient. No complex machine learning tasks nor expensive optimizations are performed in any of the two stages outlined above (see also Fig. 1) . Third, the parameters of the approach are easy to understand and intuitive to set, provided some basic knowledge of the data at hand. A further quality of the proposed approach is that its formulation is generic, in the sense that it does not exploit specific musical knowledge (cf. [19] ).
The remainder of the paper is organized as follows. Sec. II explains our method to structure annotation. Sec. III details our evaluation methodology, including the music collections and evaluation measures used. Sec. IV reports and discusses the obtained results, including an extensive assessment of the impact of different parameter choices. Sec. V contains the conclusions of the paper.
II. PROPOSED METHOD
A. Music Descriptor Time Series
Before detecting segment boundaries and similarities we need to transform the audio signal into a feature representation that captures musically relevant information (leftmost block, Fig. 1 ). For that we use pitch class profile (PCP) features, also called chroma features [22] , [23] . PCP features are relevant for many music retrieval tasks and, in particular, have been extensively used for music structure annotation [2] . They are usually computed using a moving window, yielding a multidimensional time series that captures the harmonic content of the audio signal.
PCPs are derived from the frequency-dependent energy in a given range of the spectrum, e.g., between 100 and 3000 Hz. This energy is usually mapped into an octave-independent histogram representing the relative intensity of each of the 12 semitones of the Western chromatic scale (12 pitch classes: C, C#, D, D#, etc.). To normalize with respect to loudness, this histogram can be divided by its maximum value, thus leading to values between 0 and 1. In general, PCPs are robust against non-tonal components (e.g., ambient noise or percussive sounds) and independent of timbre and the specific instruments used [22] , [23] .
In this work we use HPCPs [22] , an enhanced version of PCPs that considers the presence of harmonic frequencies (Fig. 2,  top) . In addition, HPCPs reduce the influence of noisy spectral components and are tuning-independent. We employ the same implementation and parameters as in [24] , [25] with 12 pitch classes, a window length of 209 ms, and a hop size of 139 ms. Although we choose an enhanced version of PCP features, we conjecture that the proposed approach is rather independent of specific feature implementation details. In fact, in preliminary analysis we also reached relatively good accuracies with so-called CENS chroma features [23] or even with Mel-frequency cepstral coefficients [20] .
B. Segment Boundaries
Let be a time series of length , with potentially multi-dimensional samples (column vectors; in our case the aforementioned HPCP descriptor values for a given frame). We first improve the information contained in a time series sample by incorporating information of its most recent past (A1, Fig. 1 ). This can be easily and elegantly done by using delay coordinates, a technique routinely employed in nonlinear time series analysis [26] . New samples are constructed by vector concatenation as (1) where denotes vector transposition, is the so-called embedding dimension, and is a time delay.
Although there are recipes to estimate the optimal values of and from the information contained in a time series , we here leave them as parameters (see below). Note that the value of indicates the amount of past information being considered for the task, which ranges a total time span of . By applying Eq. (1) for we obtain a multi-dimensional time series of length . Fig. 2 . Illustration of the structure feature computation using "All you need is love" from The Beatles. From top to bottom we show the resulting HPCP time series , recurrence plot , time-lag matrix , structure features , and novelty curve . The novelty curve also depicts the found boundaries (red dash-dotted lines) and the ground truth boundaries (black solid lines).
The next step consists in assessing homogeneities and repetitions (A2, Fig. 1 ). For that we compute a recurrence plot [27] , which consists of a square matrix whose elements indicate pairwise resemblance between samples at times and (Fig. 2, second row) . Formally, for , we set (2) where is the Heaviside step function (yielding 1 if and 0 otherwise), can be any norm (we use the Euclidean norm), and are suitable thresholds.
As done in [25] , the threshold for each cell is dynamically computed as follows. First, for each sample , , we search for its nearest neighbors in , . Then, neighbor mutuality is enforced by setting only if is a neighbor of and, at the same time, is a neighbor of . In our experience with recurrence plots we found this restrictive strategy to be more robust against noise than other variants outlined in [27] . To account for time series of different lengths, we set , i.e., we set the number of nearest neighbors to a fraction of the length of the time series being considered.
The subsequent steps involve the creation of structure features [19] (SF). We first represent the homogeneities and recurrences of in a circular time-lag matrix (Fig. 2 , third row). Such process is similar to the typical process of constructing a time-lag matrix [7] , but incorporates the information of future as well as past time lags. We do it by circularly shifting the rows of such that (3) for , where equals to modulo . The circular time-lag matrix can then be considered as a sample from a bi-variate distribution along the lag and time axes ( and axes, respectively). This bi-variate distribution would correspond to a probability mass function of time-lag recurrences. 2 The estimate of the underlying distribution is obtained using bi-variate kernel density estimation [28] , a fundamental data smoothing concept where inferences about a population are made based on a finite sample of it (A3, Fig. 1 ). In our case, is estimated by convolving with a bi-variate rectangular Gaussian kernel :
The kernel is obtained by multiplying two Gaussian windows and , with sizes and , corresponding to the lag and time dimensions of , respectively. This way, has rows and columns:
The estimated kernel density can be seen as a time series along the time axis (Fig. 2 , fourth row). Structure features are then defined to be the columns of , i.e., , where are column vectors. Because of the nature of the recurrence plot, they theoretically encapsulate both homogeneities and repetitions (cf. [19] , [27] ). Furthermore, by employing a Gaussian kernel, they gain robustness against lag and time deviations, and transitions between them become smooth.
Next, our observation is that structural boundaries of the time series correspond to relative changes in the sequence of structure features (A4, Fig. 1 ). To measure these changes we compute the difference between successive structure features . This yields a one-dimensional novelty curve , where (we again use the Euclidean norm). The novelty curve can be linearly normalized between 0 and 1 by subtracting its minimum value and subsequently dividing it by the resultant maximum (Fig. 2,  bottom) .
Positions of prominent peaks of are finally selected as segment boundaries. Here, we opt for a rather simple peak selection strategy: a sample is considered to be a peak if it is above a certain threshold and, at the same time, corresponds to the global maximum of a window of length centered at . To compensate for the offset introduced by delay coordinates in Eq. (1), the exact boundary locations of the original time series are set to the locations of the selected peaks plus . Peak selection yields a set of boundary time stamps which, sorted in increasing order, are denoted by (6) where is the total number of peaks found in and , , represents the location of the -th peak. For notational convenience we include and , denoting the start and end of the time series, respectively ( boundaries in imply segments, which are represented by boundaries). Notice that, this way, boundaries and correspond to the beginning and end of the -th segment.
C. Segment Repetitions
Once we obtain estimates for segment boundaries we can employ current time series similarity algorithms for computing segment-segment similarities (B1, Fig. 1 ). In our case we find it convenient to use the measure presented in [25] . First, it is a generic and configurable time series similarity measure. Second, it has been shown to perform well with PCP time series, outperforming other alignment-based measures in certain tasks (compare e.g., [24] and [25] ). Third, it exploits the information contained in the traces of a recurrence plot. Therefore, we can directly reuse (Eq. (2)) as input for the measure. Given two segments and , we express the slice of the recurrence plot comparing and as
where and are the limits of segment , and and are the limits of segment (Fig. 3, top) . We also define the size of as , with and being the lengths of segments and , respectively. We then build a cumulative matrix of the same size by initially setting its cells to 0 and recursively applying (8) for and , taking for . Eq. (8) is the consequence of configuring the original algorithm so that no penalties are applied for local disruptions or mismatches 3 [25] . This way, the measure, defined as , turns into a global similarity measure considering all aligned sample matches from the beginning to the end of the time series being compared (i.e., more in the vein of global measures like dynamic time warping [23] or edit distances).
To obtain a segment similarity measure between 0 and 1 we normalize by its maximum possible value (the length of the shortest segment), yielding (9) the similarity of segments and . This operation is performed for all possible pairwise segment comparisons , obtaining a segment similarity matrix (Fig. 3, bottom left) . Notice that when the diagonal of is completely filled with ones, and hence . The next step in assessing segment repetitions is to decide which segments are similar enough so that they can be assigned to the same structural label (B2, Fig. 1 ). To do so we simply threshold the similarity matrix by , where and are the mean and standard deviation of all the values in , respectively. The definition of threshold is rather arbitrary, but with the intention of discarding segment similarities that are below or around the average segment similarity of the time series. Notice that is dynamic, in the sense that 3 The reader will easily see that the formulation in Eq. (8) exactly corresponds to the original formulation of in [25] . It directly follows from setting the original parameters .
it adapts to the segment-segment similarities of each individual time series. Notice furthermore that is set automatically for each time series and, therefore, does not need to be tuned in any way. Preliminary experiments with a fixed threshold also worked well but, apart from adding a new parameter to the approach, its correct value turned out to be rather critical and inconsistent across different musical pieces (see also Sec. IV-C for a further possible parameter-based dynamic thresholding approach).
The simple threshold operation above does not enforce transitivity, i.e., if a segment 1 is close (or similar) to a segment 2, and segment 2 close to a segment 3, it does not guarantee that segment 1 is close to segment 3. To enforce transitivity (B3, Fig. 1 ), we recursively multiply by itself (matrix multiplication) and threshold the resulting matrix by 1 (i.e., we set its entries to 1 if they are above 1 and 0 otherwise) until no changes are produced in . We denote this final result as (Fig. 3, bottom right) . The final assignment of labels is then straightforward: the label A is given to all segments that correspond to the 1-entries of the first row of , the label B to all segments that correspond to the 1-entries of the next row that differs from the previously considered ones, and so forth until all rows of have been processed.
The aforementioned violations in transitivity, which typically result from noisy input data due to musical and acoustic variations, constitute a challenge in music structure analysis, and various strategies have been applied to compute some sort of transitive closure [7] , [13] , [15] , [17] . Our approach reminds of the one by Peeters [17] , where higher-order similarity matrices are used to recover missing relations. However, [17] applies this procedure to similarity matrices computed from frame-wise comparisons, and before the segmentation step. At this stage, spurious relations that are due to local deviations in the time series may be boosted by considering higher-order matrices, which may result in a large number of unwanted relations. In contrast, we enforce transitivity after the segmentation stage, considering similarity matrices computed from segment-wise comparisons. At this stage, local deviations in the time series have a smaller impact, which makes the overall transitivity computation much more robust. Furthermore, computing transitivity on the segment level makes our approach much more efficient than frame-based approaches. Finally, we want to mention the audio thumbnailing approach in [29] , where separate transitivity enforcement considerations are avoided through a unifying optimization scheme for the concurrent extraction of local relations, segmentation, and grouping.
D. Parameter Setting
From the previous explanations we see that a number of parameters need to be adjusted in our approach. We perform a detailed quantitative analysis of the role of the various parameters in Sec. IV-C. For the moment, we fix the parameters by considering the nature of the time series and the characteristics of the task. For instance, since the time series we will consider fluctuate rapidly, we set samples so that no information from the recent past of is lost in building (Eq. (1); cf. [26] ). Moreover, since we mostly focus on Western popular music, we expect no dramatic speed or tempo changes in our time series. This implies that no strong fluctuations will be present along the lag dimension of (i.e., diagonal traces in will not warp dramatically). Therefore, a relatively small value of, say s will suffice for kernel to track such fluctuations 4 (Eq. (5)). For the Gaussian windows and we follow common practice and use a variance of 0.16, which ensures a value close to 0 at the borders of [28] . Finally, to select the peaks of , we set , which corresponds to 5% of the maximum amplitude of (actually, values of turn out to have no effect on the results, Sec. IV-C). In addition, we set s, thereby forcing a minimal segment length of 3 s (Sec. II-B). A minimal segment length below 3 s would be conflicting with the standard evaluation setting for boundary detection, as it commonly uses a threshold of 3 s to determine the correct placement of a boundary (Sec. III-B). Moreover, as it has been shown elsewhere [19] , [30] , placing boundaries at intervals below 3 s induces a very high recall but a low precision, leading to quite high but unrealistic F-measures (see also Sec. III-C). As for a minimal segment length above 3 s, we would directly miss the boundaries of segments shorter than that. Since in our data we find some segments whose lengths are around or slightly above 3 s (cf. Table I), we keep this value as our minimal segment length in all performed experiments.
The previous setting leaves us with three important parameters: (the amount of recent past we consider for ; Eq. (1)), (which controls the amount of a sample's nearest neighbors in ; Eq. (2)), and (the length of the time dimension of the kernel ; Eq. (5)). Notice that no parameters need to be set for segment similarity (Sec. II-C). Thus, our method based on structure features is mostly parameterized by SF( , , ).
The parameter values we try for , , and can be also justified by the nature of the data and the characteristics of the task. Suitable values for lie between 0 and 5 s, the latter value accounting for 2% of a time series of 4 min of duration (a typical duration for a song). Going beyond 2% of the time series may introduce irrelevant information and dimensionality problems [26] . Suitable values for are found below 0.05, i.e., below 5% of the length of the time series. If we suppose we have repetitions in a time series of length , this implies that we will have at least black dots in the rows of (in fact, more than black dots would be desirable due to noise). Therefore, should be greater than and, at the same time, not as high as to introduce a lot of noisy dots in the rows of . In the case of the considered music material we can think of 4 For ease of interpretation we express all time-related parameter values in seconds ( , which is better understood in samples, is the only exception here Table I ).
As we will see in Secs. IV-B and IV-C, the specific setting of the parameters is often not crucial, as long as they are fixed within suitable ranges. In particular, different parameter combinations yield comparable results, and stable accuracies are obtained for rather wide parameter ranges. In the above discussion, suitable parameter values and ranges have been motivated in a musically-informed way.
III. EXPERIMENTAL SETUP
A. Music Collections
To evaluate the proposed approach we employ three benchmark music collections with boundary and structure annotations: Beatles, RWC-Pop, and Mazurka. The Beatles data set corresponds to all the recordings in the 12 original albums of the band. There are two versions for ground truth annotations of this data set, which are denoted as BEATLES-A 5 and BEATLES-B 6 (Table I) . Since many works in the literature have been evaluated using these annotations, the performance of our approach can be compared with the current state-of-the-art.
The second data set consists of all recordings of the Real World Computing Popular Music Database [31] . These recordings represent Japanese mainstream music and, to a less extent, American chart hits. We also use two versions of annotations as ground truth, which are denoted by RWC-POP-A 7 and RWC-POP-B 8 (Table I) . At the moment RWC-POP-B only contains boundary annotations. The RWC recordings and the two annotations are publicly available.
The third data set, which we denote by MAZURKA, comprises many recorded performances for 49 mazurkas by Frédéric Chopin. This collection was assembled by the Mazurka Project 9 and contains a total of 2792 audio recordings (Table I ). For each of the 49 Mazurkas, the musical form was first manually annotated by a human expert on the basis of the musical score of the piece and, later, these score-based annotations were transferred to all performances available for this piece using an automated procedure. To this end, the score was first exported to a MIDI file, the MIDI file was temporally aligned to a given audio recording using music synchronization techniques [32] , and the resulting alignment information was used to temporally warp the score-based annotations to match the respective audio recording.
Apart from the music collections and annotations used here, we also submitted the proposed approach to the annual Music Information Retrieval Evaluation eXchange [21] (MIREX). MIREX is an international evaluation campaign for music 5 http://www.cs.tut.fi/sgn/arg/paulus/beatles_sections_TUT.zip In 2012, the so-called structural segmentation task was run with three music collections 10 : the MIREX09 collection, the aforementioned RWC-POP collection, and the recent MIREX12 (SALAMI) data set. The MIREX09 collection is a mixture of part of the collections used by Paulus and by Peiszer, including Beatles' and other pop songs up to a total of 220 audio recordings. The MIREX12 collection contains over 1,000 annotated pieces collected within the SALAMI project, 11 covering a range of musical styles.
B. Evaluation Measures
For comparing to existing approaches we use common evaluation measures (see [30] for a summary). For boundary annotation we use hit rates and median deviations. With hit rates, segment boundaries are accepted to be correct if they are within a certain threshold from a boundary in the ground truth annotation. Common thresholds are 0.5 and 3 s [33] , [34] . Based on the matched hits, standard precision, recall, and F-measure are computed for each music recording and averaged across the whole data set. 12 Since we observed that some annotations were not accurate at a resolution of 0.5 s, we only report on precision, recall, and F-measure using a 3 s threshold ( , , and , respectively). Additionally, two median deviation values are computed, counting the median times from true-to-guess and from guess-to-true [34] . However, due to space constraints we do not show these measures here. A full account of the average performance of our method using all the evaluation measures, as well as the performance for each individual piece, can be downloaded from the web. 13 For label annotation we use pairwise frame clustering as well as over-and under-segmentation measures. Handling the result and the ground truth in 0.3 s frames we compute standard pairwise precision, recall, and F-measure as defined in [11] ( , , and , respectively). Additionally, we compute over-and under-segmentation measures as proposed in [35] . However, due to space constraints, we here only report the former and refer to the results web document for the latter.
C. Baseline Evaluations
One should be cautious with some of the aforementioned evaluation measures, specially with boundary evaluation measures. For instance, placing a boundary every second can already yield a boundary recall and a boundary F-measure [30] . For the sake of comparison with existing approaches we revert to these measures, but provide two additional baseline evaluations: placing a certain number of random boundaries using the average number of boundaries reported in Table I (Baseline 1) and placing a boundary every 3 s (Baseline 2). In all these baselines the same label is assigned to each segment. Additional information on evaluation baselines can be found in [30] or [19] .
One should also note that two different human annotators could disagree in the annotation of the structure of a musical piece (see [36] and also Table I , where we see that the numbers for two different ground truths do not totally agree). To obtain a reference of human performance when evaluating against our ground truth, we propose to evaluate across different annotations. That is, given two annotations A and B for the same music data set, we use annotation B as a result when evaluating with the ground truth provided by annotation A and vice versa (e.g., using BEATLES-B as a candidate result and BEATLES-A as a ground truth).
IV. RESULTS AND DISCUSSION
A. Illustrating Example
Before presenting the quantitative results, we first give an illustrating example based on the HPCP time series computed from "All you need is love" by The Beatles (Figs. 2 and 3) . We see that homogeneities (gray areas) and repetitions (straight diagonal lines) are already visible in the recurrence matrix , and before computing the novelty curve . In this case, the majority of the detected boundaries correspond to real boundaries (Fig. 2, bottom) . Interestingly, the two false positive boundaries towards the end (samples 1408 and 1518) correspond to a short musical quotation of the main chorus of the song "She loves you", which The Beatles included in the final fade-out of this recording. These actually musically meaningful boundaries had not been annotated by humans, which again highlights the problems of collecting ground truth annotations for this task.
Continuing with the same example, but focusing on segment labeling (Fig. 3, bottom) , we see that the proposed approach makes a good distinction between verse (segments 3, 4, 6, and 8) and chorus sections (segments 5, 7, 9, and 10). Our approach annotates segment 2 being the same as 3, 4, 6, and 8, despite it being annotated differently by humans. However, it turns out that segment 2 shares the same chords and instrumentation as those verse segments, but only incorporates the choirs (skipping the main voice). We also see that the proposed approach clearly differentiates the long ostinato ending and fade-out (segments 11 to 13) from the rest. Segment 1 is different from the rest because it is a distinct brass band introduction and segment 12 is different from the rest because of the aforementioned "She loves you" quotation.
B. Accuracy Assessment
Let us now turn to some quantitative results. We start considering the results obtained with the BEATLES collection (Tables II  and III) and then comment on the other data sets. First, we note that our approach (SF) clearly outperforms the random evaluation baselines. For boundaries, the highest for a baseline is 0.516 (Baseline 2, BEATLES-B), whereas the lowest for the proposed approach is 0.696 (SF(2,0.01,32) , BEATLES-A). For labels, the highest for a baseline is 0.502 (Baseline 2, BEATLES-A), whereas the lowest for the proposed approach is 0.658 (SF(2,0.01,32), BEATLES-A). Human performance is still higher than our approach's, but the difference gets tighter. For instance, with BEATLES-A we get and human agreement is at . Second, we observe that, independently of the ground truth we use (BEATLES-A or BEATLES-B), different parameter combinations for SF yield similar results. Actually, many of these results turned out to be not statistically significantly different 14 between them. This highlights the robustness of the proposed approach against different parameter settings and, also, against different ground truth annotations.
Third, along with the results of SF we also report the best results found in the literature with that collection, using the same evaluation framework. We observe that SF clearly outperforms the other approaches, with a statistically significant difference between average performances. For instance, Paulus & Klapuri [8] achieved with BEATLES-A and Mauch et al. [39] were reported [40] to have with BEATLES-B. Our approach yields an close to 0.7 or higher with both annotations. Replicating our evaluation with RWC-POP and Mazurka collections confirms all the aforementioned statements (Tables IV,  V , and VI): SF is far above the baseline, different parameter combinations yield comparable accuracies, and SF clearly outperforms the best results published so far under the same evaluation framework. Achieving similar high accuracies in such a cross-collection evaluation further highlights the strength of the 14 Unless stated otherwise, statistical significance is assessed with a T-test at and assuming a Gaussian distribution of the evaluation measures. When standard deviations are not reported in the literature, equal variances as with our approach are assumed. proposed approach and its robustness across different parameter combinations. Moreover, the accuracies achieved with BEATLES and RWC-POP seem to go beyond popular music genres, as suggested by the comparable results achieved with the MAZURKA collection.
The proposed approach also achieved very good results in MIREX 2012 (Table VII) . The results for RWC-POP matched the ones reported here, with only minor differences due to some parameter modifications (at the time of submitting our algorithm we used , , , and ). The results for the MIREX09 collection were statistically significantly better than the rest of participants. Specifically, SF obtained an , whereas the best result reported for this collection was , obtained by Mauch et al. [39] in 2010. The results for the MIREX12 collection were more tight, with SF scoring and Martin et al. [44] scoring . In general, for many of the statistical tests we could try, this difference is not found to be statistically significant. However, noticeably, [44] does not perform so well with the other MIREX test collections. Furthermore, the accuracies for all algorithms on the MIREX12 collection are much lower than than the ones obtained with the collections used in this paper and the other MIREX collections, what brings up the question of the criteria used for annotating such collection and whether it conforms to the rest of the annotations used elsewhere.
C. Blocks and Parameters Impact
To assess the accuracy of the proposed method (Tables II-VI) we have made use of four fixed parameter configurations (Table VIII) . In such configurations, parameter values were intuitively determined from the musically-informed considerations of Sec. II-D. This has been useful for showing that the proposed method can reach high accuracies with no extensive parameter tuning (Sec. IV-B). We now go one step further and study the impact of each parameter in each of the four studied configurations (Table VIII) . This will allow us to identify critical steps in our method and to gain empirical knowledge on the useful parameter ranges. In addition, for improving our understanding of the method, we can switch off several of its blocks (Fig. 1 ). This will additionally allow us to compare the proposed approach against simpler variants of it. In the following, we use BEATLES-A for quantitative evaluation. We found similar parameter behaviors with the other music collections.
We start by looking at the accuracies obtained with parameter configuration SF(2.5,0.03,32) when switching off some of the segment boundary computation blocks (A1 to A4, Fig. 1 ). In general, we observe that accuracies seriously drop when leaving out any of the proposed steps (Table IX) . Switching off A1, we maintain a relatively high boundary detection accuracy, . However, this is not coupled with a correct segment labeling, where we get , approaching to the random baseline. This indicates that block A1 (delay coordinates, Eq. (3)) does not strongly affect boundary placement, but is crucial for segment similarity, the key ingredient of the proposed structure labeling step. As for the remaining switch off options, we see that they lead to results not far from the random baseline accuracies in both boundary detection and segment labeling (Table IX) . Noticeably, these switch off options include using the raw music descriptor time series as features for novelty detection (A1+A2+A3 off), thus replacing the proposed structure features by standard HPCPs, and a smoothed descriptor time series version (A1+A2 off). Overall, these results show that every single block, and hence all steps of our approach, are necessary for achieving the good accuracies reported in Sec. IV-B.
We next study the impact every single parameter has on the overall accuracy. For that we employ the same four parameter configurations we used in Sec. IV-B and systematically explore the role of individual parameters within the suitable ranges outlined in Sec. II-D (Table VIII) . First, as mentioned, we see that the embedding dimension can affect the structural segment labeling, but has a minor effect on boundary detection (Fig. 4,  top left) . Indeed, values approach the random baseline as s, whereas is more or less maintained across the entire considered range. Notice that an s would correspond to no embedding enhancement, i.e., using the raw time series, and therefore switching off A1 as above. Besides, we see that suitable values for lie between 2 and 5 s, confirming our intuition of Sec. II-D. Noticeably, accuracy values seem to be in a stable plateau for s. The next parameter we study is , the amount of delay between embedding coordinates (Eq. (1)). In particular, we see that the longer the delay, the less the accuracy we get (Fig. 4,  top center) . However, values of s, corresponding to less than 4 samples, yield comparable and stable accuracies. Table VIII and the text). Dashed lines correspond to and solid lines to . The four different colors/sysmbols correspond to the four different fixed configurations used in Sec. IV-B (Tables II-VI) , and are denoted by A, B, C, and D (see Table VIII and the legend shared by all plots). The black horizontal lines on top correspond to human performance reference. The black horizontal lines at the bottom correspond to the random baseline reference.
Next, we turn our attention to , the number of nearest neighbors used in our recurrence plot (Eq. (2)). We can detect a performance peak between (Fig. 4, top right) , coinciding with our hypotheses of Sec. II-D. Considering a larger number of neighbors, , gradually decreases accuracy, but not drastically. Regarding the peak threshold (Eq. (6)), we confirm that values of do not affect the results (Fig. 4, middle left) . The accuracies also behave very smoothly with the peak picking window length (Fig. 4, middle center) , except for very small windows (we discussed this aspect in Sec. II-D). Similarly, the kernel density estimation parameter has a marginal effect, provided it is not set to an unreasonably high value s (Fig. 4, middle right) . The other density estimation parameter, , yields stable accuracies in the range of s (Fig. 4, bottom left) . Noticeably, values of (corresponding to switching off A4) lead to very poor accuracies (see also Table IX ).
All the previous parameters relate to the boundary detection stage (A blocks, Fig. 1 ). As mentioned, the segment labeling part is parameter-free, thus no configurable options exist (B blocks, Fig. 1 ). However, one may introduce some alternatives in order to get an impression on how different components may affect final results. As an example, we replaced the segment similarity threshold by , introducing a new parameter controlling the threshold magnitude. Hence, we can now assess the impact of different thresholds and see how critical the overall thresholding operation is (Fig. 4, bottom center) . Values of yield the best accuracies, with less pronounced drops for than for (of course, as this newly introduced parameter does not affect boundary placement, remains the same). In general, we see that a wide range of values provide good accuracies, thus showing that the specific dynamic choice of is not crucial.
V. CONCLUSION
In this paper we introduced a novel approach to structure annotation based on structure features and segment similarity. First, we showed that structure features measuring global characteristics of a time series becomes a powerful tool in combination with local measurements as usually done for novelty detection. This local/global combination leads to a robust estimation of segment boundaries, as confirmed by our experimental results. Second, we showed how to combine boundary estimations a labeling procedure based on structural segment similarities. To this extent, we adapted an existing time series similarity measure and developed suitable thresholding and transitivity strategies. Third, we studied the impact of each parameter under alternative settings and assessed the importance of the different steps of our method. Finally, we conducted an exhaustive empirical evaluation of our approach with three different music collections and five distinct structure annotations. The overall results outperformed any results published in the literature using the same evaluation framework (both in boundary detection and segment labeling tasks). The MIREX 2012 evaluation results further confirmed this aspect in an out-of-sample and non-optimized scenario, using different collections.
