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Abstract
This thesis presents an investigation into kinematic features of fine scale turbulence in free
shear flows. In particular it seeks to examine the interaction between the different length scales
present in shear flow turbulence as well as the interaction between the strain-rate tensor and
the rotation tensor, which are the symmetric and skew-symmetric components of the velocity
gradient tensor respectively.
A new multi-scale particle image velocimetry (PIV) technique is developed that is capable
of resolving the flow at two different dynamic ranges, centred on inertial range scales and on
dissipative range scales, simultaneously. This data is used to examine the interaction between
large-scale fluctuations, of the order of the integral scale, and inertial and dissipative range
fluctuations. The large-scale fluctuations are observed to have an amplitude and frequency
modulation effect on the small scales, and the small scales are shown to have a slight effect on
the large scales, illustrating the two way nature of the energy cascade. A mechanism whereby
integral scale rollers leave behind a wake of intense small-scale fluctuations is proposed.
The interaction between strain and rotation is examined with regards to the rate of en-
strophy amplification (ωiSijωj). It is found that the mechanism that is responsible for the
nature of enstrophy amplification is the alignment tendency between the extensive strain-rate
eigenvector and the vorticity vector. This mechanism is also observed to be scale dependent for
ωiSijωj > 0, but independent for ωiSijωj < 0. This is subsequently confirmed with new dual-
plane stereoscopic PIV experiments performed as part of this study. Finally, computational
data is used to examine the effect of experimental noise and variation of spatial resolution on
the observation and understanding of this strain - rotation interaction.
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Chapter 1
Introduction
1.1 Motivation
Turbulence has been described as “the most important unsolved problem of classical physics”
by Nobel prize winning physicist Richard Feynman, yet most practical flows of engineering
significance are turbulent shear flows. These flows are inherently multi-scale with the smallest
(and most rapid) motions dissipating the turbulent kinetic energy of the flow and determining
the drag on a body, dispersion of pollutants and chemical mixing, amongst other things. Until
recently these small scales had been accessible only to direct numerical simulations (DNS) at
moderate Reynolds numbers [She et al., 1990, Vincent and Meneguzzi, 1991, Jime´nez et al.,
1993]. Engineering type large eddy simulations (LES) have predicted these small-scale motions
using uncertain models and theories, which have assumed them to be “universal”. Two aspects
of these small-scale motions in turbulence that have been considered “universal” are the inter-
action between strain and rotation, in particular through the behaviour of the invariants of the
velocity gradient tensor and the alignment between the vorticity and the strain-rate [Elsinga
and Marusic, 2010], and the interaction between the different length scales present in turbulent
flows. This thesis aims to use laser diagnostic techniques to examine these small-scale turbulent
motions in shear flows. Additionally, instantaneous synchronised multi-scale measurements are
made to observe the interaction between different length scales present in turbulent shear flows.
These experiments are also supplemented by DNS computations in order to broaden the scope
of the study and to compare to the experimental results. Data from two different shear flows,
a nominally two dimensional planar mixing layer and an axisymmetric jet also provides this
study with the opportunity to examine the behaviour of these small scales from two different
flows and to make tentative steps towards answering the question what aspects of fine scale
turbulence are universal?.
1.2 Literature review
This literature reviews is broken into three separate sections as follows:
• Previous work that has been carried out to investigate the interaction between strain and
rotation in fine scale turbulence. This section is relevant to chapters 5, 6 and 7.
• A discussion on the issues that are relevant to previous experimental work that has
attempted to make three-dimensional measurements of fine scale turbulence. This section
is relevant to chapters 2, 6 and 7
• Previous work examining the interaction between different length scales present in tur-
bulent flows and the development of planar mixing layers. This section is relevant to
chapters 2, 3 and 4.
1.2.1 Interaction between strain-rate and rotation in turbulent flows
In order to study the phenomenology of fine scale turbulence it is imperative to have a spatial
resolution that is sufficiently high to resolve the flow down to the dissipative (smallest) length
scales. Much of the earlier work pertaining to small-scale turbulent motions compared statis-
tical estimates, such as probability density functions (pdfs), skewness and flatness of gradient
quantities such as enstrophy and dissipation (the scalar counterparts to rotation and strain re-
spectively). A review of such work can be found in Sreenivasan and Antonia [1997]. Statistical
analysis of the small scales will not, however, reveal the instantaneous geometrical structure
of the enstrophy and dissipation fields. In order to reveal this instantaneous topology three-
dimensional velocity and velocity gradient information is required. This three-dimensional
information has become available through direct numerical simulation (DNS) studies [Siggia,
1981, Kerr, 1985, She et al., 1990, Vincent and Meneguzzi, 1991, Jime´nez et al., 1993, Vin-
cent and Meneguzzi, 1994, da Silva and Pereira, 2008]. Hot wire probes [Kholmyansky et al.,
2001], holographic particle image velocimetry (PIV) [Zhang et al., 1997, Tao et al., 2002] and
22
cinematographic stereoscopic PIV [Matsuda and Sakakibara, 2005, Ganapathisubramani et al.,
2007, 2008] have also been employed, recently, to gather this three-dimensional velocity and
velocity gradient data experimentally.
In particular, the dynamics and evolution of the velocity gradient tensor, Dij = ∂ui/∂xj ,
have provoked great interest since the work of Vieillefosse [1982]. The interaction between
the strain-rate (Sij) and rotation (Ωij) tensors, the symmetric and skew-symmetric parts of
the velocity gradient tensor respectively, has been described as “intrinsic to the very nature
of three-dimensional turbulence” [Tennekes and Lumley, 1972, Bermejo-Moreno et al., 2009].
The relationship between the strain-rate and rotation tends to be strongly non-local and may
be only weakly correlated [Tsinober, 2000]. It can be seen below that strain-rate and rotation
both feature in the equations governing each others’ dynamics.
1
2
Dω2i
Dt
= ωiSijωj + νωi∇2ωi (1.1)
1
2
D(SijSij)
Dt
= −SijSjkSki − 1
4
ωiSijωj − Sij ∂
2p
∂xi∂xj
+ νSij∇2Sij (1.2)
where ωi = −ǫijkΩjk is the ith component of the vorticity vector . The quantity −SijSjkSki is the
self amplification rate of strain and the quantity ωiSijωj is the rate of amplification of enstrophy.
The ωiSijωj term describes the effects of local amplification of enstrophy by vortex filament
stretching (an inviscid mechanism). Taylor [1938] first showed that 〈ωiSijωj〉 > 0, that is to
say, on average, enstrophy amplification (vortex stretching) prevails over enstrophy attenuation
(vortex compression). This has subsequently been shown both numerically [Betchov, 1975] and
experimentally [Tsinober et al., 1992]. ωiSijωj can be used as a measure of non-linearity in
turbulence and is an excellent metric for examining the interaction between strain and rotation
[Tsinober et al., 1999]. This can be observed by rewriting it as [Betchov, 1956]:
ωiSijωj = ω
2
i si (eˆi.ωˆ)
2 (1.3)
where si are the eigenvalues of Sij with corresponding eigenvectors ei and ω = [ωi, ωj, ωk]
T is
the vorticity vector.
The eigenvalues of Sij can be ordered such that s1 is always positive (extensive), s3 is
always negative (compressive) and s2 is the intermediate eigenvalue which can be either (mildly)
extensive or compressive and is bounded by the values of s1 and s3 such that s1 > s2 > s3. The
topological evolution of a fluid element is characterised by these eigenvalues (si). Continuity
23
(∇ · u = 0) demands s1+ s2+ s3 = 0 in an incompressible flow. The fact that the intermediate
strain-rate can be either extensive (positive) or compressive (negative) suggests that it will
determine the nature of the topological evolution of a particular fluid element. Elements for
which there are two orthogonal extensive strain-rates (s1, s2 > 0) acting in conjunction with the
orthogonal compressive strain-rate tend to form “sheet-like” structures. By contrast, elements
for which there are two orthogonal compressive strain-rates (s2, s3 < 0) acting in conjunction
with the orthogonal extensive strain-rate tend to form “tube-like” topology.
A large proportion of the work with good spatial resolution, investigating the small scales of
turbulence, has focused on the structure and geometry of regions of high enstrophy. By isolating
regions of intense enstrophy, using various vortex identification methods as described in Jeong
and Hussain [1995], Chakraborty et al. [2005], several studies have shown strongly swirling
structures to be “tube/worm-like” [Kerr, 1985, Ashurst et al., 1987, Vincent and Meneguzzi,
1991, Jime´nez et al., 1993]. These “worms” have been shown to have characteristic diameters
on the order of 10η, where η is the Kolmogorov length scale, and have been shown to extend
up to 40η in length [Ganapathisubramani et al., 2008]. These “worms” had been thought to
be embedded in a “random sea” of structureless weak vorticity, which has been considered to
be nearly Gaussian [Jime´nez et al., 1993]. Ruetsch and Maxey [1991] showed that within this
“random sea” there exist regions of intensely dissipating fluid that tend to surround the high
enstrophy “worms” and are topologically sheet-like. A clearer picture of the “random sea” is
now emerging suggesting that it is not entirely random and is organised into distinct structures
of its own [Tsinober et al., 1997]. Regions of weaker enstrophy have also been found to be far
more dynamically important in turbulence than was previously thought, especially with regard
to nonlinear processes such as strain and enstrophy production [Tsinober, 1998, Tsinober et al.,
1999].
Equation 1.3 shows that the magnitude of the cosine of the alignment angles between the
principle directions of the strain-rate tensor and the vorticity vector is of critical importance
to determining the nature of enstrophy amplification. These alignments have been studied
extensively with the preponderance of the vorticity vector to be aligned in parallel with the
intermediate strain-rate eigenvector first observed by Ashurst et al. [1987] and subsequently
confirmed by several other studies (e.g. Jime´nez [1992], Tsinober et al. [1992], Mullin and
Dahm [2006], Hamlington et al. [2008]). Jime´nez [1992] offers an explanation for this by using
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a two dimensional argument and Elsinga and Marusic [2010] provide an explanation based
on the spatial organisation of coherent structures within turbulence. Additionally, Andreotti
[1997] showed that the tendency for the vorticity vector to align with the intermediate strain-
rate eigenvector is a result of the crossover of the eigenvalues. Contrastingly, the vorticity
vector has been shown to be preferentially aligned perpendicularly to the compressive strain-
rate eigenvector. The alignment between the vorticity vector and the extensive strain-rate
eigenvector has been shown to be arbitrary, leading to a flat pdf . It has been noted that despite
the preference for the vorticity vector to be aligned to the intermediate strain-rate eigenvector,
the alignment between the vorticity vector and the extensive strain-rate eigenvector can be of
some significance. Tsinober et al. [1997] and Kholmyansky et al. [2001] noted that regions in
which the vorticity vector is aligned with e1 play a significant role in enstrophy amplification
(ωiSijωj > 0). This was assumed to be through the inviscid process of vortex stretching.
Insights into the strain - rotation interaction can also be gained by investigating two of the
invariants of the velocity gradient tensor [Chong et al., 1990], namely:
Q = −1
2
DijDji =
1
2
(
1
2
ω2i − SijSij
)
(1.4)
R = −1
3
DijDjkDki = −1
3
SijSjkSki − 1
4
ωiSijωj (1.5)
Q can thus be physically interpreted as the local excess of rotation over strain-rate and R
can be interpreted as the local excess of strain amplification over enstrophy amplification. In
addition, the condition of homogeneity in turbulence, first obtained by Townsend [1951] and
Betchov [1956], states the following:
〈ω2i 〉 = 2〈SijSij〉 (1.6)
〈−SijSjkSki〉 = 3
4
〈ωiSijωj〉 (1.7)
Q and R can thus also be interpreted as local departures from homogeneity with regards to
strain/rotation and strain/rotation amplification rates respectively. Four distinct sectors can
be identified within the Q−R space, defined by the discriminant of the characteristic equation
for the velocity gradient tensor, D, and R. When D > 0, the characteristic equation for the
velocity gradient tensor has one real and a complex conjugate pair of roots [Perry and Chong,
1994]. Regions for which D > 0 are thus swirling regions, with the swirling strength defined by
the magnitude of the imaginary part of the roots [Zhou et al., 1999]. There is thus a significant
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difference between the physical processes taking place in the four sectors of Q−R space and it
is unclear how the nature of the strain - rotation interaction changes between these four sectors.
This thesis (chapter 5) explores this question in detail.
Hamlington et al. [2008] examined the alignment between the vorticity vector and the
strain-rate eigenvectors and stated that whilst the vorticity vector is preferentially aligned
to the intermediate eigenvector of the local strain-rate it tends to align with the extensive
eigenvector of the nonlocal strain-rate. However, the overall pdf for the alignment between
the vorticity vector and the extensive strain-rate eigenvector is flat, indicating an arbitrary
alignment between the two vectors [Ashurst et al., 1987] (amongst others). This led to the
development of an alternative reordering of the eigenvalues in which the eigenvalue with the
corresponding eigenvector that is most closely aligned with the vorticity vector is denoted σz,
with the largest of the two remaining eigenvalues denoted σ+ and the smallest one denoted as
σ− [Andreotti, 1997, Nomura and Post, 1998, Horiuti, 2001]. However, in this thesis it is felt
that the eigenvalues have more physical meaning when arranged by magnitude as it is clear
that the corresponding eigenvector is compressive, extensive or intermediate. This information
is far more difficult to present when the eigenvalues are reordered according to the preferential
alignment with the vorticity vector.
Buxton and Ganapathisubramani [2009] have examined the alignment between the eigen-
vectors of the rate of strain tensor (ei) and the “swirling eigenvector” (vr). The “swirling
eigenvector” is defined as the real eigenvector of the velocity gradient tensor (Dij = ∂ui/∂xj),
when Dij has a real and complex conjugate pair of eigenvalues and corresponding eigenvectors.
When this is the case the local streamlines are spiralling/swirling in nature with the magnitude
of the imaginary part of the complex conjugate pair of eigenvalues (λci) characterising the local
swirling strength and the real eigenvector defining the axis of swirling [Zhou et al., 1999]. The
study observed that whilst the vorticity vector did indeed preferentially align with the interme-
diate strain-rate eigenvector (e2), vr instead tended to align with e1, the extensive strain-rate
eigenvector.
The alignment tendencies between the eigenvectors of the strain-rate tensor and the vorticity
vector are evidently crucial to examining the interaction between strain and rotation, yet little
work has been done beyond presenting the “global” tendencies. This thesis, in chapter 5, seeks
to conditionally investigate these alignment tendencies. In particular the arbitrary alignment
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between e1 and ω, which is of great significance to the inviscid process of vortex stretching, and
the e2 - ω alignment, and their impact on the rate of enstrophy amplification, are investigated
in much greater detail. The different physical processes present in the four sectors of Q − R
space are also not well understood and chapter 5 further examines the way in which the strain
- rotation interaction changes from sector to sector. The use of three-dimensional data also
permits an investigation into the topology of the strain - rotation interaction and the regions
of the flow in which it is located. Finally, the scale dependence of this interaction, and the
mechanisms that underpin it, are also not well understood. This is addressed in the final part
of chapter 5.
1.2.2 Issues relevant to experimental work in fine scale turbulence
The last twenty years or so has seen the development of experimental techniques that provide
access to all nine components of the velocity gradient tensor, Dij = ∂ui/∂xj . Wallace and
Vukoslavcˇevic´ [2010] provide a review of studies capable of measuring the full velocity gradient
tensor from the use of hot wires to optical techniques such as particle tracking velocimetry
(PTV) and particle image velocimetry (PIV). The development of these techniques has primar-
ily been driven by the interest in the interaction between the strain-rate (Sij) and rotation (Ωij)
tensors. The strain - rotation interaction is a fine scale feature of turbulent flows, taking place
over length scales comparable to the Kolmogorov (dissipative) length scale. Measuring these
quantities experimentally is exceedingly challenging as very few three-dimensional experimental
studies are capable of resolving these scales, and the examination of under resolved data can
skew our understanding of this interaction.
Full three-dimensional velocity fields and the complete velocity gradient tensor can now be
obtained through various diagnostic methods. The complete velocity gradient tensor can be
obtained at a single point using the multi-point hot-wire technique [Vukoslavc˘evic´ et al., 1991,
Tsinober et al., 1992]. The cinematographic stereoscopic PIV studies of Ganapathisubramani
et al. [2007, 2008] performed stereo PIV measurements in a plane normal to the streamwise
direction and used the Taylor hypothesis to calculate the streamwise components of the velocity
gradient tensor (with the other gradients computed in the plane of measurement). Tao et al.
[2000, 2002], van der Bos et al. [2002], using holographic PIV, Mullin and Dahm [2006], Ganap-
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athisubramani et al. [2005] using dual-plane stereoscopic PIV, Hori and Sakakibara [2004] using
high speed scanning stereoscopic PIV and, Worth [2010], Worth et al. [2010], using tomographic
PIV, were able to directly compute all nine components of the velocity gradient tensor without
resorting to use of the Taylor hypothesis. Discussion of the principles of the holographic PIV
technique and tomographic PIV can be found in Hinsch [2002] and Elsinga et al. [2006] respec-
tively. Additionally, a three-dimensional particle tracking velocimetry (3D-PTV) technique has
been developed by Lu¨thi et al. [2005], Kinzel et al. [2010] to experimentally measure all the
components of the velocity gradient tensor in a Lagrangian way. All of these above-mentioned
studies explored the kinematic features of fine scale turbulence including alignment between the
eigenvectors of the strain-rate tensor and the vorticity vector, and the joint probability density
functions (pdfs) of the invariants of velocity gradient tensor. Whilst these studies reported
qualitatively similar findings there are some quantitative differences in, for example, the peak
values of the strain - rotation alignment pdfs. This is perhaps attributable to different spatial
resolution achieved in these techniques and/or the experimental noise present in the data. It
is thus extremely important to determine the effect that spatial resolution and experimental
noise play in observing the physics of the strain - rotation interaction. This interaction is inher-
ently multi-scale in nature, and some aspects of it will not be observable at coarser resolutions,
thereby distorting our understanding of the physical processes that underpin it.
Previous work on the resolution effects of measurement of fine-sale turbulence has shown
that coarsely resolved data underestimates quantities such as enstrophy (ω2) and dissipation
(ǫ = 2νSijSij), the scalar counterparts to rotation and strain-rate respectively [Lavoie et al.,
2007]. More coarsely resolved data also does not tend to “pick up” the extreme events, several
thousand times the mean [Donzis et al., 2008], that are so important in fine scale turbulence
[Tsinober, 1998]. Coarsely resolved data has also been shown to increase the physical length
scales over which ω2 and ǫ are spatially coherent [Worth, 2010]. In addition to the problem
of limited resolution experimental studies suffer from the presence of experimental noise, in
particular on the velocity gradients. Christensen and Adrian [2002] describe the three main
sources of noise on PIV velocity fields as being random error due to electrical noise within
the camera, bias error due to pixel peak locking etc. and gradient noise due to local random
velocity gradients within the flow. These errors are further discussed in Westerweel [2000].
Although methods can be found to ameliorate some of these errors, such as pixel peak locking
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[Christensen, 2004], they can never be completely eliminated. The effect of experimental noise
is investigated by Lund and Rogers [1994]. They show that qualitatively similar results can be
found when comparing probability density functions (pdfs) formed from the hot wire data of
Tsinober et al. [1992] and their DNS results to which Gaussian noise has been added. They
state that the divergence error introduced into the data as a result of this noise is of great
significance to pdfs of quantities such as the eigenvalues of the rate of strain tensor.
It is essential to understand the effects of resolution and experimental noise on the ob-
servations and conclusions drawn from the latest experimental techniques that capture the
kinematics of fine scale turbulence. This is addressed in chapter 6 of this thesis, which ex-
amines the effects of both spatial resolution and noise on the kinematic features of shear flow
turbulence in a planar mixing layer. This chapter compares numerical DNS data in the far field
of a planar mixing layer to the previously acquired experimental data of Ganapathisubramani
et al. [2007] in the far field of an axisymmetric turbulent jet at different spatial resolutions.
Artificial noise is then added to the numerical data to examine its effects and compare it to the
noisy experimental data. Particular emphasis is placed on the effects of spatial resolution and
noise to the observation of strain, rotation and subsequently the strain - rotation interaction.
Finally new three-dimensional experiments are performed in the far field of a planar mixing
layer, in chapter 7, and the validity of the data is examined with respect to the findings of
chapters 5 and 6.
1.2.3 Interaction between different length scales in turbulent flows
and the development of planar mixing layers
It has long been suggested that the small scales of turbulent flows are universal, but, there is a
distinct interaction between the large and small scales. Some recent results, primarily in wall-
bounded turbulent shear flows, point to the significance of these interactions [Priyadarshana
et al., 2007, Kholmyansky and Tsinober, 2008, Mathis et al., 2009a, b]. However, very little
information is available on these interactions in other forms of shear flows.
As mentioned previously, a variety of researchers have examined the small scales in different
types of turbulent flows. Results indicate that the small-scale structures are in the form of
“worms” (for enstrophy) surrounded by “sheets” of dissipation. These small-scale structures
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are approximately 6-10η (where η is the Kolmogorov scale) in diameter (or thickness) and
extend up to Taylor micro scale (λ) in length (or size). Therefore, the size of these structures is
substantially smaller than the integral scale (L) of the flow. Researchers have also noted that
these tubes and sheets appear to be concentrated around larger scale structures (that are larger
than Taylor micro scale). However, the exact nature of this relationship between dissipative
scale structures and larger scale flow structures remains unknown.
The study of Bandyopadhyay and Hussain [1984] was the first study (and perhaps the only)
that presented an examination of the interaction between large and small scales in several
different shear flows, including wall-bounded shear flows such as boundary layers and free shear
flows such as mixing layers, wakes and jets. The authors examined short time correlations
between the low and high frequency components of hot wire time series data. Correlations
were made between the low pass filtered (low frequency) time series data with the envelope of
the high frequency component and found a significant degree of coupling between the scales
across all shear flows. This coupling between the scales was observed to be maximised at an
offset, τ = 0, i.e. when the high frequency and low frequency signals were concurrent. Of the
shear flows studied it was found that there is a 180◦ phase shift in this coupling for mixing
layers and boundary layers only. Subsequently, a significant amount of work has been done
examining the interaction between scales in wall-bounded shear flows.
Hutchins and Marusic [2007] observed that the large-scale structures in turbulent boundary
layers tended to modulate the amplitude of the small-scale near wall fluctuations. This obser-
vation was expanded upon by Mathis et al. [2009a]. The authors split the streamwise velocity
fluctuations’ signal into large- and small- scale components (low and high wavenumber compo-
nents) with a spectral filter and then applied the Hilbert transform to determine the envelope
for the small-scale fluctuations. By correlating the large-scale fluctuations with the low pass
filtered envelope of the small-scale fluctuations they discovered that near to the wall large-scale
high speed regions, i.e. positive large-scale fluctuations, carry intense superimposed small-scale
fluctuations. They thus determined that regions of positive large-scale fluctuations are respon-
sible for amplifying the magnitude of the small-scale fluctuations near the wall. Mathis et al.
[2009b] found that a similar amplitude modulation effect of the small-scale fluctuations by the
large-scale fluctuations could be observed in a series of other wall bounded shear flows, such as
pipe and channel flows. Similar observations have also been made using Large Eddy Simulation
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(LES) data in turbulent channel flow and in atmospheric boundary layers [Chung and McKeon,
2010, Guala et al., 2011]. Recently, this amplitude modulation effect has also been captured in
conditional analyses performed based on wall shear-stress [Hutchins et al., 2011].
This thesis, however, is primarily concerned with small-scale turbulence in free shear flows.
Winant and Browand [1974] stated that “the region between two parallel streams moving at
different speeds is the simplest free shear flow which can be considered”. This planar mix-
ing layer can be divided into three regions [Winant and Browand, 1974]. The first region is
characterised by the growth of small amplitude disturbance waves, with the highest growth
rate observed at the most unstable frequency due to the Kelvin Helmholtz instability. In the
second region these waves grow into discrete, Kelvin-Helmholtz roller vortices and the third
region sees these vortices interact by rolling around each other. These rollers are observed to
pair by amalgamation and co-rotation of neighbouring rollers in low Reynolds number mixing
layers [Winant and Browand, 1974, Champagne et al., 1976, Dimotakis and Brown, 1976] and
at much higher Reynolds numbers such as the compressible mixing layer study of Brown and
Roshko [1974].
The pairing of these vortices is proposed as being the primary mechanism for the growth of
the mixing layer thickness, however evidence presented in Hernan and Jime´nez [1982] suggest
that this may not be the case in strongly turbulent mixing layers. After the development
of the initial instabilities this growth rate is experimentally observed to be linear [Winant
and Browand, 1974, Browand and Weidman, 1976]. These rollers are also unstable to three-
dimensional perturbations. Pierrehumbert and Widnall [1982] showed that there are two main
classes of instability: subharmonic and translative. The subharmonic mode corresponds to
vortex pairing and has the highest growth rate, however, the pairing can also take place at
reduced growth rates in a three-dimensional form. It is thus primarily responsible for shear layer
growth by vortex amalgamation and the generation of three-dimensionality by localised pairing.
The translative instability was found to be more associated with the spanwise streak structure
of the mixing layer. Jime´nez [1983] suggested that the secondary instability responsible for
development of the spanwise structure of the mixing layer is an undulation of the vortex cores
as a whole. The spanwise scale of this secondary structure is shown to increase with downstream
distance [Bernal and Roshko, 1986]. As the three-dimensionality of the mixing layer increases
it will eventually undergo a transition to turbulence. This three-dimensional evolution and
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the transition to turbulence is described by Moser and Rogers [1993], who performed a direct
numerical simulation of a plane mixing layer. They describe some of the proposed mechanisms
for this transition to turbulence.
Finally, far downstream the mixing layer eventually attains a self similar state [Rogers and
Moser, 1994] in which a broad range of fluctuations, from the large-scale rollers down to the
dissipative length scales are present [Zohar and Ho, 1996]. It is in this self-similar region of the
mixing layer that the experiments, described in chapter 2, are performed. A summary of some of
the early experimental work on planar mixing layers, including at very high Reynolds numbers,
is presented in Roshko [1976] which emphasise the importance of large coherent structures in
the development of turbulent shear layers.
Chapters 3 and 4 aim to examine the interaction between large and small-scale velocity fluc-
tuations in the far field of a planar mixing layer. Chapter 3 presents a detailed investigation of
the instantaneous relationship between length scales that are larger than the Taylor microscale,
which is said to “anchor” the dissipation spectrum, and those that are smaller than the Taylor
microscale. A new experimental technique, described in chapter 2, is used to capture velocity
fields at two different dynamics ranges. Analysis of the amplitude and frequency modulation
effects of the large scales on the smaller scales, and vice versa, is presented. Additionally, the
convection of the larger scales is investigated using data from PIV experiments acquired at 7.25
Hz that are also detailed in chapter 2. Chapter 4 presents an investigation of the amplitude
and frequency modulation effects of the largest scales, up to the integral scale, on the smallest,
dissipative, length scales.
1.3 Objectives and approach
This thesis seeks to investigate the phenomenology of fine scale features in shear flow turbulence.
Shear flows, by their very nature, are subjected to a mean shear. The fine scale motions of
turbulent flow, as has been mentioned in section 1.1, are considered to be “universal” and
independent of the presence, or nature, of the mean shear. This thesis aims to make use of
experimental and numerical data in different shear flows, with different Reynolds numbers, to
scrutinise the “universality” of fine scale turbulence.
Two elements of fine scale turbulence that have been considered to be “universal” are the
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interaction between strain and rotation and the interaction between the various length scales
within turbulence. Two particular aspects of the strain - rotation interaction that are currently
described as universal are the characteristic “tear-drop” shape of the joint probability density
function between Q and R and the preferential parallel alignment between the intermediate
strain-rate eigenvalue [Elsinga and Marusic, 2010]. The analysis of this thesis is thus centred
around the interaction between length scales and the strain - rotation interaction, with ref-
erence to the rate of enstrophy amplification through the alignments between the strain-rate
eigenvectors and the vorticity vector and in the context of Q−R space. These themes will run
throughout the chapters of this thesis.
This thesis primarily makes use of particle image velocimetry (PIV) to examine the veloc-
ity fields of two different shear flows, namely a turbulent jet and a planar mixing layer. A
multi-scale PIV technique is used to capture the velocity field of a planar mixing layer at two
different spatial resolutions simultaneously. This is complemented by previously acquired cine-
matographic stereoscopic PIV data in a turbulent jet and new dual-plane stereoscopic PIV data
in a mixing layer to capture all nine components of the velocity gradient tensor, and thereby
permitting analysis of the strain - rotation interaction. This experimental data is complemented
by direct numerical simulations of a planar mixing layer. This not only broadens the scope
of the thesis but allows an analysis of the effect of spatial resolution and experimental noise,
which are variable depending upon the experimental techniques applied, on the observation of
the strain - rotation interaction. The use of various experimental and numerical datasets enable
an assessment to be made of the validity of the newly deployed experimental techniques.
This thesis, therefore, aims to address some or all of the following questions with regards
to “universality” of fine scale turbulence:
• What is the nature of the interaction between large- and inertial-range structures in a
mixing layer? (Chapter 3)
• Is there an interaction between the largest (integral) scales and the dissipative scales in
a mixing layer, and if so upon what is it dependent? (Chapter 4)
• What is the nature of, and underlying mechanisms responsible for, the rate of amplifi-
cation of enstrophy, an excellent metric for the strain - rotation interaction? (Chapter
5)
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• Is there a scale dependence of the rate of amplification of enstrophy? (Chapter 5)
• To what extent is our observation and understanding of the kinematics of fine scale shear
flow turbulence affected by under resolved and noisy experimental data? (Chapter 6)
• Is dual-plane stereoscopic PIV a valid tool for the investigation of the strain - rotation
interaction in fine scale turbulence, and what are its strengths and weaknesses? (Chapter
7)
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Chapter 2
Experimental Methods
The experiments in this thesis were carried out in the streamwise - cross-stream planes (x1−x2
directions). Throughout this thesis, (U1, U2, U3) and (u1, u2, u3) denote the instantaneous and
the fluctuating velocity components in the streamwise (x1), cross-stream (x2) and spanwise (x3)
directions. The quantities denoted within angled brackets, 〈·〉, represent the ensemble mean.
2.1 Water tunnel facility and inflow conditions
The PIV experiments in this study were conducted in the recirculating water tunnel facility in
the Department of Aeronautics at Imperial College London. The facility has a working section
of width 700 mm, length 9 m and the water was filled to a depth of 600 mm. A nominally two
dimensional planar mixing layer was produced by means of placing a perforated metal sheet,
50% open area ratio, on one side of a splitter plate of length 1.25 m and thickness, h = 20 mm,
that was placed just downstream of the water tunnel’s contraction. Honeycomb aluminium
was placed downstream of the perforated sheet in order to straighten the flow behind the
obstruction. This honeycomb was placed on both sides of the splitter plate. Both boundary
layers along the splitter plate were tripped with a 1 mm diameter wire downstream of the
honeycomb and the boundary layers were given a streamwise distance of 800 mm over which to
develop along the splitter plate. The splitter plate had a 4◦ triangular trailing edge appended
to it in order to generate the mixing layer, in accordance with Laizet et al. [2010].
Low speed side (.LS) High speed side (.HS)
U∞ (ms
−1) 0.19 0.38
δ99 (mm) 59.4 78.6
δ∗ (mm) 4.73 8.64
θ (mm) 3.25 6.30
H (Shape factor) 1.45 1.44
Reθ = U∞θ/ν 590 2110
Table 2.1: Table summarising the condition of the two boundary layers immediately
upstream of the 4◦ trailing edge of the splitter plate.
2.2 Multi-scale PIV measurements
This section describes the technique used to capture particle image velocimetry (PIV) data at
two different spatial resolutions simultaneously. This data is subsequently used in the analysis
of chapters 3 and 4.
2.2.1 Inflow conditions / conditions at the measurement location
The boundary layers at the trailing edge of the splitter plate were documented using two
dimensional PIV (further details on the PIV is provided later in this section). The inflow
condition of the two boundary layers immediately upstream of the 4◦ trailing edge is presented
in table 2.1. The development of the mixing layer was also documented, using two dimensional
PIV, from the trailing edge of the splitter plate. Figure 2.1 shows eight instantaneous PIV
vector fields in the developing region of the mixing layer in the x1−x2 perspective. In addition
to the mean vector fields generated from the measurement locations presented in figure 2.1,
PIV experiments performed in the x1 − x3 plane confirmed that the mixing layer behaves as a
nominally two-dimensional planar mixing layer.
The streamwise location where the interaction between large and small scales is explored
in this thesis is captured by the far downstream vector field in figure 2.1. This measurement
location was chosen as it was within the self similar region of the mixing layer, meaning that the
turbulence is fully developed, and the mixing layer is not constrained by the sidewall boundary
layers, which is the case further downstream in the facility. The centre of this measurement
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Figure 2.1: Instantaneous PIV vector fields, showing contours of streamwise velocity
(U1), at the eight locations for which the mixing layer was documented and
the downstream measurement location for the synchronised multi-scale PIV
measurements.
location is approximately 2 m downstream of the splitter plate’s trailing edge which corresponds
to 100h. This is close to the downstream extent of the domain of the mixing layer of Laizet et al.
[2010], and the velocity profile of the mixing layer is self similar at this streamwise location.
This self similarity of the experimental mixing layer is illustrated in figure 2.2, in which the
solid line velocity profile is produced from the measurement location and the crosses’ velocity
profile is produced from a preliminary PIV experiment performed approximately 9h upstream
of the measurement location. The self similarity parameters for a planar mixing layer ξ and
f(ξ) are defined in Pope [2000]
2.2.2 PIV system / setup
At the above-mentioned most downstream streamwise location, measurements were carried
out to simultaneously capture the large- and the small-scale velocity fluctuations. In order to
capture data at two different spatial resolutions simultaneously a customised PIV setup was
constructed. The PIV system consisted of a 200 mJ, 532 nm, Nd:YAG laser (Litron Nano L
200-15) and four 2048× 2048 pixel resolution CCD cameras (TSI PowerView 4M Plus). Three
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Figure 2.2: Self similar velocity profiles at the measurement location (solid line) and
a location 9h upstream (crosses).
of the cameras were mounted below the floor of the water tunnel facility and were fitted with
Sigma 105 mm lenses with an aperture setting of f/2.8. The final camera was mounted on a
carriage above the water channel and fitted with a Nikon 50 mm lens with an aperture setting
of f/2.8. The camera setup is illustrated in figure 2.3. A 20 mm thick 300 mm × 300 mm
perpsex sheet was semi-submerged, mounted from the same carriage as the top camera, such
that this camera “looked” directly through the perspex and not through the free surface of the
water tunnel facility.
The flow was seeded with polyamide particles of diameter 7 µm. Polyamide was chosen as it
has a specific gravity of 1.1, thereby minimising buoyancy effects on the particles. In order for
the particle to faithfully track the smallest scale fluctuations within the flow, the Stokes number
must be less than one, i.e. St = τR/τF ≪ 1, where τR is the response time of the particle and
τF is the response time of the flow [Raffel et al., 1998]. Since this study is concerned with
measuring the dissipative scale fluctuations within the flow τF = τη = (ν/〈ǫ〉)1/2, i.e. the
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Figure 2.3: Schematic of the synchronised PIV setup
Kolmogorov time scale, which is calculated to be 65 ms. The response time of the particle can
be given by τR = dp
2 ρp
18µ
, where dp is the particle diameter, ρp is the particle density and µ is
the dynamic viscosity of the fluid (water) and is calculated to be 2.6 µs, and hence the St≪ 1
condition is comfortably met.
The seed particles were illuminated with a light sheet from the laser which had a thickness
of ≈ 0.5 mm in the middle of the interrogation area. The laser and two of the cameras
were synchronised to a master PC, running TSI’s Insight software, using a LaserPulse 610035
synchroniser. A second synchroniser was connected as a slave to the master synchroniser and
this was connected to the remaining two cameras and a slave PC. In order to maintain the
synchronisation between all four cameras and the laser, data was acquired at a rate of 0.3 Hz,
and immediately written to disk. A suitable ∆t for both the top camera (low resolution vector
field) and the bottom cameras (high resolution vector fields) was found to be 800 µs, giving
a mean streamwise pixel displacement of approximately 25 pixels for the bottom cameras and
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about 4 pixels for the top camera.
Figure 2.4: The two scale calibration target used to produce the spatial calibration.
All four cameras were calibrated using a two-scale transparent calibration target, which is
presented in figure 2.4, that could be imaged by the cameras placed above and below the water
tunnel. A third order polynomial was used to map the pixel location to the physical coordinates.
This mapping was generated using an in-house MATLAB c© code. The same polynomial was
also used to convert pixel displacements into spatial displacements.
One thousand image pairs were captured for all four cameras and were processed using the
recursive correlation algorithm in the TSI Insight software. The final interrogation area was
32 × 32 pixels for both the top and bottom cameras, with a 50% overlap. A post processing
code was written to validate the vectors and replace spurious ones with either valid secondary
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Figure 2.5: (a) Mean velocity profile, 〈U1〉(x2) for the low resolution FOV and the high
resolution FOVs at the measurement location. (b) Mean Reynolds stress
profiles 〈uiuj〉 within the large-scale field of view. The profiles from the
mean of the three high resolution FOVs are marked on as the solid lines.
peaks or interpolated using a 3 × 3 local mean technique. The resulting vector field was then
interpolated onto a regular Cartesian grid using a bi-linear interpolation method. This was
done in order to orient the large-scale Field-Of-View (FOV) to the small-scale fields.
The total field size for the top camera (large-scale field) is 188 mm × 188 mm (approximately
17λ×17λ or 725η×725η) and is 20.6mm × 20.6 mm (approximately 2λ×2λ or 76η×76η) for the
bottom cameras (high resolution fields). The spatial resolution for the large-scale field of view
is 3.25 mm (12η), with adjacent vectors separated by 6η due to the 50% overlap. The resolution
for the small-scale fields of view is 0.37 mm (1.3η, which is comparable to the thickness of the
laser sheet), with adjacent vectors separated by 0.67η. This resolution is comparable to the
sub-Kolmogorov scale resolution achieved in the study of Tanaka and Eaton [2010]. Throughout
this section and chapters 3 and 4 quantities with the superscript L have been computed from
the large-scale low-resolution field of view and quantities with the superscript S have been
computed from the small-scale high-resolution fields of view.
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2.2.3 Flow quantification and validation
As the variation of 〈U〉 with x1 is negligible within the low resolution FOV, and even more so
in the high resolution FOVs, mean profiles for each FOV are calculated as a function of x2 and
are illustrated in figure 2.5(a). Figures 2.5(a) and 2.5(b) show the mean streamwise velocity
profile and the Reynolds stress profiles, 〈uiuj〉, respectively, at the most downstream location
(the solid lines are computed from the small-scale FOVs and the broken lines are from the large-
scale FOV). The quantities in figure 2.5 are normalised by the “convection velocity”, which is
defined as Uc = (U
HS
∞ +U
LS
∞ )/2 and are clearly typical of a planar mixing layer, c.f. Townsend
[1976]. The vorticity thickness of the mixing layer, defined as δω = (U
HS
∞ − ULS∞ )/ ∂〈U1〉∂x2
∣∣∣
max
[Brown and Roshko, 1974], is 125.0 mm (6.25h). A good agreement is observed between the
large- and small-scale FOV data. The three small-scale FOVs are positioned slightly to the high
speed side and are therefore just above the peak mean Reynolds stresses, but are nonetheless
within an active region very close to the peak.
A streamwise and transverse Taylor microscale can be defined as follows [Pope, 2000]:〈(
∂u1
∂x1
)2〉
=
2u1
2
λf
2 (2.1)〈(
∂u1
∂x2
)2〉
=
2u1
2
λg
2 (2.2)
In isotropic turbulence the ratio λf/λg =
√
2 [Pope, 2000]. Both λf and λg were calculated by
computation of the mean square gradients present in equations 2.1 and 2.2, using the correction
method to PIV data of Tanaka and Eaton [2007], over the domain of the entirety of all three
high resolution FOVs. Evidently there is a slight variation in these gradients and u1
2 across the
domain but this is considered to be small. The actual ratio of λf/λg, calculated over the entire
domain of the three high resolution FOVs is 1.36, which is 96% of that expected for isotropic
turbulence. It is thus felt that the computation of the average Taylor microscale across the
three high resolution FOVs is justified. For the sake of consistency only the streamwise Taylor
microscale is referred to throughout the rest of this paper, hence λ = λf . At the measurement
location the Taylor microscale is calculated to be 10.6 mm and the Kolmogorov length scale,
η = (ν3/〈ǫ〉)1/4 = 0.27 mm, where 〈ǫ〉 is the mean rate of dissipation of turbulent kinetic energy.
Further discussion regarding the computation of 〈ǫ〉 is presented later on. The Reynolds
number based on convection velocity and splitter plate thickness, ReL = 5020, and the Reynolds
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number based on the Taylor microscale, Reλ ≈ 260 at the measurement location. Additional
measurements were performed, at the same measurement location at Reλ ≈ 470. Unless men-
tioned otherwise the majority of the analysis presented in this thesis is from the lower Reynolds
number mixing layer as this has a slightly larger Kolmogorov length scale (0.27 mm as compared
to 0.19 mm) and is thus better resolved spatially.
Figure 2.6 shows the two-point auto correlation of the streamwise velocity fluctuations in
the large-scale FOV. The figure shows that the large-scale FOV does not completely capture the
correlation function. Therefore, in order to document this and calculate an appropriate integral
scale (L), separate experiments in which two adjacent cameras were placed in the low-resolution
arrangement were performed. Figure 2.6 also shows the auto correlation computed from the
data obtained using this two-camera setup. This clearly captures the entire correlation function
and therefore the data from the two-camera set-up is used to calculate the integral scale of the
flow. The integral scale, L, has been chosen to be defined as the streamwise distance at which
the auto-correlation function crosses zero. This is computed to be equal to 222 mm. Therefore,
the streamwise extent of the large-scale FOV is approximately 0.75L. Table 2.2 summarises all
the essential experimental parameters at the downstream location at both Reynolds numbers.
Figure 2.7 shows the location of the three high resolution FOVs within the low resolution
FOV. The contours are of U1 and the vectors have components of (U1 − Uc) and U2 from the
low resolution FOV. The left inset shows contours of U1 from the low resolution FOV in the
region encompassed by the central high resolution FOV and the right inset shows the contours
of U1 from the high resolution FOV itself. It can be seen that there is an excellent agreement
between the two. This agreement is further illustrated by the mean profiles from the three high
resolution FOVs being superimposed onto the low resolution FOV mean profile in figure 2.5(a).
Measurement of the mean rate of dissipation of turbulent kinetic energy is a consider-
able challenge for experimentalists. Dissipation is defined as 〈ǫ〉 = 2ν〈SijSij〉, where Sij =
(∂ui/∂xj + ∂uj/∂xi)/2 is the strain-rate tensor, and hence access to fully three dimensional
data is required to compute 〈ǫ〉 directly. George and Hussein [1991], however, showed that a
great deal of turbulent flows can be approximated as locally axisymmetric and an estimate to
〈ǫ〉 can be made as follows :
〈ǫ〉 = ν
[
−
〈(
∂u1
∂x1
)2〉
+ 2
〈(
∂u1
∂x2
)2〉
+ 2
〈(
∂u2
∂x1
)2〉
+ 8
〈(
∂u2
∂x2
)2〉]
(2.3)
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Reλ = 260 Reλ = 470
Freestream velocity, UHS∞ 0.19 ms
−1 0.32 ms−1
Freestream velocity, ULS∞ 0.29 ms
−1 0.64 ms−1
Integral length scale, L 222 mm 280 mm
Taylor microscale, λ 10.6 mm 9.11 mm
Kolmogorov scale, η 0.27 mm 0.19 mm
Large-scale FOV 188×188 mm2 188×188 mm2
0.75L× 0.75L 0.67L× 0.67L
18λ×18λ 21λ× 21λ
696η×696η 989η×989η
Large-scale resolution 3.25 mm 3.25 mm
12η 17.1η
Small-scale FOVs 20.6×20.6 mm2 20.6×20.6 mm2
0.09L×0.09L 0.07L× 0.07L
1.95λ×1.95λ 2.3λ× 2.3λ
76η×76η 108η×108η
Small-scale resolution 0.37 mm 0.37 mm
1.37η 1.95η
Table 2.2: Table summarising the experimental condition in the downstream measure-
ment location at both Reynolds numbers.
Mi and Antonia [2010], for example, have recently shown that the wake region of a circular
cylinder, which is a similar free shear flow to a planar mixing layer, can be approximated as
being locally axisymmetric. The resolution of the experimental data is also important in the
estimation of dissipation as Lavoie et al. [2007] show that low spatial resolution leads to an
underestimate of dissipation whereas experimental noise from the PIV technique becomes high
when the resolution is of the order of the dissipative scales [Tanaka and Eaton, 2007]. Tanaka
and Eaton [2007] propose a correction to dissipation estimates calculated from PIV datasets in
which 〈ǫ〉 is calculated from dissipation estimates from the original, high resolution, dataset and
the dataset at double the original PIV stencil. The estimate for the mean rate of dissipation
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Figure 2.6: Two-point auto-correlation of the streamwise velocity fluctuation obtained
using a single large-scale FOV (solid line) and two cameras (dashed line).
in this study, and hence the Kolmogorov length scale, thus uses the approximation of local
axisymmetry in the turbulence from George and Hussein [1991] and the correction method of
Tanaka and Eaton [2007].
2.2.4 Uncertainty estimates
Foucaut et al. [2004] describes the four main types of noise present in PIV data as physical
(light sheet profile, particle optical and dynamic characteristics), specificity of the flow (out of
plane motions, velocity gradient, seeding homogeneity etc.), instrumental (camera and digitiser)
and analysis method (peak fitting algorithm). These sources of error are discussed further in
Westerweel [2000] and Christensen and Adrian [2002]. Herpin et al. [2008] further state that the
error can be broken down into the measurement random error σ(ǫint), which is the r.m.s. error
corresponding to the absolute value of the measurement uncertainty with a confidence level
of 68%, and the measurement bias error 〈ǫint〉, which was shown to be an order of magnitude
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Figure 2.7: Example PIV vector fields. The contours are of U1, the streamwise velocity,
and the vectors have components of (U1 − Uc) and U2, the cross-stream
velocity. The insets show a close up of the U1 contours of the centre high
resolution field of view from the low resolution vector field (left) and high
resolution vector field (right).
smaller than σ(ǫint). For a 32× 32 pixel interrogation window the lower limit for σ(ǫint,floor) is
0.06 pixels [Herpin et al., 2008].
A series of PIV experiments were performed in the streamwise-spanwise (x1 − x3) plane,
at the same downstream measurement location and at the centre of the mixing layer, x2 = 0.
The r.m.s. of u3, i.e. the out of plane velocity component in both the low and high resolution
vector fields obtained in the x1− x2 pane, was found to be 0.086Uc (where Uc is the convection
velocity of the mixing layer). This equates to a displacement of approximately 20 µm, which is
4% of the “effective” thickness of the light sheet (0.5 mm). The noise caused by the out of plane
component is thus negligible compared to σ(ǫint,floor). The effect of the mean gradient, acting
across the cross-stream extent of the interrogation windows was found to be 0.04 pixels in both
the low and high resolution FOVs. The uncertainty in the velocity measurements are thus the
same as σ(ǫint,floor) = 0.06 pixels. This equates to an uncertainty in the velocity components of
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1.5% in the low resolution FOV and 0.24% in the high resolution FOV, due to the experimental
noise. The r.m.s. fluctuation in the flow is 0.11Uc, and thus the uncertainty equates to 14.3%
of the r.m.s. fluctuation in the low resolution FOV and 2.3% of the r.m.s. fluctuation in the
high resolution FOV.
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Figure 2.8: Autocorrelation function from the centre high resolution FOV plotted
against (∆x)2. The dashed line is a linear extrapolation of RXX to find the
noise free value at ∆x = 0.
A means of quantifying the noise on experimental data through examination of the autocor-
relation function of the velocity fluctuations is described by Benedict and Gould [1998], Romano
et al. [1999], Poelma [2004]. It is observed that the autocorrelation function for velocity fluc-
tuations computed from experimentally gathered data in turbulent flows “spikes” as ∆x = 0
is approached. Although the shape of the autocorrelation function is not known a priori it is
assumed that it follows a parabola as it approaches ∆x = 0 [Poelma, 2004]. Figure 2.8 shows a
close up of the autocorrelation function for the streamwise velocity fluctuations from the central
small-scale FOV plotted against (∆x)2. This autocorrelation function is constructed from every
alternate PIV vector, due to the 50% overlap that was used in the PIV processing, in order to
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ensure that the correlation due to common information between successive points is minimised.
The autocorrelation functions from the upstream and downstream small-scale FOVs are not
shown for brevity but are qualitatively and quantitatively similar to that for the central FOV
which is plotted in figure 2.8. The dashed line is a linear extrapolation of RXX against (∆x)
2 to
∆x = 0 in order to model this expected parabolic shape for the autocorrelation function close
to ∆x = 0. The dashed line can thus be thought of as the auto correlation function for the
actual turbulent fluctuations, whereas the solid line represents the correlation function for the
turbulent fluctuations plus noise. An estimate for the variance of the noise can thus be made
by taking the square root of the difference between the value for the measured autocorrelation
function and the extrapolated autocorrelation function at ∆x = 0. An estimate of the actual
error on the PIV data is thus 1.2% of Uc which equates to 10.8% of the r.m.s. fluctuation for
the small-scale FOVs, which corresponds to a pixel displacement of approximately 0.3 pixels.
It should be noted that this is a conservative estimate of the noise present on the data
as the point on the autocorrelation function immediately after ∆x = 0 is not on the dashed
extrapolated line. Instead the extrapolation was made from the region of the autocorrelation
function that was linear between RXX and (∆x)
2, i.e. a parabolic autocorrelation function as
a function of ∆x. It is thus expected that the true noise on the data will be bounded by the
noise floor of 0.24% and the estimate from the extrapolated autocorrelation function of 1.2%
of Uc.
2.3 Convection velocity experiments
Chapter 3 additionally uses data acquired at a high rate in order to examine the convection
velocity of fluctuations at different length scales. Similar PIV experiments to those described
in section 2.2.2 were performed at the same measurement location. Only two cameras were
used and these were both synchronised by the same synchroniser and were connected to the
same master PC. The two cameras were aligned adjacent to one another such that they were
capable of imaging a streamwise domain of 16.6h, with a crossover region of ≈ h. The cameras
were fitted with Sigma 50 mm lenses.
Images were acquired at a rate of 7.25 Hz; the rate being limited by the bus speed of the
PC and the ability of the frame grabber to transfer the images to RAM. In order to acquire
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(a) (b)
(c) (d)
(e) (f)
Figure 2.9: Six successive PIV vector fields showing contours of u1/Uc. The sequence
runs from (a) to (f), with successive vector fields captured 7.25−1 s apart.
The convection of a large-scale positive fluctuation through the domain can
be seen in the sequence, as can the effect of the mean shear.
data at this rate it was necessary to leave the images in the PC’s memory. A total of 725
images were captured during twenty runs, in which images were captured until the memory
was full. A ∆t of 2.4 ms was used giving a maximum pixel displacement of 11 pixels and a mean
displacement of 9 pixels in the x1 direction and a maximum magnitude of 2 pixels in the x2
direction. The images were post processed, using the same third order mapping between pixel
location and physical coordinates and method for replacing spurious vectors as in section 2.2.2.
The 32× 32 pixel final interrogation windows corresponded to 2.82× 2.82 mm, with adjacent
49
vectors separated by 1.41 mm (5.2η) due to the 50% oversampling. The final size of the overall
domain was 16.6h× 7.9h. The vector fields from the two cameras were then interpolated onto
a regular Cartesian grid using a bi-linear interpolation method, with a sharp cut-off made
in the crossover region. Figure 2.9 illustrates six successive PIV vector fields (a) to (f) that
were captured τ = 7.25−1s apart. The contours in the figure are of the streamwise velocity
fluctuation, u1/Uc. The sequence shows the convection of a large-scale positive fluctuation
through the domain and the mean shear of the flow. The PIV setup and processing was similar
to the experiments of section 2.2.4 hence the uncertainty in the measurements are thus the
same as σ(ǫint,floor) = 0.06 pixels. The uncertainty thus equates to 0.67% in the measurement
of the mean of U1 and 5.1% in the measurement of the r.m.s. fluctuation. This data was used
to compute a mean convection velocity for the u1 fluctuations, which will be discussed further
in chapter 3.
2.4 Dual-plane stereoscopic PIV
This section describes the experimental methods employed to produce the dual-plane stereo-
scopic PIV data that is presented in chapter 7. The experiments were again performed in the
recirculating water tunnel facility at Imperial College London as described in section 2.1 and
the flow conditions are documented in section 2.2.3 and summarised in table 2.1.
2.4.1 PIV system
The PIV system consisted of a Litron Nano L 200-15 Nd:YAG laser, output wavelength of 1064
nm but frequency doubled to 532 nm, three 2048× 2048 pixel resolution CCD cameras (Pow-
erView 4M Plus) and various optical components which will be discussed in more detail later
on. Two of the cameras were mounted on a carriage above the water tunnel in a stereoscopic
configuration with an included angle of 40◦ and were fitted with Sigma 105 mm lenses. The
final camera was mounted below the (glass) floor of the water tunnel facility, oriented normal
to the tunnel floor and was also fitted with a Sigma 105 mm lens. This camera setup can be
observed in figure 2.10.
The flow is seeded with 2 µm diameter silvered silica particles. These particles were chosen
for two reasons; firstly their ability to maintain the polarisation of incident light during Mie
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Figure 2.10: Schematic diagram of the PIV setup. Red, in terms of the laser beam
and camera, represents vertically polarised light whilst blue represents
horizontally polarised light. The optical setup is more clearly displayed
in figure 2.11.
scattering, which will be discussed further later on, and their ability to track the smallest
motions in the flow. In order to track these small-scale fluctuations/motions within the flow
the Stokes number must be significantly less than one, i.e. St = τR/τF ≪ 1, where τR is the
response time of the particle and τF is the response time of the flow [Raffel et al., 1998]. This
study is concerned with measuring the dissipative scale fluctuations within the flow, thus the
flow response time is the Kolmogorov time scale, τF = τη = (ν/〈ǫ〉)1/2, where ν is the kinematic
viscosity and 〈ǫ〉 is the mean rate of dissipation. This is calculated to be 65 ms. The response
time of the particle is given by τR = dp
2 ρp
18µ
, where dp is the diameter of the particle, ρp is the
particle density and µ is the dynamic viscosity of the fluid (water). This is calculated to be 0.7
µs hence the St≪ 1 condition is comfortably met
The laser and the two stereoscopic cameras were synchronised to a master PC running
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TSI’s Insight software, using a LaserPulse 610035 synchroniser. A second synchroniser was
connected as a slave to the master synchroniser and this in turn was connected to the single
camera below the water tunnel and a slave PC. Calibration images of a transparent target,
that could be imaged by the cameras above and below the water tunnel and was attached to a
vernier traverse mechanism for which one complete rotation equated to a linear traverse of 500
µm, were captured. In order to maintain the synchronisation between all three cameras and
the laser, data was acquired at a rate of 0.3 Hz, and immediately written to disk. A suitable
∆t between image pairs was found to be 2.2 ms.
2.4.2 Production and imaging of the adjacent light sheets
Figure 2.11: Schematic diagram of the optical setup to produce the two light sheets
shown in figure 2.10. Red represents vertically polarised light and blue
represents horizontally polarised light.
Figures 2.10 and 2.11 illustrate the formation of two adjacent light sheets in the x1−x2 plane.
The output of the laser is horizontally polarised, which is represented by blue in both figures
2.10 and 2.11. The laser is shone directly at a non polarising beam splitter, inclined at an angle
of 45◦, thereby splitting the beam into two separate beams of equivalent energy. The beam
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splitter is also inclined slightly in the vertical (x3) direction and then “levelled off” by the first
plane mirror. It is then passed through a half wave plate, which rotates the polarisation angle
of the beam through 90◦ to the vertical direction. The horizontally and vertically polarised
beams are then recombined by the polarising beam splitter cube, with the vertically polarised
beam offset in the x3 direction according to the initial inclination of the non polarising beam
splitter. Both the horizontally and vertically polarised light beams are passed through the light
sheet forming optics, a convex lens to focus the light sheet to minimum thickness at the area of
interrogation for the PIV experiments and a concave lens to spread the beam out. Two light
sheets of different polarisations are thus created in the x1 − x2 planes, offset by some small
distance ∆x3.
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Figure 2.12: The superposition of the mean intensities of the two different light sheets.
The x1 and x3 values are in terms of pixels and the contours are of the
8-bit intensity. The vertically polarised light sheet, imaged by the mono
PIV camera, is above the horizontally polarised light sheet.
Measurement of the distance ∆x3 is achieved by means of using an unfocused CCD chip. A
1024×1280 pixel, 8-bit CCD was placed at the midspan of the water tunnel facility and a series
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of 50 images was captured in which either the horizontally or vertically polarised light sheets
were obstructed, making 100 images in total. The CCD was directly exposed to the two light
sheets, without any focusing optics. A mean intensity was computed from the set of 50 images
of the horizontally polarised light sheet and the set of 50 images of the vertically polarised
light sheet. Figure 2.12 shows the sum of the two mean intensity profiles in terms of pixels in
the x1 and x3 directions and in terms of the 8-bit intensity. The mean distance between the
peaks of the vertically polarised mean intensity and the horizontally polarised mean intensity
was determined, and using the physical size of the pixels on the CCD, which is 2.8 µm, the
light sheet displacement, ∆x3 was calculated to be 1.51 mm with variance σ∆x3 = 44.3 µm.
These mean intensity profiles were additionally used to estimate the mean thickness of the light
sheets, which is defined as the distance between the contours of half the maximum intensity.
The light sheet thickness was found to be 0.93 mm and 1.23 mm for the horizontally (lower in
figure 2.12) and vertically (upper) polarised light sheets, respectively.
It is widely known that large solid objects will scatter lights of all polarities. It was thus
necessary to seed the flow with particles that maintained the various polarities of the two light
sheets in order to ensure that the cameras only imaged the light scattered from one particular
plane. Previous experiments in the water tunnel facility had used 7 µm polyamide particles, so
chosen for their specific gravity of 1.1. These were, however, found to de-polarise the light from
the two light sheets. This precipitated the use of 2 µm diameter silver coated silica particles,
which retained the light sheet’s polarisation in Mie scattering. Although they have a specific
gravity of 3.6 the buoyancy effect on these particles was negligible over the course of the ∆t
used during the PIV experiments due to the extremely low Stokes number.
In order to ensure that the cameras were only imaging the correct light sheet a series of
linear polarising filters was used. Ganapathisubramani et al. [2005] stated that the optimum
arrangement for linear filters was found to be the placement of a linear polarising filter directly
onto the lens of the camera and another parallel to the plane of the light sheet. This method was
employed, with a rectangular polariser held in place on the carriage to which the stereoscopic
cameras were mounted parallel to the two light sheets. The camera underneath the water
tunnel facility had two linear polarising filters mounted directly to the lens of the camera.
The filters were set so as to minimise the light intensity recorded for the alternate light sheet.
Due to the presence of residual 7 µm diameter particles, that had been used extensively in
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previous experiments in the facility, and various “debris” that scattered non-polarised light it
was impossible to completely “kill” the intensity of the alternate light sheet. Thus an image-
pre processing code was written to minimise the noise caused by these larger particles and the
background of the alternate light sheet. This pre-processing is discussed later on.
Initial stereoscopic experiments showed that there was a significant distortion on the images
caused by the refraction at the air - glass and glass - water interfaces, due to the three different
refractive indices, leading to a spurious stereoscopic reconstruction. It was thus necessary to
construct water prisms, through which the stereoscopic cameras imaged the PIV field of view
(FOV). These were constructed of perspex, in order to more closely match the refractive index
of water, and included a sloped surface that was at an angle of half the included stereoscopic
angle, i.e. 20◦. In this way refraction was eliminated at the air - perspex interface, since the axis
of the cameras was parallel to the normal of the sloped surface of the prisms. The prisms were
filled with water, meaning that refraction only took place across water - perspex and perspex
- water interfaces. The water used to fill the water prisms had to be pre-boiled in order to
remove all the dissolved gases, as these tended to accumulate as small bubbles along the sloped
surface of the water prisms.
2.4.3 Image pre-processing and PIV processing
In order to maintain the synchronisation between the three cameras images were captured at a
rate of 0.3 Hz and immediately written to disk. 1000 synchronised image pairs from the three
cameras were captured. As mentioned in section 2.4.2 it was impossible to remove all the 7 µm
particles that had been used in previous experiments in the facility, which scattered light of
all polarisations, necessitating the image pre-processing to remove these particle images from
the raw images. It was also impossible to completely “kill” the light scattered by the alternate
light sheet due to the scattering of light of all polarisations by debris that was left over in the
water tunnel facility from previous experiments.
The image pre-processing is illustrated in figure 2.13. A code was written to set a minimum
threshold of intensity and replaced all pixels below this with an intensity of zero, i.e. black.
This threshold removed the contribution to the image of the 2 µm diameter particle images
from the alternate light sheet. It was empirically determined to be 70 (out of 212−1 = 4095) for
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(a)
(b) (c)
Figure 2.13: (a) An illustrative section of a raw image from the mono FOV using
the original 12 bit colour scale. (b) The same section of the original
image using an 8 bit colour scale in order to better illustrate the dimly
illuminated 2 µm particles of interest. (c) The same section of the image
after pre-processing using a 12 bit colour scale. Two examples of erroneous
7 µm diameter particles are illustrated in (a) and (b) and the location of
these particles illustrated in (c).
the images from the mono PIV FOV and 50 for the stereo FOV images. The highest intensities
were associated to the erroneous 7 µm particles in addition to debris that persisted in the water
tunnel facility, and these high intensity pixels were also replaced with black pixels. Examples
of erroneous 7 µm particle images and debris can be seen in figures 2.13(a) and (b), which show
an original image with the 12 bit colour scale and the original image with an 8 bit colour scale
for clarity, respectively. Additionally, a piece of debris that was left in the water tunnel facility
can be seen close to the centre of figures 2.13(a) and (b).
An algorithm was then implemented to discriminate against all particles, i.e. regions of
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continuous intensity that fell between the high and low intensity cut off thresholds, that were
greater than four pixels in total size, with no more than three adjacent pixels. This eliminated
the remaining 7 µm particles, and again replaced these pixels with black pixels. The location
of the two example erroneous 7 µm particles from figures 2.13(a) and (b) is also marked onto
figure 2.13(c) to illustrate this replacement. The remaining image was then amplified, since the
“wanted” 2 µm diameter particles utilised only a small range of the 12 bit intensity scale, and
output as a 12 bit tiff image which is shown in figure 2.13(c). It can be seen that the erroneous
7 µm diameter particles have been removed, as has the piece of debris, from figures 2.13(a) and
(b).
These pre-processed images were then processed using TSI’s Insight software. A recursive
algorithm was used with the final interrogation window being 64 pixels with 50% oversampling,
for both the mono PIV and the stereoscopic PIV pre-processed images. This final window size
was chosen to increase the accuracy of the stereoscopic reconstruction and to match the physical
size of the light sheet separation, ∆x3. Adjacent vectors were separated by 1.67 mm, compared
to 1.51 mm for the light sheet separation ∆x3, with a resolution of 3.35 mm due to the 50%
oversampling. It was felt that matching the spacing between adjacent vectors in the x1 − x2
plane to ∆x3 was appropriate, even though a finer resolution in the x1 − x2 plane could have
been achieved. After the PIV processing a post processing code was implemented to the mono
and stereoscopic pixel displacement fields. This replaced spurious vectors, defined as being
more than 10 % of the mean pixel displacement different from the eight adjacent vectors, with
either a valid secondary peak or the local 3 × 3 mean of the adjacent vectors. The maximum
displacement in the x1 direction was found to be 15.3 pixels with a mean displacement of 12.6
pixels and the maximum magnitude of the displacement in the x2 direction was found to be
2.1 pixels.
7 calibration images in increments of 200 µm were captured extending to ±600 µm from
the centre of the horizontally polarised light sheet. From these calibration images a spatial
calibration in x1, x2 and x3 was computed and used to produce stereoscopic velocity fields of
all three components of the velocity vector from the pixel displacement fields. A stereoscopic
reconstruction was then performed on the two stereoscopic vector fields to produce a vector
field of all three components of the velocity vector, in the plane of the horizontally polarised
light sheet. An example of one of these stereoscopic vector fields is illustrated in figure 2.14(a).
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(a) (b)
Figure 2.14: (a) Typical instantaneous stereoscopic PIV vector field. (b) Simultaneous
instantaneous mono PIV vector field. The contours in both images are of
u2. The two planes are offset by distance ∆x3.
The figure shows contours of the u2 component within the plane of the horizontally polarised
light sheet, with the spatial coordinates normalised by the splitter plate thickness, h.
A third order polynomial transfer function was produced between xpixel and xmm in order to
create the mono PIV vector fields from the post processed pixel displacement fields, an example
of which is illustrated in figure 2.14(b). This figure shows the same contours of u2 from the
mono PIV vector field captured simultaneously to the stereoscopic vector field of figure 2.14(a)
in the plane of the vertically polarised light sheet. There is evidently a strong correlation
between the two vector fields.
The mono PIV FOV was then interpolated onto the regular x1 − x2 Cartesian grid of the
stereoscopic vector field, offset by ∆x3, using inverse distance interpolation. The final size of
this combined, dual-plane FOV was 90.4 × 93.7 mm. The spatial velocity gradients in the
stereoscopic plane were computed using a second order accurate central differencing scheme,
thereby providing the ∂ui/∂x1 and ∂ui/∂x2 components of the velocity gradient tensor. The
∂u1/x3 and ∂u2/x3 gradients were computed using single order accurate finite differencing
between the u1 and u2 fields of the stereoscopic and mono PIV fields. Finally, the ∂u3/∂x3
component was calculated assuming a divergence free velocity field, and is thus nominally
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second order accurate.
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Chapter 3
The interaction between large and
inertial range scales and their
convection through the mixing layer
The work in the first part of this chapter has been submitted to J. Fluid Mech. under the title
“Scale interactions in the far-field of a turbulent mixing layer”. The work in the second part of
this chapter forms the basis of the presentation to be given to the 13th European Turbulence
Conference entitled “Multi scale PIV measurements of shear flow turbulence”.
3.1 Introduction
This chapter aims to examine the nature of the interactions between large- and small-scale
velocity fluctuations in the self-similar region of a turbulent mixing layer. The goal is to
examine the instantaneous relationship between large scales (that are larger than the Taylor
microscale) and the small scales (smaller than Taylor microscale). The multiscale particle
image velocimetry (PIV) technique is employed, where vector fields are simultaneously captured
at resolutions comparable to the Taylor microscale and the Kolmogorov (dissipative) length
scale, as described in section 2.2. This data is utilised to explore the behaviour of the small
scales conditioned on the large scales and vice-versa. A detailed analysis of the amplitude
and frequency modulation effects of the large scales on the smaller scales is presented. An
investigation of the convection of these larger scale fluctuations is then presented using the PIV
data acquired at a rate of 7.25 Hz and described in section 2.3.
3.2 Energy balance: Large- and small-scale fields of view
The availability of multiscale PIV data, enables us to examine the energy balance between
turbulence production and dissipation in both fields of view. It is possible to explore the effect
of resolution on the energy balance by comparing the appropriate terms in the two FOVs. In
this section, a comparison between turbulence production and dissipation quantities obtained
using the small-scale FOV with that of the large-scale FOV (within the space encompassing
the small-scale FOV) is made. It must be noted that in this study the results are limited to the
mean dissipation rate calculated from the entire PIV field of view, as opposed to dissipation as
a function of x1 and x2.
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Figure 3.1: (a) Scatter plot between mean rate of dissipation estimated from the low
resolution FOV, 〈ǫL〉 against that calculated from the high resolution FOV,
〈ǫS〉. (b) Scatter plot between mean rate of turbulence production calcu-
lated from the low resolution FOV, 〈−uL1 uL2 ∂〈U1〉/∂x2〉 against that calcu-
lated from the high resolution FOV, 〈−uS1uS2∂〈U1〉/∂x2〉.
Figure 3.1(a) shows a scatter plot between the mean rate of dissipation calculated from the
low resolution FOV, 〈ǫL〉, against that calculated from the high resolution FOV, 〈ǫS〉. The
scatter plots presented in this section have 1000 statistically independent realisations. The
mean rate of dissipation is computed, using the method outlined in section 2.2.3, for each
individual high resolution FOV and from the area encompassing the high resolution FOVs
in the low resolution FOV. Figure 3.1(b) shows a scatter plot of the mean rate of turbulent
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kinetic energy production calculated from the low resolution FOV, 〈−uL1 uL2 〉∂〈U1〉/∂x2, plot-
ted against the mean rate of turbulence production computed from the high resolution FOVs,
〈−uS1uS2 〉∂〈U1〉/∂x2. The mean turbulence production uses the large-scale mean profile from
figure 2.5(a). Examination of both figures indicates that there is a much clearer, one to one
correlation between the rate of turbulence production computed from the high and low reso-
lution FOVs than there is for the mean rate of dissipation. There is very little variation in
the data from the 〈−uS1uS2 〉∂〈U1〉/∂x2 = 〈−uL1 uL2 〉∂〈U1〉/∂x2 line. This illustrates the fact that
the transfer of kinetic energy from the mean flow into turbulence is overwhelmingly, but not
exclusively, driven by the larger scales of the flow, including those in the wavenumber band
that are resolved by both the high resolution and low resolution FOVs. By contrast there is
not a one to one correspondence between 〈ǫS〉 and 〈ǫL〉 and there is a much greater variation
between the two, in figure 3.1(a), than for turbulence production in figure 3.1(b).
Coarsely resolved experimental data is known to underestimate the “true” dissipation rate
[Lavoie et al., 2007, Worth et al., 2010], in particular, to filter out the extreme events [Donzis
et al., 2008] that can be so important in fine scale turbulence [Tsinober, 1998]. The scatter
plot shows that, typically, the low resolution FOV significantly underestimates the dissipation
compared to the high resolution FOV by a factor of about 5, although there is great deal of
variation in this factor. This variation further highlights the difficulty of attempting to compute
the mean rate of dissipation from under resolved data which is, of course, a consequence of
dissipation being overwhelmingly dominated by the smallest scale fluctuations.
Figure 3.2 shows a series of scatter plots of small-scale dissipation 〈ǫs〉, turbulent kinetic
energy production production 〈−uS1uS2 〉∂〈U1〉/∂x2 and the production-dissipation balance 〈ǫS〉−
〈−uS1uS2 〉∂〈U1〉/∂x2 plotted against the ensemble mean of streamwise (〈uL1 〉) and cross-stream
(〈uL2 〉) velocity fluctuations computed from the large-scale FOV. Each point on the scatter plot
is computed as a mean for one high resolution FOV, or the low resolution FOV data from the
region encompassed by the high resolution FOV and hence there are 3000 points in total (1000
simultaneous vector fields from the three high resolution FOVs). The top row of figure 3.2
shows scatter plots of the mean large-scale streamwise fluctuation and the large-scale cross-
stream fluctuation against the small-scale dissipation. There is a wide scatter, particularly so
towards the higher mean rate of dissipation between both 〈uL1 〉 and 〈uL2 〉 and the mean rate of
dissipation. At the lowest mean rates of dissipation, however, there appears to be a tendency
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Figure 3.2: Scatter plots on the left show 〈uL1 〉, those on the left show 〈uL2 〉 on the
ordinate axis. Top row: scatter plots of 〈ǫS〉. Middle row: scatter plots
of 〈−uS1uS2 ∂U/∂x2〉. Bottom row: scatter plots of 〈ǫS〉 − 〈−uS1uS2∂U/∂x2〉.
The ordinate axes are all normalised by Uc and the abscissa are normalised
by the mean rate of dissipation, from which the Kolmogorov length scale
is calculated.
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to favour positive 〈uL1 〉 and negative 〈uL2 〉. There is evidently a tendency for 〈uL1 〉 and 〈uL2 〉 to
be of opposite signs, due to the fact that 〈−u1u2〉∂〈U1〉/∂x2 is predominantly positive, thereby
transferring energy from the mean flow into turbulent kinetic energy (tke), at large length
scales, as illustrated in figure 3.1(b). It can be concluded that negative 〈uL1 〉 fluctuations, i.e.
negative u1 fluctuations on the scale of ≈ 2λ ≈ 0.18δω, have a tendency to increase the mean
rate of dissipation. The opposite sign coupling of u1 and u2 thus implies that high dissipation
is also favoured for 〈uL2 〉 > 0 and low dissipation is favoured by positive 〈uL1 〉 – negative 〈uL2 〉
fluctuations.
The middle row of figure 3.2 shows scatter plots of turbulence production calculated from the
high resolution FOV, 〈−uS1uS2 〉∂〈U1〉/∂x2 against 〈uL1 〉 and 〈uL2 〉, respectively. There is evidently
a clear tendency for the rate of tke production to follow the magnitude of the large-scale mean
fluctuation. This is consistent with the fact that the physical process of turbulence production
takes place at the larger scales of the high resolution FOVs that are simultaneously resolved in
the low resolution FOV. Whilst there is not as much scatter as for the dissipation scatter plots
of the top row of figure 3.2, there is still some degree of scatter along the obvious trend. This
is particularly so for the high magnitude tails, that seem to prefer negative u1 fluctuations,
and therefore correspondingly positive u2 fluctuations, although this applies only to a very
small proportion of the overall FOVs. Regions for which the tke production is negative, i.e.
energy is being transferred from the turbulence into the mean flow, appear to be focused around
moderate magnitudes of the mean fluctuation of around 0.1Uc, for both 〈uL1 〉 and 〈uL2 〉.
The bottom row of figure 3.2 shows the “energy balance” in the high resolution FOVs by
showing scatter plots of 〈uL1 〉 and 〈uL2 〉 against 〈ǫS〉 − 〈−uS1uS2 〉∂〈U1〉/∂x2. The high resolution
FOVs resolve the highest wavenumber fluctuations of the low resolution FOV, which are in
the inertial range, all the way down to the Kolmogorov scale. It can be seen that within this
range of scales there is a strong preference for dissipation over tke production, i.e. 〈ǫS〉 −
〈−uS1uS2 〉∂〈U1〉/∂x2 > 0, at all moderate fluctuation magnitudes. At the highest fluctuation
magnitudes, the influence of the largest scales within the high resolution FOVs dominate and
there is a net tke production. Globally, however, there is a net overall dissipation of tke leading
to the eventual decay of the turbulence intensity as the mixing layer convects downstream.
Figures 3.1 and 3.2 show that there is clearly an interaction between the large-scale and
small-scale fluctuations and hence rate of production and dissipation of turbulent kinetic energy.
64
Therefore, this chapter aims to examine this interaction between velocity fluctuations in large
and small scales in greater detail.
3.3 Scale interactions
The self-similar region of the turbulent mixing layer consists of a large range of scales. In the
current study, PIV data has been obtained simultaneously at two different dynamic ranges.
The large-scale FOV consists of scales from 21λ (or 0.75L) down to 12η. This FOV essentially
captures the large scales structures in the flow. The small-scale FOV consists of scales from 2λ
down to 1.3η. This FOV captures the small scales of the flow.
In this section, the interaction between scales in two different ranges is explored. First, the
interaction between large and small scales is explored where the delineation between large and
small scales is based on a sharp spectral filter at the Taylor microscale. Results from this analysis
are presented in section 3.3.2. Second, the interaction between larger scales and the finest scales
is examined. This examination excludes an intermediate range of scales (between the largest
and the smallest scales) in order to explore the direct coupling between the largest scales (of
the order of integral length scale) and the smallest scales (of the order of the characteristic
diameter/thickness of intense of enstrophy and dissipation events). This analysis is presented
in chapter 4.
3.3.1 Separation of scales
In this section, the rationale and the procedure followed to separate the large from the small
scales in the PIV data is detailed. For brevity, only the scale separation process that is relevant
to section 3.3.2 is discussed, however, it must be noted that the separation of scales for the
analyses in section 4.2 is identical to the one presented below.
It is observed that the peak in the model dissipation spectrum proposed by Pope [2000]
occurs at or close to the Taylor microscale in the Reynolds number range examined in this study.
This length scale is thus said to “anchor” the dissipation spectrum, hence λ is a suitable cut-
off length scale with which to examine the interaction between the large-scale and small-scale
fluctuations. The large-scale low-resolution FOV is thus filtered to remove all contributions
to the fluctuations at length scales smaller than λ (Note that this λ is calculated from the
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small-scale high-resolution FOV). Conversely the small-scale high-resolution FOVs are filtered
to remove the contribution of all fluctuations at length scales greater than λ. The additional
benefit of implementing a low pass filter on the large-scale low-resolution FOV is to eliminate
the noisier high wavenumber fluctuations. It should be noted that the high wavenumbers’
fluctuations in the small-scale high-resolution FOV are more trustworthy than those in the
large-scale low-resolution FOV due to a higher signal-to-noise ratio (SNR).
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Figure 3.3: Top: original signal, uS1 (x1). Middle: low wavenumber component of
original signal, uS01 (x1). Bottom: high wavenumber component of original
signal, uSλ1 (x1). u
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1 (x1) = u
S
1 (x1).
The separation of the scales is achieved by means of a two-dimensional sharp spectral filter.
For the large-scale low-resolution FOV, the filter is used in low-pass form with all scales smaller
than the Taylor microscale filtered out. For the small-scale high-resolution FOV, the data
is high-pass filtered with all scales greater than the Taylor micro-scale filtered out. The top
trace of figure 3.3 shows a typical raw signal of uS1 (x1) from a high-resolution FOV vector field,
the middle trace is the low wavenumber component of the signal, uS01 (this is filtered out),
and the bottom trace is the part that is composed of fluctuations of length scale λ or less,
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uSλ1 (x1). The low wavenumber part and the “Λ < λ” part sum to give the original signal, i.e.
uS01 (x1) + u
Sλ
1 (x1) = u
S
1 (x1).
In summary, the large-scale low-resolution FOV can be decomposed into the mean and
fluctuating component UL1 = 〈UL1 〉 + uL1 , in which uL1 is the low-resolution large-scale FOV
streamwise velocity fluctuation. The Reynolds decomposition of the small-scale high-resolution
FOV is as follows: US1 = 〈US1 〉 + uS1 , in which uS1 is the small-scale high-resolution FOV
streamwise velocity fluctuation. This itself can be split into a low wavenumber component
uS01 and a component containing fluctuations of length scales of λ or less u
Sλ
1 . Thus U
S
1 =
〈US1 〉+ uS1 = 〈US1 〉+ uS01 + uSλ1 .
The two-dimensional nature of the effect of the sharp high/low pass filtering is illustrated
in figure 3.4. Figure 3.4(a) shows instantaneous contours of the uL1 fluctuations in a typi-
cal low resolution FOV. The low-pass filtered fluctuations, uLλ1 are displayed in figure 3.4(b).
Additionally, figures 3.4(c) and (d) show the effect of high-pass filtering of the corresponding
high resolution FOVs. Figure 3.4(c) shows contours of the original, unfiltered, uS1 fluctuations
captured simultaneously to the low resolution FOV of figure 3.4(a). Figure 3.4(d) shows the
high-pass filtered fluctuations, uSλ1 that correspond to figure 3.4(c). The contour levels in figure
3.4(d) are not consistent with the other three figures for ease of display. It can be seen in
figure 3.4(d) that the magnitude of the extreme fluctuations is approximately a third that of
the fluctuations in figure 3.4(c). This suggests there is a sufficient and significant amount of
turbulent kinetic energy contained in motions that are smaller than the Taylor microscale.
Further analysis in section 3.3.2 is thus focused on examining the interaction between the
fluctuations at length scales greater than λ (uLλ1 ) and length scales less than λ (u
Sλ
1 ). Typical
velocity fluctuations in these two ranges are illustrated by the contours of figure 3.4(b) and (d),
respectively.
3.3.2 Interaction between large and small scales
Figure 3.5(a) shows probability density functions (pdfs) of the large-scale streamwise velocity
fluctuations produced from the large-scale FOV in regions encompassing the small-scale FOVs
(uLλ1 ). Although the fluctuations, by definition, have zero means the pdf is negatively skewed
meaning that the modal fluctuations at large scales are positive, but that the negative fluc-
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(a) (b)
(c) (d)
Figure 3.4: (a) Contours of uL1 /Uc from an unfiltered low resolution FOV. (b) Contours
of uLλ1 /Uc, showing the 2D low pass filtered vector field of (a). (c) Contours
of uS1 /Uc from the central high resolution FOV captured simultaneously to
the low resolution FOV of (a). (d) Contours of uSλ1 /Uc, showing the 2D
high-pass filtered vector field of (c).
tuations have a greater variance, i.e. there exist higher magnitude negative fluctuations than
positive ones. Figure 2.5(b) shows that the position of the small-scale FOVs is slightly towards
the high speed side of the location of peak mean Reynolds stresses. A pdf generated from all
the data in the large-scale FOV to the high speed side of this peak mean Reynolds stresses
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Figure 3.5: (a) pdfs of uLλ1 fluctuations. (b) The dashed line is a pdf of the u
Sλ
1
fluctuations and the solid line is the pdf of uLλ1 from figure 3.5(a).
location shows this same negative skewness, whereas a pdf generated from all the data in the
large-scale FOV to the low speed side of the peak mean Reynolds stresses location shows a
positive skewness. Finally, a pdf constructed from all the data in the large-scale FOV shows
that the u1 fluctuations have a modal value of zero, and although not Gaussian, have zero
skewness. This suggests that a small proportion of high magnitude fluctuations, rather than
the smaller modal fluctuations, is at least partially responsible for retarding the flow on the
high speed side of the mixing layer and accelerating it on the low speed side. These three pdfs
are not shown for brevity.
Figure 3.5(b) shows the pdf of the small-scale fluctuations (uSλ1 ) as the dashed line and the
uLλ1 pdf of figure 3.5(a) as the solid line, for reference. In contrast to the large scales, the small-
scale fluctuations have a skewness of zero and closely resemble the large-scale fluctuations from
across the entire span of the mixing layer. The range of these fluctuations is also significantly
less, reflecting their lower energy content. This is consistent with the previous qualitative
observation based on figure 3.4. Figures 3.5(a) and (b) suggest that the retardation of the
flow on the high speed side and acceleration on the low speed side is further a large-scale
phenomenon that exists only at length scales greater than the Taylor microscale.
The relationship between the large- and small-scale fluctuations can be explored by comput-
ing conditional pdfs of the small scales conditioned on the large scales and vice-versa. Firstly
the impact of the large scales on the small scales is examined by computing the conditional pdf
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Figure 3.6: (a) pdf of uSλ1 fluctuations conditioned on high magnitude u
Lλ
1 fluctuations.
(b) pdf uLλ1 fluctuations conditioned on high magnitude u
Sλ
1 fluctuations.
of uSλ1 conditioned on the strong positive and negative values of of u
Lλ
1 . The procedure followed
to calculate this conditional pdf is as follows:
• Step 1: From the large-scale FOV that encompasses the small-scale FOV, the area
over which the instantaneous values of uLλ1 is greater than the r.m.s. value of the raw
streamwise velocity fluctuations (i.e. uLλ1 >
√
〈uLλ1 2〉) is calculated.
• Step 2: If the ratio of the area calculated in step 1 to the total area occupied by the
small-scale FOV exceeds 1− e−2, then a pdf for the uSλ1 fluctuations from the small-scale
FOV is produced.
• Step 3: Steps 1 and 2 are repeated for the other two remaining small-scale FOVs.
• Step 4: The resulting pdf based on all three small-scale FOVs provide the conditional
pdf of uSλ1 conditioned on the presence of a strong positive large-scale fluctuation.
• Step 5: Steps 1–3 are repeated for a threshold value of uLλ1 < −
√
〈uLλ1 2〉 in step 1. The
resulting pdf of uSλ1 provides the conditional pdf of u
Sλ
1 conditioned on the presence of a
strong negative large-scale fluctuation.
Similarly, the conditional pdf of the large-scale fluctuations conditioned on the strength
of the small-scale fluctuations is also calculated. The procedure followed to compute this
conditional pdf is as follows:
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• Step 1: Within the small-scale FOV, the area over which the instantaneous values of
uSλ1 is greater than the r.m.s. value of the raw streamwise velocity fluctuations (i.e.
uSλ1 >
√
〈uSλ1 2〉) is calculated.
• Step 2: If the ratio of the area calculated in step 1 to the total area occupied by the
high resolution FOV exceeds e−1, then a pdf for the uLλ1 from the large-scale FOV that
encompass the small-scale FOV is produced. Note that the area threshold is set to e−1
since there is evidently a significantly lesser degree of spatial coherence amongst the
small-scale fluctuations compared to the large-scale fluctuations.
• Step 3: Steps 1 and 2 are repeated for the other two remaining high resolution FOVs.
• Step 4: The resulting pdf based on all three small-scale FOVs provides the conditional
pdf of uLλ1 conditioned on the presence of strong positive small-scale fluctuations.
• Step 5: Steps 1–3 are repeated for a threshold value of uSλ1 < −
√
〈uSλ1 2〉 in step 1. The
resulting pdf of uLλ1 provides the conditional pdf of u
Lλ
1 conditioned on the presence of
strong negative small-scale fluctuations.
Figure 3.6(a) shows uSλ1 conditioned on u
Lλ
1 and figure 3.6(b) shows u
Lλ
1 conditioned on u
Sλ
1 .
The dashed line pdfs are produced from high magnitude negative fluctuations and the solid line
pdfs are produced from high magnitude positive fluctuations. In both figures, it can be seen
that conditional pdfs for strong positive fluctuations exhibit a different behaviour compared to
the conditional pdfs for strong negative fluctuations. Both tails of the uSλ1 pdfs conditioned
on negative uLλ1 in figure 3.6(a) are significantly broader than those conditioned on positive
fluctuations. This leads to a correspondingly lower modal peak, although the mode remains
(along with the mean) at zero. It can thus be concluded that high magnitude, large-scale
negative fluctuations have an effect of increasing the activity in fluctuations smaller than the
Taylor microscale.
Figure 3.6(b) shows the large-scale fluctuations conditioned on the small-scale fluctuations.
The pdf conditioned on strong positive uSλ1 shows the negative skewness and slightly positive
modal value of the overall pdf of figure 3.5(a). Conversely, the pdf conditioned on a high
proportion of negative small-scale fluctuations has a slightly negative modal value in addition
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to a greatly reduced negative skewness. It can thus be seen that high magnitude, small-
scale fluctuations at length scales less than the Taylor microscale can influence the large-scale
fluctuations. Figure 3.6(a) shows that there is a tendency to observe a greater proportion of
the higher magnitude small-scale fluctuations within large-scale, low momentum structures.
Evidently, this suggests that regions in which a large proportion of high magnitude small-
scale fluctuations are observed are more likely to be situated in a low momentum structure than
a high momentum structure, or background large-scale turbulence. However, figure 3.6(b) shows
that the sign of these high magnitude small-scale fluctuations also influences the surrounding
large-scale structure which is illustrative of the instantaneous two way nature of the turbulent
cascade.
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Figure 3.7: (a) pdf of uSλ1 fluctuations conditioned on the turbulent kinetic energy
(tkeLλ) of large-scale fluctuations. (b) pdf of uLλ1 fluctuations conditioned
on the tke of the small-scale fluctuations.
Figures 3.7(a) and (b) show conditional pdfs of uSλ1 and u
Lλ
1 fluctuations conditioned on
the turbulent kinetic energy, respectively. The procedure to compute these conditional pdfs is
identical to those mentioned previously, however, here the condition is based on the value of
turbulent kinetic energy computed from the large- and small-scale FOV. The dashed line pdfs
are produced from regions encompassed by the small-scale FOVs for which the local mean tke
is less than the global mean and the solid line pdfs are produced from regions for which the
local mean tke is greater than the global mean.
Figure 3.7(a) shows uSλ1 conditioned on the tke contained in the fluctuations of length scale
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greater than λ. The two pdfs are broadly similar, although the pdf conditioned on high large-
scale turbulent kinetic energy is slightly narrower and hence has a higher modal peak. In
contrast it can be seen in figure 3.7(b) that small-scale turbulent kinetic energy has a greater
influence on the large-scale fluctuations than vice-versa.
The pdf conditioned on low small-scale tke is negatively skewed, more so than that for the
overall uLλ1 pdf of figure 3.6(a) and with a positive modal value of ≈ 0.08Uc. Contrastingly, the
pdf conditioned on high small-scale tke has a broad modal peak that’s focused on zero and a
greatly reduced negative skewness. This suggests that the occurrence of low intensity small-
scale fluctuations (i.e. low value of tkeSλ) coincides with a region of large-scale acceleration
where uLλ1 is greater than zero. This is consistent with the previous observations in figure
3.6(b).
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Figure 3.8: pdfs of uSλ1 fluctuations conditioned on the turbulence production,
−uLλ1 uLλ2 ∂〈U1〉/∂x2, in the large-scale FOV.
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The Reynolds shear stresses play an important role in the production of turbulent kinetic
energy. The term 〈−u1u2〉∂〈U1〉/∂x2 is responsible for the production of turbulent kinetic en-
ergy. This process is a large-scale phenomenon [Richardson, 1926, Davidson, 2004]. Therefore,
the interaction between large and small scales can be examined by computing the conditional
small-scale fluctuations conditioned on high and low Reynolds shear stress (or turbulence pro-
duction). Figure 3.8 shows a pdf of uSλ1 conditioned on the large-scale turbulent kinetic energy
production −uLλ1 uLλ2 ∂〈U1〉/∂x2. These conditional pdfs are calculated using the same procedure
outlined previously. However, the condition is based on the value of turbulence production. The
solid line in figure 3.8 is constructed based on small-scale fluctuations where the instantaneous
large-scale turbulence production is positive over most of the area occupied by the small-scale
FOV (i.e. area ratio is greater than 1 − e−2), while the dashed line pdf is constructed from
small-scale fluctuations for which the large-scale turbulence production term is negative over
most of the area occupied by the small-scale FOV.
Both of the pdfs conditioned on the large-scale rate of turbulent kinetic energy production
look similar to the pdfs conditioned on high and low turbulent kinetic energy in figure 3.7(a).
The pdf conditioned on positive tke production is again slightly narrower, with a correspond-
ingly higher modal peak than that conditioned on negative tke production.
Richardson [1926], Batchelor and Townsend [1949], Kolmogorov [1962] stated that energy
is transferred into the flow at large length scales and then dissipated into heat at the smallest
scales via the “mean energy cascade”. Figure 3.8 shows that the small and intermediate scales
can have an effect on the large-scale production of turbulent kinetic energy, −u1u2∂〈U1〉/∂x2.
Figure 3.9 shows pdfs of the large-scale fluctuations of uLλ1 conditioned on the mean dissipa-
tion rate, 〈ǫSλ〉, from the small-scale fluctuations. Section 2.2.3 explains the way in which 〈ǫSλ〉
is computed by using the approximation of locally axisymmetric turbulence and the correction
method to PIV estimates for dissipation proposed by Tanaka and Eaton [2007, 2010]. The solid
line pdf is produced from regions encompassing small-scale FOVs that have a mean rate of dis-
sipation that is higher than the global mean. It can be seen that these large-scale fluctuations
have a modal value of close to zero and negative skewness that is significantly smaller than
that for the overall pdf of figure 3.5. On the other hand the dashed line pdf , constructed from
regions encompassing the small-scale FOVs with a mean rate of dissipation that is lower than
the global mean, shows a positive modal value and a significant degree of negative skewness.
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Figure 3.9: pdfs of uLλ1 fluctuations conditioned on the rate of dissipation of turbulent
kinetic energy, ǫ, in the small-scale FOVs.
This means that regions of high dissipation are more likely to be found in high magnitude
negative large-scale velocity fluctuations and regions of low dissipation are more likely to be
found in large magnitude positive large-scale fluctuations. Roshko [1976] states that in the
development region of the mixing layer the large scales are unaffected by the small scales and
the dissipation.
Figure 3.9 shows that this is not the case in the self similar region of a mixing layer, with
the dissipation (a small-scale quantity) clearly correlated with the distribution of the large-
scale fluctuations. The cause-and-effect relationship of the impact of large- on small-scale and
vice-versa is not clear as this requires the examination of the spatio-temporal evolution of these
conditional statistics. However, it can be categorically stated that the small scales have a
significant impact on the large scales.
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3.4 Convection of scales
Section 2.3 describes PIV experiments that were performed at a high acquisition rate, in which
successive PIV vector fields in the time sequence were captured at time delays of τ = 7.25−1s
apart. This data was used to observe the convection of the large-scale velocity fluctuations
through the PIV field of view by computing the autocorrelation function of the velocity fluc-
tuations from PIV vector fields separated by an integer number, n, of PIV captures in the
time sequence. The autocorrelation function is computed in the streamwise direction using the
discrete formulation shown in equations 3.1 and 3.2 below:
RXX(r∆x1, x2, nτ) = A
Nt−n∑
j=1
[
Nx−r∑
i=1
{
u1(x
i
1, x2, t
j)u1(x
i
1 + r∆x1, x2, t
j + nτ)
}]
(3.1)
A =
1
(Nx − r)(Nt − n)RXX(0, x2, 0) (3.2)
where ∆x1 is the spacing between successive vectors in the PIV vector field, Nx is the number
of vectors in the grid of the PIV vector fields (in the streamwise direction), r is an integer offset
of PIV vectors in the streamwise direction, τ = 1/fs is the time shift between successive PIV
captures and Nt is the number of vector fields captured in the time sequence. The autocorre-
lation function was computed at all locations of x2, the direction of the mean velocity gradient
in the flow and at fixed values of n.
Figure 3.10(a) shows the autocorrelation function, RXX(∆x1, x2, nτ), computed for 1 ≤
n ≤ 7 at x2 = 4.21h, which is on the high speed side of the mixing layer, close to the free
stream. Figure 3.10(b) is the equivalent plot to (a) for x2 = 0.73h, which is close to the
location of the peak Reynolds stresses. It can be seen in both plots of figure 3.10 that there
are distinct peak values for the autocorrelation function, but that these peaks are fairly broad.
The corresponding peaks can also be seen to be slightly broader close to the centre of the
mixing layer, figure 3.10(b), than at the extremity of the mixing layer. Additionally, it can
be seen that the ∆x1 location of the peak values are higher, indicating a faster convection
velocity, for the autocorrelations computed at the x2 location closer to the high speed freestream.
Autocorrelation functions in which u2 and ω3, the spanwise component of vorticity, were used
as the correlation variable produce identical peak locations to those presented in figure 3.10
which are computed from the streamwise velocity fluctuations. These, however, are not shown
for brevity.
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Figure 3.10: Autocorrelation function RXX(∆x1, x2, nτ). (a) and (c) are from the
Reλ ≈ 260 case, whereas (b) and (d) are from the Reλ ≈ 470 case. (a)
and (b) are for x2 = 4.21h and (c) and (d) are for x2 = 0.73h.
It can be seen for both figures that the correlation peaks decline as n is increased, in
agreement with Kim and Hussain [1993]. This, in conjunction with the broad nature of the
correlation peaks and the fact that these peaks are broader close to the centre of the mixing
layer as opposed to the extremity of the mixing layer highlight the impact that the fine scale
fluctuations play in the computation of the autocorrelation, and hence convection velocity.
The steady decay in the correlation peaks as n is increased further highlights the limitation of
Taylor’s frozen flow field hypothesis.
Figures 3.10(c) and (d) are the equivalent plots to (a) and (b), respectively, for the mixing
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layer at the higher Reynolds number of Reλ ≈ 470. It can be seen that the peaks of all the
autocorrelations become significantly broader and shift to a higher streamwise displacement,
∆x1. This is evidently connected to the higher convection velocity, Uc, of the mixing layer at
the higher Reynolds number case. The peak in the autocorrelations for the x2 location closer
to the high speed freestream is again located at a greater value of ∆x1, indicating a greater
convection velocity. Autocorrelation functions in which u2 and ω3, the spanwise component of
vorticity, were used as the correlation variable again produce identical peak locations to those
presented in figure 3.10 but are not shown for brevity.
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Figure 3.11: (a) Convection velocity for the Reλ ≈ 260 case. (b) Convection velocity
for the Reλ ≈ 470 case. The solid lines are the mean velocity for the PIV
field of view, the dashed lines are computed from n = 1, the crosses are
computed from n = 2 and the circles in (b) are the n = 1 case from the
lower Reynolds number for comparison.
A fluctuation convection velocity, uc(x2), can thus be defined as (fS ∆x1|RXX(x2,nτ)=max)/n,
where fS is the sampling frequency (7.25 Hz). A three-point Gaussian peak was fitted through
the discrete point located at the peak value of RXX(∆x1, x2, nτ) (from figure 3.10) and those
immediately either side of this peak location. This three-point Gaussian fitting is identical
to that used in the sub-pixel interpolation in the PIV processing algorithm. The fluctuation
convection velocity, uc, was thus computed using the location of this fitted Gaussian peak.
Figure 3.11(a) shows uc computed from the Reλ ≈ 260 case for n = 1 (dashed line) and n = 2
(crosses), in addition to the mean flow computed as a function of x2 for the whole domain (solid
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line) for comparison, normalised by the global convection velocity, Uc. Figure 3.11(b) shows uc
computed from the Reλ ≈ 470 case with the same symbol definitions as for (a) with the n = 1
case from the lower Reynolds number case also plotted (the circles) for comparison. It can be
seen that as n is increased in the higher Reynolds number case uc becomes increasingly noisy.
This is also the case for the lower Reynolds number case, although it only becomes evident for
n = 3, 4, 5, 6, which are not shown for brevity. Nevertheless, it can be seen that the choice of n
does not unduly affect the computation of uc, and henceforth only the least noisy n = 1 cases
will be used. Keeping n = 1 also reduces the time interval between PIV vector fields being
correlated, and hence the number of eddy turnover times for the smallest scale fluctuations,
which should also improve the correlations and is highlighted by the highest correlation peaks
being present for the n = 1 cases of figure 3.10.
It can be seen that the fluctuations tend to convect at a lower velocity than the mean in the
high speed side of the mixing layer and at a higher velocity than the mean in the low speed side
of the mixing layer. It can also be seen in figure 3.11(b) that the profiles of uc, computed from
both Reynolds numbers, collapse onto each other when normalised by Uc, the “global convection
velocity”. Figure 3.10 shows that the peaks of the autocorrelation function are actually quite
broad, particularly near the centre of the mixing layer where the peak Reynolds stresses are
located, and that an increase in Reynolds number tends to broaden the peaks further. The
mean fluctuation convection velocity is thus a mean over a broad band of correlations. The
fact that higher Reynolds number and location close to the peak Reynolds stresses, where the
turbulence intensities are higher, broadens these peaks suggests that different scale fluctuations
convect at different convection velocities.
The effect of scale dependence on the fluctuation convection velocity is examined by means
of one-dimensionally spectrally filtering the streamwise velocity fluctuations in the streamwise
direction with a narrow band pass filter that only passes a single wavenumber. The wavenumber
is defined as k1 = 2π/Λ, where Λ is the length scale associated to that particular wavenumber
in the streamwise direction. The output of the single-wavenumber-pass filter is thus a pure
sinusoid, that is periodic over a length scale of Λ. The dashed line of figure 3.12 shows a typical
sinusoid that is periodic about Λ, and has corresponding wavenumber k1, computed from a
PIV vector field at time t and the solid line represents the sinusoid of the same wavenumber
in a PIV vector field at time t+ τ . The convection of the fluctuations of that wavenumber are
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∆x1
Λ
Figure 3.12: Single wavenumber content of a signal at time t (dashed line) and at time
t+τ (solid line). The convection in time τ is marked as ∆x1 on the figure.
visible as the phase shift between the two signals and marked onto the diagram as ∆x1.
Each sinusoid has a magnitude and phase which can be written as:
uˆ1(k, x2, t) = F {u1(x1, x2, t)}|k1=k = A1eiφ1eikx1 = A1ei(kx1+φ1) (3.3)
uˆ1(k, x2, t+ τ) = F {u1(x1, x2, t+ τ)}|k1=k = A2eiφ2eikx1 = A2ei(kx1+φ2) (3.4)
where A is the amplitude of the sinusoid and φ is the phase. The convection distance and
velocity can thus be given by:
∆x1 = Λ
φ2 − φ1
2π
(3.5)
uc = fS〈∆x1〉 (3.6)
Figure 3.13(a) shows the uc(x2) profiles for the first 15 non-zero wavenumbers of the
Reλ ≈ 260 case with the mean profile for the whole domain marked on as the dashed line
for comparison. Only the first 15 non-zero wavenumbers are show in order to ensure that
the convection distance, ∆x1, is not greater than the wavelength of the sinusoid. Figure 3.12
clearly shows that the phase shift between the two sinusoids is less than Λ. However, when
the wavenumber increases, and Λ decreases, it is possible that the convection distance ∆x1 is
greater than Λ, i.e. the phase shift is greater than 2π, such that the first peak of the dashed
line sinusoid actually corresponds to the second peak of the solid line sinusoid in figure 3.12.
80
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
−4
−3
−2
−1
0
1
2
3
4
5
uc/Um
x
2
/
h
 
 
31.4λ
15.7λ
10.5λ
7.8λ
6.3λ
5.2λ
4.5λ
3.9λ
3.5λ
3.1λ
2.9λ
2.6λ
2.4λ
2.2λ
2.0λ〈U1〉
(a)
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
−3
−2
−1
0
1
2
3
4
k1λ/2π
x
2
/
h
 
 
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
(b)
Figure 3.13: (a) Profiles of uc(x2) for the first 15 non-zero wavenumbers with the
mean profile 〈U1〉(x2) marked as the dashed line for comparison. (b)
Bands centred on the corresponding wavenumber, k1, showing contours of
(uc(x2)− 〈U1〉(x2))/Uc. Both (a) and (b) are from the Reλ ≈ 260 case.
The first 15 non-zero wavenumbers, however, provide a range of fluctuations from ≈ 31λ, which
is greater than the integral scale, down to ≈ 2λ.
It can be seen that the largest scale structures convect at a velocity greater than the mean
velocity. This is emphasised in figure 3.13(b) which shows bands, centred on the corresponding
wavenumber k1 = 2π/Λ, of contours of uc(x2) − 〈U1〉(x2). The red/orange bands at the low
wavenumber side of the figure thus illustrate that the low wavenumber/large-scale structures
convect at a velocity greater than the mean velocity. There is also a steady trend showing
that the convection velocity decreases as length scale is decreased in accordance with previous
studies conducted in wall bounded turbulence. It can be seen that in the high speed side of the
mixing layer only the largest scales, 16λ or greater, convect faster than the local mean, whereas
length scales of 3λ or greater convect faster than the mean velocity in the low speed side of the
mixing layer. This is in agreement with the “global” convection velocity profile computed from
the autocorrelation functions of figure 3.11. In absolute terms though it can be observed that
fluctuations of all the length scales examined convect at a greater speed in the high speed side
of the mixing layer than in the low speed side, showing that the mean flow clearly influences
the convection of fluctuations of various length scales within the flow.
Figure 3.14 shows probability density functions (pdfs) of the convection distance, ∆x1 de-
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Figure 3.14: (a) pdf of the convection distance, ∆x1 for the case of Λ = 10.5λ. (b) pdf
of ∆x1 for the case of Λ = 3.9λ. In both figures these pdfs are produced
at x2 = 4.21h and x2 = 0.73h, c.f. figure 3.10.
fined in equations 3.5 and 3.6. Figure 3.14(a) is for Λ = 10.5λ at x2 = 4.21h and x2 = 0.73h
and (b) is for Λ = 3.9λ at the two x2 locations of (a). The figure shows that the there is actually
a broad range of ∆x1 for each length scale, Λ, particularly for the larger scale fluctuations at
Λ = 10.5λ. However the faster convection in the high speed side of the mixing layer is clearly
evident in both figures.
3.5 Conclusions and further discussion
A series of PIV experiments were carried out in the far-field of a turbulent planar mixing
layer within a water tunnel facility that captured large- and small-scale velocity fluctuations
simultaneously. The large-scale low-resolution FOV, had a resolution of 12η, where η is the
Kolmogorov length scale, and the small-scale high-resolution FOVs, which are contained within
the low-resolution FOV and detailed in figure 2.7, had a resolution of 1.3η. In this way it was
possible to resolve the flow field at both the large scales and the small scales simultaneously.
The velocity fluctuations within these two fields of view are used to examine the scale
interactions in the far-field of turbulent mixing layers. The interaction between two different
ranges of scales is explored. First, the fluctuations are separated into large- and small-scale
fluctuations using a spectral filter that defines the large scales as those greater than the Taylor
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microscale (uLλ1 ) and the small scales are those that are smaller than the Taylor microscale
(uSλ1 ). Conditional pdfs were used to investigate the co-dependence of the large- and small-scale
fluctuations. The distribution of uSλ1 is found to be wider when conditioned on negative large-
scale fluctuations than when conditioned on positive large-scale fluctuations. This suggests that
there is some interaction between the large-scale fluctuations and the small-scale fluctuations,
whereby negative large-scale fluctuations tend to magnify the amplitude of the small-scale
fluctuations contained within themselves. In addition, the small-scale fluctuations were also
observed to have a slight effect on the distribution of the fluctuations at length scales greater
than λ.
The convection velocity of fluctuations at different length scales has also been investigated by
acquiring PIV data at 7.25 Hz in a continuous time sequence. From this data autocorrelations
between the fluctuations at time t and time t + nτ , where τ = 7.25−1s and n is an integer
were computed. It was shown that as n increases the correlations became increasingly noisy,
due to nτ becoming comparable to the turnover time of some of the smaller resolved scales,
and the breaking down of Taylor’s frozen flow field hypothesis. Nevertheless, despite this
noise, it was shown that varying n did not significantly change the computation of uc(x2), the
fluctuation convection velocity. The overall fluctuation velocity was shown to be comparable to
the mean velocity but lower than the mean in the high speed side of the mixing layer and greater
than the mean in the low speed side of the mixing layer. This contributes to the diffusion of
momentum across the mixing layer. The fluctuation convection velocity profiles at the two
different Reynolds numbers investigated were also observed to collapse onto one another when
normalised by the “global” convection velocity, suggesting a Reynolds number independence.
The peaks in the autocorrelation function were found to be broad, particularly near the
centre of the mixing layer close to the peak Reynolds stresses and at the higher Reynolds number
case. This reflects the fact that fluctuations of different wavenumbers convect at different
fluctuation convection velocities. Large-scale fluctuations convect at velocity greater than the
mean velocity whereas small-scale fluctuations convect at much lower velocities. However, in
absolute terms it is observed that the fluctuations convect more quickly in the high speed side
of the mixing layer than the low speed side, highlighting the influence of the mean flow on
the convection of the various scale turbulent fluctuations through the mixing layer. pdfs of
the convection displacement between successive PIV records shows that even individual length
83
scale fluctuations convect at a broad range of convection velocities.
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Chapter 4
The interaction between large and
dissipative range scales
The work in this chapter has been submitted to J. Fluid Mech. under the title “Scale
interactions in the far-field of a turbulent mixing layer”.
4.1 Introduction
In the previous chapter, length scales greater than the Taylor microscale were taken from the
large-scale FOV by means of a sharp low-pass filter and the length scales less than the Taylor
microscale were taken from the small-scale FOVs by means of a sharp high-pass filter. In this
way the effect of the “large” scales on the “small” scales, and vice-versa, was examined. This
chapter aims to present the effects of the scales that are larger than those that can be resolved
in the small-scale FOVs on the finest scale turbulent fluctuations.
4.2 Interaction between larger scales and the finest scales
A low- and high-pass two-dimensional spectral filter is used to separate the appropriate scales.
The filter widths are chosen such that the finest scale signal (u
S+
1 ) contains length scales from
1.2η up to 12η. This signal is constructed from the data obtained in the small-scale FOV.
The larger scale fluctuations’ signal, uL01 , contains length scales greater than 2λ, which corre-
sponds to the upper part of the inertial range of scales up to the integral scales. This signal is
constructed from the data obtained in the large-scale FOV. Therefore, the fluctuations from a
band of length scales within the inertial range (from 12η ≈ 0.2λ up to 2λ ≈ 80η) are excluded
from the analysis. This way the direct coupling between the larger scales and the finest scales
can be explored.
Note that the lower-bound of the filter for the finest scales (1.3η) is the resolution of the
interrogation window for the small-scale FOV and the upper-bound (12η) was chosen because
the diameter of tube-like structures of high enstrophy and the thickness of sheet-like structures
of high dissipation have been reported in the literature to be approximately 10η [Kerr, 1985,
Ashurst et al., 1987, Jime´nez et al., 1993]. These tube- and sheet-like structures define the
intense events of fine-scale turbulence and previous studies have indicated that these finest
scales appear to cluster together within pockets of larger scales which are larger than the
Taylor microscale [Ganapathisubramani et al., 2008]. The lower-bound for the larger scales
(2λ ≈ 0.1L) is chosen to ensure that most of the finest scale signature does not appear in
the larger scale signal (the largest dimension of tubes of vorticity and sheets of dissipation,
i.e. their lengths/sizes, is approximately equal to the Taylor microscale [Ganapathisubramani
et al., 2008]) and the upper-bound is determined by the size of the large-scale FOV.
Figure 4.1 shows pdfs for the fluctuations comprised of length scales less than λ, uSλ1 from
section 3.3.2 and the fine scale fluctuations, u
S+
1 . The modal value of both pdfs is zero and
the distributions are not skewed towards either positive or negative fluctuations. The tails of
the fine-scale pdf are much shorter, and hence the peak value of the pdf is much greater, as a
pdf , by definition, must integrate to 1, although the quantitative appearance of the two pdfs is
similar. In chapter 3, the skewness in the distribution of the velocity fluctuations was argued
to play a role in the diffusion of momentum across the mixing layer, such that the high speed
side is retarded and the low speed side accelerated. The lack of skewness on the pdfs of uSλ1 and
u
S+
1 suggests that this is only an intermediate/large-scale, greater than the Taylor microscale,
phenomenon.
Figures 4.2(a) shows u
S+
1 conditioned on the value of u
L0
1 . It can be seen that despite both
the positive and negative fluctuations’ pdfs in figure 4.2(a) having a modal value of zero, the
modal peak for the negative fluctuations is lower due to the broader left and right tails. This
reinforces the finding that the very large-scale high magnitude negative fluctuations amplify
the smallest scale fluctuations to a greater extent than the large-scale high magnitude positive
fluctuations, shown in figure 3.6.
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Figure 4.1: pdfs of u1 fluctuations. The dashed line shows u
Sλ
1 and the solid line shows
u
S+
1 .
Figure 4.2(b) shows pdfs of uL01 conditioned on the value of u
S+
1 . Both pdfs constructed
from the high magnitude positive u
S+
1 fluctuations and from the high magnitude negative u
S+
1
fluctuations are qualitatively and quantitatively similar. The dot-dashed line on the figure is
the overall pdf of all the uL01 fluctuations, regardless of the small-scale activity. It can be seen
that the pdfs constructed from the negative finest scale fluctuations and the positive finest scale
fluctuations are both qualitatively and quantitatively similar to one another, suggesting that
the sign of the finest scale fluctuations is not significant in terms of influencing the large-scale
fluctuations. However, both the pdfs constructed from the high magnitude fluctuations differ
from the overall pdf . The modal value of the pdfs conditioned on the finest scale fluctuations
has moved to zero, as opposed to the slightly positive value of the overall pdf and the negative
skewness has been greatly reduced. This clearly suggests that the large-scale fluctuations are
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Figure 4.2: (a) pdf of u
S+
1 conditioned on u
L0
1 (b) pdf of u
L0
1 conditioned on u
S+
1 .
influenced by the finest scales, albeit to a relatively small extent, again highlighting the two
way nature of the energy cascade.
Figure 4.3 shows pdfs of u
S+
1 conditioned on the turbulent kinetic energy computed based
on the larger scale fluctuations (tkeL0). The solid line shows the pdf of u
S+
1 conditioned on
tkeL0 > 〈tkeL0〉 and the dashed line shows the pdf of uS+1 for which tkeL0 < 〈tkeL0〉. The pdf
shapes are quantitatively similar to those of figure 3.7(a), however the difference between the
pdf conditioned on high large-scale tke and low large-scale tke is smaller, with the two being
virtually identical. This suggests that there is a lesser effect of the large-scale fluctuations on
the very fine scale fluctuations than on the fluctuations smaller than λ, which are evidently
dominated by inertial range structures rather than dissipative range structures. The tails
of the pdfs are also small in comparison with figures 3.7(a), and particularly 3.7(b), further
emphasising the fact that a great deal of the turbulent kinetic energy is focused in the low
wavenumber fluctuations. Figures 3.6, 4.2 and 3.7, 4.3 also highlight the fact that the smallest
scales are influenced by the large-scale velocity fluctuations but not by the large-scale turbulent
kinetic energy.
Examples of instantaneous streamwise traces of uL01 and u
S+
1 are presented in figure 4.4. The
top inset shows a positive uL01 fluctuation and the bottom inset shows a negative u
L0
1 fluctuation
and the corresponding finest scale signals. The figure clearly shows that the amplitude of the
fine-scales are attenuated in the top inset where the strength of the larger scale fluctuation
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Figure 4.3: pdf of u
S+
1 conditioned on the turbulent kinetic energy computed from the
larger scale fluctuations (tkeL0).
is small whereas the finest scales are more intense in the bottom plot where the larger scale
fluctuation has a higher absolute value. This modulation of the finer scales by the larger scales
can be further explored by making statistical comparisons of this modulation effect. This
analysis is analogous to that carried out by Mathis et al. [2009a] and Guala et al. [2011] in
wall-bounded turbulent flows.
The above-mentioned amplitude modulation of the finer scales is statistically quantified as
follows:
• Step 1: A representative value of the larger scale fluctuation is calculated as the mean
fluctuation of the larger scale signal 〈uL01 〉. This mean is computed over an instantaneous
streamwise trace as shown in figure 4.4.
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Figure 4.4: Instantaneous increase in amplitude of the small-scale signal. The top
inset shows a large-scale fluctuation with a low magnitude, positive mean
and the bottom inset shows a large-scale fluctuation with a high magnitude,
negative mean.
• Step 2: The variance of the fine scale signal over the same instantaneous streamwise
trace (σ
u
S+
1
) is also computed.
• Step 3: Steps 3 and 4 are repeated along all streamwise traces in all three small-scale
FOVs.
• Step 4: A conditional pdf of σ
u
S+
1
conditioned on the sign of 〈uL01 〉 is calculated in order
examine the effect of the sign of larger scale fluctuations on amplitude modulation.
Figure 4.5 shows pdfs of the variance of u
S+
1 conditioned on 〈uL01 〉, i.e. shows the relative
magnitude of the very small-scale fluctuations conditioned upon the larger scale fluctuations.
The dashed lines are pdfs conditioned on 〈uL01 〉 < 0, i.e. negative instantaneous larger scale
fluctuations and the solid lines are conditioned on 〈uL01 〉 > 0. Data from two different Reynolds
numbers is shown; the pdfs with the higher modal peaks are from the mixing layer for which
Reλ ≈ 260 and the pdfs with the lower modal peaks are the mixing layer at Reλ ≈ 470, and
a correspondingly higher Uc. For both Reynolds numbers, the peak location of the pdf is at a
higher value for negative larger scale fluctuations than for positive fluctuations. This clearly
suggests that the larger scale negative fluctuations have an amplitude amplifying effect on the
finer scales. The higher Reynolds number pdfs have clearly broader tails, that stretch to a
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Figure 4.5: pdfs of variance of u
S+
1 conditioned on the sign of 〈uL01 〉 computed over a
streamwise trace. The pdfs with higher peaks are produced from a mixing
layer with Reλ ≈ 260 and the pdfs with lower peaks are produced from a
mixing layer with Reλ ≈ 470.
much greater extent, and correspondingly lower modal peaks. The variance of the u
S+
1 signal
is also analogous to the turbulent kinetic energy contained within these finer scales, hence it
is unsurprising that the higher Reynolds number data contains a higher proportion of high
variance signals.
The study of Mathis et al. [2009a] showed that there is an increase in the amplitude of the
small-scale fluctuations in regions for which the large-scale fluctuation is positive, and vice-
versa, in boundary layers. Mathis et al. [2009b] presented similar findings in channel and pipe
flows. In this thesis, presenting data from a free shear layer (mixing layer), it can be seen that
the opposite is true and that the amplitude of the small-scale fluctuations is increased in regions
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in which the large-scale fluctuation is negative and reduced in regions in which the large-scale
fluctuation is positive.
The modal value for the pdfs conditioned on 〈uL01 〉 > 0 in figure 4.5 is extremely similar
for both Reynolds numbers, although there is a broader peak for the higher Reynolds number
case. This is not the case for the pdfs conditioned on 〈uL01 〉 < 0. There is a distinct shift
towards higher variance for the higher Reynolds number case. There is thus also a Reynolds
number effect in the interaction between the larger and finer scale fluctuations, with higher
Reynolds number encouraging a greater increase in the amplitude of the small scales by large-
scale negative streamwise velocity fluctuations. This suggests that the interaction between large
and small scales in shear flow turbulence increases with Reynolds number.
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Figure 4.6: Joint pdf between variance of u
S+
1 and the representative larger scale fluc-
tuation, 〈uL01 〉.
Figure 4.5 shows that there is a tendency for larger scale negative fluctuations to increase
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the amplitude of the finer scale fluctuations. This can be confirmed in the joint probability
density function between the variance of u
S+
1 and 〈uL01 〉. Figure 4.6 shows the above-mentioned
joint pdf . It can be seen in this figure that particularly within regions of highest probability,
there is a clear slope towards higher variance and negative 〈uL01 〉. It can thus be concluded
that both the magnitude and the sign of 〈uL01 〉 are important in determining the intensity of
the finer scale fluctuations. This feature is also observed in the amplitude modulation effects
of wall-bounded flows [Guala et al., 2011, Ganapathisubramani et al., 2011].
By drawing the analogy between the variance of u
S+
1 and dissipation, figures 4.5 and 4.6
support the conclusion that high regions of intense dissipation occur concurrently with large-
scale negative velocity fluctuations drawn from figure 3.2. This can now be ascribed to the
interaction between scales in which large-scale negative velocity fluctuations lead to an increase
in the amplitude of the finer scale fluctuations. This interaction is additionally shown to be
more pronounced at higher Reynolds number.
Figures 4.5 and 4.6 show that there is an effect of amplitude modulation on the finer scales
imposed by larger scales. Figure 4.4 also shows that there could be the possibility of frequency
modulation of the finer scales by the larger scales. It can be seen in figure 4.4 that the finer
scale signal has a larger number of zero-crossings (i.e. rapid fluctuations) for the bottom inset
where the amplitude of the larger scale signal is higher and negative. Therefore, we now explore
the possibility of there being a larger scale determined frequency modulation of the finer scales.
This frequency modulation effect is captured by using the following procedure:
• Step 1: A representative value of the larger scale fluctuation is calculated as the mean
fluctuation of the larger scale signal 〈uL01 〉. This mean is computed over an instantaneous
streamwise trace as shown in figure 4.4.
• Step 2: The number of zero crossing (Nzc) in the finer scale signal is computed over
instantaneous streamwise trace of u
S+
1 .
• Step 3: Steps 3 and 4 are repeated along all streamwise traces in all three small-scale
FOVs.
• Step 4: A conditional pdf of Nzc conditioned on the sign of 〈uL01 〉 is calculated in order
examine the effect of the sign of larger scale fluctuation on frequency modulation.
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Figure 4.7: Number of zero crossings, Nzc, in the finer scale fluctuations conditioned
on 〈uL01 〉.
Figure 4.7 shows pdfs of the integer number of zero crossings that the u
S+
1 signal makes
within the length of the streamwise trace (this length is equal to 76η or 2λ) and is thus rep-
resentative of the frequency content of u
S+
1 . The figure shows that there is a slight shift in
the pdf of zero crossings conditioned on large-scale negative fluctuation, towards lower Nzc,
in comparison with that conditioned on large-scale positive fluctuations. The number of zero
crossings of the finer scale signal is evidently an integer value, and the shift from the 〈uL01 〉 > 0
(solid) pdf to the 〈uL01 〉 < 0 pdf is approximately one zero crossing, out of a uS+1 signal length of
just over 100. Therefore, there is some statistical uncertainty over whether there is a frequency
modulation effect. Having said that, figure 4.7 does offer some tentative evidence that ampli-
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tude modulation effect comes at the expense of a reduction of the “frequency” of the finer scale
fluctuations. Although, this reduction is marginal. This observation is further supported by
figure 4.8 which shows a joint pdf between Nzc and 〈uL01 〉. There is a clear slope of the contours
of the joint pdf , particularly on the high Nzc side, towards higher Nzc with increasing 〈uL01 〉.
There is also a clear preference for higher Nzc when 〈uL01 〉 is positive.
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Figure 4.8: Joint pdf between the number of zero crossings in u
S+
1 signal and the
representative larger scale fluctuation, uL01 .
Although figures 4.5 and 4.7 show the presence of amplitude and frequency modulation
effects of the larger scale fluctuation on the finer scales, it can be seen in figure 4.4 that the
amplitude and frequency of the finer scales could in fact be dependent on the streamwise
gradient of the larger scales rather than the larger scale fluctuation itself. In fact, the bottom
inset in figure 4.4, which shows enhanced fine scale activity, occurs in the presence of a larger
scale that is decelerating. Therefore, it is worth exploring the amplitude and frequency of the
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Figure 4.9: pdfs of variance of u
S+
1 conditioned on 〈∂uL01 /∂x1〉. The pdfs with higher
peaks are produced from a mixing layer at Reλ ≈ 260 and the pdfs with
lower peak values are produced from a mixing layer at Reλ ≈ 470.
finer scales conditioned on the gradient of the larger scale fluctuations.
The procedure followed to compute the amplitude and frequency of the finer scales condi-
tioned on the gradient of the larger scales is as follows:
• Step 1: A representative value of the streamwise gradient of the larger scale fluctuation is
calculated as the mean value of the large-scale streamwise velocity gradient, 〈∂uL01 /∂x1〉.
This mean gradient is computed over an instantaneous streamwise trace.
• Step 2: The variance of the finer scales (σ
u
S+
1
) and the number of zero crossing (Nzc) in
the finer scale signal is computed over instantaneous streamwise trace of u
S+
1 .
• Step 3: Steps 3 and 4 are repeated along all streamwise traces in all three small-scale
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FOVs.
• Step 4: Conditional pdfs of (σ
u
S+
1
) and Nzc conditioned on the sign of 〈∂uL01 /∂x1〉 are
calculated in order to examine the effect of the larger scale acceleration/retardation on
amplitude and frequency modulation.
Figure 4.9 shows pdfs of the variance of u
S+
1 conditioned on 〈∂uL01 /∂x1〉. The solid line pdfs
are conditioned on 〈∂uL01 /∂x1〉 > 0 and the dashed line pdfs are conditioned on 〈∂uL01 /∂x1〉 < 0.
Again, the pdfs with the higher modal peak values are produced from the mixing layer at
Reλ ≈ 260 and the pdfs with the lower modal peak values are produced from the mixing layer
at Reλ ≈ 470. The effect of Reynolds number broadening the pdfs, due to the increased number
of high variance signals, is evident by comparing the pdfs from the two different Reynolds
numbers, although there is a shift towards higher σ
u
S+
1
for the modal value at higher Reynolds
number (unlike for the pdfs conditioned on 〈uL01 〉 > 0 of figure 4.5).
A positive streamwise velocity gradient in the larger scale corresponds to an increase in
the local Reynolds number which should have a destabilising influence on a flow, yet there
is no discernible effect on the variance of the fine scales as the pdfs conditioned on negative
and positive gradients, for both Reynolds numbers, look virtually identical quantitatively and
qualitatively. Similarly, there is no difference in the number of zero crossings (Nzc) between
regions of positive and negative streamwise gradients (this figure is not shown for brevity).
This suggests that the concurrent large-scale gradients have minimal effect on the finer scales.
However, this does not preclude the possibility that the history of the larger scale gradient has
a considerable impact on the characteristics of the fine scales.
Figure 2.7 shows the locations of the three small-scale FOVs in relation to the large-scale
FOV. It can be seen that there is a considerable amount of area in the large-scale FOV down-
stream of two small-scale FOVs (upstream and centre small-scale FOVs). This area in the
large-scale FOV, which does not encompass the small-scale FOVs, can be used to examine the
history effects or the phase lag between the fine scales within the small-scale FOV and the
streamwise gradient of the larger scales in the large-scale FOV. Therefore, conditional pdfs
of σ
u
S+
1
and Nzc conditioned on the presence of positive or negative larger scale streamwise
gradient downstream of the fine scale fluctuations are calculated. Computation of these pdfs is
straightforward and follows the same procedure outlined above. However, the condition point
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Figure 4.10: (a) pdfs of σ
u
S+
1
conditioned on 〈∂uL01 /∂x1〉 downstream of the small-scale
FOV. The lower peaked pdfs are constructed from the mixing layer at
Reλ ≈ 470 and the higher peaked pdfs are constructed from the mixing
layer at Reλ ≈ 260. (b) pdf of number of zero crossings of uS+1 signal
conditioned on 〈∂uL01 /∂x1〉 downstream of the small-scale FOV.
(or area) is now located downstream of the small-scale FOV. Thus these conditional pdfs would
show the behaviour of the finer scale fluctuations that persist in the “wake” of the larger scales.
Figure 4.10(a) shows pdfs of the variance of the finer scale fluctuations conditioned on the
mean of the gradient of the larger scale fluctuation immediately downstream of the particular
FOV from which the finer scale fluctuations are taken. The larger scale gradient is computed
as the mean value along the same streamwise trace of the finer scales, however, the streamwise
extent over which this mean is computed begins immediately downstream of the small-scale
FOV and extends to a length of 2λ downstream (this length is identical to the length of the
small-scale FOV).
The solid line pdfs are conditioned on the occurrence of 〈∂uL01 /∂x1〉 > 0 downstream and the
dashed line pdfs are conditioned on 〈∂uL01 /∂x1〉 < 0. As before, the pdfs with the lower modal
peak are constructed from the mixing layer at Reλ ≈ 470 and the pdfs with the higher modal
peaks are constructed from the mixing layer at Reλ ≈ 260. The pdfs show that there is an
increased tendency for a higher proportion of high variance signals, and hence higher amplitude
finest scale fluctuations and thus regions of intense dissipation, in regions immediately behind
larger scale fluctuations for which 〈∂uL01 /∂x1〉 is positive. This effect is more marked at the
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higher Reynolds number than the lower one. The value of σ
u
S+
1
at which the modal peak is
located remains approximately constant for the pdfs conditioned on 〈∂uL01 /∂x1〉 < 0, although
the higher Reynolds number pdf has a broader peak, whereas there is a notable shift towards
higher σ
u
S+
1
conditioned on 〈∂uL01 /∂x1〉 > 0 at the higher Reynolds number.
Figure 4.10(b) shows pdfs of the number of zero crossings, Nzc, conditioned on 〈∂uL01 /∂x1〉
immediately downstream of the small-scale FOVs. There appears to be a slight shift in the pdf
conditioned on negative 〈∂uL01 /∂x1〉 towards a higher number of zero crossings relative to that
conditioned on 〈∂uL01 /∂x1〉 > 0. This shift is less than one zero crossing and the modal value
for both pdfs is the same at 26 zero crossings. This suggests that this shift may actually be a
numerical artefact rather than a physical process.
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
0
10
20
30
40
50
60
70
80
90
100
110
σ
u
S+
1
/Uc
p
df
 
 
〈uL01 〉 < 0
〈uL01 〉 > 0
(a)
5 10 15 20 25 30 35 40 45 50
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Nzc
p
df
 
 
〈uL01 〉 < 0(Reλ ≈ 260)
〈uL01 〉 > 0(Reλ ≈ 260)
〈uL01 〉 < 0(Reλ ≈ 470)
〈uL01 〉 > 0(Reλ ≈ 470)
(b)
Figure 4.11: (a) pdfs of variance of u
S+
1 conditioned on 〈uL01 〉 fluctuations downstream
of the small-scale FOV. The lower peaked pdfs are constructed from the
mixing layer at Reλ ≈ 470 and the higher peaked pdfs are constructed
from the mixing layer at Reλ ≈ 260. (b) pdf of number of zero crossings
in u
S+
1 conditioned on 〈uL01 〉 downstream of small-scale FOV.
For comparison, conditional pdfs conditioned on the mean large-scale fluctuations rather
than the gradient were also calculated in order to delineate the differences in the phase lag
between velocity fluctuations and their gradients. Figure 4.11(a) shows pdfs of the variance of
the finer scales fluctuations conditioned on larger scale fluctuations immediately downstream
of the small-scale FOV. The solid line pdfs are conditioned on 〈uL01 〉 > 0, with the dashed line
pdfs conditioned on 〈uL01 〉 < 0 and the pdfs with the lower modal peak values are from the
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mixing layer at Reλ ≈ 470 and the pdfs with the higher modal peaks are from the mixing layer
at Reλ ≈ 260. The figure closely resembles figure 4.5, both quantitatively and qualitatively,
showing that the variance of the small-scale fluctuations is amplified by the presence of a larger
scale negative fluctuation immediately downstream of, as well as concurrent with, the finer
scales. Again, the effect of the larger scale fluctuations amplifying the magnitude of the finer
scales is more significant at the higher Reynolds number than the lower Reynolds number.
Figure 4.11(b) shows a pdf of the number of zero crossings of the u
S+
1 on the 〈uL01 〉 > 0
downstream. There is a marginal shift in the number of zero crossings, including the modal
value, for the pdf conditioned on 〈uL01 〉 > 0 in comparison to that conditioned on 〈uL01 〉 < 0,
which is similar to figure 4.7(b). This is again a small difference of just over one zero crossing
and may be a numerical artefact.
Figures 4.5 and 4.6 show that there is a tendency for an amplification of the finest scale
fluctuations in regions for which the larger scales are negative and a reduction in the amplitude
of the finest scales in regions in which the larger scales are positive. There is also some evidence
presented in figures 4.7 and 4.8 to suggest that this amplification in the amplitude of the finest
scales comes at the expense of a reduction in the “frequency” of the finest scales.
It has been shown that the amplitude and frequency of the finest scales is modulated by the
large scales downstream of the finest scales. Results also suggest that the amplitude modulation
is driven by a region of positive streamwise gradient of the larger scale fluctuations downstream
of the finest scales. Moreover, a positive streamwise gradient downstream of the small-scale
FOV is clearly coupled to a concurrent region of negative larger scale velocity fluctuation. The
data in this thesis is Eulerian, meaning that it is not possible to determine causality, i.e. if
the amplitude and frequency modulation are driven by the positive gradient downstream with
the condition that the concurrent larger scale fluctuations are negative or vice-versa. It can
be postulated that the mechanism by which the amplitude of the finest scales is increased
by a region of positive 〈∂uL01 /∂x1〉 upstream is to do with a local increase in the Reynolds
number as the velocity is increased. Larger amplitude, energy containing, fluctuations are also
associated more with larger scales than finer scales which is an explanation for the apparent
frequency modulation of the finest scales. Again, however, it is not clear whether the amplitude
modulation or the frequency modulation is causal, but a local increase in Reynolds number
would also account for the reduction in influence of the smallest scales.
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Figure 4.12: pdfs of σ
u
S+
1
conditioned on the streamwise gradient of uL01 (a) 0 − 2λ
downstream of small-scale FOV, (b) 2λ − 4λ downstream of small-scale
FOV, (c) 4λ− 6λ downstream of small-scale FOV and (d) 6λ− 8λ down-
stream of small-scale FOV.
In order to better determine the phase lag between the finest scale activity and the larger
scales, we compute pdfs of σ
u
S+
1
conditioned on the occurrence of positive and negative larger
scale fluctuations and its gradient at different downstream distances. The region downstream
of the most upstream small-scale FOV is split into streamwise sections of length 2λ (which is
the streamwise extent of the small-scale FOV) and pdfs of σ
u
S+
1
are computed conditioned on
the sign of 〈uL01 〉 and 〈∂uL01 /∂x1〉 downstream of the small-scale FOV. Figure 4.12 shows the
pdfs of σ
u
S+
1
conditioned on the sign of 〈∂uL01 /∂x1〉 in the regions 0−2λ (a), 2λ−4λ (b), 4λ−6λ
(c) and 6λ − 8λ (d) downstream of the small-scale FOV from which the finest scale signal is
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taken. The pdfs of σ
u
S+
1
are thus conditioned on the streamwise gradient of the large-scale
fluctuations at an increasing downstream distance (a) to (d). The location of the large-scale
signal used to condition the pdfs in figure 4.12(d) roughly coincides with the next small-scale
FOV downstream, i.e. with the central small-scale FOV of figure 2.7. The pdf of the small-
scale variance conditioned on the coincident large-scale velocity gradient of figure 4.9 can be
considered as the “starting point” of the sequence (a) to (d) . It can be seen that the amplitude
modulation effect is at its greatest in figure 4.12(a), as the pdfs conditioned on negative and
positive streamwise gradient of the large-scale fluctuations show the greatest shift, with the
downstream positive gradient having the effect of amplifying the magnitude of the finest scales.
This effect has all but vanished in the region 6λ− 8λ downstream in figure 4.12(d).
There is a stark difference between figures 4.9 and 4.12(a), showing the finest scales condi-
tioned on the coincident large-scale gradient and the large-scale gradient just downstream of
the finest scales, respectively. At the measurement location, in the high Reynolds number case,
the Kolmogorov time scale is approximately 33 ms compared to a time of approximately 38 ms
required to convect a distance of 2λ at the mean velocity at the measurement location. This
suggests that the small scales respond quickly to the passage of a region of sustained positive
streamwise gradient in the larger scales, leading to an increase in the local Reynolds num-
ber. The fact that figures 4.12(c) and (d) also illustrate the amplitude modulating effect show
that the small scales also respond to regions of positive streamwise gradient of the large-scale
fluctuations further upstream, up to 6λ.
A further examination of the phase difference aspect of amplitude modulation is carried out
by computing the difference between the pdf of the variance of u
S+
1 conditioned on a positive and
negative event. This pdf difference is calculated at various downstream locations that range the
entire domain of the large-scale FOV. Figure 4.13(a) shows contours of the difference between
pdfs calculated for 〈uL01 〉 > 0 and 〈uL01 〉 < 0 as a function of both the relative downstream
locations and σ
u
S+
1
. Each band in the figure is offset by a distance of λ, up to a maximum
downstream distance of ≈ 16λ, which corresponds to the streamwise extent of the large-scale
FOV. A positive value of the difference indicates that the bin that corresponds to a given
relative streamwise position and σ
u
S+
1
is dominated by events for which 〈uL01 〉 > 0 at that
relative streamwise position. Conversely, a negative value indicates that σ
u
S+
1
is dominated
by events for which 〈uL01 〉 < 0 at that relative streamwise position. The data extracted along
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Figure 4.13: (a) Contour plot showing the difference between the pdf (similar to fig-
ure 4.12) conditioned on 〈uL01 〉 > 0 and the pdf conditioned on 〈uL01 〉 < 0
produced using the uL01 data in the streamwise domain of each band
downstream of the u
S+
1 data in the upstream high resolution FOV. (b)
Contour plot showing the difference between the pdf conditioned on
〈∂uL01 /∂x1〉 > 0 and the pdf conditioned on 〈∂uL01 /∂x1〉 < 0 produced
using the uL01 data in the streamwise domain of each band downstream of
the u
S+
1 data in the upstream high resolution FOV.
xL01 −x+1 = 0 in the figure corresponds to the difference between the pdf conditioned on 〈uL01 〉 > 0
and the pdf conditioned on 〈uL01 〉 < 0 of figure 4.5.
Figure 4.13(b) is similar to (a) but the contours are the difference between the pdfs condi-
tioned on 〈∂uL01 /∂x1〉 > 0 and the pdfs conditioned on 〈∂uL01 /∂x1〉 < 0 at different downstream
locations. As mentioned previously, The data extracted along xL01 − x+1 = 0 in the figure
corresponds to the difference between the pdfs of figure 4.9.
Figure 4.13(a) shows that the effect of the larger scales on the finest scales can be seen to be
at its greatest when the large-scale negative fluctuations are concurrent with the finest scales,
illustrated by the large negative value contours for higher values of σ
u
S+
1
at the streamwise
origin. This effect steadily decreases with increasing downstream distance of the conditional
point up to xL01 − x+1 ≈ 8λ where it increases again reaching a secondary peak/valley at the
farthest downstream location at xL01 − x+1 = 15λ.
Figure 4.13(b) shows that the downstream streamwise gradient modulates the amplitude of
the finest scales in the range of λ < Λ < 6λ (where there is a large peak/valley in the contours),
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with evidently no modulating effect concurrent with the finest scales. This is consistent with
the observations based on figure 4.12 that the downstream gradient plays a role in amplifying
the finest scales. Figure 4.13(b) also shows that there is a sign change in the difference between
the pdfs at large downstream separations, i.e. for xL01 −x+1 > 14λ, which suggests that the finest
scales tend to be amplified by a region of large-scale negative streamwise velocity gradient that
is located 15λ downstream.
As mentioned previously, figure 4.13(a) also shows an increase in this amplitude modulation
at a distance of ≈ 15λ downstream of the small-scale FOV, although it can still be seen that
negative large-scale fluctuations are responsible for increasing the finest scale activity as there
is no sign change present. At this location downstream, the amplitude of the finest scales is
correlated to both a negative streamwise velocity gradient and a negative velocity fluctuation.
The above-mentioned observations on amplitude modulation and the phase lag can be rec-
onciled through a physical mechanism that involve the passage of integral scale sized structures
that leave a “wake” of fine scales behind them. Figure 4.14 shows a schematic representation
of this physical mechanism. The top of the figure shows two adjacent typical spanwise rollers
that are the larger scales in the mixing layers [Winant and Browand, 1974, Brown and Roshko,
1974]. These structures are of the size of the integral scale (L) which is approximately equal
to 20λ in the current study. The bottom plot in figure 4.14 shows a trace of the streamwise
velocity fluctuation of the larger scales taken along the line shown in the top plot. This line plot
shows that larger scale streamwise velocity fluctuations are positive upstream of a roller and
steadily decrease through the roller reaching a minimum at the centre of a roller and increase
beyond this point until beginning of the adjacent roller. This velocity signature is derived
from the entrainment of high speed fluid (from the high speed side) upstream of the roller and
entrainment of low speed fluid (from the low speed side) downstream of the roller. The bottom
of the figure also shows the fluctuations of the finest scales through the same line shown in
the top plot. This signature shows that the finest scales are amplified within the roller and
are attenuated in the shear layers that connect the adjacent rollers. This signature is entirely
consistent with the observations from the conditional pdfs presented in this section where the
finest scales are amplified concurrently with negative fluctuations (and upstream of larger scale
acceleration) and are attenuated with positive fluctuations (an upstream of larger scale decel-
eration). Section 3.4 in the previous chapter showed that large-scale fluctuations convect at a
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Figure 4.14: Illustrative representation highlighting the zones of interaction between
larger and finer scales in the mixing layer. The integral length scale is
marked in the figure and in the current study the ratio between the integral
scale and the Taylor microscale, L/λ = 21 (for Reλ ≈ 260).
higher velocity than the small-scale fluctuations in the mixing layer, lending further credence
to the notion of the integral scale sized structures leaving a “wake” of fine scales behind them.
4.3 Conclusions and further discussion
A series of PIV experiments were carried out in the far-field of a turbulent planar mixing
layer within a water tunnel facility that captured large- and small-scale velocity fluctuations
simultaneously. The large-scale low-resolution FOV, had a resolution of 12η, where η is the
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Kolmogorov length scale, the and small-scale high-resolution FOVs, which are contained within
the low-resolution FOV and detailed in figure 2.7, had a resolution of 1.3η. In this way it was
possible to resolve the flow field at both the large scales and the small scales simultaneously.
The velocity fluctuations obtained in the two different FOVs are used to examine the di-
rect impact of the larger scales (of the order integral scale) on the finest scales (of the order
of the characteristic thickness of intense dissipative structures) and vice-versa. The velocity
fluctuations from the small-scale FOV were high-pass filtered such that only fluctuations on
length scales smaller than 12η, which corresponds to the typical diameter of high enstrophy
“tubes”/“worms” in shear flow turbulence were retained. The fluctuations from the large-scale
FOV were low-pass filtered such that they only contained fluctuations at scales larger than 2λ
(0.1L). It can be observed that there is a slight dependence of the finest scale fluctuations
(u
S+
1 ) on the distribution of the larger scale fluctuations. There is a very slight difference in the
distribution of the large-scale fluctuations when conditioned on the finest scales being positive
or negative, but there is a substantial difference between the overall distribution of the larger
scale fluctuations and those conditioned on high magnitude finest scale fluctuations, as can be
seen in figure 4.2(b). This is in contrast to the developing region of a mixing layer in which
Roshko [1976] states that there is no dependence of the large scales on dissipation or the small
scales. It is thus apparent, that whilst there is unmistakably a mean cascade of energy from
the large scales to the small scales with a mean transfer of energy into turbulence from the
mean flow at the large scales and dissipated at the smallest, that the finest scales can affect
the largest scales as well.
Previous studies in wall-bounded turbulent flows have shown evidence of the sign of the
large-scale fluctuations affecting the amplitudes of the small scales [Mathis et al., 2009a, b].
The results in this thesis go further and present a statistical examination of the amplitude
modulation and frequency modulation of the finest scales by the larger scale fluctuations. In
contrast to the previously studied wall bounded flows, it is found that the amplitude, as mea-
sured by the variance of the finest scale fluctuations is found to increase in the presence of
larger scale negative fluctuations (figure 4.5). This amplification of the finest scale fluctuations
by the larger scale negative fluctuations is more pronounced at the higher Reynolds number
of Reλ ≈ 470 than for Reλ ≈ 260. Figure 4.6 also shows that this effect increases with an
increasing magnitude of the larger scale fluctuation, suggesting that both the magnitude and
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the sign of the larger scale fluctuation plays a role in the amplitude modulation of the finest
scale fluctuations. This illustrates that the interaction between the scales is variable with the
intensity of the larger scale fluctuations.
Tentative evidence is also presented to show that this increase in the amplitude of the finest
scale fluctuations is coupled to a reduction in the “frequency” of the finest scale fluctuations. It
is argued that the increased magnitude of the u
S+
1 fluctuations is mainly felt at the larger end
of the finest scales and therefore reduces the significance of the smallest end of the finest scales,
which contains the least energy, and leads to a reduction in the number of zero crossings of the
signal within its streamwise extent. This is confirmed in figure 4.8, which shows the contours
of the joint pdf between 〈uL01 〉 and the number of zero crossings, Nzc sloping towards lower Nzc
as 〈uL01 〉 becomes increasingly negative; particularly so on the high Nzc side of the joint pdf .
It is also observed that the concurrent streamwise gradient of the larger scale velocity fluc-
tuations plays no role at all in the amplitude and frequency modulation of the finest scale
fluctuations. Instead, there is a phase lag between the streamwise gradient of the larger scale
velocity fluctuations and the amplitude and frequency modulation of the finest scale fluctu-
ations. It is found that high amplitude finest scale velocity fluctuations occur upstream of a
region of sustained positive streamwise gradient of the larger scale fluctuations. Conversely, the
amplitude of the finest scales is attenuated upstream of a region with sustained negative stream-
wise gradient of the larger scale fluctuations. This effect is again Reynolds number dependent,
with the higher Reynolds number leading to a greater amplitude/frequency modulation than
the lower Reynolds number. This is supportive of the findings in wall-bounded turbulent flows
Priyadarshana et al. [2007], Kholmyansky and Tsinober [2008], Mathis et al. [2009a].
Due to the Eulerian nature of this PIV data obtained in this thesis, it is not possible
to determine the causality of the amplitude/frequency modulation of the finest scales. How-
ever, a mechanism is proposed where a sustained period of positive streamwise gradient of
the larger scale velocity fluctuations leads to an increase in the local Reynolds number, which
is evidently destabilising. On average, it is also expected that a sustained region of positive
streamwise gradient of the large-scale velocity fluctuations is located downstream of a sustained
region of negative larger scale fluctuation in order to maintain the zero mean of the fluctuat-
ing component required by the Reynolds decomposition. This offers an explanation for the
amplitude/frequency modulation occurring concurrently with negative large-scale fluctuations.
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Finally, the effect of the phase lag between the finest scale activity and the larger scale fluctu-
ations can be reconciled through a mechanism in which the finest scales are essentially left in
the “wake” of spanwise roller type larger scale structures that inhabit a turbulent mixing layer.
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Chapter 5
Strain - rotation interaction
The work in the first part of this chapter has been published: J. Fluid Mech. (2010) 651:483-
502, “Amplification of enstrophy in the far field of an axisymmetric turbulent jet.” The second
part of this chapter has been accepted for publication in Phys. Fluids under the title ”The
interaction between strain-rate and rotation in shear flow turbulence from inertial range to
dissipative length scales”.
5.1 Introduction
The first part of this chapter aims to investigate the nonlinear enstrophy production term
(ωiSijωj) in the turbulent far field of an axisymmetric turbulent jet. Cinematographic stereo-
scopic PIV data is used as the basis for this investigation. Particular emphasis is given to
comparing enstrophy production in swirling (λci > 0) and straining (λci = 0) regions, by means
of examining the alignment of the eigenvectors of the rate of strain tensor (ei) with the vortic-
ity vector (ω). The second part of this chapter aims to examine the scale dependence of the
alignment between the extensive strain-rate eigenvector and the vorticity vector in shear flow
turbulence.
5.2 Experimental facility and techniques
The data used in this study was obtained by Ganapathisubramani et al. [2007] at the University
of Texas, Austin, USA. The axisymmetric jet exhausted into a mild co-flow of air from a pipe
of circular cross section (diameter, D = 26 mm), located at the centre of the co-flow facility.
Tsurikov [2003], who developed the experimental facility, acquired velocity profiles using hot-
film probes and documented the presence of a fully developed pipe flow at the jet axis. The
spectra at the centreline indicated a −5/3 spectrum and had no dominant frequency. The jet
velocity was U0 = 3 ms
−1 and the co-flow velocity was U∞ = 0.15 ms
−1. The boundary layer
on the outside of the jet, due to the co-flow, was laminar with an estimated thickness of 11
mm near the jet exit. Additional details regarding design and construction of the flow facility
and qualification of the flow field at the jet exit (i.e. axi-symmetry of the jet, mean velocity
profiles, turbulence intensities etc.) are presented in Tsurikov [2003].
Cinematographic stereoscopic PIV measurements were performed in the “end view” plane
(x2−x3) at a downstream axial location of x1 = 32D (N.B. in this study x1 is the axial direction
and x2 and x3 are the two orthogonal radial directions). The seed particles were illuminated by
a laser sheet of thickness ≈ 1 mm and the scattered light was captured by two CMOS cameras
in stereoscopic arrangement oriented at an angle of 30◦ to the axis of the jet. Cinematographic
images were captured for a duration of 1 s, corresponding to a total of 2000 frames and 2 GB
of data for each experimental run. The vector fields were computed by correlating successive
particle images in the movie sequence (∆t = 500 µs, since the frequency of image acquisition
was 2 kHz). The resulting vectors from each camera were then combined to compute all three
velocity components. The final interrogation region was 16 × 16 pixels with 50% overlap. A
maximum pixel displacement with a magnitude of approximately seven pixels was observed for
each camera. The resolution of the resulting stereoscopic vector fields is approximately 3η×3η
(1.35×1.35 mm2) and successive vectors are separated by 1.5η (due to 50% overlap). The total
field size is 160η×160η (76×76 mm2). Due to intrinsic uncertainties associated with performing
stereoscopic PIV measurements the velocity field was not divergence free (i.e. ∇ ·u 6= 0). The
divergence error is in line with other experimental studies and is characterised and discussed
further in Ganapathisubramani et al. [2007].
The relevant length scales at the measurement location are: jet half width (δ1/2) = 126
mm, Taylor microscale (λ) = 13.8 mm and Kolmogorov scale (η) = 0.45 mm. The Kolmogorov
scale is defined as η = (ν3/〈ǫ〉)1/4, where ν is the kinematic viscosity and 〈ǫ〉 is the mean rate
of dissipation which was calculated from the experimental data. The Reynolds number based
on jet exit velocity and diameter, ReD = 5100 and the Reynolds number based on Taylor
micro-scale, Reλ ≈ 150.
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Taylor’s hypothesis, with a convection velocity equal to the local mean axial velocity
u1(x2, x3) (u1, u2 and u3 are the velocity components along the x1, x2 and x3 directions re-
spectively) was utilised to reconstruct a quasi-instantaneous space-time volume of this filtered
data in order to produce three-dimensional flow visualisations. The convection velocity (i.e.
the mean axial velocity) varies over the x2 − x3 plane and consequently the axial coordinates
are different for different regions of the jet. Additional information regarding the experimental
setup and validation can be found in Ganapathisubramani et al. [2007, 2008].
5.3 Statistical results
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Figure 5.1: pdf for the enstrophy production rate (ωiSijωj) normalised by (ν/η
2)3,
where ν is the kinematic viscosity and η is the Kolmogorov length scale.
N.B. the ordinate axis is logarithmic.
A probability density function for the enstrophy production rate, ωiSijωj , is presented
in figure 5.1. This data, and all subsequent data, are non-dimensionalised by the suitable
combination of ν and η, where ν is the kinematic viscosity and η is the Kolmogorov length
scale. The general consensus in the literature (Taylor [1938], Tennekes and Lumley [1972]
amongst others) is that vortex stretching (ωiSijωj > 0) is favoured over vortex compression
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(ωiSijωj < 0) in high Reynolds number flows. This is borne out in the figure, which shows that
there is a significant peak just above zero. Additionally, the positive tail of the pdf is “fatter”
than the negative one indicating further that enstrophy amplification is favoured over enstrophy
attenuation in turbulent flows resulting in a positive mean value of 〈ωiSijωj〉 = 0.07(ν/η2)3.
The shape of this pdf agrees well with the dual plane stereo PIV study of Mullin and Dahm
[2006].
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Figure 5.2: Probability density functions (pdfs) of cosine of the alignment angle be-
tween the eigenvectors of the rate of strain tensor (ei) and the vorticity
vector (ω). The solid lines are pdfs constructed from regions for which
λci = 0, i.e. there is no local swirling and the dashed lines are for λci > 0,
i.e. local swirling is present.
Equation 1.3 illustrates the importance to the overall enstrophy production rate of the align-
ment of the vorticity vector to the strain-rate tensor eigenvectors. Figure 5.2 shows probability
density functions (pdfs) for the cosines of the alignment angle between the rate of strain tensor
eigenvectors and the vorticity vector. In order to distinguish between swirling and straining
regions the discriminant of the characteristic equation for the eigenvalues of the velocity gra-
dient tensor (equation 5.1), D, is employed. When D is positive the eigenvalues are complex
and the streamlines are locally swirling [Zhou et al., 1999] and the quantity λci =
√
D is used
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as a measure of the local swirling strength. When D is negative (real eigenvalues only) there
is no local swirling present (straining only) and λci is set to zero. In the data presented here,
regions with a non-zero value of λci, hence swirling regions, accounted for 62% of the volume
investigated. Over all these regions, for which there was a local swirl defined, the mean value
〈λci〉 = 21.1 s−1. The solid lines of figure 5.2 are pdfs constructed from all regions for which
there is no local swirling defined (λci = 0) and the dashed lines are constructed from regions for
which there is a local swirl defined (λci > 0). The tendency for ω to preferentially align with the
intermediate strain-rate eigenvector (e2) can be observed from the peak in both the straining
and swirling pdfs at |eˆ2 · ωˆ| = 1, in agreement with the literature. Additionally, the tendency
for ω to be perpendicular to the compressive strain-rate eigenvector (peaks at |eˆ3 · ωˆ| = 0)
and arbitrarily aligned with the extensive strain-rate eigenvector (flat pdfs for |eˆ1 · ωˆ|) can be
observed in the figure. The tendency for ω to align with e2 and to be perpendicular to e3 is
exaggerated (higher peak in solid line pdf values) for straining regions as opposed to swirling
regions. A slight peak in the solid line pdf suggests that there is a slight preference for ω to
align with e1 in straining regions.
The effects of vorticity - strain-rate eigenvector alignment upon enstrophy production rate
can be further examined by categorising the regions using the second and third invariants
of the characteristic equation for the eigenvalues of Dij, the velocity gradient tensor. This
characteristic equation is given by the following:
λ3 + Pλ2 +Qλ +R = 0 (5.1)
Q, the second invariant, can be written as 1
2
(‖Ωij‖2 − ‖Sij‖2) for an incompressible flow and
can be used as a vortex identification criterion as it illustrates the local excess of rotation over
strain-rate [Chakraborty et al., 2005]. P and R are the first and third invariants and are defined
as ∇·u (= 0 for an incompressible flow) and −det(Dij) respectively. The study of Chong et al.
[1990] used a Q - R plane as a means of characterising different flow behaviour. Figure 5.3
shows a joint pdf between Q and R. Dashed lines mark R = 0 and D = 0 (where D is the
discriminant of the characteristic equation, 5.1) in order to split the regions into four sectors.
The Q − R plane has been shown to unambiguously determine the local topology of the fluid
motion [Mart´ın et al., 1998]. In P − Q − R space the equation for the surface that separates
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Figure 5.3: Joint pdf between Q and R, the second and third invariants of the char-
acteristic equation for the eigenvalues of the velocity gradient tensor, nor-
malised by the second and third powers of ν/η2 respectively. The outer
contour is at level 70 and the inner contour at level 700. The spacing be-
tween adjacent contour levels is 70. The dashed lines mark R = 0 and
D = Q3 + (27/4)R2 = 0 (D is the discriminant of the characteristic equa-
tion). Below the Q - R plot are pdfs illustrating the alignment tendencies
(|eˆi · ωˆ|) of ω with e1 (solid lines) and e2 (dashed lines) in the four sectors
marked on the joint pdf .
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purely real from complex roots is given by the following [Chong et al., 1990]:
27R2 + (4P 3 − 18PQ)R+ (4Q3 − P 2Q2) = 0 (5.2)
In a completely divergence free flow (∇ · u = 0 i.e. P = 0) the equation for D is given by
D = Q3 + (27/4)R2. Regions for D > 0 are thus swirling whereas points for which D < 0 are
straining only [Perry and Chong, 1994]. Due to the limitations of the experimental techniques
used to gather the data the velocity field is not completely divergence free (hence P 6= 0).
This leads to some purely real solutions (straining only) for D > 0 and complex solutions
(swirling) for D < 0 (see Ganapathisubramani et al. [2008] for more details on limitations of
the experimental technique). The four sectors are defined as D > 0;R > 0 (S1 for brevity),
D < 0;R > 0 (S2), D < 0;R < 0 (S3) and D > 0;R < 0 (S4). The pdfs for the alignment
tendencies of the extensive (e1) and intermediate (e2) strain-rate eigenvectors with ω in the
four sectors are presented beneath the Q - R plot.
The largest of the sectors is S4 accounting for 37% of the total volume. This sector is
dominated by swirling with 96% of the volume within S4 exhibiting local swirling, for which
the mean value was 〈λci〉S4 = 1.16〈λci〉. The sector S4 is also responsible for a large proportion
of the total enstrophy production rate 〈ωiSijωj〉S4 = 2.44〈ωiSijωj〉, with 93% of the constituent
volume having a positive value of ωiSijωj. The alignment pdf for S4 shows that there is a
large peak at |eˆ1 · ωˆ| = 1 (the solid line pdf) indicating that the vorticity vector aligns with
the extensive strain-rate eigenvector in S4. This strong alignment with the extensive strain-
rate eigenvector (relative to S1 and S2) encourages vortex stretching and hence enstrophy
amplification.
The pdf for sector S3 also shows a peak at |eˆ1·ωˆ| = 1, illustrating a tendency for the vorticity
vector to align with the extensive strain-rate eigenvector. This sector shows a moderate positive
enstrophy production rate (〈ωiSijωj〉S3 = 0.54〈ωiSijωj〉); this is smaller than 〈ωiSijωj〉 due to
the fact that 35% of points within S3 possess negative values of ωiSijωj . S3 is a sector that
is dominated by straining regions, with 93% of the regions exhibiting no local swirling. This
sector is comprised of only 10% of the total volume.
S2 is another sector that is dominated by straining regions (D < 0) with 92% of the con-
stituent points exhibiting no local swirling. The mean enstrophy production rate is also mod-
erate, 〈ωiSijωj〉S2 = 0.69〈ωiSijωj〉, with a slightly greater proportion of points (80%) displaying
115
positive ωiSijωj than S3. This sector accounts for 24% of the overall volume.
S1 is a weakly swirling region with 83% of the constituent volume exhibiting local swirling.
The mean swirling strength is 〈λci〉S1 = 0.47〈λci〉. It is the only sector for which the mean rate of
enstrophy production is negative (enstrophy attenuation), with 〈ωiSijωj〉S1 = −0.40〈ωiSijωj〉,
with 61% of the constituent points having ωiSijωj < 0. The alignment pdf for S1 shows a
strong peak at |eˆ1 · ωˆ| = 0 indicating that the vorticity vector tends to be perpendicular to the
extensive strain-rate eigenvector, in stark contrast to the vortex stretching sectors S3 and S4.
S1 is the second largest sector by constituent regions, accounting for 29% of the total number.
The salient properties of all four sectors are summarised in table 5.1.
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Figure 5.4: (a) pdf of cosine of alignment angle between the extensive strain-rate
eigenvector (e1) and the vorticity vector (ω) for enstrophy amplifying
(ωiSijωj > 0) and enstrophy attenuating (ωiSijωj < 0) regions. (b) pdf
of cosine of alignment angle between the intermediate strain-rate eigenvec-
tor (e2) and ω for enstrophy amplifying and enstrophy attenuating regions.
Several general observations can be made from figure 5.3. It can be seen that the e2 - ω
alignment pdfs are qualitatively and quantitatively similar for all four sectors. By contrast the
e1 - ω alignment pdfs can be seen to vary significantly both qualitatively and quantitatively.
The pdfs of S3 and S4 are completely different in shape to that of S1 (a peak for the two
vectors being perpendicular) and S2 (a flat pdf indicating arbitrary alignment). It can thus be
concluded that the alignment between the vorticity vector and the extensive strain-rate eigen-
vector is crucial in determining whether the rate of enstrophy production is positive (parallel)
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Sector (S) Proportion of total regions (%) 〈ωiSijωj〉S/〈ωiSijωj〉 〈λci〉S/〈λci〉
S1 29 -0.40 0.47
S2 24 0.69 N/A
S3 10 0.54 N/A
S4 37 2.44 1.16
Table 5.1: Summary of mean enstrophy production rates (〈ωiSijωj〉S) and mean
swirling strength (〈λci〉S) for the four sectors of the Q − R plane of figure
5.3.
or negative (perpendicular). The role of the alignment between the intermediate strain-rate
eigenvector and the vorticity vector is of much less significance. This can be seen in figure 5.4
that shows that e1 - ω alignment pdfs are completely different for ωiSijωj > 0 and ωiSijωj < 0.
The pdf for vortex stretching points (i.e. ωiSijωj > 0) shows a clear peak for parallel alignment
between e1 and ω, whereas the vortex compression pdf shows a peak when the two vectors are
perpendicular. The “traditionally” flat pdf for e1 - ω alignment (shown in figure 5.2) can thus
be seen to be the summation of the distinctly different alignment behaviour of vortex stretching
and vortex compression regions. By contrast the pdfs of e2 - ω alignment shown in figure 5.4(b)
are qualitatively similar for both vortex stretching and vortex compression regions, albeit with
a more arbitrary alignment (lower peak value) for the ωiSijωj < 0 case.
Although sectors S2, S3 and S4 favour enstrophy amplification over attenuation, S4 has a
much larger mean enstrophy production rate than the other two sectors. Of these three sectors,
S4 predominantly contains swirling regions whereas S2 and S3 are dominated by straining
regions. Figure 5.5(a) shows a joint pdf between the logarithm of ωiSijωj and the local swirling
strength (λci) constructed from regions for which ωiSijωj > 0, i.e. enstrophy amplifying points.
The dashed line on the figure illustrates the mean local swirling rate, 〈λci〉. Of the enstrophy
amplifying regions (ωiSijωj > 0), 36% are weakly swirling (0 < λci < 〈λci〉) and 40% are
straining (λci = 0). However, the weakly swirling and straining regions account for only 18%
and 21% of the total enstrophy production (positive ωiSijωj) respectively. Strongly swirling
regions (λci > 〈λci〉), whilst accounting for only 24% of the regions, contribute 61% of the total
enstrophy production rate. This is further supported by the fact that the joint pdf contours
slope towards higher ωiSijωj for higher λci, suggesting that higher enstrophy production rates
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Figure 5.5: (a) Joint pdf between local swirling strength (λci) and the logarithm of the
normalised enstrophy production rate (ωiSijωj) for regions in which this
term is positive (enstrophy amplification). The outer contour level is 0.045
and the inner contour level 0.45. The separation between successive contour
levels is 0.045. (b) Joint pdf between λci and the logarithm of the magnitude
of ωiSijωj for regions in which this term is negative (enstrophy attenuation).
The outer contour is at level 0.06 and the inner contour at level 0.6. The
separation between successive contour levels is 0.06. The dashed lines in
both figures illustrate the mean value of local swirling strength, 〈λci〉 = 21.1
s−1.
are associated with higher local swirling. This clearly mirrors the finding that S4, the most
strongly swirling sector in the Q − R plane, is also the sector with the highest enstrophy
production rate.
Figure 5.5(b) shows the joint pdf between the logarithm of the magnitude of ωiSijωj and
λci constructed from regions for which ωiSijωj < 0, i.e. enstrophy attenuating points. It can
be seen that the inner most contours do not slope as steeply towards high λci with increasing
enstrophy attenuation rate as the contours of the joint pdf in figure 5.5(a) do for increasing
enstrophy amplification rate. This is illustrated by the steeper tangent to the joint pdf in
figure 5.5(a) than that of figure 5.5(b). In addition, the contours do not extend as far into
high values of λci as those of the enstrophy production joint pdf in figure 5.5(a). This figure
thus mirrors the finding that enstrophy attenuation (ωiSijωj < 0) is predominantly observed
in weakly swirling regions, such as those found in S1.
Figure 5.6(a) shows the joint pdf between the intermediate strain-rate (s2) and the logarithm
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Figure 5.6: (a) Joint pdf between the intermediate strain-rate (s2) and the logarithm
of the enstrophy production rate (ωiSijωj) for regions in which this term
was positive (enstrophy amplification). The outer contour is at level 0.22
and the inner contour at level 2.2. The separation between successive
contour levels is 0.22. (b) Joint pdf between s2 and the logarithm of the
magnitude of ωiSijωj for regions in which this term was negative (enstrophy
attenuation). The outer contour is at level 0.25 and the inner contour at
level 2.5. The separation between successive contour levels is 0.25.
of the enstrophy production rate (ωiSijωj), for regions in which this term was positive (i.e.
enstrophy amplification). Due to the fact that s2 can be either extensive or compressive it
determines whether a fluid element will tend to form “sheet-like” (s2 > 0) or “tube-like”
topology (s2 < 0). It can be seen that the contours of the joint pdf in figure 5.6(a) extend
further in the positive s2 domain than the negative, and that they slope towards positive s2
for more strong vortex stretching regions, suggesting that intensely vortex stretching regions
coincide with positive s2. It can therefore be concluded that enstrophy amplifying regions
tend to be “sheet-forming” (as shown by Betchov [1956]), particularly so for strong enstrophy
amplifying (vortex stretching) regions.
Figure 5.6(b) shows the joint pdf between s2 and the logarithm of the magnitude of ωiSijωj
for regions in which this term was negative (i.e. enstrophy attenuation). The contours of
the pdf extend approximately the same distance in the positive and negative s2 domains, in
contrast to the those of figure 5.6(a). Additionally, the degree to which the contours extend in
either direction is significantly smaller than that of figure 5.6(a). This suggests that enstrophy
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attenuating regions on the whole tend to be a combination of weakly “sheet-forming” and
weakly “tube-forming” topologies. It can thus be concluded that enstrophy amplifying regions
have a more distinct tendency to form uniform (“sheet-like”) topologies, due to the strong skew
to positive s2 of the joint pdf of figure 5.6(a), than enstrophy attenuating regions which do not
have a clear “sheet-forming” or “tube-forming” tendency.
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Figure 5.7: (a) Joint pdf between the normalised dissipation rate (ǫ) and the logarithm
of the enstrophy production rate (ωiSijωj) for regions in which this term
was positive (enstrophy amplification). The outer contour is at level 0.065
and the inner contour at level 0.65. The separation between successive
contour levels is 0.065. (b) Joint pdf between ǫ and the logarithm of the
magnitude of ωiSijωj for regions in which this term was negative (enstrophy
attenuation). The outer contour is at level 0.085 and the inner contour at
level 0.85. The separation between successive contour levels is 0.085.
Figures 5.5 and 5.6 show that strong enstrophy amplifying regions tend to be “sheet-
forming” and swirling. Previous studies have shown that regions of intense kinetic energy dis-
sipation rate are observed as “sheet-like” structures that surround the high enstrophy “worms”
(for example see Ganapathisubramani et al. [2008]). Therefore the relationship between enstro-
phy amplifying and enstrophy attenuating regions with respect to the kinetic energy dissipation
rate is explored. Figure 5.7(a) shows the joint pdf between the logarithm of ωiSijωj and the
kinetic energy dissipation rate (ǫ) for regions in which ωiSijωj > 0. The kinetic energy dissi-
pation rate is non-dimensionalised by the mean, 〈ǫ〉 = ν3/η4 = 0.085 m2s−3. The contours are
observed to slope towards higher ǫ for higher ωiSijωj . This is in contrast with the contours
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of the joint pdf between ǫ and the logarithm of the magnitude of ωiSijωj of figure 5.7(b). It
can be seen that the shape of the joint pdf in figure 5.7(b) is more round with a significantly
reduced tendency for the contours to slope towards higher ǫ for higher enstrophy attenuation
rates. The contours also extend to much higher ǫ for the enstrophy amplifying joint pdf than for
the enstrophy attenuating joint pdf . It can thus be stated that there is a tendency for highly
enstrophy amplifying regions to coincide with intensely kinetic energy dissipating regions as
observed in Tsinober et al. [1997], Tsinober [1998] and Gulitski et al. [2007]. This is not the
case for enstrophy attenuating regions, which tend to be found in regions for which the kinetic
energy dissipation rate is only moderate.
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Figure 5.8: (a) Joint pdf between [Aij ]+ and the logarithm of the enstrophy produc-
tion rate (ωiSijωj) for regions in which this term was positive (enstrophy
amplification). The outer contour is at level 0.3 and the inner contour at
level 3. The separation between successive contour levels is 0.3. (b) Joint
pdf between [Aij ]+ and the logarithm of the magnitude of ωiSijωj for re-
gions in which this term was negative (enstrophy attenuation). The outer
contour is at level 0.45 and the inner contour at level 4.5. The separation
between successive contour levels is 0.45.
Andreotti [1997] developed a method whereby vortex sheets, such as those that surround
“worms”, can be educed directly. Horiuti and Takagi [2005] stated that the most prominent
characteristic feature of a vortex sheet is that the strain-rate and the vorticity are highly
correlated and their magnitudes comparably large. This correlation between strain-rate and
vorticity is one of the key reasons for positive enstrophy amplification to take place within these
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vortex sheets. The method uses an eigenvalue ([Aij]+) of the second-order velocity gradient
tensor, Aij = (SikΩkj+SjkΩki) which is a term contained in the decomposition of the Reynolds
stress tensor using the nonlinear model [Horiuti, 2003]. It can be shown that [Aij]+ can be
approximated as [Aij]+ ≃ +
√
1
2
AijAji in practise [Horiuti and Takagi, 2005]. Figure 5.8(a)
shows the joint pdf between the logarithm of ωiSijωj and [Aij ]+ for regions in which ωiSijωj > 0.
Qualitatively the joint pdf is similar to that of figure 5.7(a) with the contours sloping towards
higher [Aij ]+ for higher ωiSijωj. This reinforces the statistical observation that enstrophy
amplification is focused in vortex sheets. The shape of this joint pdf is again in contrast with
that of figure 5.8(b) showing the joint pdf between [Aij ]+ and the logarithm of the magnitude
of ωiSijωj for regions of enstrophy attenuation. Again the contrast between these two figures
is similar to that for figure 5.7 thereby reinforcing the finding that strong enstrophy amplifying
regions tend to be found in more distinct vortex sheets than enstrophy attenuating regions.
Statistical results indicate the tendencies of the amplification of enstrophy to be “sheet-
forming” for vortex stretching regions but with no preference to form either “tube-like” or
“sheet-like” topology for vortex compressing regions. High rates of enstrophy amplification
(vortex stretching) are also observed to tend to coincide with strong swirling, as well as highly
dissipative, regions of the flow. The three-dimensional nature of the stereoscopic PIV data
allows a quasi instantaneous volume of data to be created using Taylor’s hypothesis, thereby
allowing the statistical findings to be compared to instantaneous visualisations of the flow.
These comparisons are presented in the next section.
5.4 Instantaneous results
Figure 5.9(a) shows instantaneous isosurfaces of regions of strong vortex stretching (ωiSijωj =
4 × 105 s−3 = 0.96(ν/η2)3). Just under 2% of the total data exceed this ωiSijωj threshold yet
they account for 23% of the total enstrophy production rate (ωiSijωj > 0). Taylor’s hypothesis
is used to produce the volume displayed in figures 5.9(a) and (b) from 200 instantaneous PIV
frames; see Ganapathisubramani et al. [2007, 2008] for further details on volume reconstruc-
tion. The figure shows that regions of intense vortex stretching appear to be, on the whole,
topologically “sheet-like”. Visualising these isosurfaces from other perspective directions, such
as figure 5.9(b), reinforces this point. An example of a “sheet-like” structure of enstrophy
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(a) (b)
Figure 5.9: (a) Isosurfaces of enstrophy production rate, ωiSijωj = 4 × 105 s−3 =
0.96(ν/η2)3. (b) A close up from a different perspective of the isosurfaces
of ωiSijωj = 4× 105 s−3 within the black rectangle shown in (a). Taylor’s
hypothesis was used to construct the volume from 200 instantaneous PIV
frames. The axes are scaled by the Kolmogorov length scale, η.
(a) (b)
Figure 5.10: (a) An individual example of a sheet of ωiSijωj. (b) The same sheet of
enstrophy production rate from (a) shown with isosurfaces of [Aij ]+ =
1.43(ν/η2)2.
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(a) (b)
Figure 5.11: (a) Isosurfaces of enstrophy production rate, ωiSijωj = −1.5 × 105
s−3 = −0.36(ν/η2)3. (b) A close up from a different perspective of the
isosurfaces of ωiSijωj = −1.5× 105 s−3 within the black rectangle shown
in (a). Taylor’s hypothesis was used to construct the volume from 200
instantaneous PIV frames. The axes are scaled by the Kolmogorov length
scale, η.
production rate is presented in figure 5.10(a). This instantaneous observation is also consistent
with the statistical findings presented in figure 5.6(a). The joint pdf in figure 5.6(a) shows
that strong enstrophy amplifying regions are particularly likely to coincide with an extensive
intermediate strain-rate, and thus tend to be topologically “sheet-forming”. The figure also
shows, however, that a smaller proportion of strong enstrophy amplification regions have a
negative value of s2, hence topologically “tube-forming” regions of enstrophy amplification also
exist. It should be noted that whilst s2 characterises the topology forming tendencies of a fluid
element it does not necessarily describe the instantaneous topology of a turbulent structure.
However, if it is assumed that fluid elements evolve according to the strain field that they are
subjected to, it is reasonable to expect an element subjected to two extensive strain-rates for
a period of time will be instantaneously “sheet-like” and one subjected to two compressive
strain-rates to be “tube-like”. It should also be noted that the statistical results in section 5.3
are derived from point-wise statistics whereas the visualisations presented in section 5.4 are
finite objects. Nevertheless figure 5.9 shows predominantly “sheet-like” structures with a few
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“tube-like” structures which is consistent with the statistical results of figure 5.6. This is due
to the fact that the statistical results are generated from exactly the same data as those used
to generate the instantaneous visualisations.
By contrast figure 5.11(a) shows that isosurfaces of strong vortex compression (ωiSijωj =
−1.5×105 s−3 = −0.36(ν/η2)3) are “spottier” than the vortex stretching isosurfaces of figure 5.9,
where “spotty” means displaying a spatial coherence over a much smaller scale in all directions.
Again this observation is reinforced by the different perspective of the same isosurfaces presented
in figure 5.11(b). This instantaneous observation is also consistent with the statistical finding
in figure 5.6(b) which shows that vortex compressing regions are a combination of weakly
“sheet-forming” and “tube-forming” topologies.
(a) (b)
Figure 5.12: (a) Isosurfaces of ωiSijωj = 0.96(ν/η
2)3 (white) and λci = 75 s
−1 =
3.55〈λci〉 (black). (b) A close up from a different perspective of the iso-
surfaces of ωiSijωj = 0.96(ν/η
2)3 (white) and λci = 3.55〈λci〉 (black)
within the black rectangle shown in (a). Taylor’s hypothesis was used to
construct the volume from 200 instantaneous PIV frames. The axes are
scaled by the Kolmogorov length scale, η.
Figure 5.12(a) shows intense swirling regions, in black (λci = 75 s
−1 = 3.55〈λci〉) together
with the isosurfaces of intense vortex stretching regions from figure 5.9(a), in white. The
figure clearly reveals the “tube-like” nature of the high enstrophy, intensely swirling structures,
consistent with other studies in the literature - e.g. [Jime´nez et al., 1993]. The strongly
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swirling regions are situated within the regions of strong vortex stretching. However, the
intense vortex stretching regions are not exclusive to the intense swirling regions. In fact, the
vortex stretching regions do not just coincide with the swirling “tubes/worms” but extend out
into the areas surrounding the “worms”. This instantaneous observation is again consistent
with the statistical findings. Figure 5.5 shows that the more intensely vortex stretching regions
exhibit an increasingly strong local swirling strength. The vortex stretching (ωiSijωj) threshold
value used to construct the visualisations of figure 5.9 is only exceeded by just under 2% of
the total volume yet they account for 23% of the total enstrophy production rate. Of these
intensely vortex stretching regions 86% of them exhibit local swirling, of which the mean value
is 2.40〈λci〉. Figure 5.9, in conjunction with the statistical results, thus gives us a picture of
intensely vortex stretching regions. These tend to be “sheet-like” in nature and encompass the
intensely swirling “worms” that are extensively mentioned in the literature.
(a) (b)
Figure 5.13: (a) Isosurfaces of ωiSijωj = 0.96(ν/η
2)3 (white) and ǫ = 2.86(ν3/η4)
(black). (b) A close up from a different perspective of the isosurfaces of
ωiSijωj = 0.96(ν/η
2)3 (white) and ǫ = 2.86(ν3/η4) (black) within the
black rectangle shown in (a). Taylor’s hypothesis was used to construct
the volume from 200 instantaneous PIV frames. The axes are scaled by
the Kolmogorov length scale, η.
The literature also describes regions of strong dissipation regions as “sheet-like” structures
that surround the high enstrophy swirling “worms” of figure 5.12, suggesting that they are
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likely to coincide with enstrophy amplifying regions. This can be observed in figure 5.13 which
illustrates isosurfaces of intense kinetic energy dissipation (ǫ = 2.86(ν3/η4)) in black and the
isosurfaces of intense vortex stretching of figure 5.9 in white. The two sets of isosurfaces are
observed to be in close proximity to each other from both the perspectives of figures 5.13(a) and
(b). Again this is consistent with the statistical results of figure 5.7 that show that intensely
vortex stretching regions also tend to be highly dissipative. This is not a surprising result. Re-
gions of intense enstrophy amplification require a strong extensive strain field, as do dissipative
regions since dissipation is a strain related phenomenon. High enstrophy “worms” induce such
a strain field in their local surroundings encouraging vortex stretching. This is further backed
up by figure 5.10(b) which shows a typical sheet of enstrophy production along with isosurfaces
of [Aij]+ = 1.43(ν/η
2)2. This quantity picks out vortex sheets in which rotation and strain are
of comparable magnitude, such as in the vortex sheets that surround high enstrophy “worms”.
The figure clearly shows that enstrophy production sheets tend to coincide with vortex sheets,
which is a result that is consistent with the statistical findings presented in figure 5.8.
5.5 Scale invariance of the e1 - ω alignment
The aim of this section is to examine the scale dependence of the alignment between e1 and
ω in shear flow turbulence, and hence the mechanism for determining the nature of enstrophy
amplification, by examining shear flow turbulence in the self similar region of a nominally two
dimensional planar mixing layer.
5.5.1 Numerical methods
The mixing layer is generated by means of a direct numerical simulation (DNS) using an in house
code called “incompact3d” on a Cartesian grid, that is stretched in the cross-stream direction,
consisting of 2049 × 513 × 256 nodes. The code is based on sixth order compact schemes for
spatial discretisation and a second order Adams-Bashforth scheme for time advancement. A
Poisson equation for the pressure is solved in spectral space on a staggered grid. This code has
been previously validated and further details of the numerical methods can be found in Laizet
and Lamballais [2009] and the boundary/initial conditions for the computation of a mixing
layer found in Laizet et al. [2010], in which the TTE case corresponds to the simulation in
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this study. A section of the computational domain, 750η (301 nodes) in streamwise extent
(where η is the Kolmogorov scale calculated from the original DNS data) from the centre of
the mixing layer, just upstream of the end of the domain (which is 108 splitter plate widths),
is isolated from four instantaneous snapshots. The cross-stream extent of this section is 395η
(159 nodes) which is similar to the vorticity thickness of the mixing layer where the mean
shear is approximately uniform. This section is within the self similar region of the mixing
layer and the Reynolds number based on the Taylor microscale (λ), calculated assuming local
axisymmetry, is Reλ ≈ 180. The streamwise extent of the section is small in comparison to
the development length of the mixing layer meaning that there is a negligible variation of the
mean shear in the streamwise direction, and the mean shear in the cross-stream direction is
comparable to similar studies [Mullin and Dahm, 2006, Ganapathisubramani et al., 2008]. This
domain is mean filtered onto regular Cartesian grids at four different resolutions 2.5η, 5η, 7.5η
and 25η ≈ λ. A magnitude of velocity gradient tensor |Dij| threshold is used to determine
regions of the flow within the turbulent mixing layer and discount any potential flow.
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Figure 5.14: (a) Mean power spectral density as a function of wavenumber (E11(ki)).
(b) Mean dissipation spectrum as a function of wavenumber (ki
2E11(ki)).
The three filter widths greater than the Nyquist frequency used in this
study are illustrated on the figures.
Figure 5.14(a) shows the mean power spectral density for fluctuations in the streamwise
direction of the isolated section of the computational domain in the streamwise, cross-stream
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and spanwise directions (x1, x2 and x3 respectively) as a function of wavenumber, where ki =
2π/Λi is the wavenumber associated with the length scale in the direction of interest, Λi. The
three filter widths that are above the Nyquist frequency that have been used to mean filter
the data have been marked onto the figure. The two largest filter widths can be observed
to lie at the extremes of the inertial range of scales, whereas the two smallest filter widths
are within the dissipative range of scales. The smallest filter width, 2.5η, corresponds to the
original streamwise (and spanwise) spacing of the grid upon which the DNS was computed and
is not marked as no spectral information is available for the wavelength corresponding to this
length scale. Mean filtering the data at these length scales can be thought of as discarding
the contribution of all scales at wave numbers beyond that of the filter, hence the filter width
of 7.5η effectively discounts the contribution of the entire range of dissipative scales. This is
illustrated in figure 5.14(b) which shows the dissipation spectrum, ki
2E11(ki). Integrating this
function between k1 = 0 and k1η = 2π/7.5 reveals that approximately 84% of the dissipation
occurs at wavenumbers smaller than 2π/7.5η (hence some 16% occurs between k1η = 2π/7.5
and k1η = 2π/5). Approximately 34% of the total dissipation occurs at length scales greater
than the largest filter width of 25η ≈ λ.
5.5.2 Discussion
The effect of filter width upon the strain - rotation interaction is illustrated in figure 5.15, which
displays contours of the joint probability density function (pdf = 30) between the second (Q)
and third (R) invariants of the characteristic equation for the velocity gradient tensor, Dij . The
dashed lines on the figure mark D = 0 and R = 0, which are used to split the two dimensional
Q−R space into four separate sectors, as discussed in section 5.3.
Figure 5.15 shows that as the filter width is increased from 2.5η to 7.5η there is an increase
in the significance of the two swirling sectors (complex conjugate roots to the characteristic
equation), S1 and S4. This is coupled to a decrease in the significance of the two strain
dominated sectors for which the roots are purely real, S2 and S3. It can thus be concluded that
larger length scales are dominated by swirling regions and smaller scales are strain dominated
(dissipative). Equation 1.4 shows that Q is a measure of the local excess of rotation over strain
and clearly this excess is greater at larger length scales.
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Figure 5.15: Joint probability density function (pdf) between the second invariant (Q)
and the third invariant (R) of the characteristic equation for the velocity
gradient tensor. The dashed lines mark R = 0 and D = 0, where D is the
discriminant of the characteristic equation.
The two sectors dominated by rotational motions, S1 and S4, are principally responsible for
enstrophy attenuation and amplification respectively. The primary mechanism for determining
the sign of ωiSijωj, and thus whether there is an attenuation or amplification of enstrophy is
the alignment between e1 and ω [Buxton and Ganapathisubramani, 2010]. Figure 5.16 shows
probability density functions (pdfs) for the magnitude of the alignment cosine between e1 and ω
in the enstrophy amplifying (ωiSjωj > 0) sector S4 at the various filter widths. For comparison
the dashed line and crosses show the global alignment pdfs, across all four sectors, for the data
filtered at 2.5η and 7.5η respectively. There is a peak at |eˆ1.ωˆ| = 1 for the pdfs generated
at all filter widths. Since sector S4 has complex roots to the characteristic equation for the
velocity gradient tensor it is dominated by swirling. The peaks at |eˆ1.ωˆ| = 1 thus support
the finding that the mechanism for enstrophy amplification is parallel alignment between the
vorticity vector and the extensive strain-rate eigenvector in rotationally dominated regions of
the flow. There is, however, an increasing likelihood of parallel alignment between the two
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Figure 5.16: Probability density function (pdf) for the magnitude of the alignment
cosine between the extensive strain-rate eigenvector (e1) and the vorticity
vector (ω) in sector S4 of the Q− R plot of figure 5.15. The dashed line
and the crosses are the global pdfs, across all four sectors, for the data
filtered at 2.5η and 7.5η respectively.
vectors at larger length scales. The pdf from the data mean filtered at 25η is admittedly noisy
(due to the reduced quantity of data) but follows the same trend as the other three pdfs for
a more marked peak at |eˆ1.ωˆ| = 1 as the filter width is increased. This increased tendency
for parallel alignment between e1 and ω is at the expense of parallel alignment between the
intermediate strain-rate eigenvector, e2 and ω. The literature, starting with Ashurst et al.
[1987], extensively reports the dominant tendency for e2 and ω to be aligned in parallel. It is
observed, but not shown for brevity, that the tendency for e2 and ω to be aligned in parallel
decreases as the filter width is increased. For the two largest filter widths of 7.5η and 25η, which
are at the two extremes of the inertial range of figure 5.14, parallel alignment between e1 and ω
is more probable than between e2 and ω. These findings suggest that enstrophy amplification
is a process that takes place over a wide range of length scales, from large scales right down to
the dissipative scales. The mechanism for enstrophy amplification is in fact more pronounced
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at inertial range scales than at the dissipative scales indicating that it is predominantly driven
by larger scale structures.
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Figure 5.17: pdf for the magnitude of the alignment cosine between e1 and ω in sector
S1 of the Q − R plot of figure 5.15. The dashed line and the crosses are
the global pdfs, across all four sectors, for the data filtered at 2.5η and
7.5η respectively.
Figure 5.17 shows pdfs of the magnitude of the alignment cosine between e1 and ω in sector
S1 at the various filter widths. The dashed line and crosses again show the global alignment
pdfs, across all four sectors, for the data filtered at 2.5η and 7.5η respectively, for comparison.
The preferential perpendicular alignment between e1 and ω is highlighted by the fact that all
the pdfs show peaks at |eˆ1.ωˆ| = 0. However, unlike for the enstrophy amplifying mechanism of
parallel alignment between the two vectors, this enstrophy attenuating mechanism is insensitive
to filter width. Again, the data mean filtered at 25η is noisy; more so than in figure 5.16 as
there is less data as a consequence of the fact that 〈ωiSijωj〉 > 0 [Taylor, 1938]. However, all
four pdfs follow the same qualitative and quantitative trend.
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5.6 Conclusions
Cinematographic stereoscopic PIV data is used to examine the characteristics of enstrophy
production by observing the alignment tendencies between the vorticity vector (ω) and the
eigenvectors of the rate of strain tensor (ei). The preferential alignment between the inter-
mediate strain-rate eigenvector (e2) and the vorticity vector, as reported extensively in the
literature since Ashurst et al. [1987], is confirmed. However, it is found that purely straining
regions have a stronger alignment than swirling ones. The alignment between ω and the inter-
mediate and compressive strain-rate eigenvectors for swirling regions is more arbitrary than for
straining regions. The pdfs for the alignment between ω and e1 are both flat indicating that
the alignment between these two vectors is arbitrary, but in actual fact it is the “average” of
qualitatively different behaviour in enstrophy amplifying and enstrophy attenuating regions.
Positive values of the enstrophy production rate, ωiSijωj , are known to be favoured over
negative ones (vortex compressing) and this is highlighted by the “fatter” positive tail of the pdf
in figure 5.1. A joint pdf was constructed between the second (Q) and third (R) invariants of the
characteristic equation for the eigenvalues of Dij which is subsequently divided into four sectors
defined by the sign of R and D, the discriminant of the characteristic equation. The sector
for which D > 0 and R < 0 (S4) has a significantly greater mean enstrophy production rate
than any of the other sectors. This sector is primarily comprised of strongly swirling regions,
suggesting that although straining regions can be responsible for enstrophy amplification (S3)
the highest enstrophy amplification rates are found in the presence of swirling. This finding is
further supported by the joint pdf in figure 5.5(a).
The alignment between ω and e1 is observed to be of the greatest significance to the
enstrophy production rate. Whilst the e2 - ω alignment pdfs for the four sectors of figure 5.3
are all qualitatively similar, those for the e1 - ω alignment are fundamentally different. The
pdf for S1, for which the mean value of ωiSijωj is negative, shows that the vorticity vector
is preferentially perpendicular to the extensive strain-rate eigenvector, whereas S3 and S4 for
which ωiSijωj is positive show the two vectors to be preferentially aligned. The pdfs of figure
5.4 illustrate this fact, showing that negative values of ωiSijωj favour perpendicular alignment
between e1 and ω, whereas positive values of ωiSijωj favour parallel alignment between e1
and ω. It can thus be said that the flat pdf for the overall alignment between e1 and ω is
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the summation of the parallel alignment behaviour of enstrophy amplifying regions and the
perpendicular alignment behaviour of enstrophy attenuating regions.
Instantaneous visualisations of large ωiSijωj show that strong enstrophy amplifying regions
are topologically “sheet-like” and encompass the “tubes”/“worms” of intensely swirling high
enstrophy structures. They extend into the surroundings of the high enstrophy “worms” and
hence also tend to be observed in close proximity to intensely dissipative regions, which have pre-
viously been shown to form “sheet-like” structures that surround the high enstrophy “worms”
[Ganapathisubramani et al., 2008]. This is backed up by the fact that enstrophy amplifying
regions are observed to coincide with the eigenvalue of the second order velocity gradient tensor,
[Aij ]+, which identifies vortex sheets. All of these observations are consistent with the findings
of the statistical results, which show a tendency for intensely enstrophy amplifying regions to
be swirling and “sheet-forming”, due to their positive intermediate strain-rate (s2). By contrast
strong vortex compressing regions tend to be “spotty”, with a less distinct structure. This is
also in keeping with the statistical results which show that vortex compression regions had no
preference for positive or negative s2.
It has also been shown in this chapter that there is a tendency for a greater proportion
of shear flow turbulence to be rotationally dominated, rather than strain dominated, at larger
length scales. There is thus a greater contribution to the enstrophy attenuating and amplifying
sectors, S1 and S4 respectively, in Q − R space. It was shown that the alignment tendency
between the extensive strain-rate eigenvector and the vorticity vector is a mechanism that
determines whether enstrophy is amplified or attenuated. Figure 5.16 shows that the enstrophy
amplifying mechanism is scale dependent and is driven by larger, inertial range scale structures
that cascade down to the dissipative scale structures. By contrast, figure 5.17 suggests that
there is a scale independence to the enstrophy attenuating mechanism (at least in the range
examined in this study).
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Chapter 6
Effects of spatial resolution and
experimental noise
The work in this chapter has been submitted to Exp. Fluids under the title “The effects of
resolution and noise on kinematic features of fine scale turbulence”.
6.1 Introduction
Given that advanced experimental techniques aim to capture kinematics and dynamics of fine-
scale turbulence, it is essential to understand the effects of resolution and noise on our ob-
servations and conclusions. This chapter, therefore, sets out to examine the effects of spatial
resolution and experimental noise on the observation of the velocity gradient tensor, and its
kinematic features in fine scale turbulence. First, the effect of resolution is examined using
data from the self-similar region of a direct numerical simulation (DNS) of a nominally two-
dimensional planar mixing layer that is filtered at four different spatial resolutions and compared
to the “best case” original dataset. Second, the effect of noise on the kinematics of fine-scale
turbulence is explored by adding zero mean Gaussian noise to the four mean filtered datasets.
This data is then compared against experimental data, which comes from Ganapathisubramani
et al. [2007], taken in the far field of a turbulent axisymmetric jet. It will thus present the
effects of coarsening spatial resolution and experimental noise on the velocity gradients and
explore how this influences the observation of strain and rotation, which is crucial in furthering
the experimental observation of the strain - rotation interaction.
6.2 Experimental and numerical methods
This study relies upon experimental data from the far field of an axisymmetric turbulent jet
and data from a direct numerical simulation of a nominally two-dimensional planar mixing
layer.
6.2.1 Experimental methods
The data used in this study was obtained by Ganapathisubramani et al. [2007], and the ex-
perimental methods are extensively discussed in section 5.2. The spatial resolution of the
stereoscopic vector fields is approximately 3η × 3η (1.35 mm × 1.35 mm) and successive vec-
tors are separated by 1.5η due to the 50% oversampling. The Kolmogorov length scale is defined
as η = (ν3/〈ǫ〉)1/4, where 〈ǫ〉 is the mean rate of dissipation which is calculated directly from
the experimental data and the Reynolds number based on Taylor microscale is Reλ ≈ 150.
Evidently there is no better estimate for the Kolmogorov length scale than that calculated
directly from the mean dissipation rate of the dataset and hence, unless otherwise stated, this
will be regarded as η for the experimental data as opposed to ηl, i.e. the “local” Kolmogorov
length scale.
Taylor’s hypothesis with a convection velocity equal to the local mean axial velocity, 〈U1〉(x2, x3),
was utilised to reconstruct a quasi-instantaneous space-time volume. This data was then fil-
tered with a Gaussian filter of filter width 3η in all three directions in order to reduce the spatial
velocity gradients’ noise levels. These spatial gradients were calculated with a second order cen-
tral difference scheme. Due to intrinsic uncertainties associated with performing stereoscopic
PIV measurements the velocity field was not divergence free (i.e. ∇ · u 6= 0). The divergence
error is in line with other experimental studies and is characterised and discussed further in
Ganapathisubramani et al. [2007].
6.2.2 Numerical methods
Direct numerical simulations of a nominally two-dimensional planar mixing layer, generated by
means of two flows of different freestream velocities (UHS∞ and U
LS
∞ ) either side of a splitter
plate of thickness h were performed. The computational domain (Lx × Ly × Lz) = (230.4h×
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48h × 28.8h) is discretised on a Cartesian mesh (stretched in the cross-stream direction) of
(nx×ny×nz) = (2049×513×256) mesh nodes. The stretching of the mesh in the cross-stream
direction leads to a minimal mesh size of ∆ymin ≈ 0.03h. The time step, ∆t = 0.05h/Uc, where
Uc = (U
HS
∞ + U
LS
∞ )/2 is the mean convection velocity, is low enough to have a CFL condition
of about 0.3. The Reynolds number, ReW , based on Uc and h is 1000 and the Reynolds
number based on Taylor microscale, computed assuming isotropic turbulence [Taylor, 1935], is
Reλ ≈ 180.
The boundary layers of thicknesses (corresponding to δ99) δ
HS = 4h and δLS = 3h are
laminar with a Blasius profile imposed at the inlet. They are submitted to residual 3D per-
turbations allowing a realistic destabilisation of the flow downstream of the trailing edge. The
spectral content of this artificial perturbation is imposed to avoid the excitation of high wave
numbers or frequency waves that cannot be correctly described by the computational mesh.
More details about the generation of the inlet/initial conditions can be found in Laizet et al.
[2010].
An in-house code (called “Incompact3d”) based on sixth order compact schemes for spa-
tial discretisation and second order Adams-Bashforth scheme for time advancement is used to
solve the incompressible Navier-Stokes equations. To treat the incompressibility condition, a
projection method is used, requiring the solution of a Poisson equation for the pressure. This
equation is fully solved in spectral space via the use of the relevant three-dimensional fast
Fourier transforms (FFT) that allows the consideration of all the combinations of free-slip,
periodic or Dirichlet boundary conditions on the velocity field in the three spatial directions.
In the present calculations the boundary conditions are only inflow/outflow in the streamwise
direction (velocity boundary conditions of the Dirichlet type), free slip in the cross-stream di-
rection at y = −Ly/2 and Ly/2 and periodic in the spanwise direction at z = −Lz/2 and Lz/2.
The pressure mesh is staggered from the velocity mesh to avoid spurious pressure oscillations.
Using the concept of modified wavenumber, the divergence free condition is ensured up to the
machine accuracy. More details about the present code and its validation, especially the original
treatment of the pressure in spectral space, can be found in Laizet and Lamballais [2009].
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6.2.3 Varying the resolution and computing spatial velocity gradi-
ents
A section of the computational domain, 301 mesh nodes in streamwise extent just upstream of
the streamwise extent of the domain, was isolated. Four snapshots of this domain were saved
a sufficient number of time steps apart to ensure that all four realisations were statistically
independent. This region of the flow was shown to be in the self-similar region, meaning that
fair comparisons between the computational and experimental data could be made. A reference
case was generated by calculating the spatial velocity derivatives of this reduced domain using
a modified version of the sixth order scheme. This reference case is thus the “best case” of
highest spatial resolution and highest order accurate numerical scheme on the existing stretched
grid. The reference case was then mean filtered onto a uniform Cartesian grid (including in the
cross-stream direction in which the original mesh was stretched) at four different resolutions,
namely ∆x, 2∆x, 3∆x and 6∆x (2.5η, 5η, 7.5η and 15η, where η is the Kolmogorov length
scale calculated from the reference case). Spatial velocity gradients were then calculated for
these four differently resolved data sets using 2nd order central differencing, i.e.
∂u
∂x
∣∣∣∣
x
=
u(x+∆x)− u(x−∆x)
2∆x
+O(∆x2) (6.1)
This second order scheme was used to match that used experimentally and in several other
three-dimensional experimental studies [Tao et al., 2000, 2002, Ganapathisubramani et al.,
2005, Worth et al., 2010]. Table 6.1 summarises the flow quantities for the reference case
DNS and all four mean filtered numerical datasets from which the gradients are calculated
using the second order scheme of equation 6.1. It can thus be observed that the dataset mean
filtered at 15η has a spatial resolution of ≈ 10ηl, or ten times the “local” Kolmogorov length
scale (calculated from the dataset itself), which is typical of the resolution of the large-scale
component of Kinzel et al. [2010] and the study of Ganapathisubramani et al. [2005].
The experimental data was split into time series that encompassed a change in streamwise
coordinate (x1) of approximately 150η, which is comparable to the extent of the domain in
both directions of the azimuthal plane (x2 − x3). These time series were used to construct
pseudo-volumes of data by means of the Taylor hypothesis and using a convection velocity
equal to the local mean streamwise velocity, i.e. 〈U1〉(x2, x3) [Ganapathisubramani et al., 2007].
These pseudo-volumes were then mean filtered in the same way as the numerical domain, at
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Reference case DNS 2.5η 5η 7.5η 15η
〈ǫ〉 / (Uc3/h) 2.45× 10−4 2.05× 10−4 1.21× 10−4 8.12× 10−5 4.41× 10−5
ηl / h 0.0449 0.0470 0.0537 0.0592 0.0690
ηl / η 1 1.05 1.19 1.32 1.54√〈u12〉 / Uc 0.151 0.152 0.145 0.144 0.143
λ / h 1.18 1.31 1.61 1.95 2.62
Reλ ≈ 180 200 230 280 370
Table 6.1: Summary of mean rate of dissipation (〈ǫ〉), “local” Kolmogorov scale (ηl),
r.m.s. streamwise velocity fluctuation (
√〈u12〉), Taylor microscale (λ) and
Reynolds number based on Taylor microscale (Reλ) for differently resolved
numerical datasets in terms of splitter plate thickness (h) and convection
velocity (Uc = (U
HS
∞ + U
LS
∞ )/2).
a resolution of 6η, and spatial gradients were again calculated using the second order accurate
scheme of equation 6.1. Direct comparisons could thus be made between the numerical data, at
the various resolutions, and the experimental data at both resolutions with all of the gradients
being second order accurate.
6.3 Results and discussion
6.3.1 Effects of spatial resolution
Figure 6.1 shows probability density functions (pdfs) for the diagonal components of the velocity
gradient tensor for the reference DNS case (a) and the mean filtered datasets (b) - (e). All
of the pdfs are normalised by the Kolmogorov length scale calculated from the reference case
DNS, i.e. the best estimate of η for the true flow. The tails of the pdfs become successively
narrower as the resolution is reduced (a)-(e). This reflects the reduction in frequency in the
intermittent, high magnitude velocity gradient events as spatial resolution is coarsened. This
effect can also be observed in the narrowing of the tails of figure 6.2(a)-(e), which show the
pdfs for the non-diagonal components of the velocity gradient tensor at the various resolutions.
The pdfs of the diagonal components of figure 6.1 show a negative skewness, which is more
pronounced at the highest resolutions, e.g. figure 6.1(a), than for the lower resolutions. This
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Figure 6.1: Probability density functions for the normalised diagonal components of
the velocity gradient tensor for (a) the reference DNS dataset, (b) the
dataset mean filtered at 2.5η, (c) the dataset mean filtered at 5η, (d) the
dataset mean filtered at 7.5η and (e) the dataset mean filtered at 15η.
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Figure 6.2: Probability density functions for the normalised non-diagonal components
of the velocity gradient tensor for (a) the reference DNS dataset, (b) the
dataset mean filtered at 2.5η, (c) the dataset mean filtered at 5η, (d) the
dataset mean filtered at 7.5η and (e) the dataset mean filtered at 15η.
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negative skewness is in agreement with the experimental study of Mullin and Dahm [2006],
which observed the turbulence in the far field of a turbulent jet. Skewness decreases with
decreasing resolution (i.e. coarseness). For example, the skewness of ∂u1/∂x1 reduces from
-0.44 in the reference DNS case to -0.19 at 15η resolution.
Mullin and Dahm [2006] described the straight line decay in semi-logarithmic axes of the
velocity gradient pdfs. These exponential tails can be seen in the more coarsely resolved pdfs
of figures 6.1(c), (d) and (e) and figures 6.2(c), (d) and (e), but are not present in the reference
DNS cases and most finely mean filtered datasets of figures 6.1,6.2(a) and (b). These non-
exponential tails are most clearly visible for the non-diagonal components of Dij in figure 6.2,
and show a decreasing slope of the pdf tails, particularly so for the negative (left) tails.
Figure 6.3 shows pdfs for dissipation, (a) and (c), and enstrophy, (b) and (d). Figures
6.3(a) and (b) are produced from the numerical datasets and (c) and (d) are produced from the
experimental datasets. It can be seen that as the resolution is decreased the tails of both the
dissipation and enstrophy pdfs are greatly narrowed, indicating reduction of “extreme events” of
exceptionally high dissipation/enstrophy. The “extreme events” of strong local strain - rotation
interaction have been shown to be dynamically extremely important in the role of enstrophy
amplification [Ruetsch and Maxey, 1991, Tsinober et al., 1992, Vincent and Meneguzzi, 1994,
Tsinober, 1998]. Buxton and Ganapathisubramani [2010] showed that a small proportion of
the flow, encompassing these “extreme events”, was responsible for a much larger proportion of
the overall enstrophy amplification. The original experimental data was Gaussian filtered at a
filter width of 3η and can be observed to fall between the first two mean filtered DNS datasets
(at 2.5η and 5η), by comparing figures 6.3(a) and (c), and 6.3(b) and (d). The reduction in
intermittency, and therefore frequency of extreme events, can be seen to occur for both the
numerical and experimental data. The pdfs for dissipation and enstrophy appear to show a
similar narrowing as resolution is coarsened (both numerically and experimentally), suggesting
that strain dominated regions of the flow are almost equally sensitive to spatial resolution as
rotationally dominated regions.
Figures 6.4 and 6.5 illustrate the distances over which dissipation (ǫ) and enstrophy (ω2)
are spatially coherent. One dimensional traces, along the streamwise direction, were produced
from the numerical domains of various resolutions. High dissipation/enstrophy events were
then identified as a function of the global maxima for dissipation (ǫ > 0.01ǫmax) and enstrophy
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Figure 6.3: (a) Probability density function of dissipation normalised by the mean
dissipation rate from the reference case, 〈ǫ〉 from the numerical data. (b)
pdf of normalised enstrophy from the numerical data. (c) pdf of normalised
dissipation from the experimental data. (d) pdf of normalised enstrophy
from the experimental data.
(ω2 > 0.01(ω2)max). Local maxima (ǫ|max), (ω2|max) for each event were then found and a
distance, linearly interpolated between successive grid points, was identified between crossing
points of e−1. ǫ|max or e−1. ω2|max. A probability density function of this distance, rǫ or rω2 , was
then compiled for all of the high dissipation/enstrophy events along all the streamwise traces
and presented in figures 6.4 and 6.5.
Similar pdfs were produced from one dimensional traces in the other directions (x2 and x3).
Although not shown for brevity they are qualitatively and quantitatively virtually identical to
the figures presented here, in the streamwise direction.
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Figure 6.4: (a) Probability density function of “diameter” of high dissipation events
in the streamwise (x1) direction in terms of grid points (∆x). (b) pdf of
“diameter” of high enstrophy events in the streamwise direction in terms
of ∆x.
It should be noted that the peaks for the pdfs based upon grid points for both dissipation and
enstrophy, figures 6.4(a) and (b) respectively, occur at the same value for all four resolutions -
approximately 3.4 grid points for dissipation and 2.4 grid points for enstrophy. The fact that the
characteristic “diameter” of these structures remains a constant number of grid points, thereby
following the imposed filter, as the resolution changes is in agreement with the tomographic
PIV study of Worth [2010]. In physical space, however, figures 6.5(a) and (b) show that as
resolution becomes coarser these characteristic length scales increase. The pdfs for these two
figures are normalised by η calculated from the best case DNS dataset and thus represents the
best approximation to η for the true flow.
Figures 6.5(c) and (d), showing the characteristic length scales for dissipation and enstrophy
respectively, are normalised by the “local” Kolmogorov length scale, i.e. that calculated from
the dataset from which the pdf is produced and summarised in table 6.1. This is representative
of the Kolmogorov length scale that will be calculated from experimental data at a given
resolution. Although the Kolmogorov length scale increases as resolution is coarsened, as a
consequence of the mean rate of dissipation reducing (c.f. figure 6.3), this reduction does not
match the characteristic length scale of these “extreme events’” remaining a constant number
of grid points. Thus figures 6.5(c) and (d) also show the distances over which dissipation and
enstrophy are spatially coherent increase in physical space as resolution is coarsened, although
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Figure 6.5: (a) Probability density function of “diameter” of high dissipation events
in the streamwise (x1) direction in terms of the Kolmogorov length scale
calculated from the reference case DNS (η). (b) pdf of “diameter” of high
enstrophy events in the streamwise direction in terms of η. (c) pdf of
“diameter” of high dissipation events in the streamwise direction in terms
of the “local” Kolmogorov length scale, calculated from the mean filtered
datasets (ηl). (d) pdf of “diameter” of high enstrophy events in the stream-
wise direction in terms of ηl.
to a lesser extent than when compared to the true flow’s dissipative length scale illustrated in
figures 6.5(a) and (b). This has important consequence for coarsely resolved experimental data
from which fine scale quantities, such as ηl have to be computed directly.
Due to the fact that the one dimensional traces may intersect the high dissipation/enstrophy
event at any orientation (i.e. slicing through it perpendicularly all the way to slicing through
it along its principal axis) the long tails are not surprising. The literature has often reported
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(a) (b)
(c) (d)
Figure 6.6: Isosurfaces of enstrophy (ω2) for (a) the reference DNS case, (b) the dataset
mean filtered at 2.5η, (c) the dataset mean filtered at 5η and (d) the dataset
mean filtered at 7.5η. Exactly the same region of the flow is illustrated from
exactly the same three-dimensional perspective in all four images. The
contours in the background are magnitude of the velocity gradient tensor
(|Dij|). It can be seen that as the spatial resolution decreases from (a) to
(d) the extreme events of |Dij| are filtered out.
that the high enstrophy “worms” [Kerr, 1985, Ashurst et al., 1987, Jime´nez et al., 1993] have
characteristic diameters of 6−10η. Figure 6.5(b) shows that the pdf for the reference case DNS
data has a clear peak at ≈ 6.4η, which is in clear agreement with the literature. The pdfs for
the lower resolution show this peak moving out as far as ≈ 35η ≈ 25ηl in the most coarsely
resolved case. It is thus imperative to realise the effect that resolution plays in our ability to
characterise these length scales. The effect of resolution on the length scales for these high
enstrophy “worms” can be further visualised in figure 6.6. The increase in diameter in physical
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(a) (b)
Figure 6.7: Isosurfaces of enstrophy (ω2) for (a) the original experimental data, (b)
the experimental data mean filtered at 6η. Exactly the same region of the
flow is illustrated from exactly the same three-dimensional perspective in
both images. The contours in the background are dissipation (ǫ). It can
be seen that as the spatial resolution decreases from (a) to (b) the extreme
events of ǫ are filtered out.
size can be visualised as resolution is decreased from figure 6.6(a) to (d). This same trend is
also observed in figure 6.7 which shows an identical perspective of isosurfaces of enstrophy for
the original experimental data (a) and the experimental data mean filtered at 6η (b). In figure
6.6 the contours in the background are of the magnitude of the velocity gradient tensor (|Dij |)
and in figure 6.7 the contours are of dissipation. Both show the tendency for the extreme events
to be filtered out as resolution is coarsened as previously discussed with reference to figure 6.3.
Even the most finely resolved mean filtered case, ∆x = 2.5η, shows a slight tendency for
the peak of the pdf of figure 6.5(b) to move to a value greater than 6.4η. Ganapathisubramani
et al. [2008] state that these structures can be observed to be up to 40η in length based on a
full-width of the structure at half the maximum value criteria. Indeed, figure 6.5(b) shows that
the pdf for the reference DNS case has not quite reached zero at 60η, suggesting that a small
147
proportion of these “worms” can stretch to a much greater length than previously thought.
It should also be noted, by comparing figures 6.5(a) and (b), that the length scales over
which high dissipation events are spatially coherent are greater than those for enstrophy. This
is due to the fact that high dissipation events are often found to occur in regions in which
the intermediate strain-rate eigenvalue (s2) is positive [Ashurst et al., 1987]. This leads to
“sheet-forming” topology, whereas high enstrophy events are “tube-like” (“worms”). Sheets
are spatially coherent over two dimensions, whereas tubes are only spatially coherent (over any
great distance) in one. In addition, the peaks of figure 6.5(a) are at greater lengths than those
of figure 6.5(b) (rǫ = 8.5η for the reference DNS case as opposed to rω2 = 6.4η). This suggests
that strain dominated regions of the flow are spatially coherent over greater distances than
rotationally dominated regions. It would therefore be expected that coarse resolution would
have a disproportionately more severe effect upon the observation of rotationally dominated
regions of the flow.
Figure 6.8 shows probability density functions for the eigenvalues of the strain-rate tensor for
the reference DNS dataset, the mean filtered datasets and the original and filtered experimental
data. Figure 6.8(a) shows the pdfs for the extensive strain-rate eigenvalue (s1), (c) shows the
intermediate strain-rate eigenvalue (s2), which can be either mildly extensive or compressive
and is bounded by the values of s1 and s3 and (e) shows the compressive strain-rate eigenvalue
(s3) normalised by large-scale quantities. Measuring small-scale quantities experimentally is
both challenging and dependent upon the resolution of the experiment, as illustrated by table
6.1 and the movement of the pdf peaks from figures 6.5(a) and (b) to their values in figures
6.5(c) and (d) respectively.
Despite the fact that strain-rates are fine scale features it is thus desirable to normalise them
by large-scale quantities that are easier to measure and largely independent of the experiment’s
resolution. The quantity chosen is an inverse time scale formed as Uc/Λf , where Uc is a
convection velocity and Λf is a large-scale vorticity thickness. For the numerical mixing layer
Uc is defined as (U
HS
∞ + U
LS
∞ )/2, or the mean of the two free streams and for the experimental
jet it is defined as the mean streamwise velocity along the jet’s axis. The vorticity thickness
for the mixing layer is defined as Λf = (U
HS
∞ − ULS∞ )/ ∂〈U1〉∂x2
∣∣∣
max
at the measurement location
and as the jet half width at the measurement location for the jet flow. Figures 6.8(b), (d) and
(f) show s1, s2 and s3 normalised by the “local” Kolmogorov length scale respectively.
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Figure 6.8: pdfs of eigenvalues of strain-rate tensor, si, normalised by large-scale quan-
tities (left) and the local Kolmogorov length scale (right). Further expla-
nation in the text.
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The reduction in intermittency as resolution is coarsened is again clearly visible in the
figures. It can be seen that for all three strain-rate eigenvalues the tails of the pdfs are broader
and, correspondingly, the peak values at the modal value are lowest at the most highly resolved
of the numerical and experimental datasets and narrower and greater, respectively, at the
coarsest resolution.
The large-scale normalised value at which the pdfs peak remains constant, though, as res-
olution is coarsened for all three strain-rate eigenvalues. This suggests that the coarsening of
resolution affects the extreme strain-rate events, at the tails of the pdfs and not the modal
events. It can thus be deduced that the high magnitude strain-rates are spatially coherent over
small distances and are thus “filtered out” at coarser resolution. This is in agreement with
Ganapathisubramani et al. [2008] which showed that the large magnitude negative values of s2
are “spotty” and not spatially coherent over large distances and that high magnitude positive
values of s2 are “sheet-like”, with the thicknesses of these sheets being of the order of ≈ 10η.
In contrast to the large-scale normalised pdfs, those that are normalised by the “local”
Kolmogorov length scale show a variation in the location of the modal values. This effect
is particularly pronounced for s1 and s3. This again has serious implications for coarsely
resolved experimental studies. The modal location of the strains remains unchanged for different
resolutions when normalised by large-scale quantities or the true Kolmogorov scale of the flow.
However, this feature will not be observed when the strains are normalised by dissipative
quantities calculated from the data, due to the variation of the “local Kolmogorov scale” (ηl)
with resolution.
The experimental and numerical data both show a similar position for the peak location of
the intermediate strain-rate at s2 ≈ 0.04ν/ηl2. The intermediate strain-rate is responsible for
determining the nature of the topological evolution of a fluid element. When s2 is positive a fluid
element is subjected to two orthogonal extensive strain-rates and a further compressive strain-
rate in the third, orthogonal, direction. This leads to the formation of “sheet-like” topology.
In contrast when a fluid element is subjected to two orthogonal compressive strain-rates and a
third orthogonal extensive strain-rate, i.e. s2 is negative, it will evolve into a “tube” or “worm-
like” structure. The sign and magnitude of the intermediate strain-rate eigenvalue is thus of
great physical significance to the topological evolution of a fluid element. Figures 6.8(c) and (d)
show that there is a clear preference in shear flow turbulence, both from the experimental jet
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flow and the numerical mixing layer (at all spatial resolutions) for “sheet-forming” topological
evolution over “tube-forming” topological evolution.
6.3.2 Effects of experimental noise and spatial resolution
The effect of noise on the kinematics of fine-scale turbulence is explored by adding random
noise to the filtered DNS data. The noise is added such that the variance, σ, of the Gaussian
function for all four spatial resolutions is identical. This means that the effects of resolution and
noise can be separated out from each other. Evidently the experimental data is subjected to a
different degree of noise as well as being conducted at different spatial resolutions meaning that
the separation of noise and resolution is not possible with the experimental data. Adding noise
of a constant σ to the numerical data is also analogous to conducting experiments with the
same equipment, i.e. the same cameras subjected to the same levels of noise, at different spatial
resolutions, i.e. with lenses of different focal length or flows of different Reynolds numbers.
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Figure 6.9: pdf for the ∂u1/∂x1 component of the velocity gradient tensor normalised
by the Kolmogorov length scale from the reference case DNS (c.f. figure
6.1) for the reference case DNS and two of the numerical datasets, both
with and without Gaussian noise added.
The level of noise present on an experimental dataset is dependent upon the technique and
equipment used. For example, in a PIV experiment a constant uncertainty of say 0.1 pixels
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per vector will be present in the measurement of the velocity field. This noise is assumed to
be completely random, and hence can be modelled by the addition of Gaussian noise to the
velocity fields of the numerical data. In order to mimic experimental data as closely as possible
Gaussian noise of the same variance, σ = 4 × 10−3UHS∞ , was added to the numerical datasets
that had been mean filtered at the four different filter widths. This noise corresponds to a 0.4%
uncertainty in the mean value of UHS∞ , and a noise event of 2σ will correspond to an error of
0.1 pixels if the PIV experiment is tuned to a pixel displacement of 12.5 pixels for UHS∞ , which
is typical. An additional advantage of adding noise to the numerical data is that the effects of
resolution and noise can be separated and discussed separately, which is evidently not possible
with experimental data.
Figure 6.9 shows the pdfs for the ∂u1/∂x1 component of the velocity gradient tensor nor-
malised by the reference case Kolmogorov length scale, η, as in figure 6.1. pdfs are shown
for the reference case, and the datasets mean filtered at 2.5η and 7.5η both with and without
Gaussian noise added. It can clearly be seen that the pdfs remain virtually identical for the
cases to which noise has and hasn’t been added. This is repeated in the pdfs for the other
components of the velocity gradient, but isn’t shown for brevity.
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Figure 6.10: (a) pdf for s2
∗ (defined in the text) from the numerical data, experimental
data and numerical data to which Gaussian noise has been added. (b) pdf
for S∗ (defined in the text) from the numerical data, experimental data
and numerical data to which Gaussian noise has been added.
The importance of the intermediate strain-rate eigenvalue to the nature of the evolution of
the topology of fluid elements within a flow has led to different ways of normalising it in order
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to investigate its tendencies. Ashurst et al. [1987] proposed normalising s2 as follows:
s2
∗ =
√
6s2√
s21 + s
2
2 + s
2
3
(6.2)
where the denominator of equation 6.2 is equal to |Sij|, the magnitude of the strain-rate tensor.
For an incompressible flow s2 is bounded by ±1, with these extreme values corresponding
to axisymmetric expansion and contraction respectively. Figure 6.10(a) shows the pdf for
s2
∗ for the numerical data, the numerical data to which Gaussian noise has been added, the
experimental data and the reference case DNS for comparison. The pdfs for the reference case
DNS and the datasets mean filtered at 2.5η and 7.5η have the same modal value of s2
∗, as do
those for the original experimental dataset and the one mean filtered at 6η. This suggests that
the modal value for s2
∗ remains constant regardless of spatial resolution. This value is again
positive, emphasising the preference for “sheet-forming” for the evolution of fluid elements
within the flow. The addition of Gaussian noise, however, reduces the magnitude of the pdf
peak and moves it to a smaller s2
∗ value for both the datasets mean filtered at 2.5η and 7.5η.
There is a more distinct shift in the pdf peak for the dataset mean filtered at 2.5η when Gaussian
noise is added than that mean filtered at 7.5η. Due to the effect of mean filtering this zero
mean noise appears to have a lesser effect on the more coarsely resolved data.
The addition of Gaussian noise has the effect of introducing a divergence error into the data.
This manifests itself as the tails of the pdfs extending beyond s2
∗ = ±1 and the peak value
of the pdf decreasing due to the extended range. This extension of the tails beyond s2
∗ = ±1
is also observed on the pdfs produced from the experimental data, highlighting the divergence
error that is inherent in the data due to experimental noise. Further effects of this divergence
error are discussed later.
Lund and Rogers [1994] argued that the normalisation of s2 in equation 6.2 does not capture
the entire range of strain orientations uniquely and proposed a new normalisation:
S∗ =
−3√6s1s2s3
(s21 + s
2
2 + s
2
3)
3/2
(6.3)
This new normalisation is again bounded by S∗ = ±1. Figure 6.10(b) shows probability density
functions for S∗ from the numerical data, the numerical data to which Gaussian noise has been
added, the experimental data and the reference case DNS for comparison. A shift in the
location of the modal value of S∗ as resolution is decreased can be observed in the figure. This
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is predominantly due to the slight divergence error that is added to the data as the resolution is
coarsened, illustrated by the extension of the tails of the pdfs from the data mean filtered at 2.5η
and 7.5η extending beyond S∗ = ±1. The pdf from the reference case, and to a lesser extent
those from the coarser mean filtered datasets, show the characteristic shape presented in Lund
and Rogers [1994]. However, those created from the experimental datasets and the numerical
datasets to which Gaussian noise has been added differ significantly, with the peak moving to
a value of S∗ somewhat less than one. This was also observed by Lund and Rogers [1994] when
noise was added to their DNS data. The pdfs generated from the two experimental datasets
can be seen to be both qualitatively and quantitatively similar to the noisy numerical datasets,
with the tails extending some way past S∗ = ±1. Ganapathisubramani et al. [2007] argued that
this was due to a combination of experimental divergence error, caused by noise on the data,
and a greater degree of uncertainty in lower magnitude velocity derivatives. It was showed, by
means of joint probability density functions between velocity gradient tensor magnitude and
S∗ that this data was reliable, and comparable to DNS datasets at higher magnitudes of Dij,
such as those found in areas of high enstrophy/strain amplification rates.
Figures 6.10(a) and (b) show that experimental noise has a considerable effect on our ob-
servation of certain kinematic features of shear flow turbulence. One of the effects of this
experimental noise is to add an artificial compressibility, ∇ ·u 6= 0, to the data, highlighted by
the extension of the tails of the pdfs of figures 6.10(a) and (b) beyond ±1.
Another kinematic feature of shear flow turbulence that is affected by this artificial com-
pressibility is the strain - rotation interaction. This interaction and the differences between
rotation dominated and strain dominated regions of the flow can be further examined by look-
ing at the joint probability density functions between Q and R, the second and third invariants
of the velocity gradient tensor respectively.
Figure 6.11 shows joint probability density functions between the second (Q) and third (R)
invariants of the characteristic equation of the velocity gradient tensor for the numerical data
normalised by large-scale quantities (a), the “local r.m.s. value of Q” (b) and the experimental
data and noisy numerical datasets (d). Figure 6.11(c) shows joint pdfs normalised by the large-
scale quantity constructed from the dataset mean filtered at 2.5η to which two different levels
of noise have been added. The large-scale quantity used to normalise the pdfs of figures 6.11(a)
and (c) is the same as that defined to normalise figure 6.8. The contour level for the joint pdfs
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Figure 6.11: Joint probability density functions between Q and R (a) from the numeri-
cal datasets normalised by the large-scale quantity, (b) from the numerical
datasets normalised by the local r.m.s. value of Q (
√
〈Q2〉) and (d) from
the experimental datasets and the numerical datasets to which Gaussian
noise has been added, normalised by
√〈Q2〉. (c) shows the effect of adding
Gaussian noise of different variances (σ) to the dataset mean filtered at
2.5η. The contours for (a) and (c) are at level joint pdf = 2 × 10−3 and
for (b) and (d) are joint pdf = 1. The two dashed lines mark R = 0 and
D = 0, where D is the discriminant of the characteristic equation for the
velocity gradient tensor in divergence free flow.
of figures 6.11(a) and (c) is 2 × 10−3, whereas those for (b) and (d) are both 1. The dashed
lines mark D = 0, where D is the discriminant of the characteristic equation for the velocity
gradient tensor of a divergence free flow and R = 0. The two sectors of the pdf for which D > 0,
S1 and S4 in the terminology of Buxton and Ganapathisubramani [2010], are responsible for
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the bulk of the enstrophy attenuation (S1: D > 0;R > 0) and enstrophy amplification (S4:
D > 0;R < 0). These two sectors are rotationally dominated regions of the flow (D > 0). It
can be seen in figure 6.11(a) that as the resolution decreases an increasing proportion of the
data is found in these two sectors. Effectively, data is transferred from the strain dominated
regions for which D < 0 to the rotationally dominated regions. In the reference case DNS
sectors S1 and S4 account for 21.3% and 31.3% of the total data points respectively, whereas in
the dataset mean filtered at 7.5η they account for 24.8% and 34.7% respectively. By contrast,
the strain dominated sectors S2 (D < 0;R > 0) and S3 (D < 0;R < 0) account for 36.4% and
11.0% of the reference DNS case respectively and 30.5% and 10.0% respectively of the dataset
mean filtered at 7.5η.
This effect, however, is not observed when the joint pdfs are normalised by the local r.m.s.
value for Q (
√〈Q2〉), as illustrated in figure 6.11(b). The large-scale quantity used to normalise
the pdfs of figure 6.11(a) is easy to measure experimentally and largely independent of the
resolution of the experiment performed, whereas the r.m.s. value of Q changes (reduces) as the
resolution of the experiment is coarsened due to the mean filtering effect illustrated in figures
6.1 and 6.2. The pdfs for all four resolutions show similar shapes thereby masking the fact that
the flow is more rotationally dominated at larger length scales, and more strain dominated at
shorter length scales.
This is of great importance to the experimentalist as the normalisation of these two impor-
tant quantities by small-scale features, such as ηl (“local” Kolmogorov length scale) or
√〈Q2〉
masks an important physical process. It is beneficial since the data at coarser resolution ap-
pears to have the same kinematic characteristics as that of finer resolution. Therefore, the
effect of resolution can be factored out when normalised by the “local” values. The detrimental
effect is that the normalisation with local values masks the fact that flow is more rotationally
dominated for coarser resolution and more strain dominated at finer resolution. In order to
reproduce the characteristic “tear-drop” shape of the Q− R joint pdf it is thus recommended
to filter the data to a coarser resolution, in agreement with Worth et al. [2010], and normalise
by a large-scale flow quantity.
It can be observed from figure 6.11(d) that the joint pdfs produced from the experimental
datasets are a different shape to those from the reference DNS dataset and the literature (e.g.
Chong et al. [1990], Perry and Chong [1994], Lu¨thi et al. [2009]). There is a significantly
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reduced strain dominated “Vieillefosse tail” and a broadening of the rotationally dominated
sectors S1 and S4 in the R direction, which is more pronounced for the coarsely mean filtered
experimental dataset than for the original experimental dataset. This can be explained by
the noise, inherent to the PIV process, that is present on the data. The first invariant of the
characteristic equation for the velocity gradient tensor, P = ∇·u, is not necessarily non-zero for
the experimental data. This divergence error is in line with other similar experimental studies
and is characterised and discussed further in Ganapathisubramani et al. [2007], however it still
plays an important role in shaping the Q− R joint pdf of figure 6.11. It can be shown that in
P −Q−R space the surface that separates purely real from complex roots, i.e. the discriminant
in the three-dimensional space, can be given by [Chong et al., 1990]:
27R2 + (4P 3 − 18PQ)R+ (4Q3 − P 2Q2) = 0 (6.4)
In fully divergence free flow (P = ∇ · u = 0), D can thus be given by:
D = Q3 +
27
4
R2 (6.5)
There is thus a discrepancy between the “surface” separating real from complex roots in the P−
Q−R space of not fully divergence free data and the “D = 0” condition separating them in fully
divergence free data and illustrated as the dashed line in figure 6.11. A two-dimensional joint
pdf thus becomes insufficient to characterise the flow according to the invariants of the velocity
gradient tensor for a non-divergence free flow. The joint pdfs between Q and R generated
from the noisy numerical datasets are also plotted on figure 6.11(d). A similar “fattening” of
sectors S1 and S4 and a diminishing of the strain amplification dominated “Vieillefosse tail”
to the experimental datasets is observed for the noisy datasets, indicating that the Gaussian
noise present in experimental data is responsible. Again it can be seen that as the resolution is
coarsened the effect of the noise on the numerical datasets is decreased, as the joint pdfs for the
data mean filtered at 5η and 7.5η to which Gaussian noise has been added look more similar
in shape to those of figures 6.11(a) and (b), with a more distinct “Vieillefosse tail”. The pdf
from the numerical dataset mean filtered at 2.5η to which noise has been added does, however,
closely resemble the experimentally generated pdfs. This is also in agreement with the PTV
study of turbulence under the influence of system rotation of Kinzel et al. [2010]. Two spatial
resolutions are used to produce joint pdfs between Q and R, 2.5η and 9.5η. The study reports
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that as the resolution is coarsened the joint pdf loses its characteristic shape and more closely
resembles that produced from a Gaussian field. Figure 6.11(c) shows that this is, however, a
noise effect rather than a resolution effect. This figure shows pdfs produced from the dataset
mean filtered at 2.5η to which Gaussian noise has been added with a variance of σ/UHS∞ =
0.4% and σ/UHS∞ = 1%. It can be seen that the shape of the pdf produced from the dataset to
which the highest level of noise has been added is unrecognisable from those of figure 6.11(a),
and closely resembles that of a Gaussian random variable and that of the coarsely resolved case
in Kinzel et al. [2010]. However, the joint pdf produced from the dataset mean filtered at 15η
(≈ 10ηl) in figure 6.11(a) retains the characteristic “tear-drop” shape. Further joint pdfs were
produced between Q and R for the more coarsely mean filtered datasets to which this higher
level of noise has been added, but they are not shown for brevity. These confirm the finding
that Gaussian noise has a diminishing effect on the shape of these pdfs as spatial resolution is
coarsened. Equation 6.1 shows that as ∆x is increased, i.e. resolution is coarsened, the velocity
gradients decrease in magnitude. Thus Gaussian noise of identical variance will reduce the
magnitudes of the divergence error, ∇ · u, present on the data and hence the behaviour of the
velocity gradient tensor’s invariants.
(a) (b) (c)
Figure 6.12: (a) Slice located at P/(ν/η2) = −0.25 illustrating contours of the three-
dimensional joint probability density function between P , Q and R from
the experimental dataset. (b) Slice located at P/(ν/η2) = 0 for the three-
dimensional joint pdf . The contour in black represents the contour level
of the joint pdf = 30 of the experimental data of figure 6.11(d). (c) Slice
located at P/(ν/η2) = 0.25 for the three-dimensional joint pdf .
The effect of this Gaussian noise introduced divergence error on the experimental data is
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Figure 6.13: Slices located at P/(ν/ηl
2) = −0.15 (a), P/(ν/ηl2) = 0 (b) and
P/(ν/ηl
2) = 0.15 (c) for the three-dimensional joint pdf between P , Q
and R for the numerical dataset mean filtered at 2.5η to which Gaussian
noise of variance σ/UHS∞ = 0.4% has been added. (d), (e) and (f) show
slices located at P/(ν/ηl
2) = −0.15, P/(ν/ηl2) = 0 and P/(ν/ηl2) = 0.15
respectively for the P − Q − R 3D joint pdf for the numerical dataset
mean filtered at 2.5η to which Gaussian noise of variance σ/UHS∞ = 1%
has been added. The contour in black represents the joint pdfs between
Q and R from figure 6.11(c) for the two different noise levels.
illustrated in figure 6.12. The figure shows three slices, located at P/(ν/η2) = −0.25, 0 and 0.25
respectively of the three-dimensional joint probability density function between P , Q and R for
the experimental dataset with the two-dimensional Q − R pdf of figure 6.11(d) superimposed
as the black line. It can immediately be seen that the shape of the three-dimensional joint
pdf at P = 0, i.e. where the divergence free criteria is met, is very similar to those of the
numerical datasets of figure 6.11(a), with a clear “Vieillefosse tail” evident. Figures 6.12(a)
and (c) are presented to illustrate the effect of artificial compressibility, i.e. ∇ · u 6= 0, that
is introduced into the data by means of intrinsic experimental errors. It can be seen that
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the three-dimensional pdf is not symmetric about P = 0, with regions of negative P tending
to increase the contribution of sector S4 (relative to the divergence free case) and regions of
positive P tending to increase the contribution of sector S1. Both P < 0 and P > 0 have the
effect of reducing the “Vieillefosse tail”, with respect to the divergence free case, and thus the
joint pdf between Q and R of figure 6.11 has a much greater proportion of swirling data points
(sector S1 accounts for 29% and S4 accounts for 37% of the total data points).
The fact that the three-dimensional joint pdf is not symmetrical about P = 0 is explained by
the nature of the artificial compressibility “added” to the flow by the experimental error. When
P is positive, i.e. ∇ · u > 0, this compressibility corresponds to a negative “density gradient”
(∇ · ρ < 0) which is representative of a compressible flow in a favourable pressure gradient
in which waves travelling through the fluid diverge. When P is negative this corresponds to
a positive “density gradient” (∇ · ρ > 0) which is representative of a compressible flow in an
adverse pressure gradient in which waves travelling through the fluid coalesce (into a shock
if the Mach number is greater than 1). These are thus two different physical processes and
account for the asymmetry in the three-dimensional joint pdf . This is in agreement with the
study of Pirozzoli and Grasso [2004], examining the effect of compressibility on turbulence.
As spatial resolution is coarsened the divergence error of a dataset will increase. This is also
evident in the joint pdfs of figure 6.11(a) for the mean filtered datasets which show an increase
in relative contributions of sectors S1 and S4 (relative the reference DNS case) and in figure
6.10. Three dimensional joint pdfs between P , Q and R, which are not shown for brevity,
suggest that there is a slight increase in the level of artificial compressibility introduced into
these coarser datasets. This increases the relative importance of rotationally dominated regions
of the flow, thereby increasing the distance over which these regions are spatially correlated, as
visualised in figure 6.6.
The above observation is supported by the similar three-dimensional joint pdf between P ,
Q and R of figure 6.13, formed from the well resolved (2.5η) but noisy DNS dataset. Figures
6.13(a), (b) and (c) again illustrate a slice of the joint pdf located at P/(ν/η2) = −0.15, 0 and
0.15 respectively formed from the numerical dataset to which Gaussian noise of σ/UHS∞ = 0.4%
has been added. This again shows the “Vieillefosse tail” at P = 0 and the relative increase in
the importance of sector S4 for negative values of P and sector S1 for positive values of P . These
same trends are also illustrated in figures 6.13(d), (e) and (f) which show the three-dimensional
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joint pdf formed from the dataset mean filtered at 2.5η to which the higher noise level of
σ/UHS∞ = 1% has been added, although it is obviously noisier. The artificial compressibility
of experimental data thus increases the sector of Q − R space that is largely responsible for
enstrophy amplification (S1) and reduces the contribution of the strain amplifying “Vieillefosse
tail” thereby affecting the balance between these two terms which is of great importance to the
dynamics of dissipation.
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Figure 6.14: pdfs of magnitude of alignment cosine between the eigenframe of the
strain-rate tensor ((a) extensive eigenvector, (b) intermediate eigenvector
and (c) compressive eigenvector) and the vorticity vector. The pdfs are
constructed using the numerical datasets, numerical datasets to which
Gaussian noise has been added and the experimental datasets.
The interaction between strain and rotation is often examined by observation of the align-
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ment between the eigenvectors of the strain-rate tensor and the vorticity vector. Figure 6.14
shows the pdfs for the magnitude of the alignment cosine between the vorticity vector and the
extensive strain-rate eigenvector (a), intermediate strain-rate eigenvector (b) and the compres-
sive strain-rate eigenvector (c). All of the figures show pdfs produced from the numerical data,
both with and without noise added and the experimental data with the reference case DNS
also plotted for comparison. The pdfs from the reference case show the extensively reported
arbitrary alignment between e1 and ω and the preferential perpendicular e3 - ω and parallel
e1 - ω alignments. There can be seen to be a slight resolution effect to the observation of
these alignments. The datasets mean filtered at 2.5η and 7.5η show a slight tendency for e1
to become aligned in parallel with ω as resolution is coarsened coupled to a slight reduction in
the preference in parallel alignment between e2 and ω.
There is no notable resolution effect to the alignment between e3 and ω. The addition
of Gaussian noise is observed to have a much more significant effect by observing the pdfs
constructed from the mean filtered numerical datasets to which noise has been added. All
three figures again show that the addition of noise is more significant to the more finely resolved
(2.5η) dataset than the coarser one (7.5η). In general noise can be seen to make the alignment
between all three eigenvectors and ω more arbitrary, i.e. “flatten” the pdfs. This does not
appear to be the case for the experimental data, however. The fact that the addition of noise
has a greater effect on the more finely resolved data is again a result of the amplification of the
noise on the velocity field in the velocity gradients due to the smaller ∆x in equation 6.1.
6.4 Conclusions and further discussion
A direct numerical simulation is performed for a nominally two-dimensional planar mixing layer
and then mean filtered onto a regular Cartesian gird at four different spatial resolutions, namely
2.5η, 5η, 7.5η and 15η. This data, at different spatial resolutions, is then directly compared to
the original DNS dataset and stereoscopic cinematographic PIV data from Ganapathisubramani
et al. [2007] in order to examine the effect of spatial resolution on the kinematic fine scale
features that affect the strain - rotation interaction in shear flow turbulence. The experimental
data is also mean filtered from an original resolution of 3η to a new coarser resolution of 6η.
The first important effect of reducing spatial resolution is the reduction of the magnitudes of
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the components of the velocity gradient tensor due to mean spatial filtering. The exponential
tails to the pdfs of the components of Dij, as reported by Sreenivasan and Antonia [1997],
Ganapathisubramani et al. [2008] amongst others, is only visible at coarser resolutions of 3η
(the experimental resolution) and above. For the more finely resolved data the gradients of
these pdfs are not linear in semi-logarithmic coordinates but decrease at the high magnitude
events. This spatial mean filtering has the effect of reducing the intermittency of the dissipation
and enstrophy, the scalar analogues to strain and rotation respectively. Fine scale turbulence
is by its very nature an intermittent phenomenon and this intermittency has been shown to be
extremely important to the rate of enstrophy amplification (ωiSijωj). “Extreme events”, those
that are up to a thousand time the r.m.s. value and constitute the long tails of the pdfs such
as figure 6.3, are responsible for a greatly disproportionate amount of the overall enstrophy
amplification. It is found that coarser resolution has an almost equal effect on the reduction
of intermittency of enstrophy (rotation) and dissipation (strain). This is despite the fact that
dissipation is shown to be spatially coherent over greater length scales and in two dimensions as
opposed to one; high enstrophy events are known to form “worms” (e.g. Jime´nez et al. [1993])
which are spatially coherent only in one dimension, whereas high dissipation events are known
to form “sheets” which have a high spatial coherence in two dimensions.
In agreement with the experimental findings from the tomographic PIV study of Worth
[2010] the length scale over which high dissipation events and high enstrophy events are spa-
tially coherent is found to be a constant number of discrete grid points, regardless of the
resolution of the grid. This suggests that the length scales of dissipation and enstrophy follow
the filter that has been imposed upon them. This leads to these length scales becoming larger
in physical units, as the resolution is coarsened. This is still the case, albeit to a lesser extent,
when the characteristic length scales of these experiments are normalised by fine scale quanti-
ties that are calculated from the data itself. Thus the growth of these structures as resolution
is coarsened is diminished with respect to fine scale flow quantities in comparison to fixed,
large-scale quantities. Worth et al. [2010] suggested that the minimum resolution required to
confidently determine these length scales is 3η, the distance at which noise-related over predic-
tion balances the spatial averaging under prediction of the spatial gradients. The comparison
between the “best case” DNS and the data mean filtered at 2.5η and the experimental data
(3η) suggests that even greater resolution may be required for a confident prediction. The fact
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that the experimental data of figure 6.3 falls between the DNS data mean filtered at 2.5η and
5η suggests that predictions as to the “real flow” may be made from under resolved data.
The eigenvalues of the rate of strain tensor, Sij, determine the nature of the strain that
a fluid element within the flow is subjected to. It has been shown that decreasing spatial
resolution effects the extreme strain-rates far more than the more frequently occurring, modal
events. The location of the peak/mode of the pdfs for all three principal strain-rates is observed
to remain at the same location as resolution is decreased, in both the experimental jet flow and
the numerical mixing layer, whereas the tails become narrower when normalised by large-scale
quantities. This suggests that the extreme strain-rates are spatially coherent over only small
distances, whereas the modal events are spatially coherent over much greater length scales.
Again, however, when these quantities are normalised by fine scale quantities calculated from
the data itself there is a variance in the modal values of these strain-rates. Both the jet
flow and mixing layer data show the same location for the modal value of the intermediate
strain-rate eigenvalue at s2 ≈ 0.04ν/ηl2. This positive value reveals that shear flow turbulence
has a preference for “sheet-forming”, as opposed to “tube-forming”, topological evolution of
fluid elements as a positive intermediate strain-rate means a fluid element is subjected to two
orthogonal extensive strains and a further orthogonal compression, resulting in a tendency to
extend in-plane and flatten out of plane.
Another consequence of calculating spatial gradients from coarsely resolved data is that the
divergence free condition (∇·u = 0) vanishes and a divergence error is introduced into the data.
This problem is exacerbated by noise introduced by experimental error [Ganapathisubramani
et al., 2007]. The effect of the introduction of a divergence error is to increase the importance
of rotationally dominated regions of the flow, ones for which the characteristic equation for
the velocity gradient tensor has complex roots, at the expense of the strain dominated regions
of the flow (real roots only). This is observed particularly in figure 6.12 which illustrates
the effect of the artificial compressibility on the joint pdf between the second (Q) and third
(R) invariants of the characteristic equation for the velocity gradient tensor generated from the
original experimental dataset. This artificial compressibility is asymmetric about P = ∇·u = 0,
with P < 0 increasing the relative contribution of sector S4 (D > 0;R < 0) and P > 0 increasing
the relative contribution of sector S1 (D > 0;R > 0). This behaviour is also observed in figure
6.13 which is generated from the numerical data to which Gaussian noise has been added to
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mirror the noise generated by the experimental process. Gaussian noise with a constant value
of σ = 0.4% of UHS∞ was added to the numerical data at different spatial resolutions. It was
observed that Gaussian noise has a decreasing effect on the joint pdfs between Q and R as
spatial resolution is coarsened, as a consequence of ∆x, from equation 6.1 increasing whilst√〈unoise2〉 remains constant. An increase in the divergence error, either by the introduction of
experimentally generated Gaussian noise or by a coarse spatial resolution also has a substantial
effect on the dynamics of dissipation. The relative contribution of the strongly enstrophy
amplifying sector S4 in Q − R space is increased, whereas the strain amplifying “Vieillefosse
tail” is diminished, thereby upsetting the balance of the source and sink terms for the dynamics
of dissipation and skewing our observation of the strain - rotation interaction in shear flow
turbulence.
A further distortion of our observation of the strain - rotation interaction due to the presence
of experimental noise is also present in the alignment pdfs between the eigenvectors of the rate
of strain tensor and the vorticity vector presented in figure 6.14. These show that there is a
minor resolution effect in our observation of these alignments, the most important of which
is the slight preference for ω to be aligned in parallel with e1, at the expense of e2, for more
coarsely resolved data. This is due to the increased preference for parallel alignment between e1
and ω in enstrophy amplifying regions of the flow at larger length scales, as discussed in chapter
5. The effect of experimental noise is shown to be of greater significance than that of resolution.
Noise is shown to make all three of the alignments more arbitrary and less pronounced.
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Chapter 7
Dual-plane stereoscopic PIV
experiments
This chapter aims to examine the validity and applicability of the dual-plane stereoscopic PIV
(DPSPIV) technique to examining the interaction between strain-rate and rotation in turbulent
shear flows. The experimental methods used to generate this data are described in chapter 2.
7.1 Validity of the measurements
7.1.1 Uncertainty in the velocity/velocity gradient measurements
The final interrogation window size for both the mono PIV and the stereoscopic PIV images
was 64× 64 pixels which equates to a physical size of 3.35× 3.35 mm, as described in section
2.4.3. The relatively large size of the final interrogation windows thus dictates that the limiting
factor in the uncertainty in the measurement of the velocity in the x1 − x2 plane is the mean
shear of the flow being spread across the interrogation window. At the location of the highest
mean shear, ∂〈U1〉/∂x2|max, the uncertainty in the pixel displacement is ± 0.09 pixels. This
clearly overwhelms the noise floor of the PIV process, which is 0.06 pixels for a 32 × 32 pixel
interrogation window [Herpin et al., 2008] and thus smaller for a 64 × 64 pixel interrogation
window. This equates to an uncertainty in the measurement of the mean U1 of 0.8%, or 9.8%
in the measurement of the r.m.s. fluctuation. The primary source of uncertainty in the pixel
displacements in the x3 direction is due to the uncertainty of the stereoscopic reconstruction.
Herpin et al. [2008] states that the uncertainty in the velocity component produced by the
stereoscopic reconstruction can be given by:
σ(ǫU3) =
1
tan θ
σ(ǫU1) (7.1)
where θ is the “stereoscopic angle”, which is half of the included angle between the two cameras,
and σ(ǫU1) is the uncertainty in the “in-plane” velocity components. The uncertainty in the
measurement of U3 is computed to be 0.25 pixels. The uncertainty in the measurement of U3 is
thus high, with an uncertainty of 24.6% in the r.m.s. fluctuation of u3. This high uncertainty
is a result of the relatively low included stereoscopic angle of 40◦, which was necessary for the
mounting of the cameras on the carriage above the water tunnel facility.
The uncertainty in the computation of a spatial gradient of a quantity is dependent upon
the uncertainty in the measurement of the quantity itself, the uncertainty in the distance that
separates the measurement points of the quantity and the differencing scheme used to compute
the gradient. In order to compute the uncertainties in the spatial velocity gradients the simple
error propagation technique of Kline and McClintock [1953], and used by Ganapathisubramani
[2004], is employed. Using the same notation as Ganapathisubramani [2004] K is any velocity
gradient computed as the difference between the velocity at two points q1 and q2 separated by
distance dg. The uncertainty of K, δK where δ· is the uncertainty in a particular quantity, is
thus as follows [Ganapathisubramani, 2004]:
K =
q1 − q2
dg
(7.2)
δK =
δq1
dg
− δq2
dg
− (q1 − q2)δdg
dg
2 (7.3)
δK =
√[
δq1
dg
]2
+
[
δq2
dg
]2
+
[
(q1 − q2)δdg
dg
2
]2
(7.4)
δK =
√[
δq1
dg
]2
+
[
δq2
dg
]2
+
[
K
δdg
dg
]2
(7.5)
In the x1 − x2 plane the uncertainty in the velocities at points q1 and q2 are the same and
the uncertainty in dg is negligible and the differencing scheme used is a second order accurate
central differencing one with spacing dg = 2∆x1 = 2∆x2 such that:
δq1 = δq2 = δq (7.6)
δdg ≈ 0 (7.7)
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δK1,2 =
√
2
[
δq
2∆x1
]2
(7.8)
Since the uncertainties in the x1 − x2 plane are dependent only upon the uncertainties in the
respective velocities and the grid resolution the primary contributions to the uncertainty are
from the σǫint,floor and the stereoscopic reconstruction. The gradients ∂u1/∂x3 and ∂u2/∂x3 are
computed using a single order accurate forward differencing scheme with dg = ∆x3, the spacing
between the two light sheets and thus:
δK3 =
√[
δq1
∆x3
]2
+
[
δq2
∆x3
]2
+
[
K
δ∆x3
∆x3
]2
(7.9)
The uncertainties in the computation of all the spatial velocity gradients are presented in table
7.1. It can be seen that the overall levels of uncertainty for the velocity gradients are large
indicating that the data is extremely noisy. Ganapathisubramani et al. [2005] performed similar
dual-plane stereoscopic PIV experiments in a turbulent boundary layer. This study reported
uncertainties in the wall-normal velocity gradients ∂W/∂x and ∂W/∂y (in their terminology),
which were dominated by the uncertainty in the stereoscopic reconstruction, of 44% and 39%
respectively, which were the highest uncertainties that they found. Table 7.1 shows that this
is also the case with the dual-plane stereoscopic PIV experiments of this study. The absolute
uncertainty of the single order accurate forward differencing gradients ∂U/∂z and ∂V/∂z was
also higher than the “in-plane” components, but due to the higher r.m.s. values these uncer-
tainties were lower than their “in-plane” counterparts in relative terms. This higher absolute
uncertainty is also consistent with the data in table 7.1. The study of Ganapathisubramani
et al. [2005], however, had significantly lower levels of uncertainty in their spatial gradients
than those presented in table 7.1. They stated that it was possible to compute the vorticity
to within 10-20% accuracy provided that the uncertainty in the velocity data is within 1-2%.
It has been shown that the uncertainty in the U1 in this study is less than 1%, and thus the
reason for the high levels of uncertainty in this study is to do with resolution effects rather than
excessively high levels of uncertainty in the velocity data.
The resolution of this DPSPIV data is 9.1η (the computation of the mean rate of dissipation,
and hence the Kolmogorov length scale, is discussed further in section 7.1.2), where η is the
“local Kolmogorov length scale” discussed in chapter 6. By examination of table 6.1 it can be
seen that at a resolution of 15η the “local Kolmogorov length scale” is 1.54 times the actual
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K σK (s
−1) δK (s−1) % δK
σK
δK
′
(s−1) % δK
′
σK
∂U1
∂x1
1.68 0.90 53.6 0.90 26.8
∂U1
∂x2
2.69 0.90 33.5 0.90 16.7
∂U1
∂x3
3.24 2.01 62.0 2.02 31.2
∂U2
∂x1
2.10 0.90 42.9 0.90 21.4
∂U2
∂x2
1.73 0.90 52.0 0.90 26.0
∂U2
∂x3
3.76 2.01 53.5 2.02 26.9
∂U3
∂x1
2.95 2.02 68.5 2.02 34.2
∂U3
∂x2
3.14 2.02 64.3 2.02 32.2
∂U3
∂x3
1.98 1.25 63.1 1.25 31.6
Table 7.1: Table summarising the uncertainties in the spatial velocity gradients for the
dual-plane stereoscopic PIV experiments. K is any gradient, σK is the r.m.s.
of K, δK is the uncertainty in the gradient with value σK and δK
′
is the
uncertainty in the gradient with value 2σK .
Kolmogorov length scale. The resolution of the DPSPIV data presented in this chapter is thus
14η, when assuming a ratio of ηl/η = 1.54, which is comparable to the dataset of chapter 6
that had been mean filtered at 15η. Table 6.1 further shows that the ratio of actual mean rate
of dissipation, computed from the reference DNS case, to that computed at a spatial resolution
of 15η is 5.56 due to the effect of mean filtering on the computation of the spatial velocity
gradients in the flow. Assuming that the ratio 〈ǫ〉|actual / 〈ǫ〉|15η = 5.56 is maintained then the
ratio of the r.m.s. spatial velocity gradients will be
√
5.56 = 2.4. The “actual” σK for the
∂U1/∂x1 component of the velocity gradient tensor in table 7.1 is thus approximately 4.03,
thereby giving a relative uncertainty of δK
σK
= 22.3%. This figure is more in keeping with the
study of Ganapathisubramani et al. [2005]. It should thus be pointed out that the uncertainties
in the velocity gradients presented in table 7.1 are the worst case scenario and that the actual
uncertainties will be much closer to the 20% figure quoted by Ganapathisubramani et al. [2005].
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Figure 7.1: (a) Velocity profile and (b) self similar velocity profiles at the measurement
location used in chapters 3 and 4 (crosses) and at the measurement location
for the dual-plane stereoscopic PIV experiments (solid line).
7.1.2 Validation of dual-plane stereoscopic data against mono PIV
experiments
Figure 7.1 shows the mean streamwise velocity profile, 〈U1〉 at the measurement location for the
dual-plane stereoscopic PIV experiments (solid line) and the measurement location used for the
analysis of chapters 3 and 4. (a) shows the velocity profile normalised by Uc = (U
HS
∞ +U
LS
∞ )/2
and (b) shows the profile of the self similarity function f(ξ), defined in Pope [2000], for a planar
mixing layer. It can be seen that despite the apparent offset between the two velocity profiles
in figure 7.1(a), with the dual-plane stereoscopic PIV data being shifted towards higher U1 at
a given location of x2, figure 7.1(b) shows that the self similarity profiles collapse onto one
another. This confirms the reliability of the stereoscopic PIV technique to accurately measure
U1.
Figure 7.1 also illustrates the fact that the measurement location for the dual-plane stereo-
scopic experiments is some distance upstream of that for the multi-scale measurements of
chapters 3 and 4. This is reflected in the smaller vorticity thickness of the mixing layer.
Consequentially the Reynolds number is slightly smaller at the dual-plane stereoscopic PIV
measurement location and the Kolmogorov length scale is correspondingly slightly larger. The
mean rate of dissipation is calculated directly from all nine components of the velocity gradient
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tensor and Reλ ≈ 250 and η = 0.37 mm. It should be noted, however, that the spatial resolu-
tion is lower than for the high resolution FOVs of chapters 3 and 4 and this will play a part in
underestimating the mean rate of dissipation within the dual-plane stereoscopic PIV FOV and
hence this value of η is an overestimate and corresponds to the “local Kolmogorov length scale”
of chapter 6. Analysis for the rest of this chapter will use this “local η” to normalise the data
from the DPSPIV experiments, despite the fact that it is a known underestimate, in order to
retain consistency with other experimental studies that have used length scales computed di-
rectly from the experimental data [Tanaka and Eaton, 2007, Ganapathisubramani et al., 2008].
The resolution of this data is thus nominally 9.1η, with adjacent vectors separated by 4.6η.
Figure 7.2 shows pdfs of the u1 (a), u2 (b) and u3 fluctuations in the dual-plane stereoscopic
PIV data. The circle pdfs of (a) and (b) are produced from the low resolution FOV PIV
experiments in the x1 − x2 plane of chapter 3 and the crosses’ pdf of (c) is produced from a
mono PIV dataset performed in the x1− x3 plane at the cross stream location of x2 = 0. Both
mono PIV datasets are performed at the same downstream location, described in section 2.2.
The mono PIV data in the x1−x3 plane comes from a preliminary experiment to determine
the extent of the bottom wall boundary layer of the water tunnel facility and to confirm that
the mixing layer was nominally two-dimensional. The x2 location of the x1−x3 experiments is
slightly to the low speed side of the location of the peak Reynolds stresses of the mixing layer.
The experiments were performed with a dual camera setup to image a large field of view and
included a small portion of the lower wall boundary layer, with adjacent vectors separated by
1.3η. The mono PIV data in the x1 − x3 plane was subsequently mean filtered to match the
spatial resolution of the dual-plane stereoscopic PIV data, and the resolution of the DPSPIV
is already comparable to that from the low resolution FOV of chapters 3 and 4.
The slightly higher Reynolds number at the further downstream measurement location is
further highlighted by the broader tails of the fluctuations’ pdfs, in comparison to those from
the dual-plane stereoscopic PIV measurement location. However, the dual-plane stereoscopic
PIV pdfs do appear to be broadly similar to those from the mono PIV. The solid line pdf
of figure 7.2(a) is slightly positively skewed and the solid line pdf of figure 7.2(b) is slightly
negatively skewed. The modal value for both is zero, in agreement with the mono PIV, and the
magnitude of the tails are similar but slightly smaller for the DPSPIV data due to the slightly
lower Reynolds number. This is also the case for the u3 fluctuations in figure 7.2(c). The mono
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Figure 7.2: (a) pdfs showing u1 fluctuations. (b) pdfs showing u2 fluctuations. (c) pdfs
showing u3 fluctuations. In all three figures the solid line pdf is produced
from the dual-plane stereoscopic PIV data. The circles in (a) and (b) are
taken from the low resolution FOV of section 2.2 and the crosses of (c) are
produced from a planar dataset in the x1 − x3 plane.
PIV pdf has two kinks in its tails; the positive kink being more pronounced than the negative
kink. The pdf for the u1 fluctuations from this dataset is found to be bimodal, with a higher
modal value for the negative u1 fluctuations than for the positive fluctuations. It is thought
that these two distributions are due to the fact that the FOV of the mono PIV in the x1 − x3
experiment, discussed previously, encroached into the bottom wall boundary layer (x3 equates
to the depth of the water tunnel facility) which was evidently not a problem in the planes of
172
the DPSPIV experiments. Due to the stereoscopic reconstruction the uncertainty is highest in
the measurement of the u3 fluctuations, however, the magnitude of the u3 fluctuations from
the DPSPIV data is in line with the u1 and u2 fluctuations and similar to u3 fluctuations from
the mono PIV that were specifically measured, rather than computed from the stereoscopic
reconstruction. It is thus felt that the measurement of the velocity fluctuations by the DPSPIV
technique is reliable.
7.1.3 Validity of the spatial gradients
Figure 7.3 shows pdfs for the diagonal components of the velocity gradient tensor from all
comparable experimental data in this thesis. Figure 7.3(a) shows the pdfs for ∂U1/∂x2, (b)
for ∂U2/∂x2 and (c) for ∂U3/∂x3. For all three figures the solid line pdfs are constructed
from the DPSPIV experiments, and are normalised by the Kolmogorov length scale computed
directly from the data. The circles’ pdfs are constructed from the low resolution FOV data from
section 2.2 and are normalised by the Kolmogorov scale computed using the high resolution
data and the correction method of Tanaka and Eaton [2007]. The crosses’ pdfs are from the
mono PIV data in the x1 − x3 plane and normalised by η from section 2.2 (since the two
datasets are at the same streamwise location). Finally, the broken line pdfs are constructed
from the cinematographic stereoscopic PIV (CSPIV) data mean filtered at 6η, of chapter 6,
which has a comparable resolution, in terms of the “local Kolmogorov length scale” to the
DPSPIV data. These datasets were chosen as they all have comparable spatial resolution. It
should be noted that the mean filtered CSPIV is performed in the far field of an axisymmetric
turbulent jet, whereas the other three datasets are taken from the mixing layer (at different
streamwise locations). It can be seen that the experimental data agrees relatively well with
each other with the best agreement with the dual-plane stereoscopic PIV data appearing to be
from the mono PIV in the x1−x2 plane, used in chapters 3 and 4 (circles). The best agreement
between the jet data and the mixing layer is for ∂U2/∂x2 (b), due to the similarity between the
zero mean velocity gradients along the direction of mean shear of both flows. The agreement is
worst for ∂U3/∂x3, however the computation of this gradient is dependent upon the assumption
that the flow is divergence free. Ganapathisubramani et al. [2007] showed that stereoscopic PIV
experiments are inherently not divergence free, due to the experimental noise that is intrinsic
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Figure 7.3: pdfs of the diagonal components of the velocity gradient tensor. For
all figures a solid black line is from DPSPIV data, circles from the low
resolution FOV of section 2.2, crosses from mono PIV in the x1− x3 plane
and dashed black line from the cinematographic stereoscopic PIV data from
chapter 5. (d) pdf of ∂U1/∂x1 including the unfiltered mono PIV in the
x1 − x3 plane
to the PIV technique, and made this apparent in plots of s∗2 and S
∗, the normalisations of
the intermediate strain-rate eigenvalue of Ashurst et al. [1987] and Lund and Rogers [1994],
respectively. Despite this higher uncertainty, highlighted in table 7.1, the agreement between
the DPSPIV data remains good with the other experimental datasets.
Figure 7.3(d) shows pdfs of ∂U1/∂x1 for the DPSPIV data, the filtered mono PIV in the
x1 − x3 plane and the unfiltered mono PIV in the x1 − x3 plane. The original vector spacing
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of the mono PIV in the x1 − x3 plane was 1.3η, but this was mean filtered to give a vector
spacing (and resolution) of 6.2η which was comparable to the resolution of the mean filtered
cinematographic stereoscopic PIV experiments performed in the turbulent jet of chapter 6,
which in turn had a similar resolution in terms of the “local Kolmogorov length scale” to the
DPSPIV data. The effect of mean filtering the data is clear in the vastly reduced extent of the
tails of the pdf , similar to the figures presented in chapter 6. The DPSPIV data is thus under
resolved and underestimating the spatial velocity gradients with respect to the more highly
resolved mono PIV. This effective mean filtering is primarily responsible for the high relative
uncertainty in the velocity gradients shown in table 7.1. The uncertainty in the measurement of
the velocities is fixed and small in comparison with other studies [Ganapathisubramani et al.,
2005]. However, the low spatial resolution makes this uncertainty much greater in relative
terms. The effects of this mean filtering have been compared to the dataset of chapter 6 that
had been mean filtered at 15η and the relative uncertainties presented are therefore the worst
case scenario.
Figure 7.4 shows pdfs for the non-diagonal components of the velocity gradient tensor from
all the comparable experimental data, with the symbols for the different datasets being the
same as for figure 7.3. Figures 7.4(a) and (b) are for ∂U1/∂x2 and ∂U1/∂x3 respectively, (c)
and (d) are for ∂U2/∂x1 and ∂U2/∂x3 respectively and (e) and (f) are for ∂U3/∂x1 and ∂U3/∂x2
respectively. It can be seen that there are only two available datasets for figures 7.4(d) and
(f), the DPSPIV and CSPIV experiments, due to the unavailability of these gradients in the
mono PIV experiments. It can be seen that there is a far wider range of agreement between the
experimental datasets for the non-diagonal components of the velocity gradient tensor than for
the diagonal components of figure 7.3. There is a stronger agreement between the DPSPIV and
the CSPIV turbulent jet data for the ∂U1/∂x3 and ∂U3/∂x1 components of figures 7.4(b) and
(e) than for the more directly comparable mono PIV data. In both cases the stereoscopic PIV
data has significantly broader tails than the mono PIV data. The best agreement between the
datasets can be found in figure 7.4(a) which shows the ∂U1/∂x2 component, i.e. the gradient
of the streamwise velocity in the cross stream direction. For both the turbulent jet and the
mixing layer this is the gradient of the streamwise velocity in the direction of mean shear.
The pdfs of the DPSPIV data with the broadest tails are both the non-diagonal components
of the U3 velocity and the gradients in the x3 direction. This corresponds to the velocity
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Figure 7.4: pdfs of the non-diagonal components of the velocity gradient tensor. Def-
initions for the symbols are the same as for figure 7.3.
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component that is produced in the stereoscopic reconstruction and the gradients for which only
the single order accurate forward differencing scheme was used. Table 7.1 shows that it is these
components for which there is by far and away the greatest absolute measurement uncertainty.
It is to be presumed that the broad tails are a direct consequence of this large uncertainty.
Figure 7.3 shows that the dual-plane stereoscopic PIV technique is capable of measuring
the diagonal components of the fully three dimensional velocity gradient tensor to a broadly
similar degree of reliability as mono PIV experiments performed in a similar flow. It also
closely matches the cinematographic stereoscopic PIV technique, which is reliant upon the use
of Taylor’s frozen flow field hypothesis to compute the streamwise gradients, in a different
shear flow. This reliability breaks down, however, in the non-diagonal gradients involving the
velocity component that has been computed by the stereoscopic reconstruction (U3) and the
single order accurate gradients in the direction separating the two light sheets (x3). These are
the components for which the uncertainty in the experiment is at its highest.
7.2 Strain-rate eigenvalues
Figure 7.5 shows the pdfs of the eigenvalues (si) of the strain-rate tensor (Sij = (∂ui/∂xj +
∂uj/∂xi)/2). The eigenvalues are arranged such that s1 > s2 > s3, with s1 (a) extensive
(positive), s3 (c) compressive (negative) and s2 (b) mildly compressive or extensive and bounded
by the values of s1 and s3. For all three figures the solid line pdf is produced from the dual-plane
stereoscopic PIV data and the dashed line is produced from the cinematographic stereoscopic
PIV data in the turbulent jet of chapter 6. The DPSPIV data is normalised by the Kolmogorov
length scale calculated directly from the data itself, hence is comparable to the “local η” of
chapter 6 , with the “local η” being used to normalise the CSPIV data.
Figure 7.5(a) shows that the agreement, both quantitatively and qualitatively, between the
DPSPIV data from the planar mixing layer and the CSPIV data from the turbulent jet is
excellent for the extensive strain-rate eigenvalue. The distribution of s1 also closely mirrors
that of s3, the compressive strain-rate, with similar modal peak values at a similar magnitude
of the modal strain-rate. The tail of the s3 pdf of figure 7.5(c) is slightly longer than that for
s1, but this is in agreement with the results presented in chapter 6. The distribution of s3 from
the turbulent jet has a slightly broader tail, and correspondingly lower modal peak value than
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Figure 7.5: pdfs of the eigenvalues of the strain-rate tensor; (a) extensive strain-rate,
(b) intermediate strain-rate and (c) compressive strain-rate. For all three
figures the solid line is the dual-plane stereoscopic PIV data and the dashed
line is from the cinematographic stereoscopic PIV data from the turbulent
jet, normalised by the “local” Kolmogorov length scale (c.f. chapter 6).
(d) pdfs of all three strain-rate eigenvalues produced from DPSPIV data
for which |Dij | > 〈|Dij|〉.
that for the DPSPIV data. The greatest discrepancy between the DPSPIV and the CSPIV
data is to be found in the pdfs for s2 of figure 7.5(b). There appears to be a general shift in
the entire distribution towards negative s2 for the DPSPIV data as compared to the CSPIV
data. The preference for a slightly positive modal value of s2 has been known for some time
[Ashurst et al., 1987, Tsinober et al., 1992, Lund and Rogers, 1994], whereas the DPSPIV data
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shows a modal value of s2 of zero. The tails of the pdf for the DPSPIV data also extend to
similar values of s2 in the positive and negative direction, whereas there is a greater extent in
the positive s2 direction for the CSPIV pdf . It is thus felt that the effect of the high uncertainty
in the computation of the spatial velocity gradients is primarily observed in the distribution of
s2 due to its having the smallest magnitude of the three strain-rate eigenvalues.
Figure 7.5(d) shows the pdfs of all three strain-rate eigenvalues produced from DPSPIV
data for which the magnitude of the velocity gradient tensor is greater than the global mean
value, i.e. |Dij | > 〈|Dij |〉. Neglecting to include low magnitude velocity gradient tensor events
has the effect of decreasing the relative uncertainty in their values, and hence uncertainty in
the eigenvalues of the strain-rate tensor which is the symmetric part of the velocity gradient
tensor. The pdfs of figure 7.5(d) more closely resemble those of Ganapathisubramani et al.
[2008] than the pdfs of figures 7.5(a)-(c) in which the pdf of s3 is broader than that for s1 and
hence has a lower modal peak. Additionally the pdf for s2 is now shifted towards positive s2
with a positive modal value. Evidently all three pdfs are broader than their counterparts due
to the exclusion of “background”, low magnitude Dij events and therefore low magnitude of
the strain-rate tensor events since |Sij| =
√
s12 + s22 + s32.
Figure 7.6 shows pdfs of the normalised intermediate strain-rate eigenvalue, s2
∗ which is
defined by Ashurst et al. [1987] as s2
∗ = (
√
6s2)/
√
s12 + s22 + s32. The solid line pdf is pro-
duced from all the DPSPIV data, the crosses’ pdf is produced from the DPSPIV data for which
|Dij | > 〈|Dij|〉 and the dashed line pdf is produced from the CSPIV turbulent jet data from
chapter 5. There is a shift towards a more positive modal value of s2
∗ as low magnitude events
are discarded. Additionally, there is also a lower proportion of negative values for s2
∗ as the
“background” events are discarded. This backs up the observation that the experimental noise
has a tendency to shift s2 towards negative values. The CSPIV pdf extends to s2
∗ = ±1.5,
whereas the divergence free criteria requires s2
∗ to be bounded by s2
∗ = ±1. Evidently the
divergence free condition is forced upon the DPSPIV data in the computation of the ∂U3/∂x3
component of the velocity gradient tensor. However, this is not observed in the cinemato-
graphic stereoscopic PIV data, and other similar experimental studies, highlighting the greater
uncertainty in the ∂U3/∂x3 component over the other two diagonal components of the velocity
gradient tensor.
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Figure 7.6: pdfs of s2
∗, the normalised intermediate strain-rate eigenvalue. The solid
line pdf is produced from all DPSPIV data, the crosses’ pdf is produced
from DPSPIV data for which |Dij | > 〈|Dij|〉 and the dashed line pdf is
produced from the CSPIV from chapter 5 data mean filtered at 6η.
7.3 Strain - rotation interaction
The alignment between the eigenvectors of the strain-rate tensor, ei corresponding to eigenvalue
si, and the vorticity vector is of critical importance to the interaction between strain and
rotation as discussed in chapter 5. Figure 7.7 shows pdfs of the magnitude of the alignment
cosine between ei and ω for data that fulfils various threshold criteria; (a) includes all the
data, (b) includes only data for which |Dij | < 0.2〈|Dij |〉, (c) includes only data for which
|Dij | > 〈|Dij |〉 and (d) includes only data for which |Dij| > 2〈|Dij |〉. For all four figures the
solid line pdfs are for the e1 − ω alignment, the dashed line is for the e2 − ω alignment and
the crosses are for the e3 − ω alignment.
Figure 7.7(a) shows that when all of the DPSPIV data is included the well reported trends of
preferential parallel alignment between e2 and ω, preferential perpendicular alignment between
e3 and ω and arbitrary alignment between e1 and ω is largely hidden. There are very slight
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Figure 7.7: pdfs of the magnitude of the alignment cosine between the eigenvalues of
the strain-rate tensor and the vorticity vector; (a) for all data, (b) for data
with |Dij| < 0.2〈|Dij|〉, (c) for data with |Dij| > 〈|Dij |〉 and (d) for data
with |Dij | > 2〈|Dij |〉. The solid lines are for e1, the dashed lines for e2
and the crosses for e3.
peaks at |eˆ2 · ωˆ| = 1 and |eˆ3 · ωˆ| = 0 in the pdfs, but they are all virtually flat indicating
arbitrary alignment. Figure 7.7(b), which is constructed from data with a low magnitude
of the velocity gradient tensor, shows that all three alignment tendencies are arbitrary with
only the noise from the unconverged statistics due to the relatively low number of data points
visible. Table 7.1 shows that it is the low magnitude velocity gradient tensor events that show
the highest degree of uncertainty and hence it must be concluded that the arbitrary alignment
of figures 7.7(a) and (b) is a product of the experimental noise due to the high uncertainty in the
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measurement of the velocity gradients. Chapter 6 reveals that the effect of experimental noise
is to make the alignment tendencies between ei and ω more arbitrary, thereby “flattening”
the alignment pdfs. This is further highlighted by figures 7.7(c) and (d) which are produced
from high magnitude events; greater than the mean magnitude of the velocity gradient tensor
in (c) and greater than twice the mean magnitude of the velocity gradient tensor in (d). As
the magnitude of the threshold is increased the observed trends become clearer with more
pronounced modal peaks at |eˆ2 · ωˆ| = 1 and |eˆ3 · ωˆ| = 0 due to the decrease in the relative
uncertainty for higher magnitude velocity gradient events. The alignment between e1 and ω,
however, remains arbitrary as expected. These two figures again highlight the reliability of the
dual-plane stereoscopic PIV technique to measure the strain - rotation interaction in fine scale
turbulence in high magnitude velocity gradient tensor events, when the relative uncertainty
of the technique is reduced, and the unsuitability of the technique to correctly capture the
“background” low magnitude events.
Figure 7.8 shows contours of the joint pdf between the second and third invariants, Q and
R respectively, of the characteristic equation for the velocity gradient tensor. The solid line
contour is produced from all of the DPSPIV data and the crosses’ contour plot is produced from
the DPSPIV data that exceeds a threshold magnitude of the velocity gradient tensor greater
than half the mean value, i.e. |Dij | > 0.5〈|Dij|〉. Both contours are set to pdf = 50. Chacin
and Cantwell [2000], Elsinga and Marusic [2010], amongst others, state that the classical “tear-
drop” shape is a universal aspect of the small-scale motions of turbulence. This shape is not,
however, evident in the joint pdf constructed from all the DPSPIV data. The shape of this
joint pdf closely resembles the shape of the joint pdf presented in chapter 6 (figure 6.11(c))
for which artificial Gaussian noise, to simulate experimental uncertainty, of variance 1% of the
free stream velocity had been added. This artificial noise corresponds well to the uncertainty
in the measurement of the U1 and U2 components of velocity in the present experiments of
0.8%, although it remains significantly lower than the uncertainty in the U3 component. This
uncertainty, which table 7.1 shows is magnified in the computation of the spatial gradients,
effectively masks the “tear-drop” shape of the Q − R joint pdf . The crosses’ pdf of figure 7.8
excludes “background”, low magnitude events by using a |Dij| threshold of 〈|Dij|〉/2. This
threshold value is lower than those used in figure 7.7 due to the fact that a higher proportion
of data was required in order to produce a joint probability density function without excessive
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Figure 7.8: Contour plots of the joint pdfs between the second (Q) and third (R) in-
variants of the characteristic equation for the velocity gradient tensor. The
solid line joint pdf is produced from all the DPSPIV data and the crosses’
joint pdf is produced from DPSPIV data for which |Dij | > 0.5〈|Dij|〉. Both
contour levels are at pdf = 50. The dashed lines mark R = 0 and D = 0,
where D is the discriminant of the characteristic equation for a divergence
free flow.
noise due to unconverged statistics. When only high magnitude of the velocity gradient tensor
events are considered the joint pdf forms the classical “tear-drop” shape presented in chapter
6, with a clear “Vieillefosse tail” extending along the dashed line of D = 0, where D is the
discriminant of the characteristic equation for the eigenvalues of the velocity gradient tensor.
This again highlights the reliability of the dual-plane stereoscopic PIV technique in capturing
the high magnitude events of fine scale turbulence and its inability to successfully capture the
background events.
The effect of experimental noise can also be mitigated by mean filtering the data; since the
noise will have a mean value of zero. Figure 7.9 shows contour plots of joint pdf = 1 for the
unfiltered dataset and the data that has been mean filtered at two different filter widths, δf . A
local (2δf + 1)× (2δf + 1) mean filter was used to filter the data in the stereoscopic PIV plane
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Figure 7.9: Contour plots of joint pdf = 1 for the DPSPIV data mean filtered at
various filter widths, δf .
and in the mono PIV plane. Spatial velocity gradients were then computed in the same manner
as described in section 2.4 using the filtered data in the two planes and the ∂U3/∂x3 component
was again computed assuming a divergence free flow. Mean filtering is known to decrease the
spatial velocity gradients and hence the normalisation strategy of figure 6.11, in which the
r.m.s. value of Q is employed to normalise Q and R, was used to directly compare the data
mean filtered at the different filter widths. It can be seen that the characteristic “tear-drop”
shape of the joint pdf becomes more apparent as δf is increased. This is entirely consistent
with the findings of chapter 6 for Q−R joint pdfs that have been computed from data to which
Gaussian noise has been added. Evidently, as δf is increased the sample size of data within the
mean filter increases giving better convergence towards the zero mean that is expected of the
experimental noise. Figures 7.8 and 7.9 show that the reason that the “tear-drop” shape is not
visible on the joint pdf produced from the entire dataset is due to the low signal to noise ratio
(SNR). This SNR can be improved by discounting the background, low intensity events or by
applying a mean filter to the dataset.
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Figure 7.10: pdfs of the magnitude of the alignment cosine between the extensive
strain-rate eigenvector and the vorticity vector. (a) comes from sector S1
(D > 0 ; R > 0) and (b) comes from sector S4 (D > 0 ; R < 0). For both
figures the solid line pdf is produced from the DPSPIV data, the dashed
line is from the CSPIV data from the turbulent jet and the crosses are
from the DNS of the plane mixing layer in chapter 5.
Chapter 5 showed that the most active regions in Q − R space were those for which dis-
criminant, D, is positive and hence regions in which swirling is dominant over straining. The
sector on figure 7.8 for which D > 0;R > 0 (S1) was shown to be primarily responsible for
the attenuation of enstrophy in the flow, i.e. ωiSijωj < 0. It was shown that the mechanism
by which enstrophy was attenuated was through the preferential parallel alignment between
the extensive strain-rate eigenvector (e1) and the vorticity vector (ω). The solid line in figure
7.10(a) shows the pdf of the magnitude of the alignment cosine between e1 and ω in this sector,
S1, for all of the DPSPIV data, with no threshold of |Dij| used. It can be seen that there is a
clear modal peak at |eˆ1 · ωˆ| = 0, and |eˆ1 · ωˆ| = 1 is the least probable alignment. This clear
statistical trend is in stark contrast to the similar overall e1 - ω alignment pdf of figure 7.7(a), in
which the alignment between ω and all three strain-rate eigenvectors is arbitrary. The dashed
line in figure 7.10 is taken from the unfiltered cinematographic stereoscopic PIV experiments
performed in the turbulent jet and the crosses’ pdf is taken from the DNS data of the plane
mixing layer from chapter 5. The resolution of the DNS data is 2.5η and the resolution of the
cinematographic stereoscopic PIV data from the turbulent jet is 3η, compared to 9.1η for the
DPSPIV data. Chapter 5 additionally showed that the mechanism of preferential perpendicular
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alignment between e1 and ω in sector S1 was scale independent. The alignment pdfs from the
turbulent jet data resolved at 3η and the DNS data resolved at 2.5η agree extremely well with
each other and the mixing layer data resolved at 9.1η. This agreement is clearly within the
overall uncertainty of the experiment considering that no threshold of magnitude of the velocity
gradient tensor was used to produce the solid line pdf of figure 7.10(a). This figure thus offers
tentative evidence that the distribution of the preferential perpendicular alignment between
e1 and ω, as a mechanism for the amplification of enstrophy, is both scale independent and
universal across different types of shear flows at different Reynolds numbers.
Chapter 5 additionally showed that the sector on figure 7.8 for which D > 0;R > 0 (S4)
was shown to be responsible for the bulk of enstrophy amplification in the flow, ωiSijωj > 0.
The mechanism responsible for this was shown to be preferential parallel alignment between
e1 and ω. This is again evident from the solid line pdf of the figure with a clear modal peak
at |eˆ1 · ωˆ| = 1 with the least probable alignment being |eˆ1 · ωˆ| = 0. There is also evidently
a clear statistical trend for increasingly probable alignment between e1 and ω in contrast to
figure 7.7(a). Chapter 5 showed that in contrast to the mechanism for enstrophy attenuation
that for enstrophy amplification, the preferential parallel alignment between e1 and ω, is scale
dependent with an increasingly probable parallel alignment at larger length scales. This is again
reflected in figure 7.10 in which the DPSPIV data, of resolution 9.1η, shows a much clearer
preference for parallel alignment than for the CSPIV and DNS data, which have resolutions of
3η and 2.5η respectively.
7.4 Conclusions and further discussion
Dual-plane stereoscopic PIV experiments were performed in the self-similar region of a nomi-
nally two-dimensional planar mixing layer in order to experimentally determine all nine com-
ponents of the velocity gradient tensor Dij = ∂Ui/∂xj . The uncertainty in the velocity com-
ponents in the x1 − x2 plane, the plane in which the experiments were performed, was found
to be less than 1% which is in line with comparable DPSPIV studies [Ganapathisubramani
et al., 2005]. The largest source of uncertainty was found to be in the U3 component, which
was computed during the stereoscopic reconstruction, which is again in line with other DPSPIV
studies [Ganapathisubramani et al., 2005]. Despite this uncertainty the velocity fluctuations
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in all three directions were shown to agree well with mono PIV experiments performed in the
x1 − x2 and x1 − x3 planes of the same experimental mixing layer.
The uncertainty in the measurement of the spatial velocity gradients, however, was high in
spite of the fact that the uncertainty in the measurement of the velocity was low. This has been
attributed to the low spatial resolution, chosen to match the displacement between the light
sheets (∆x3), having the effect of mean filtering the data and thereby reducing the magnitude
of the measured velocity gradients. This is illustrated in figure 7.3(d). The lower magnitude
of the velocity gradients means that the relative uncertainty in the velocity gradients is high,
despite the absolute uncertainty in the velocities being low.
This experimental technique has thus shown itself to be capable of resolving the high mag-
nitude events in shear flow turbulence, in which the relative uncertainty in the measurement
of the spatial velocity gradients is low, but is overwhelmed by noise in the measurement of
“background” low intensity events. This is particularly evident in the pdfs of the overall align-
ment between the eigenvalues of the strain-rate tensor and the vorticity vector of figure 7.7.
In particular when a low threshold of |Dij|, the magnitude of the velocity gradient tensor,
was set the pdfs of all three strain-rate eigenvector - vorticity alignments were flat, indicating
completely arbitrary alignment. The trends that are extensively reported in the literature were
only evident in the datasets where thresholds greater than the mean value of |Dij| were set.
The intermediate strain-rate eigenvalue, s2, was observed to be affected by the high uncer-
tainty in the velocity gradients to the greatest extent. This intermediate strain-rate is either
mildly extensive (positive) or mildly compressive (negative) and the small magnitude of it make
it more susceptible to the experimental noise. The distributions of the extensive and compres-
sive strain-rates were observed to be less affected, with the extensive strain-rate observed to
be quantitatively more similar to the reference case cinematographic stereoscopic PIV data set
from the turbulent jet.
The joint pdf between Q and R was observed to closely resemble the high noise case of
the DNS data from chapter 6. The characteristic “tear-drop” shape was only recovered when
low |Dij| events were discarded or the data was mean filtered, again highlighting the effect
of the experimental noise. The alignment between the extensive strain-rate eigenvector and
the vorticity vector in the two swirling dominated sectors of Q − R space was observed as
this was shown to be crucial in determining the nature of enstrophy amplification, ωiSijωj, in
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chapter 5. Despite the fact that no threshold of |Dij| was used the preferential perpendicular
alignment between e1 and ω in sector S1 of Q − R space is clearly visible in figure 7.10(a).
Moreover, the scale independence of this alignment is confirmed to within the uncertainty of the
experiments. Additionally, the close similarity between the DNS mixing layer data, the CSPIV
jet data and the DPSPIV experiments suggest that this alignment, and hence mechanism for
enstrophy attenuation, may be a universal aspect of fine scale turbulence in shear flows. The
increased likelihood of parallel alignment between e1 and ω in sector S4 of Q − R space as
length scale is increased is confirmed in figure 7.10(b). This parallel alignment between the two
vectors is the mechanism for enstrophy amplification. The two swirling dominated sectors, S1
and S4, are known to be more “active” and comprise high magnitude turbulent events than the
straining dominated sectors and thus the DPSPIV technique is more suited to the measurement
of swirling dominated quantities due to its lower relative uncertainty.
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Chapter 8
Summary and recommendations for
future work
In chapter 1 a series of questions was posed regarding the fine scale features of shear flow
turbulence to which this thesis sought some answers. Whilst most of these questions have been
partially answered in this thesis, almost inevitably, it has raised many more. A brief summary
of some of the answers to these initial questions is presented below, followed by a discussion of
some possible future work that could attempt to address the remaining gaps in the knowledge.
• What is the nature of the interaction between large- and inertial-range structures in a
mixing layer?
It has been shown that there is a two way interaction between the scales greater than
the Taylor microscale and scales that are smaller than the Taylor microscale. On the
high speed side of the mixing layer it can be seen that the large-scale negative velocity
fluctuations (low momentum) have the effect of increasing the activity of the small scales
that are concurrent to the large-scale fluctuations. The large-scale fluctuations on the
high speed side of the mixing layer are negatively skewed, however this negative skew is
removed for regions in which there is a high turbulent kinetic energy content and high
mean rate of dissipation in the concurrent small scales.
• Is there an interaction between the largest (integral) scales and the dissipative scales in a
mixing layer, and if so upon what is it dependent?
Despite there being no direct linkage in wavenumber space between scales that are of the
order of the integral scale and those that are of the order of the dissipative scale there is
a two way interaction between the largest and smallest scales present in the mixing layer.
However, the effect of the smallest scales on the largest scales is small in comparison with
the effect of the largest scales on the smallest scales. There is a clear amplitude and
frequency modulation of the small scales by the large scales with clear evidence presented
to show that both the sign and magnitude of the large-scale fluctuations is significant.
Again, low momentum large-scale fluctuations are responsible for increasing the small-
scale activity on the high speed side of the mixing layer. This interaction is found to be
dependent concurrently with the large-scale velocity and locked into a phase cycle with
both the large-scale velocity and the streamwise gradient of the large-scale velocity. A
mechanism is proposed in which the integral scale streamwise rollers leave a “wake” of
energised small-scale structures behind them. This hypothesis is supported by the finding
that the larger scale structures convect through the mixing layer more quickly than the
small-scale structures. The interaction between the largest scales and the smallest scales
is also found to be Reynolds number dependent, with a stronger interaction at higher
Reynolds number. This suggests that the interaction between integral type scales and
dissipative scales is not in fact a “universal” property of fine scale turbulence.
• What is the nature of, and underlying mechanism responsible for, the rate of amplification
of enstrophy, an excellent metric for the strain - rotation interaction?
It has been shown that the rate of enstrophy amplification, ωiSijωj, is predominantly
observed in rotationally dominated regions of the flow, in regions surrounding the high
enstrophy “worms” that are commonly described in the literature. Enstrophy amplifying
regions, ωiSijωj > 0, are found to be structured as sheets, whereas enstrophy attenuating
regions are found to be spatially coherent only over short distances and lack a discernible
structure. The mechanism that is primarily responsible for the sign of ωiSijωj, and hence
the nature of enstrophy amplification, is the alignment tendency between the extensive
strain-rate eigenvector (e1) and the vorticity vector (ω). Preferential parallel alignment
leads to enstrophy amplification, whereas preferential perpendicular alignment is found
to lead to enstrophy attenuation. These two processes primarily take place in sectors S4
and S1 respectively, the two rotationally dominated sectors, of Q−R space.
• Is there a scale dependence of the rate of amplification of enstrophy?
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Whilst ωiSijωj is primarily a small-scale phenomenon the mechanism that is responsible
for ωiSijωj, namely the alignment tendency between e1 and ω, is shown to be scale
dependent. The preferential parallel alignment between e1 and ω for the enstrophy
amplifying sector S4 is shown to increase at larger length scales, for data from both the
turbulent jet and the mixing layer. In contrast, the preferential perpendicular alignment
between e1 and ω in the enstrophy attenuating sector S1 is shown to be scale independent
and insensitive to the mean shear in the flow and the Reynolds number. It is thus
suggested that this enstrophy attenuating mechanism may be a “universal” feature of
fine scale turbulence.
• To what extent is our observation and understanding of the kinematics of fine scale shear
flow turbulence affected by under resolved and noisy experimental data?
The effect of under resolved data is to greatly underestimate the dissipation and enstrophy
of fine scale turbulence. This has consequences for the computation of the dissipative
(Kolmogorov) length scale, η, and led to the concept of the “local Kolmogorov length
scale”, computed directly from the under resolved data. The length scales over which
dissipation and enstrophy, the scalar analogues to strain-rate and rotation respectively,
are spatially coherent are shown to remain constant in terms of grid points but increase
in terms of physical units as spatial resolution is coarsened. Coarse spatial resolution also
has a quantitative effect on the alignment tendencies between the strain-rate eigenvectors
and the vorticity vector with an increase in tendency for e1 and ω to be aligned in
parallel, from a flat distribution to a small but discernible peak at |eˆ1 · ωˆ| = 1. This is a
consequence of the strengthening of the enstrophy amplifying mechanism at larger length
scales described above. Experimental noise is primarily shown to increase the proportion
of data observed to be rotationally dominated, in which large magnitudes of ωiSijωj are
observed, at the expense of the strain dominated regions. This is shown to be the effect
of the addition of artificial compressibility by the experimental noise.
• Is dual-plane stereoscopic PIV a valid tool for the investigation of the strain - rotation
interaction in fine scale turbulence, and what are its strengths and weaknesses?
The DPSPIV technique is shown to be noisy in relative terms. This is because the
spatial resolution is coarse meaning that the measurement of the velocity gradient tensor
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is a severe underestimate, and thus leading to a high relative noise level. Nevertheless,
when “background”, low magnitude velocity gradient events are discarded the technique
is shown to accurately qualitatively describe the Q − R distribution and the alignment
tendencies of the strain-rate eigenvectors and the vorticity vector.
This thesis has set out to scrutinise the “universality” of fine scale turbulence in shear
flows. Whilst the characteristic shape of the Q − R joint probability density function and
the preferential alignment between the intermediate strain-rate eigenvector (e2) and ω are
indeed “globally” found in the different shear flows at different Reynolds numbers, this is not
“universally” the case. At length scales of ≈ 25λ it is in fact shown that there is a greater
preference for the vorticity vector to be aligned in parallel with e1 than e2. In contrast, the
preferentially perpendicular alignment between e1 and ω in sector S1 of Q−R space is shown
to be scale invariant and insensitive to different mean shears and Reynolds numbers. It would
thus be of great interest to pursue this further, in a variety of shear flows. In particular,
an examination of homogeneous isotropic turbulence, with zero mean shear, would be of great
interest. It would also be fascinating to observe the length scale at which this scale independence
breaks down. The experimental data presented in this thesis is also purely kinematic. A
dynamic observation of the evolution of ωiSijωj would enable the “sheet forming tendency”
hypothesis to be examined. It would also permit the observation of the evolution of a fluid
element from the “background”, via the vortex stretching mechanism dictated by the e1 - ω
alignment, to a high enstrophy “worm”.
The interaction between length scales was confined to the high speed side of a mixing layer
in this thesis. Before further discussion on the “universality” of these interactions further work
must be done on a variety of shear flows at different Reynolds numbers. This may then help to
explain the amplification of the small-scale activity by large-scale low momentum fluctuations,
but not by high momentum fluctuations. The convection of the velocity fluctuations in the
mixing layer was also found to collapse for the two Reynolds numbers investigated. It would
thus also be of great interest to examine this more closely, and for different shear flows, to see
whether this may be another “universal” aspect of shear flow turbulence.
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