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La presente tesis tuvo como objetivo principal diseñar un Data Center con 
arquitectura convergente, que permita integrar los servicios de voz, datos y video 
sobre una misma infraestructura de cableado estructurado, que solucione la 
problemática de la Municipalidad Distrital de José Leonardo Ortiz y dejar como 
material de estudio para otros trabajos similares de investigación.  
El diseño del data center se realizó en las instalaciones de la Municipalidad 
Distrital de José Leonardo Ortiz, Provincia de Chiclayo, Departamento de 
Lambayeque; basado en normas y estándares internacionales TIA-942 y 
ANSI/BICSI 002. Estas normativas fueron analizadas y estudiadas para su posterior 
uso en todos los sistemas que involucra al data center, llegando a elaborar un 
diseño óptimo que garantice la continuidad, mejora y optimización de sus servicios. 
Para determinar el diseño adecuado del data center debemos considerar 
principalmente la clase de data center a implementar, es por eso que se considera 
calcular esta clase siguiendo la guía de BICSI 002. Otros de los factores que nos 
permitirán lograr determinar el diseño adecuado son el diseño óptimo de red lógica, 
el cálculo de la capacidad correcta de los equipos eléctricos y mecánicos, el cálculo 
del cableado estructurado, la simulación del funcionamiento de red en software 
Packet Tracer y la simulación en 3D en el programa Sketchup 2019. Los resultados 
indicaron que para el diseño del data center se debe usar la CLASE 2.  
 







The main objective of this thesis was to design a Data Center with convergent 
architecture, which allows the integration of voice, data and video services on the 
same structured cabling infrastructure, which solves the problems of the District 
Municipality of José Leonardo Ortiz and leave as material study for other similar 
research works. 
The design of the data center was carried out at the facilities of the José 
Leonardo Ortiz District Municipality, Chiclayo Province, Lambayeque Department; 
based on international norms and standards TIA-942 and ANSI / BICSI 002. These 
regulations were analyzed and studied for their later use in all the systems that 
involve a data center, coming to elaborate an optimal design that guarantees the 
continuity, improvement and optimization of its services. 
To determine the proper design of the data center we must fundamentally 
consider the class of data center to implement, that is why it is considered to 
calculate this class following the BICSI 002 guide. Other factors that will allow us to 
determine the appropriate design are the optimal design of logical network, 
calculation of the correct capacity of electrical and mechanical equipment, 
calculation of structured cabling, simulation of network operation in Packet Tracer 
software, and 3D simulation in Sketchup 2019 program. The results indicated that 
for the design of the data center, CLASS 2 must be used. 
 
 





ANSI   Instituto Nacional Estadounidense de Estándares 
AP   Punto de Acceso 
ASHRAE  Sociedad Americana de Ingenieros de Calefacción, 
     Refrigeración y Aire Acondicionado. 
AWG   Calibre de Alambre Estadounidense 
BICSI   Servicio Internacional de Consultoría para la industria    
    de la Construcción.   
CR   Cuarto de Computo 
EDA                  Área de Distribución de Equipos 
EIA                    Alianza de las industrias Electrónicas 
ER                     Cuarto de Entrada 
HC                    Conexión Cruzada Horizontal 
HDA                   Área de Distribución Horizontal 
HVAC                 Calefacción, ventilación y aire acondicionado 
IEC                     Comisión Electrotécnica Internacional 
IEEE                  Instituto de Ingenieros Eléctricos y Electrónicos 
KVM                    Teclado, video y ratón 
LAN                     Red de Área Local 
MC                       Conexión Cruzada Principal 
MDA                    Área de Distribución Principal 
NFPA                    Asociación Nacional de Protección contra el Fuego 
PDU                      Unidad de Distribución de Energía 
SAN                       Red de Área de Almacenamiento  
TI                           Tecnologías de la Información 
TIA                         Asociación de la Industria de las telecomunicaciones  
TR                         Sala de Telecomunicaciones 
UPS                        Fuente de Energía Ininterrumpible 
UTP                         Cable de Par Trenzado sin Blindaje 
WAN                       Red de Área Amplia 





En estos tiempos el tráfico de información ha ido incrementándose 
notoriamente y esto ha exigido no solo a las redes de datos de cualquier entidad, 
sino su capacidad de respuesta y gestión en Data Center. El Data Center es el lugar 
que concentra la información, los servicios y es el corazón de toda empresa, ya que 
a través de ella se logra mover el negocio y generar ingresos. Los data center son 
estructuras complejas que exigen constantemente soluciones y servicios, 
requiriendo de habilidades de gestión y objetivos claros. 
 
La Municipalidad distrital de José Leonardo Ortiz, es una sede 
gubernamental que brinda servicios a los ciudadanos del mismo distrito. En la 
actualidad los servicios que ofrecen presentan deficiencias y fallas, debido al no 
haberse planificado adecuadamente el crecimiento de la red en el tiempo. 
 
Las necesidades de la municipalidad se basan esencialmente en mejorar 
temas de infraestructura de Data Center y mejoramiento de red, para conseguir así 
ofrecer un mejor servicio a los ciudadanos. El diseño que se debe plantear debe 
seguir una norma que garantice su funcionamiento y además ofrezca respuestas 
inmediatas ante fallas de cualquier índole, requiriendo para esto redundancia de 





PLANTEAMIENTO DEL PROBLEMA 
 
1.1. DESCRIPCIÓN DEL PROBLEMA 
 
El Palacio Municipal de José Leonardo Ortiz sirve como edificio público que 
alberga y funciona de sede para la Municipalidad del Distrito de José Leonardo Ortiz 
en la ciudad de Chiclayo. Tiene como dirección la avenida Sáenz Peña N° 2151, 
Urbanización Latina. Fue construida en los años 1996-1998 por el exalcalde Lucho 
Gasco y posee una antigüedad de casi 22 años, constituyendo hasta la actualidad 
8 gerencias.  
La municipalidad presenta algunas horas de interrupciones en sus equipos 
de cómputo, a causa de la saturación de los procesos informáticos, causando la 
desesperación por parte de los usuarios.  También se encuentra latente a cortes de 
fluido eléctrico, propios de la zona, que derivaría en pérdidas de información si no 
se tiene un plan de contingencia.  
Es por eso, que consideramos que algunas causales que pudieran provocar 
estos inconvenientes, nacen desde la incorrecta infraestructura del Data Center, y 
la poca convergencia en la red que permita integrar los diversos servicios por una 
misma infraestructura. 
1.1.1. DISTRIBUCIÓN DE LAS INSTALACIONES: 
 
Tabla 1. Distribución de Oficinas del Municipio de J.L.O. por Piso. 
PISO OFICINAS 
1 
Sub-Gerencia Fiscalización Tributaria. 
Sub-Gerencia Recaudación Y Control De Deuda. 
Sub-Gerencia Registros Tributarios. 
Gerencia De Desarrollo Económico Y Social. 
Sub-Gerencia Participación Vecinal. 
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Sub-Gerencia Policía Municipal. 
Sub-Gerencia De Limpieza Pública. 
Sub-Gerencia Transito, Viabilidad Y Transporte Publico. 
Sub-Gerencia Servicios De Equipo Mecánico. 
Sub-Gerencia De Administración De Mercados Y Sanidad. 
Gerencia De Servicios Públicos. 
Recaudación. 







Tramitación Documento Fedatario.  
2 
Alcaldía. 
Oficina Secretaria General. 
Gerencia Municipal. 
Gerencia De Asesoría Jurídica. 
Sub-Gerencia De Contabilidad.  
Sub-Gerencia De Tesorería. 
Sub-Gerencia De Presupuesto. 
Gerencia De Administración Tributaria. 
Sub-Gerencia De Programas Sociales. 
Sub-Gerencia De Educación, Cultura, Turismo Y Deportes.  
Sub-Gerencia De Desarrollo Económico Y Promoción Pymes.  








Sub-Gerencia De Tecnologías De La Información Y Procesos. 
Sub-Gerencia De Obras Privadas Y Control Urbano.  
Sub-Gerencia De Registro Civiles. 
Equipos De Auditoria. 










Gerencia De Administración Y Finanzas.  
Sub-Gerencia De Logística.  
Sub-Gerencia De Recursos Humanos.  
Sub-Gerencia De Planeamiento Y Racionalización. 
Sub-Gerencia De Programación De Inversiones Y Cooperación 
Técnica. 
Gerencia De Desarrollo Urbano E Infraestructura.  
Gerencia De Seguridad Ciudadana. 
Sub-Gerencia De Infraestructura. 
Sub-Gerencia Planificación Urbana Y Catastro. 
Sub-Gerencia De Serenazgo. 
Programa De Incentivos. 
Procuraduría Publica Municipal. 




1.2. FORMULACIÓN DEL PROBLEMA 
1.2.1. Problema General 
¿De qué manera el diseño de un Data Center con arquitectura convergente 
permitirá mejorar los procesos informáticos en la Municipalidad Distrital de José 
Leonardo Ortiz? 
1.3. OBJETIVOS 
1.3.1. Objetivo General 
Diseñar un Data Center con arquitectura convergente para optimizar los 
procesos informáticos de la Municipalidad Distrital de José Leonardo Ortiz. 
1.3.2. Objetivo Específico 
 Definir el nivel de Data Center a utilizar.  
 Diseñar el Data Center. 
 Definir la optimización y la mejora de los procesos informáticos realizados 
por la Municipalidad de José Leonardo Ortiz. 
 Diseñar una Red Convergente de Voz y Datos.  
 Realizar los cálculos para el sistema de refrigeración, UPS y grupo 
electrógeno. 
 Diseñar el cableado estructurado. 
 Realizar la simulación del diseño del Data Center.  
 Realizar el presupuesto del proyecto. 
 




a). Aspecto Tecnológico: 
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El presente proyecto pretende diseñar un Data Center con arquitectura 
convergente para optimizar los procesos informáticos del municipio distrital, 
considerando el alto tráfico de información que viaja a través de esta Red.  
 
b). Aspecto Económico: 
Analizando la plataforma tecnológica, logramos una propuesta de mejora 
para que los procesos del palacio municipal distrital culminen en el menor tiempo lo 
que conllevara a que la cadena productiva se vea beneficiada con resultados 
económicos perceptibles, como los retrasos de los tramites que se realizan día a 
día y contratación de servicios tercerizados. Asimismo, se disminuirá sus tiempos 
de proceso, eliminando las interrupciones y brindando una mejor calidad de servicio.  
c). Aspecto Académico: 
Se da una excelente oportunidad de poder diseñar un Data Center siguiendo 
normativa internacional como TIA-942 y ANSI/BICSI 002, logrando así 
desenvolverse en el mundo de las telecomunicaciones y poniendo en práctica todos 
los conocimientos adquiridos de la propia formación educativa de nuestra alma 
mater Universidad Pedro Ruiz Gallo, y la experiencia laboral de la carrera de 
ingeniería electrónica, para el beneficio de miles de ciudadanos del distrito de José 
Leonardo Ortiz.  
1.4.2. Importancia 
Esta investigación logrará definir las causales de la problemática que sufre la 
red del palacio municipal de José Leonardo Ortiz, y le dará una alternativa de mejora 
en la optimización de servicios, para beneficio de miles de ciudadanos leonardinos.  
1.5. HIPÓTESIS 
Con el diseño de un Data Center con arquitectura convergente se logrará 





1.5.1. Diseño de Contrastación de Hipótesis 
 
El diseño que realizaremos es el diseño Cuasi – experimental 
 
 
Fuente: Elaboración Propia (2020) 




1.6.1. Variable Independiente: 
Centro de Datos con Arquitectura Convergente. 
 
1.6.2. Variable Dependiente: 









(Calidad de Servicio) 









1.6.3. Operacionalización de Variables 
Tabla 2. Operacionalización de Variables 
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Ramírez F. (2014) en su estudio Implementó un Data Center de oficina matriz 
de la empresa Farmaenlace Cía Ltda en la ciudad de Quito, considerando las 
recomendaciones de la norma TIA-942, y configurando servicios de administración 
de sistema bajo plataforma Windows, con su investigación redacta paso a paso la 
implementación de un Data Center reuniendo todo lo necesario para la realización 
del proyecto. Redacta los pasos de la ejecución del proyecto, desde su estudio 
hasta la implementación de los equipos y la red.   
 
Calza B. y Cruz P. (2011) investigaron un Diseño de una red convergente 
para brindar una solución de voz y datos de laboratorios LIFE a nivel nacional. Con 
su trabajo de investigación recopila información de conceptos de redes LAN y WAN, 
topologías y protocolos para diseñar redes convergentes en las instalaciones de 
laboratorios LIFE.  
2.1.2. Nacional 
Además, Castillo D. (2008) evaluó un Diseño de Infraestructura de 
Telecomunicaciones para un Data Center. Este autor brinda información sobre 
cableado y puesta a tierra para telecomunicaciones, narrando a través de una 
implementación de un Data Center para una empresa en la ciudad de Lima. 
 
2.2. BASES TEÓRICAS 
2.2.1. Normas y Estándares 
Existen organismos que regulan las normas y estándares para el correcto 




Tabla 3. Tabla comparativa de normas y estándares para Data Center 




(Instituto Nacional Estadounidense de 
Estándares / Servicio Internacional de 
Consultoría para la industria de la 
Construcción) 
 
 Estándar de estrategia neutral. 
 Estándar abierto para la 
industria. 
 Se enfoca a todos los sistemas 
del Data Center 
ICREA (ASOCIACION 
INTERNACIONAL DE EXPERTOS EN 
SALAS DE COMPUTACION) 
 
 Norma Mexicana, sin fines de 
lucro. 
 Esta norma se enfoca a todos 
los sistemas del Data Center. 
TIA STANDARD (ASOCIACION DE 




 Esta norma se enfoca en el 
cableado de red. 
 Sus conceptos basados en 
TIER. 
 
UPTIME INSTITUTE (INSTITUTO 
UPTIME) 
 
 Se basa únicamente en el 
sistema eléctrico y mecánico.  
INACAL (INSTITUTO NACIONAL DE 
CALIDAD) 
 
 Norma Técnica Peruana con la 
aplicación de buenas prácticas. 
 Toma en cuenta normas y 
estándares internacionales; 
BICSI, ICREA, TIA 942. 






2.2.2. Clasificación de Data Center 
 
2.2.2.1. ANSI/ TIA 942 (2005): 
Se promulgo el 12 de abril del año 2005, y presenta actualizaciones cada 5 
años. Esta norma se basa en 4 subsistemas de un data center, 
Telecomunicaciones, Arquitectura, Sistema Eléctrico y Sistema Mecánico. En su 
actualización del 2013 se modifica el uso de fibra óptica Multimodo OM3 y OM4 (con 
diámetro de 50,125 um). También se considera la categoría mínima a utilizar de 6 y 
6A para el cableado de par trenzado. En el 2014 se reemplaza la clasificación de 
los data center de “TIER” por “RAITING” o “RATED”.  
 
a). RATED I Infraestructura básica 
 Nivel de disponibilidad: 99.671%, 28.8 horas de interrupción anual 
 Propenso a fallas, por eventos planeados o no planeados. 
 Una fuente única de suministro eléctrica. 
 No posee redundancia en sistemas mecánicos de enfriamiento. 
 Puede contar o no con piso elevado, UPS o generador 
 Se requiere apagar por completo para llevar a cabo labores de 
mantenimiento 
 
b). RATED II Componentes redundantes 
 Nivel de disponibilidad: 99.741%, 22 horas de interrupción anual 
 Menor susceptibilidad a fallas, por eventos planeados o no planeadas 
 Una fuente única de suministro eléctrico. 
 Puede haber redundancia en componentes de refrigeración. 




c). RATED III Mantenimiento concurrente  
 Nivel de disponibilidad: 99.982%, 1.6 horas de interrupción anual 
 Permite actividades planeadas de mantenimiento, propenso a interrupción 
del servicio 
 Múltiples rutas de alimentación eléctrica y de enfriamiento, una sola ruta 
activa 
 Cuenta con piso elevado 
 Equipos de TI cuentan con doble alimentación eléctrica 
 
d). RATED IV Tolerante a fallas 
 Nivel de disponibilidad: 99.995%, 0.4 horas de interrupción anual 
 No hay fallas, por eventos planeados o no planeados. 
 Puede existir más de una fuente de suministro eléctrica. 
 Existe redundancia en componentes de enfriamiento. 
 Equipos de enfriamiento cuentan con doble ruta de alimentación 
independiente 
 Cuenta con sistemas de almacenamiento de energía 
 
2.2.2.2. ANSI/BICSI 002 (2014) 
Estándar con las mejores prácticas de diseño de data center, ya que cubren 
todos los temas adicionales que no tocan las otras normas. BICSI, con sede en 
Florida EEUU, es una asociación de profesionales que apoyan a la comunidad TIC 
(Tecnología de Información y Comunicaciones). Esta estándar en compatible con 
las normas ISO/IEC 11801; TIA 942, 568C, 569B; NPFA:70 (NEC), 75; ASHRAE; 
IEEE 493. 
El estándar proporciona un enfoque de diseño centrado en la disponibilidad 





 F0 Y F1  : Una Sola Vía 
 F2  : Una Sola Vía con componentes redundantes 
 F3  : Mantenible y sostenible simultáneamente 
 F4  : Tolerante a Fallas.  
   
a). CLASE 0/F0 
Cumplir con las funciones de TI, sin equipos redundantes o complementarios. 
Se evita costos de capital. Los eventos de mantenimiento o cortes planificado o no 
planificados representan un alto riesgo de tiempo de inactividad.  
              
Fuente: ANSI/BICSI 002 (2014) 
Figura 2. Clase 0/F0. 
b). CLASE 1/F1 
Cumplir con las funciones de TI, sin equipos redundantes o complementarios. 
Se pueden realizar mantenimiento para corregir fallas en horarios no programados, 
reduciendo así el impacto de tiempo de inactividad.  
    
Fuente: ANSI/BICSI 002 (2014) 

















c). CLASE 2/ F2 
Se incorpora los componentes redundantes, pero no de sistema. Cualquier 
falla en el sistema de distribución provocara una pérdida de servicio eléctrico hacia 




Fuente: ANSI/BICSI 002 (2014) 
Figura 4. Clase 2/F2. 
 
d). CLASE 3/F3 
Se incorpora los componentes redundantes, pero no de sistema. Proporciona 
una confiabilidad y facilidad de mantenimiento. Se realizan actividades de 



































Fuente: ANSI/BICSI 002 (2014) 
Figura 5. Clase 3/F3. 
e). CLASE 4/F4 
Existe la redundancia de componentes indispensable y no indispensable. 
Existe redundancia del sistema, de tal forma mantiene la confiabilidad incluso 
durante actividades de mantenimiento. Se automatiza los sistema para reducir las 
posibilidades de error humano. Se cuenta con pesonal las 24 hrs del dia, los 7 dias 
a la semana.  
 
Fuente: ANSI/BICSI 002 (2014) 










































2.2.3. Data Center 
 
ETP-ISO/IEC (2019) define que el data center o centro de datos es una 
estructura o grupo de estructuras, que puede ser espacios o múltiples edificios, 
dedicadas a ser una sede centralizada cuya finalidad es la interconexión y operación 
de tecnologías de la información y equipos de telecomunicaciones en red.  
Las tecnologías de información y equipos de telecomunicaciones 
proporcionan servicios como el almacenar, procesar y transportar los datos hacia 
todas las áreas de la sede, así también la distribución de la energía y control 
ambiental para proporcionar la disponibilidad de todos los servicios deseados (ETP-
ISO/IEC, 2019).  
El Data Center cuenta con un Sistema Eléctrico, Mecánico, de Seguridad 
Física, Telecomunicaciones y de Cableado de Red que tienen como objetivo 
principal garantizar la operación continua de los equipos de cómputo. 
2.2.4. Sistema de Arquitectura de Data Center 
 
2.2.4.1. Planificación del Espacio: 
ANSI/BICSI 002 (2014) menciona que deben considerarse plataformas 
actuales y futuras para servidores y almacenamiento, también tener consideración 
del crecimiento y expansión física del edificio identificando los índices potenciales 
de crecimiento ya que podrían afectar los planes de capacidad y espacio.  
 
a). Líneas de red de servicio eléctrico: 
El suministro eléctrico independiente y equipos de distribución relacionados 
a este sistema, deberán situarse en un lugar adyacente o cercano al espacio de 




2.2.4.2. Planificación Arquitectónica: 
 
a). Selección del Sitio  
Todos los elementos que generen interferencia deben ser eliminados 
(vibración, contaminación de aire, riesgos de seguridad, planos de inundación, entre 
otros). Debe brindarse espacio para los equipos de apoyo (generadores, tanques 
de combustible, entre otros) (ANSI/BICSI 002, 2014). 
 
b). Ciclo de cambio de equipos 
Debe planificarse la flexibilidad de un Data Center para que se pueda añadir 
o cambiar equipos frecuentemente. El Data Center en promedio puede cambiar 
considerablemente su inventario de TI cada 5 años (ANSI/BICSI 002, 2014). 
 
c). Acceso al Data Center 
La máxima pendiente para rampas es de 8° de la horizontal, para el 
movimiento de gabinetes con equipos con 900 mm de ancho despejado con 
pasamanos en ambos costados. En Data Center 24x7 se recomienda que la ruta 
principal de acceso llegue a un lugar seguro fuera de la sala de computadores que 
ofrezcan un control adicional. (ANSI/BICSI 002, 2014) 
 
d). Acceso al equipo 
Las Salas de equipo de apoyo (UPS, baterías, ventilación y aire 
acondicionado), requieren acceso para equipos grandes en algunos casos con una 
altura despejada de al menos 2.7 metros. (ANSI/BICSI 002, 2014). 
 
e). Espacio de equipo Mecánicos 
Los equipos mecánicos pueden estar dentro, como fuera de la sala de 
computadores, para tales efectos se deberá coordinar con el planificador. 
(ANSI/BICSI 002, 2014) Los gabinetes de comunicación deben tener un mínimo de 
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1.2 metros y preferiblemente 1.8 metros de distancia hacia los equipos de 
distribución de energía y refrigeración a lo largo de la pared perimetral.  
 
f). Sala de electricidad y Sala de UPS 
Debe contarse con un ambiente separada del centro de datos, para los 
equipos del sistema eléctrico, incluyendo el tablero de control, paneles eléctricos, 
conmutadores de transferencia, UPS entre otros. (ANSI/BICSI 002, 2014) 
 
g). Sala de batería  
Si se utiliza un sistema de UPS centralizado, debe estar acompañado por 
una sala de baterías. Si las baterías se encuentran en una sala dedicada, deberá 
quedar adyacente a la sala eléctrica (ANSI/BICSI 002, 2014). Se recomienda estar 
en el nivel inferior de un edificio ya que pueden generar una sobrecarga del piso y 
no debe ubicarse sobre el espacio de una sala de computadores. 
   
h). Sala de sistema contra incendios 
Se habilitará un espacio para la colocación de tanques supresores y no se 
situará en el área del cielo raso sobre el equipo (ANSI/BICSI, 2014). 
 
i). Circulación 
Se deberán considerar vías despejadas que permitan el movimiento de 
bastidores y equipos de apoyo, y tendrá una distancia mínima de circulación de 1.2 
metros (ANSI/BICSI 002, 2014). Las filas en la sala blanca o cuarto de gabinetes, 
no deben exceder los 20 gabinetes de largo, deben evitarse pasillos sin salida 
siempre que sea posible para la seguridad del personal. Donde no puedan evitarse 




j). Construcción de pared envolvente 
Las paredes perimetrales de la sala de computadores proporcionaran un 
nivel apropiado hermético apto para un sistema de supresión de incendio de agente 
limpio. Para paredes envolventes que separan la sala de computadores de un 
espacio no acondicionado o exterior, debe contarse con aislamiento según sea 
necesario.    Para los Data Center de nivel 3 o 4, se recomienda usar mampostería 
de concreto (ANSI/BICSI 002, 2014). Se debe incluir sello contra humedad/vapor en 
donde se requiera para prevenir filtraciones. Las puertas deben tener un mínimo de 
1.1 metros de ancho por 2.4 metros de alto. Se consideran puertas de vidrio para 
zonas de acceso al personal, las cuales deben tener clasificación (ANSI/BICSI 002, 
2014). 
 
k). Cielo raso 
ANSI/BICSI 002 (2014) menciona que la altura mínima del cielo raso no debe 
ser menor de 3 metros desde el piso terminado. La altura recomendada para los 
espacios de la sala de computadores es de 4.5 metros a más.  
 
l). Pasillos:  
Para las salas de computadores rectangulares, se deben ubicar filas de 
equipos de manera paralela, para obtener una combinación optima se deberá usar 
un sistema CAD. (Diseño Asistido Por Ordenador). El ancho mínimo del pasillo será 
de 0.9 metros, sin embargo, se recomienda al menos 1.2 metros en la parte delante 
de los bastidores para el acceso, movimientos de equipos y mantenimiento de los 
mismos. La parte delantera del gabinete debe orientarse al pasillo frio (ANSI/BICSI 
002, 2014). 
l.1). Pasillo Caliente:  
Deben ubicarse detrás de los gabinetes. Se deberán alinear la parte trasera 
de los gabinetes con los bordes de las placas de piso. Los cables de 
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telecomunicaciones deben estar debajo del pasillo caliente, si se instalan debajo del 
piso (ANSI/TIA 942, 2016). 
l.2). Pasillo Frio: Los pasillos fríos deberán ser los más grandes para intentar 
proporcionar más aire frio y proporcionar más donde el equipo esta normalmente 
instalado. Los cables de alimentación deben estar debajo del pasillo frio, debajo del 
piso técnico (ANSI/TIA 942, 2016). 
 
 
Fuente: Guía de Aplicación - Data Center ITMAX (2016) 
Figura 7. Ubicación de pasillo frío / pasillo caliente. 
 
m). Piso de acceso 
Se debe usar para el sistema de refrigeración, como también para el recorrido 
del cable. El concreto bajo el piso de acceso debe estar sellado y limpio. Deberá 
estar a un mínimo de 450 mm sobre la losa. Todas las baldosas serán soportadas 





2.2.5. Sistema Eléctrico de un Data Center 
 
2.2.5.1. Switch de transferencia 
NTEM.010 (2019) menciona que el switch, conmutador o interruptor de 
transferencia (ATS-Interruptor de transferencia automática), es un dispositivo que 
cambia de una fuente de alimentación a otra y tienen como función principal 
mantener separadas las dos fuentes de energía.   
 
2.2.5.2. Generador 
Es un equipo que convierte la energía mecánica en eléctrica, siendo una 
fuente de energía de emergencia.  El combustible que más se usa es el diésel. 
Clasificación según (ANSI/BICSI, 2014): 
 
a). Grupo Electrógeno de Respaldo:  
Se utiliza para soportar el equipamiento del Data Center en caso de ausencia 
del suministro eléctrico.  
b). Grupo Electrógeno de Emergencia:  
Se utilizan para soportar la carga de los sistemas de seguridad vital del Data 
Center (luces de emergencia, bomba de agua contra incendios).  
 
2.2.5.3. Tablero Principal 







2.2.5.4. Equipo SAI o UPS 
El SAI (Sistema de Alimentación Ininterrumpida) o UPS (Uninterruptible 
Power Supply) es un dispositivo que proporciona energía eléctrica tras un corte de 
energía a través de sus baterías. Además, mejora la calidad de la energía que llega 
a las cargas críticas, filtrando subidas y bajadas de tensión, eliminando armónicos 
de la red en caso de usar corriente alterna. 
 
2.2.5.5. Iluminación 
La iluminación debe ser como mínimo 500 lux en plano horizontal y 200 lux 
en plano vertical, medido a 1 metro sobre el piso terminado en medio de todos los 
pasillos entre gabinetes. 
 
2.2.5.6. Sistemas de Protección Eléctrica 
ANSI/TIA/EIA-607 (2005) menciona los componentes y recomendaciones del 
Sistema de Puesta a Tierra. 
2.2.5.6.1. Componentes 
a). TMGB (Barra Colectora de tierra principal de telecomunicaciones) 
Empleado generalmente en un edificio de varios pisos para interconectar 
múltiples TBB en el mismo piso. 
 Barra hecha de cobre mínimo de 95% de conductividad.  
 Dimensiones mínimas de 6.35 mm de espesor x 100 mm de ancho. 
b). TGB (Barra Colectora de tierra de telecomunicaciones) 
Punto de conexión a tierra para equipos y sistemas de comunicaciones. 
 Barra hecha de cobre mínimo de 95% de conductividad. 
 Dimensiones mínimas de 6.35 mm de espesor x 50.8 mm de ancho. 
c). TBC (Conductor de enlace de telecomunicaciones) 
Conexión que une el TMGB a la tierra del equipo de servicio (energía). 
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d). TBB (Red troncal de enlace de telecomunicaciones) 
Conductor que interconecta todos los TGB con el TMGB. El TBB se origina 
en el TMGB y se extiende por todo el edificio utilizando las vías de 
telecomunicaciones y se conecta a los TGB de los diferentes cuartos de 
telecomunicaciones. 
2.2.5.6.2. Recomendaciones  
 Todos los objetos de metal deben tener conexión a tierra. 
 No se recomienda una tierra dedicada y separada por cada equipo en 
el Centro de Datos. 
 Donde existan varias entradas de servicios (electricidad y 
comunicaciones) que entran al mismo edificio, se recomienda un anillo 
de tierra enterrado para brindar conexión equipotencial. 
 
2.2.6. Sistema Mecánico de un Data Center 
Según ASHRAE estadísticamente la vida de un componente se reduce a la 
mitad, por cada 10°C de aumento de temperatura, en caso inverso si se disminuye 
10°C la vida del componente se duplica.  
2.2.6.1. Tecnología de Enfriamiento 
Según ANSI/BICSI 002, (2014) existen 3 tecnologías de enfriamiento. 
a). Sistemas basados en Enfriador 
Este sistema se basa a través de una torre de climatización y el agua como 
circuito de enfriamiento.  
b). Sistemas Basados en Enfriamiento de Expansión Directa 
Se evita el uso de un enfriador. Este sistema de enfriamiento se basa en la 
manipulación del aire. 
c). Sistemas Basados en Enfriamiento con Doble Bobina 
Este sistema combina las 2 tecnología anteriores.  
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2.2.6.2. Métodos de Refrigeración 
Según ANSI/BICSI 002, (2014) existen 3 métodos de refrigeración. 
a). Refrigeración por Rack 
Se da cuando las unidades de refrigeración se asocian a un rack de gabinete. 
b). Refrigeración por Hilera (Fila) 
Las unidades de refrigeración se asocian con una fila de gabinetes, dentro 
de la sala de equipos.  
c). Refrigeración para sala 
La unidad de refrigeración se asocia con la sala y funcionan en simultaneo 
para disipar la carga térmica total. Se incorpora un piso técnico elevado en este 
método, para una correcta distribución del aire en pasillo caliente/pasillo frio. 
 
2.2.7. Sistema Protección Contra Incendios 
Según ANSI/BICSI 002, (2014) se deben tener las siguientes 
consideraciones para un correcto diseño: 
 El sistema de detección debe incluir un sistema de detección de humo 
con advertencia temprana y un sistema de protección de fugas de agua. 
 Donde sea crucial proteger el equipo electrónico en la sala de 
computadores, se deber considerar un sistema con agente gaseoso 
limpio, dedicado exclusivamente a la sala de computadores. 
 Es una práctica óptima proteger el espacio bajo los pisos de acceso con 
un sistema dedicado. 
 
2.2.7.1. Paredes, Pisos y Cielo Raso 
ANSI/BICSI 002 (2014) las paredes y pisos estarán selladas con un material 
resistente a incendios.  
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2.2.8. Sistema de Seguridad Física en un Data Center 
La norma ANSI/BICSI 002, (2014) hace énfasis en el diseño de la seguridad 
física del Data Center, definiendo las prácticas de seguridad física y las medidas 
necesarias para proteger la confidencialidad, integridad y disponibilidad del Centro 
de Datos 
2.2.8.1. Medidas de seguridad  
ANSI/BICSI 002, (2014) indica que se deben poder identificar las medidas de 
seguridad en los siguientes ámbitos:  
a). Electrónico: Control de Acceso, Detección de intrusiones, Sistema de circuito 
cerrado. 
b). Arquitectónico: Iluminación, Seguridad en las puertas y cerrojo 





2.2.9. Sistema de Telecomunicaciones 
 
2.2.9.1. Elementos en un Data Center 
Según la norma ANSI/TIA-942-B, se pueden identificar los siguientes 
elementos: 
 
a). Cuarto de entrada (Entrance Room):  
Espacio que conecta el cableado del Data Center con el cable del proveedor 
del servicio de telecomunicación. (Proveedor servicio de internet) 
b). Área de distribución Principal (MDA):  
Espacio de área critica dentro del Data Center, porque alberga la distribución 
principal del cableado del Data Center, la conexión cruzada principal. 
c). Área de distribución intermedia (IDA): 
Es un espacio opcional que sirve como intermediario entre el cableado de 
una sala de servidores. Se usa en Data Center grandes. 
d). Área de distribución horizontal (HDA) 
Espacio usado para la conexión de áreas de equipos. Incluye el cableado 
horizontal y equipos intermedio. 
e). Área de distribución de zonas (ZDA) 
La conexión entre el área de distribución principal con el área de distribución 
de equipos. Brinda flexibilidad al Data Center.  
f). Área de distribución de equipos (EDA) 
Espacio para equipos terminales y los equipos de comunicaciones de datos 




Fuente: ANSI/TIA 942-B (2016). 
Figura 8. Elemento de un Data Center. 
 
2.2.9.2. Arquitectura de Redes  
Según el estándar ANSI/TIA-942-B, en su anexo H (informativo) muestra una 
manera jerarquizada, que ayuda a minimizar los aspectos más complejos en un 
Data Center.  Lo clasifica en 3 capas: 
a). CORE (núcleo):  
Transporta grandes cantidades de información, de una manera segura. Si el 
Core falla, todos los usuarios de la red fallan. Aquí se ubican la Sala de Entrada, el 
MDA & IDA. 
b). Agregación (distribución): 
 Determina la ruta más rápida entre la capa de acceso y el Core. Aquí se 
encuentran los HDA.  
c). Acceso (borde):  




2.2.9.3. Topologías de Conexión MDA - EDA 
 
Según norma TIA 942, tenemos: 
a). Centralizada (Conexión Cruzada) 
El equipo central (switch) del MDA, se encuentran conectado a los servidores 
del EDA. 
Tabla 4. Ventajas y Desventajas de Conexión Centralizada. 
VENTAJAS DESVENTAJAS 
Menor costo. 
Fácil de implementar y mantener.  
Permite sistema de monitoreo. 
Reduce consumo de energía, 
redundancia y necesidades de 
refrigeración. 
Gran número de cables en el MDA. 
Cables sobreexpuestos en el MDA. 
Falta de escalabilidad. 
Mayor número de enlaces de 
cableado en comparación a las 
topologías ToR, EoR y MoR. 
      Fuente: Adaptado de la Norma TIA-942-B  
 
b). Top of Rack (Parte Superior del Rack) 
Cada rack tiene en la parte superior un equipo switch (MDA), y las 
conexiones a los servidores se hacen a través de este equipo.  
Tabla 5. Ventajas y Desventajas de Top of Rack. 
VENTAJAS DESVENTAJAS 
Eficiente uso de espacio. 
Buena escalabilidad. 
Rápida adición de nuevos 
equipos. 
Baja densidad de 
cableado. 
Costos elevados de equipo Switch. 
Riesgos de gestión térmica. 
Exceso de equipos y puertos de red. 
No permiten monitorización y 
administración del cableado a servidores.  
No posee HDA. 
Fuente: Adaptado de la Norma TIA-942-B. 
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c). End of Row (Fin de la Fila) 
Se utiliza un HDA, colocado al final de la fila, por cada fila de varios gabinetes 
de servidores cuya función es interconectar el cableado horizontal hacia los racks 
EDAs.   
Tabla 6. Ventajas y Desventajas de End of Rack. 
VENTAJAS DESVENTAJAS 
Muy buena escalabilidad. 
Fácil interconexión entre 
servidores y dispositivos de 
red. 




Poco espacio requerido en los racks de 
distribución de cableado. 
Poca flexibilidad. 
La refrigeración y energía se debe 
implementar por cada rack. 
No permiten monitorización y 
administración del cableado a servidores. 
Fuente: Adaptado de la Norma TIA-942-B. 
 
d). Middle of Row (Medio de la Fila) 
El HDA se coloca en el centro de toda la fila de gabinetes de servidores y el 
cableado de red horizontal los abastece de manera equidistante.  
Tabla 7. Ventajas y Desventajas de Middle of Rack.  
VENTAJAS DESVENTAJAS 
Cables de menor longitud. 
Buena escalabilidad. 
Rápida adición de nuevos 
equipos. 
Muy baja densidad de cableado. 
Costos más altos de switches en el 
rack. 
Aumento de la sobrecarga de gestión. 
Exceso de equipos y puertos de red. 
Poca flexibilidad de red. 





2.2.9.4. Cableado Backbone 
Este cableado conecta la sala de entrada, el cuarto de equipos y los cuartos 
de telecomunicaciones. Utiliza la topología estrella o red jerárquica para 
interconectar la capa distribución. Está localizada en el cuarto de equipos, en el 
MDA, en el HDA o en la sala de entrada (TIA/EIA-568-B). 
 
2.2.9.5. Cableado Horizontal 
Este cableado conecta el cuarto de telecomunicaciones con el área de 
trabajo o viceversa. El cableado horizontal incluye las salidas de 




La altura máxima no debe exceder los 2.4 metros y deberá ser de un material 
no combustible. Están equipados con rieles laterales de montaje a los que están 
montados los equipos y hardware, además pueden ser equipados con paneles 
laterales, una tapa, puertas delanteras y traseras y cerraduras, estarán dispuestos 
en un patrón alternativo (Polo S., 2012). 
 
2.2.10. Red Convergente  
Las redes convergentes son el proceso de fusionar los diferentes sistemas 
de red existentes en una sola plataforma de comunicación singular, la cual integra 
servicios de diferentes naturalezas (voz, datos y video) en una infraestructura de 
red con protocolo IP, eliminándose así la necesidad de crear y mantener redes 
separadas. Uno de los principales beneficios de la transición hacia una red 
convergente es que se debe instalar y administrar una sola red física con esto 





Fuente: Cisco (2016). 
Figura 9. Red convergente. 
 
Las redes convergentes con soporte de colaboración, incluidas las de 
servicio de datos, pueden incluir características como las siguientes: 
a) Control de llamadas: Procesamiento de llamadas telefónicas, identificador de 
llamadas, transferencia de llamadas, llamadas en espera y conferencias. 
b) Mensajería de voz: Correo de voz.  
c) Movilidad: Recepción de llamadas importantes en cualquier lugar.  
d) Contestador automático: Se atiende a los clientes con mayor rapidez, ya que 




2.2.10.1. Arquitectura de Redes Convergentes 
Las redes deben admitir una amplia variedad de aplicaciones y servicios, 
como también funcionar con diferentes tipos de infraestructuras físicas. El término 
arquitectura de red, en este contexto, se refiere a las tecnologías que admiten la 
infraestructura y a los servicios y protocolos programados que pueden trasladar los 






2.2.10.2. Características de la Arquitectura de una Red Convergente 
Debido a la rápida evolución de las redes en general, descubrimos que 
existen cuatro características básicas que la arquitectura subyacente necesita para 
cumplir con las expectativas de los usuarios: tolerancia a fallas, escalabilidad, 
calidad del servicio y seguridad (Cisco, 2016). 
 
a). Tolerancia a fallas  
Una red tolerante a fallas es la que limita el impacto de una falla del software 
o hardware y puede recuperarse rápidamente cuando se produce dicha falla. Las 
fallas se producen debido a que existe una cantidad finita de circuitos, durante 
periodos de demanda pico; es posible que se denieguen algunas llamadas. Si todos 
los circuitos están ocupados, no se puede realizar una nueva llamada. Estas redes 
dependen de enlaces o rutas redundantes entre dos hosts. Si un enlace o ruta falla, 
los procesos garantizan que los mensajes pueden enrutarse en forma instantánea 
en un enlace diferente para los usuarios en cada extremo. Tanto las infraestructuras 
físicas como los procesos lógicos que direccionan los mensajes a través de la red 
están diseñados para adaptarse a esta redundancia (Cisco, 2016). 
 
 
Fuente: Cisco (2016). 





Una red escalable puede expandirse rápidamente para admitir nuevos 
usuarios y aplicaciones sin afectar el rendimiento del servicio enviado a los usuarios 
actuales. La capacidad de la red de admitir estas nuevas interconexiones depende 
de un diseño jerárquico en capas para la infraestructura física subyacente y la 
arquitectura lógica. El funcionamiento de cada capa permite a los usuarios y 




Fuente: Cisco (2016). 
Figura 11. Conexión de Usuarios Adicionales. 
 
c). Calidad de Servicio (QoS) 
Las transmisiones de voz y video en vivo requieren un nivel de calidad 
consistente y un envío ininterrumpido que no era necesario para las aplicaciones 
informáticas tradicionales. La calidad de estos servicios se mide con la calidad de 






Fuente: Cisco (2016). 




La rápida expansión de las áreas de comunicación que no eran atendidas 
por las redes de datos tradicionales aumenta la necesidad de incorporar seguridad 
en la arquitectura de red actual, como resultado, se está dedicando un gran esfuerzo 
a esta área de investigación y desarrollo. Mientras tanto, se están implementando 
muchas herramientas y procedimientos para combatir los defectos de seguridad 
inherentes en las arquitecturas de red. Internet evolucionó de una inter-network de 
organizaciones gubernamentales y educativas, estrechamente controlada, a un 
medio ampliamente accesible para la transmisión de comunicaciones personales y 
empresariales y como resultado, cambiaron los requerimientos de seguridad de la 





Fuente: Cisco (2016). 
Figura 13. Seguridad en la Red. 
2.2.10.3. Modelo de Arquitectura en una Red Convergente 
Mejía F. (2004) dice que una red de convergencia basada en IP se construye 
sobre tres elementos claves: 
 Tecnologías que permitan ofrecer múltiples servicios sobre una red de 
datos. 
 Una red multipropósito, construida sobre una arquitectura de red 
funcionalmente distribuida y basada en IP. 
 Un sistema abierto de protocolos estándares, maduro e 
internacionalmente aceptado.  
 
Fuente: Sistemasumma (2012). 






3.1. TIPO DE INVESTIGACIÓN 
 
a). Tecnológica:   Tecnológica Formal 
b). Modo de Investigación:  Unidisciplinario      
 
3.2. POBLACIÓN  
 
El Diseño del data center se desarrollará en las instalaciones de la 
Municipalidad Distrital de José Leonardo Ortiz y cuenta con un total de 368 puntos 
de red, distribuidos en las diferentes áreas de la municipalidad. 
 
Tabla 8. Distribución Total de Puertos de Red en la Municipalidad. 











A 43 7 2 52 
B 78 10 1 89 
2 
A 31 8 1 40 
B 32 7 1 40 
3 
A 27 6 1 34 
B 29 4 2 35 
4 
A 26 9 1 36 
B 32 9 1 42 
TOTAL PUNTOS DE 
RED 298 60 10 368 




3.3. LUGAR DE INVESTIGACIÓN 
 
El trabajo de investigación se realizó en las instalaciones de la Municipalidad 
Distrital de José Leonardo Ortiz.  
 
 
Fuente: Google Hearth (2020). 
     Figura 15. Ubicación de la Municipalidad Distrital de José Leonardo Ortiz. 
 
3.4. INSTRUMENTOS DE RECOLECCIÓN DE DATOS 
 
3.4.1. Materiales y equipos 
 Normativas y estándares – Para Diseño de infraestructura de Data Center 
 Laptop y cargador Asus – Para instalar el Software 
 USB Kingston – Para almacenar información digital del monitoreo de la red 
 Cable Patch Cord – Para conectar a la red de los servidores  
 PRTG Monitor - Programa de monitoreo de red con licencia de 30 días. 





SITUACIÓN ACTUAL DEL DATA CENTER 
 
4.1.  SISTEMA DE ARQUITECTURA  
4.1.1. Ubicación 
 
Fuente: Elaboración Propia (2020). 
Figura 16. Subgerencia de tecnologías de información y procesos. 
 
El Data Center se encuentra ubicado en la SUB-GERENCIA DE 
TECNOLOGÍAS DE LA INFORMACIÓN Y PROCESOS, en el 3 piso del municipio 
distrital. Es un ambiente con un área total de 27.72 𝑚2, que alberga dos áreas 
orgánicas (sistemas e informática). Esta subgerencia desarrolla las funciones 
avocados a los temas relacionado con las TIC (Tecnologías de la información y 
comunicaciones) de todas las áreas del municipio, brindando además el servicio de 
soporte y mantenimiento.  
4.1.2. Área del Data Center 
El Data Center se encuentra dentro de esta oficina y tiene como medida 1.75 
m de largo y 2.80 m de ancho, haciendo un área de total de 4.90 𝑚2, siendo un 17% 
del área total. El espacio con el que cuenta actualmente el centro de datos es muy 
pequeño, si nos basamos a normativas ANSI/BICSI 002-2014, pues no cuenta con 
los espacios requeridos. 
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4.1.3. Infraestructura Fisica y Mantenimiento 
 
El Data Center no recibe un adecuado mantenimiento, siendo esta 
información corroborado por personal de informática, que nos informa que el último 
trabajo data del año 2017. El Área del Data Center se encuentra separada de las 02 
oficinas, por una mampara de vidrio. En el interior existe una ventana sin luna, que 
expone al Data Center al smock del ambiente exterior y permite el ingreso de polvo. 
 
Fuente: Elaboración Propia (2020). 
Figura 17. Data Center Actual de la Municipalidad. 
 
4.1.4. Piso de Acceso y Cielo Raso 
 
El Data Center no posee un piso tecnico ni cielo raso, por lo que los cables 
que salen desde el router MIKROTIK a los diferentes switches se encuentran 




4.2. SISTEMA ELÉCTRICO 
4.2.1. UPS  
Se cuenta con 02 UPS ó SAI (Sistema de Alimentación  Ininterrumpida), 
básicos para el centro de datos, que funcionan sin un calculo de potencia, para su 
correcto funcionamiento.  
4.2.2. Tablero Principal 
Existe un tablero electrico en malas condiciones dentro del Data Center, que 
expone un peligro latente  a las personas , el estado de los equipos y los sistemas 
del municipio. 
4.2.3. Generador Eléctrico 
No se cuenta con un generador electrico que pueda proporcionar de energia 
en eventos donde no haya fluido electrico por largos periodos de tiempo. 
4.2.4. Sistema de Protección de Puesta a Tierra 
El Data Center no cuenta con un sistema de Puesta a Tierra que proteja a 
los equipos y a los usuarios de una descarga electrica. 
4.2.5. Iluminación 
El ambiente del Data Center cuenta con un acabado de pintura blanca en sus 
paredes , que hace que la iluminacion aumente.Cuenta con una lampara 
fluorescentes de luz blanca en el techo. No se cuenta con luces de emergencia. 
 
4.3. SISTEMA MECÁNICO  
4.3.1. Sistema de Aire Acondicionado 
El Data Center no posee un sistema de aire acondicionado, que permita un 
correcto enfriamiento a los equipos. En su lugar y de manera improvisada se 
encuentra  un ventilador averiado,  que no cumple la labor de poder mantener con 




4.4. SISTEMA DE PROTECCION CONTRA INCENDIOS  
4.4.1. Sistema Contra Incendios 
 No se cuenta con un sistema de protección contra incendios.  
 No existen extintores en ningún área de la municipalidad. 
 
4.5. SISTEMA DE SEGURIDAD  
4.5.1. Control de Acceso 
No se cuenta con un sistema de seguridad de ingreso al Data Center.  
4.5.2. Circuito Cerrado de CCTV 
No se cuenta con un sistema de Videovigilancia, que permitan garantizar la 
seguridad de la informacion.  
4.5.3. Telefonía 
Actualmente la Municipalidad cuenta con 02 teléfonos analógicos que están 
distribuidos en el tercer y cuarto piso respectivamente. Uno de los principales 
problemas que mantiene la Municipalidad Distrital de José Leonardo Ortiz es que 
no existe una comunicación entre las diferentes gerencias, subgerencias y oficinas 
que hay en la municipalidad. 
 
4.6. SISTEMA DE TELECOMUNICACIONES  
4.6.1. Infraestructura de Red  
La infraestructura de red cuenta con un cableado de Categoría 5 y se 
encuentra dividida en dos servicios, la red telefónica y la red de datos. La red no 
cuenta con un diseño Jerárquico. 
Se cuenta con un servicio de internet actual ADSL (Línea de Abonado Digital 
Asimétrica) de 15 Mbps de un único proveedor de CLARO, la cual es insuficiente 
para la cantidad de usuarios que trabajan y la evolución constante de las tecnologías 
de la información. 
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La red no posee una configuración de VLAN (Red de Área Local Virtual), que 
sirve para crear una separación virtual de las áreas existentes y garantice la 
seguridad de la información.  
4.6.1.1. Análisis de la Red de Telecomunicaciones  
La red de telecomunicaciones del municipio de José Leonardo Ortiz fue 
dimensionada para un determinado número de usuarios, bajo las normas y 
estándares establecidos para el efecto. Con el transcurrir del tiempo la red ha 
crecido considerablemente, motivo por el cual se realizó un cableado improvisado 
utilizando Switches en cascada en algunas áreas de la Municipalidad, de ahí el 
surgimiento de algunas fallas en los sistemas informáticos utilizados por la 
municipalidad como el SIAF, SIGA y base de datos. Otro problema en la red de 
telecomunicaciones, es el diseño físico con respecto al cableado de las estaciones 
de trabajo de algunos usuarios de la Municipalidad.  
4.6.1.2. Evaluación de la Red con el Sotfware PRTG Monitor 
El programa PRTG Network Monitor, es un software que nos brinda a detalle 
el estado de la red y permite ver sus deficiencias. Los parámetros medidos por el 
software son el tráfico de red, estado de uso de los componentes de red, el ancho 
de banda de una red, monitorización de la nube, supervisión de bases de datos, 
mapas de redes, supervisión de puertos, monitoreo de servidores, monitorización 
SNMP, entre otros. 
Las pruebas de Monitoreo se realizan en la red de los servidores del 
municipio de José Leonardo Ortiz. A continuación, tenemos los 3 servidores:  
Tabla 9. Cuadro descriptivo de los diferentes servicios que realizan los equipos de red. 
EQUIPO MARCA MODELO SERVICIOS RED 
SWITCH JUNIPER EX 2200 SIAF ADMINISTRATIVA 
SWITCH JUNIPER EX 2200 SIGA ADMINISTRATIVA 
SWITCH JUNIPER EX 2200 BASE DE DATOS ADMINISTRATIVA 
Fuente: Elaboración Propia (2020). 
62 
 
a). Procedimiento de Análisis de la Red 
 Se conectó un Patch Cord entre 01 equipo laptop, con el programa PRTG ya 
instalado y el equipo en prueba. (Switch) 
 Se ejecutó el software PRTG Monitor, activo con la licencia de 30 días, 
conectado a la red Administrativa. (SERVIDORES). 
 El Software mostró todos los equipos conectado a la red, poniendo mayor 
énfasis en los servidores.  
 Se configuró los sensores a monitorear por el software. 
 El software PRTG Monitor mostró gráficas de tráfico generado a Internet, 
servicios consumidos en mayor proporción, hora pico de tráfico de la red, 
disponibilidad de los equipos informáticos.  
 Se tomaron capturas de pantallas de los resultados mostrados, sin necesidad 
de apagar el software PRTG Monitor. 
 Se realizó las pruebas en el horario de 8:00 am a 04:00 pm, durante 05 días 
de la semana, en las instalaciones de la municipalidad, verificando que los 
usuarios hagan uso de la red. 
b). Resultados del Análisis Actual de la Red con el Programa PRTG Monitor 
El software detectó tres servidores, quienes se muestran a continuación: 
Tabla 10. Servidores de la Municipalidad Distrital de José Leonardo Ortiz. 
Servidor Denominación Sensores 
Servidor Sistema SIGA 
(192.168.83.30) 
BD_SIGA 
Servicio de escritorio remoto - RDP. 
Servicio de Base de datos con 
Microsoft SQL Server 
Servidor Sistema SIAF 
(192.168.83.35) 
BD_SIAF 
Servicio de escritorio remoto - RDP. 
Servicio de Base de datos con 
Microsoft SQL Server 
Servidor Base de datos 
(192.168.83.31) 
MS SQL_BD 
Servicio de escritorio remoto - 
RDP. 
Servicio de Base de datos con 
Microsoft SQL Server 
Fuente: Elaboración Propia (2020). 
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El Software PRTG Network Monitor detectó los servicios principales que 
brinda los 03 servidores:  
 Servicio RDP: Permite conexiones remotas a los usuarios finales para el 
acceso al sistema 
 Servicio del sensor PING:  Para comprobar la disponibilidad de los dispositivos 
de red y permite analizar el tiempo de inactividad por cortes no programados. 
 Servicio de base de datos:  Sistema de gestión Microsoft SQL que usa la base 
de datos. 
Fuente: Programa PRTG Monitor (2018). 
Figura 18. Dashboard de Servicios del Servidor BD_SIGA. 
 
Fuente: Programa PRTG Monitor (2018). 




Fuente: Programa PRTG Monitor (2018). 
Figura 20. Dashboard de Servicios del Servidor MS SQL_BD. 
 
A continuación, se muestra en resumen los resultados:  
Tabla 11. Resumen de las pruebas realizadas a los servidores. 
SERVIDOR 
SERVICIOS 





Tiempo de Fallo: 
31horas 45min 
Porcentaje del tiempo 
de fallo:  34,50% del 









Tiempo de Fallo: 32 
horas 22 minutos 
Porcentaje del tiempo 
de fallo:  34,82% del 




del tiempo total. 




Tiempo de Fallo: 
30 horas 22 min. 
Porcentaje del tiempo 
de fallo:   34,50% del 




del tiempo total. 




c). Análisis del Ancho de Banda de la Red 
 
 
Fuente: Programa PRTG Monitor (2018). 
Figura 21. Ancho de banda más usados y menos usados. 
 
Podemos verificar que un solo equipo puede llegar a consumir casi 15.33 
Mbps de la totalidad del ancho de banda del internet, siendo el promedio de 184 
kbps. Está gráfica nos permitió realizar un correcto cálculo para definir el ancho de 
banda del internet del Data Center. 
 
 4.6.1.3. Resumen del Monitoreo de la Red de Telecomunicaciones Actual de 
la Municipalidad 
De las graficas mostradas anteriormente podemos ver el monitoreo realizado 
durante los 5 dias que estuvo instalado el software PRTG en la red de la 
municipalidad, y estas muestran las constantes caidas de los diferentes servicios 
que brindan los servidores, dandose en un porcentaje demasiado elevado y 





4.6.2. Gabinete de Telecomunicaciones 
 
El Data Center cuenta con un gabinete de 38 RU, que alberga los equipos de 
red. Este gabinete presenta escaso mantenimiento, reflejadonse en la acumulación 
de polvo en su interior. El cableado que llega y salen de los esquipos del gabinete 
no presenta identificacion alguna (etiquetado), haciendo muchas veces el trabajo 
dificil encontrar el puerto de una estacion de trabajo que presente fallas. 
 
4.6.2.1 Equipos de Red 
Los Equipos presentes en el gabinete de la Municipalidad de José Leonardo 
Ortiz se muestran en la siguiente tabla: 
 
Tabla 12. Equipos de red en el gabinete de la municipalidad.  
EQUIPOS DE RED 
CANTIDAD EQUIPO MARCA 
01 BALANCEADOR DE RED TP-LINK 
01 FIREWALL CISCO ASA-5510 
01 ROUTER MIKROTIK 
01 SWITCH JUNIPER 
03 SERVIDORES DELL 
02 UPS  SMART-UPS 1500 
04 SWITCH D-LINK 
20 SWITCH TPLINK 
Fuente: Elaboración Propia (2020). 
 
4.6.2.2 Características de los Equipos de Red Actual 




Tabla 13. Caracteristicas de firewall cisco ASA-5510.  
Características Descripción 
La falta de 
actualizaciones en 
tiempo real 
No puede programar y recibir actualizaciones automáticas 
en tiempo real de Cisco u otros terceros. Hay productos en 
el mercado que son capaces de proporcionar tres, cuatro 
o incluso la garantía de 24 horas sobre la protección contra 
un virus conocido. Por mucho que firewall tiene una 
solución estructurada en defensa, no es capaz de 
proporcionar una defensa en un minuto como algunos de 
sus competidores. 
Firewall y VPN Este CISCO ASA se diseñó como un firewall y VPN solo 
por lo que otras funciones, como el balanceo de carga 
presentara un gran desafío para un cliente que tiene la 
intención de utilizarlo para el desarrollo empresarial. 
Limitaciones en la 
creación de Vlans 
Este firewall admite un máximo de 20 VLAN 
Single Slot de 
Expansión 
Los modelos inferiores de la plataforma ASA 5500 tienen 




El Cisco ASA 5500 Firewall es una suite de seguridad que 
es adecuado para las pequeñas y medianas empresas 
Fuente: Adaptado del Datasheet de Cisco ASA Firewall 5500 (2020). 
 
b). ROUTER MIKROTIK  
Tabla 14. Caracteristicas de Router Mikrotik.   
Características Descripción 
Pocos Modelos de 
Equipos Mikrotik 
En comparación con la marca Cisco, la cantidad 
total de Mikrotik es mucho menor. Según el sitio 
web oficial de Mikrotik, solo hay doce modelos. 
Conocimientos avanzados 
en informática 
 La configuración del sistema operativo routerOS no 
es intuitiva, requiere conocimientos avanzados en 
informática y sistemas operativos gratuitos para su 
mantenimiento. 
Implementación Costosa  Para realizar el equilibrio de carga es necesario 
tener más de un dispositivo MikroTik, por lo que su 
implementación en caso de que sea la solución 





 El costo de los dispositivos para soluciones a nivel 
macro empresarial es muy alto, es una solución 
cuya inversión inicial requiere un presupuesto 
importante. 
Fuente: Adaptado del Datasheet de Router Mikrotik (2020). 
 
c). SWITCH JUNIPER  
Tabla 15. Caracteristicas de Switch Juniper.   
Características Descripción 
Impacto de la cuota de 
mercado 
Hay más ingenieros de servicio de Cisco certificados y 
más recursos de soporte en línea en comparación con 




Usan un sistema de múltiples capas que involucra 
Concentradores de puerto modular (MPC) y Tarjetas 
de interfaz modular (MIC). En un chasis de Juniper, el 
MPC entra en el chasis y luego se insertan varios MIC 
en el MPC. 
Incompatibilidad con 
transceptores ópticos 
A diferencia de Cisco, Juniper presenta una 
combinación de transceptores ópticos que admiten 
100G Ethernet, incluidos CFP, CFP2 y QSFP28, no 
son compatibles con la óptica CPAK. 
Participación en el 
mercado 
A diferencia de Juniper, Cisco tiene una gran 
participación en el mercado de conmutadores del 
mundo 
Diversidad de switches La comparación de los conmutadores de Juniper y 
Cisco muestra que Cisco ofrece conmutadores para 
todas las aplicaciones, además de las redes 
industriales y algunas otras aplicaciones. En general, 
Cisco ofrece una mayor variedad de switches. 




d). SERVIDOR DELL  
 
Tabla 16. Caracteristicas del Servidor DELL.   
Características Descripción 
Acelerar las 
cargas de trabajo 
Los servidores se han diseñado con opciones 




Ofrecen ventajas de una innovadora gestión sin agente, 
basada en la inteligencia del potente Idrac, integrado en 
cada servidor.  
Implementación 
sin intervención 
Recupera automáticamente los parámetros de 
configuración predefinidos y los aplica a los servidores 
sin sistema operativo. 
Idrac Direct Se utiliza para conseguir implementaciones de 
servidores locales más rápidas 
Open Manage 
Mobile 
Acceso remoto permanente desde el dispositivo 
inteligente 




e). Switch D-LINK 
 
Tabla 17. Caracteristicas del Switch D-Link. 
Características Descripción 
Switch Básico, no 
administrable 
Consola de administración fácil de usar, pero 
muy anticuada, poco soporte y muy básico 
Bajo presupuesto 
Adecuado para la educación o los negocios que 
buscan una red de alto nivel, pero tienen un 
presupuesto muy ajustado 
Garantía 
Incluso aunque sea asequible, Dlink no 
escatima en su garantía. 
Baja Calidad Equipo con bajo precio, y poca calidad 
Fuente: Adaptado del Datasheet de Switch D-LINK (2020). 
 
f). Switch TP-LINK 
Tabla 18. Caracteristicas del Switch TP-Link. 
Características Descripción 
Baja Calidad Equipo con bajo precio, y poca calidad 
QoS El tp-link no tiene la opción de QoS 
Switch Básico, no 
administrable 
Consola de administración fácil de usar, pero 
muy anticuada, poco soporte y muy básico 
Bajo presupuesto 
Adecuado para la educación o los negocios que 
buscan una red de alto nivel, pero tienen un 
presupuesto muy ajustado 




4.6.3. Cableado Estructurado de la Municipalidad Distrital de José Leonardo 
Ortiz 
4.6.3.1. Inspección del Cableado Estructurado 
 
El cableado estructurado de la municipalidad tiene un tiempo aproximado de 
10 años, es de categoría 5 y actualmente, según normativa su ciclo de vida ya 
caducó, encontrándose mejores opciones en el mercado.  
Al realizar la inspección en las instalaciones de la municipalidad, se pudo 
observar que no existe un adecuado ordenamiento de la instalación y recorrido del 
cableado estructurado, pues muchas de estas instalaciones fueron de manera 
improvisada. (Por ejemplo, cables pegados con cinta adhesiva a la pared). En la 
exploración también pudimos registrar que los equipos Switch DLINK, tenían una 
inadecuada ubicación (Por ejemplo, un switch ubicado en el piso del área de 
seguridad ciudadana). 
 
Fuente: Elaboración Propia (2020). 




4.6.3.2 Distribución del Cableado Estructurado 
 
Fuente: Elaboración Propia (2020). 
Figura 23. Diseño Actual del cableado estructurado en La Municipalidad Distrital.  
 
El Data Center se ubica en el 3 piso del municipio distrital, en la Subgerencia 
de Tecnologías de la Información y Procesos. El cable del proveedor de servicio de 
internet, llega al Data Center y se conecta a un equipo firewall CISCO (ASA-5510), 
para las restricciones de acuerdo a las políticas de la municipalidad. Igualmente, 
este firewall conecta a un router MIKROTIK, encargado de la distribución del internet 
a la red del municipio. 
Con respecto al cableado estructurado del municipio, nace del router mikrotik. El 
router se conecta a un switch administrable (JUNIPER). Este switch administrable 




Tabla 19. Ubicaciones de equipos switch D-LINK en el municipio distrital. 
AREA EQUIPO MARCA PISO 
Subgerencia de recaudación y control de 
deuda. 
SWITCH D-LINK PRIMERO 
Oficina de Secretaria General SWITCH D-LINK SEGUNDO 
Subgerencia de Registros Civiles. SWITCH D-LINK TERCERO 
Gerencia de Seguridad Ciudadana SWITCH D-LINK CUARTO 
Fuente: Elaboración Propia (2020). 
Los 04 Switches DLINK se unen a 20 Switches de marca TP-LINK, y son los 
que hacen el cableado horizontal que finalizan en las estaciones de trabajo de las 
diferentes áreas de la Municipalidad Distrital de José Leonardo Ortiz. 
4.6.3.3. Ubicación Física de Equipos Switch D-Link  
a). SWITCH D-LINK para el Primer Piso 
Se encuentra ubicado en el primer piso, en el área de la Subgerencia de 
Recaudación y Control De Deuda, en un gabinete de pared. El cableado no se 
encuentra etiquetado y ordenado de acuerdo a normativa, ocasionando que sea un 
trabajo tedioso encontrar el puerto en el switch de una estación d trabajo que 
presente alguna falla. 
 
Fuente: Elaboración Propia (2020). 
Figura 24. Switch D-LINK ubicado en el Primer Piso.  
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b). SWITCH D-LINK para el Segundo Piso 
Se encuentra ubicado en el segundo piso, en la Oficina de Secretaria 
General, sobre un estante de archivos, expuesto a polvo, a caídas y al 
manipulamiento de terceras personas. El cableado que llega a este equipo switch 
presenta varios errores por corregir, por ejemplo, uno de ellos es el falso contacto 
en varios puertos del switch que comunican a las estaciones de trabajo, creando 
inconvenientes en los usuarios finales.   
 
Fuente: Elaboración Propia (2020). 
Figura 25. Switch D-LINK ubicado en el segundo Piso. 
c). SWITCH D-LINK para el Tercer Piso 
Se encuentra ubicado en el área del Data Center, sobre una silla. Este switch 
no presenta un correcto ordenamiento y etiquetado. Además, se encuentra con 
polvo, y los cables hacen falso contacto en los puertos del switch.  
 
Fuente: Elaboración Propia (2020). 




d). SWITCH D-LINK para el Cuarto Piso 
Se encuentra ubicado en el cuarto piso, en la Oficina de Seguridad 
Ciudadana. La ubicación de este switch es crítica, pues se encuentra en el piso, con 
cero mantenimientos y expuesto a que la gente que transite por el lugar lo golpee y 
manipule. El cableado se encuentra desordenado y sin etiquetar.  
 
Fuente: Elaboración Propia (2020). 
Figura 27. Switch D-LINK ubicado en el cuarto piso. 
4.6.3.4. Consideraciones Finales 
Podemos resumir que los equipos tienen características muy básicas que no 
permiten gestionar y administrar con eficacia los recursos de la red. Se cuenta con 
03 servidores, los cuales son utilizados para el SIAF, SIGA y BASE DE DATOS. 
Con este panorama de infraestructura de cableado de red nos damos cuenta que 
con el transcurrir del tiempo y el aumento de usuarios, se ha creído conveniente 
tratar de incluir a todos los usuarios del municipio a la red, con instalaciones de 
puntos de red no ordenados, y sin tener en cuenta la correcta distribución del 
cableado, instaladas muchas veces de manera improvisada. También podemos 
recoger la información que muchos de los equipos que distribuyen la comunicación 
al municipio se encuentran en una ubicación no optima, resultando esto un peligro 
latente , ya que en mucho casos al más mínimo movimiento del cableado que 
conectan a los equipos, como el caso del switch, estos fallan , ocasionando que 
muchos usuarios queden en standby cuando están realizando el desarrollo de sus 
actividades , como consultas y transacciones en los diferentes sistemas que brinda 
el municipio y por ende pérdida de tiempo y dinero.  
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CAPITULO V  
PROPUESTA DE DATA CENTER DE LA MUNICIPALIDAD DISTRITAL DE 
JOSÉ LEONARDO ORTIZ 
 
5.1 . DISEÑO DE LA PROPUESTA DE DATA CENTER 
 
5.1.1. Cálculo del Nivel de Clase de Data center Según ANSI/BICSI 
 
Para realizar el diseño, debemos poder identificar el nivel de clase de data 
center según estándar ANSI/BICSI 002-2014, siguiendo los pasos a continuación: 
 
a) Cálculo de la Disponibilidad 
 La disponibilidad requerida en la Municipalidad será de 24 horas. Este tiempo 
será lo máximo que pueda estar la red sin operar. 
MTTR= Disponibilidad requerida = 24 Horas 
MBTF= Disponibilidad anual en horas = 8760 
 
Por formula decimos que: 








  𝐴 ( 𝐷𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 ) = 1 − 0.00274 




b) Cálculo del Nivel Operativo 
 
Fuente: ANSI/BICSI 002. 
Figura 28. Descripción de operaciones de funciones para el nivel operativo. 
Tenemos 24 Hrs anuales disponibles, y según el cuadro le corresponde el 
NIVEL OPERATIVO 3. 
 
c) Calculo de la Disponibilidad Operativa 
 
Fuente: ANSI/BICSI 002. 
Figura 29. Cuadro de la disponibilidad operativa según el nivel operativo y tiempo de 
inactividad.  
Conocemos que el NIVEL OPERATIVO es 3, y la DISPONIBILIDAD es 99.72 




d). Cálculo del Impacto de Inactividad 
 
Alguna de las consecuencias que podría originar el tiempo de inactividad del 
servicio son los siguientes: 
 No se realizaría el cobro de impuestos de tributos municipales, y por ende 
los ciudadanos se verían afectando en los servicios públicos que brinda la 
municipalidad (limpieza, seguridad ciudadana, etc). 
 No se podría realizar trámites para licencias de funcionamiento, viéndose 
afectando el sector público y privado.  
 La gestión administrativa de la municipalidad se vería afectado porque no se 
podrían utilizar los sistemas informáticos de SIAF (SISTEMA INTEGRADO 
DE ADMINISTRACION FINANCIERA) y SIGA (SISTEMA INTEGRADO DE 
GESTION ADMINISTRATIVA). 
 No se podría ingresar información de ingresos y gastos de la municipalidad 
a los sistemas del SIAF, entre otros. 
 
 
Fuente: ANSI/BICSI 002. 
Figura 30. Clasificación del impacto de tiempo de inactividad. 
 
Según el cuadro de impacto del tiempo de inactividad, se puede llegar a la 
clasificación de MENOR, de alcance local. 
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e). Cálculo de Clase del Diseño de Data center  
 
Fuente: ANSI/BICSI 002 
Figura 31. Calculo del nivel de clase considerando el impacto del tiempo de 
inactividad y la disponibilidad operativa. 
Según el cuadro basado en estándar ANSI/BICSI 002-2014, la clase del data center 
será “CLASE 2”. 
 
Fuente: ANSI/BICSI 002. 
Figura 32. Clase 2 de data center. 
Esta clase nos menciona la existencia de equipos redundantes en los sistemas de 
energía UPS, pues se encuentran más propenso a fallos.  
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5.2. SISTEMA DE ARQUITECTURA  
5.2.1. Selección del Sitio 
El estándar ANSI/BICSI 002 sugiere que, para la selección de sitio del Data 
Center, se rechacen ubicaciones que estén restringidas por componentes de la 
construcción que puedan limitar la expansión como elevadores, paredes externas, 
o paredes de construcción fijas. 
El área del Data Center debe encontrarse lejos de fuentes de ruido como son 
los transformadores de suministro de energía eléctrica, motores y generadores, 
equipos de rayos X, equipos de radio-comunicación y radares. 
5.2.2. Área del Data Center 
Según el estandar ANSI/BICSI 002-2014 establece que para el calculo del espacio 
del area del cuarto de equipos del Data Center se debe tener en cuenta lo siguiente: 
Tabla 20. Clasificación de data center según cantidad de gabinetes 
DATA CENTER  
CLASIFICACION GABINETES METROS CUADRADO POR 
GABINETE (𝒎𝟐 𝒙 𝑮𝒂𝒃𝒊𝒏𝒆𝒕𝒆) 
PEQUEÑO MENOS DE 50 3 - 4 
MEDIANO  51-100  2.5 - 3  
GRANDE MAYOR A 100 2 – 2.5  
Fuente: ANSI/BICSI 002. 
La propuesta de Data Center tendra una proyeccion de espacio para 06 
gabinetes. 04  gabinetes para equipos de comunicaciones (NETWORKING) y 02 




Según la tabla, el Data Center se encuentra dentro del rango denominado 
DATA CENTER PEQUEÑO, y la consideracion por gabinete debe tener un área de 
4 metros cuadrados. 
  Aplicaremos la siguiente formula para ver el area del cuarto de equipos que 
debemos considerar para el diseño del Data Center:  
Á𝑅𝐸𝐴 𝑇𝑂𝑇𝐴𝐿 𝐷𝐸𝐿 𝐶𝑈𝐴𝑅𝑇𝑂 𝐷𝐸 𝐸𝑄𝑈𝐼𝑃𝑂𝑆 = 𝑁° 𝐷𝐸 𝐺𝐴𝐵𝐼𝑁𝐸𝑇𝐸𝑆 𝑋 4𝑚2 
Á𝑅𝐸𝐴 𝑇𝑂𝑇𝐴𝐿 𝐷𝐸𝐿 𝐶𝑈𝐴𝑅𝑇𝑂 𝐷𝐸 𝐸𝑄𝑈𝐼𝑃𝑂𝑆 = 6 𝑋 4𝑚2 
Á𝑅𝐸𝐴 𝑇𝑂𝑇𝐴𝐿 𝐷𝐸𝐿 𝐶𝑈𝐴𝑅𝑇𝑂 𝐷𝐸 𝐸𝑄𝑈𝐼𝑃𝑂𝑆 = 24 𝑚2 
 
5.2.3. Ubicación  
El cuarto de equipos seguirá en el 3 piso de la Municipalidad distrital, pero en 
una oficina propia y adyacente donde se encuentra actualmente. Esta oficina 
pertenece al área de TALLERES, que además de ser contigua a la SUB-GERENCIA 
DE TECNOLOGÍA DE LA INFORMACIÓN y PROCESOS hace más fácil la 
reubicación de las conexiones eléctricas ya existentes 
En las oficinas de la Municipalidad de José Leonardo Ortiz solo se 
encuentran áreas para el personal administrativo, por lo que no existen trabajos 
industriales ni fuentes de interferencia que puedan afectar a los equipos. 
El espacio para la Propuesta de Data Center de la Municipalidad de José 
Leonardo Ortiz tendrá las siguientes medidas: 
 3,00 m de altura 
 7,27 m de largo 
 4.20 m de ancho. 
En total hacen un area de 30,5 𝑚2  lo que lo convierte en un espacio ideal 
para albergar dicho diseño. Este espacio es muy superior al que cuenta 




Fuente: Adaptado del plano del tercer piso de la Municipalidad de J.L.O. 
Figura 33. Ubicación del cuarto de equipos y sala de entrada. 
5.2.4. Canalizaciones  
En el nuevo ambiente se utilizaran canalizaciones montantes verticales que 
uniran los 4 pisos del palacio municipal.  
 
Fuente: Elaboración Propia (2020). 
Figura 34. Imagen Exterior de la Bandeja Metálica que une los 4 pisos del sector B, 
de la Municipalidad. 
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5.2.5. Construcción de Pared Envolvente 
Las paredes de los ambientes del cuarto de equipos y cuarto de 
telecomunicaciones, deberá contar con un acabado de pintura retardante al fuego, 
con la finalidad de que en un caso de incendio esta demore en expandirse y llegue 
a funcionar correctamente el sistema contraincendios. (NFPA 75) 
5.2.6. Piso Técnico  
El nuevo ambiente del Data Center tiene una altura de 3 metros, y se 
considera que el piso técnico tenga una altura de 30 cm. Este piso técnico ayudará 
a la ventilación y protegerá de posibles inundaciones a los equipos. Sera el medio 
por donde recorra las bandejas tipo malla para cableado (de acuerdo estandar 
ANSI/BICSI 002-2014), que da mayor seguridad al tener menor exposicion a ras del 
suelo. Para el diseño de las baldosas y varillas se debe construir de acuerdo con el 
peso total de los equipos a instalar en los gabinetes y presentes en el Data Center. 
(TIA-942).   
 
Fuente: Elaboración Propia (2020). 
Figura 35. Baldosa de piso técnico. 
 
5.2.7. Cielo Raso 
El ambiente para el Data Center contara con un cielo raso, formado por 
planchas de material fibra mineral de medidas 60cm x 60 cm. La colocación de este 
cielo raso dentro del Data Center, permiten mantener la estética y evitar que los 
cables queden expuestos a la vista del personal. Tambien se logrará una mejor 
instalacion de las luminarias y conexiones electricas , y a su vez colaborara con el 




Fuente: Elaboración Propia (2020). 
Figura 36. Cielo Raso del diseño del Data Center Propuesto. 
 
5.3. SISTEMA ELÉCTRICO  
5.3.1. Sistema de Protección de Puesta a Tierra 
El Data Center contará con un sistema de protección de puesta a tierra, 
donde todos los metales, y equipos queden efectivamente en el mismo potencial de 
tierra basado en la NORMA TIA 607-D o ISO 30129. 
5.3.2. Iluminación 
Las luminarias del cuarto de equipos serán del tipo empotrado, para 
montarlas en el cielo raso y se contará con 04 luminarias y 01 luz de emergencia. 
En los cuartos de telecomunicaciones habrá 1 luminaria y 01 luz de emergencia. 
Según estándar ANSI/BICSI 002-2014, la iluminación tendrá como mínimo 500 lux 
en plano horizontal y 200 lux en plano vertical, medido a 1 metro sobre el piso 
terminado en medio de todos los pasillos entre gabinetes basado en norma TIA 942.  
5.3.3. Equipo UPS  
El Data Center contará con 01 cuarto de equipos y 08 cuartos de 
telecomunicaciones. (02 cuartos de telecomunicaciones por piso). Cada uno de 




5.3.3.1. Cuarto de Equipos 
El cuarto de equipos deberá contar con un UPS (UNINTERRUPTIBLE 
POWER SUPPLY) o SAI (SISTEMA DE ALIMENTACION ININTERRUPIDA) 
eficiente, que brinde autonomía eléctrica como mínimo de 30 minutos, y alimente a 
los 04 gabinetes de energía que se encuentren en esta área. La importancia de este 
equipo será brindar el tiempo suficiente para que se ejecuten los planes de 
salvaguardar la información ante posibles cortes de fluido eléctrico y pasen a usar 
un equipo de generador eléctrico. A continuación, se muestra el desarrollo para 
conocer la capacidad correcta del UPS en KW.  
i). Para el cálculo de la potencia del UPS, se debe tener en cuenta los siguientes 
parámetros: 
Derrateo por altitud (a) = 1.0 
(Valor de 1, hasta una ubicación de 1000 msnm.) 
Derrateo por temperatura a 25°C (b) = 1.0 
(Valor normado) 
Factor de seguridad – BICSI (c) = 0.85 
(Valor normado por estándar ANSI/BICSI) 
Factor de eficiencia de equipo (d) = 0.96 
(Valor promedio brindado por el equipo UPS) 
Total Potencia TI (KW)=Potencia TI actual + Potencia TI proyectada 
Facto promedio = Ft= axbxcxd 
 
ii). Se tiene la siguiente fórmula para calcula la potencia del UPS. 




iii). Hallaremos la carga TI total del consumo de los equipos instalados en los 04 
gabinetes del cuarto de equipos. Para esto usaremos las potencias consumidas 
por cada equipo instalados, resumidos en los siguientes cuadros: 
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Tabla 21. Consumo de potencia eléctrica del gabinete de comunicaciones 01, en 
el cuarto de equipos. 
GABINETE DE COMUNICACIONES 01 







SWITCH NEXUS 3172-TQ-XL 440 01 440 
SWITCH CATALYST 3750G-
24PS 
540 01 540 
POTENCIA TI TOTAL DE GABINETE COMUNICACIONES 980 W 
Fuente: Elaboración Propia (2020). 
 
Tabla 22. Consumo de potencia eléctrica del gabinete de comunicaciones 02, en 
el cuarto de equipos. 
GABINETE DE COMUNICACIONES 02 







ROUTER CISCO 2811 (PBX) 210 01 210 
NVR HIKVISION DS-7616NI-
I2/16P 
270 01 270 
POTENCIA TI TOTAL DE GABINETE COMUNICACIONES 480 W 




Tabla 23. Consumo de potencia eléctrica del gabinete de comunicaciones 03, en 
el cuarto de equipos. 





CONTROLLER CISCO 5500 
WIRELESS 
770 01 770 
POTENCIA TI TOTAL DE GABINETE COMUNICACIONES 770 W 
Fuente: Elaboración Propia (2020). 
 
Tabla 24. Consumo de potencia eléctrica del gabinete de servidores en el cuarto 
de equipos. 








3000 01 3000 
POTENCIA TI TOTAL DE GABINETE SERVIDORES 3000W 
Fuente: Elaboración Propia (2020). 
 
 
iv). Podemos decir de las tablas mostradas que los gabinetes tendrán las 
siguientes cargas de equipos TI. 
GABINETE DE COMUNICACIONES: 1Kw 




v). Hallaremos primero la Total Potencia TI: 
Total Potencia TI =  Potencia TI actual + Potencia Proyectada     
Total Potencia TI = (3 x 1 Kw + 1 x 3Kw ) + (1𝑥1𝐾𝑤 + 1𝑥3𝐾𝑤)      
 Total Potencia TI =  6 Kw +   4 Kw      
Total Potencia TI =  10 Kw      
vi). Los valores iniciales ya se encuentran establecidos según lo explicado 
anteriormente:  
*Derrateo por altitud (a) = 1 
*Derrateo por temperatura (b) =1 
*Factor de seguridad (c) = 0.85 
*Factor de eficiencia de equipo(d) =0.96 
 
vii). Calcularemos el valor del factor promedio Ft: 
Ft= axbxcxd 
Ft= 0.816 
viii). Como tenemos la potencia total TI y en factor Ft, podemos hallar cual es la 










𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑈𝑃𝑆 = 12.25 𝐾𝑤 
ix). Tenemos que la potencia de UPS es 12.25 Kw, y con esto podemos decir que 
necesitamos un equipo de UPS que cubra dicha potencia. 
x). El UPS que se utilizará, será de capacidad de 16 Kw, UPS de la marca VERTIV, 
teniendo además las siguientes especificaciones técnicas. 
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Tabla 25. Especificaciones Técnicas del UPS, marca VERTIV. 
ESPECIFICACIONES TECNICAS 
CAPACIDAD NOMINAL KVA 16 KVA 
VOLTAJE DE ENTRADA NOMINAL (V) 
380/400/415 VCA trifásico, 
4hilos. 
FRECUENCIA DE ENTRADA NOMINAL (Hz) 50/60 
VOLTAJE DE SALIDA NOMINAL (V) 
220/230/240 VCA 
(MONOFASICO) 
380/400/415 VCA (Trifásico) 
FACTOR DE POTENCIA DE ENTRADA 
(KW/KVA) 
0.99 
EFICIENCIA EN MODO EN LINEA 96.2% 
TEMPERATURA DE FUNCIONAMIENTO °C 0°-50° 
DIMENSIONES 430mmx130mmx500mm 
PESO 23 Kg 
TEMPERATURA DE FUNCIONAMIENTO (°C) 0-50 
HUMEDAD RELATIVA  5-95 sin condensación 
ALTURA MAXIMA DE OPERACIÓN  Hasta 3000 msnm  
Fuente: Adaptado del Datasheet de UPS de 16kva, marca VERTIV. 
  
 
5.3.3.2. Cuarto de Telecomunicaciones  
Como conocemos la municipalidad tiene 4 pisos y físicamente se encuentra 
separada en dos sectores. Sector A, lado derecho de la municipalidad y el Sector 
B, lado izquierdo de la municipalidad.  Por lo tanto, existirán 08 cuartos de 
telecomunicaciones en total. Distribuidas en 02 cuartos por cada piso.   
 
a). Cuarto de Telecomunicaciones 1A-1B-2A-2B-4A-4B  
Los 08 cuartos de telecomunicaciones presentan un solo gabinete, pero 06 
de ellos poseen la misma cantidad de equipos. Se reunirá la potencia eléctrica por 
los equipos instalados en el gabinete en la siguiente tabla.  
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Tabla 26. Consumo de potencia eléctrica del gabinete, en los cuartos de 
telecomunicaciones 1A-1B-2A-2B-4A-4B. 











100 01 100 
SWITCH CATALYST 2960S-
48LPS-L 
470 01 470 
POTENCIA TI TOTAL DE GABINETE DEL CUARTO DE 
TELECOMUNICACIONES 
570 W 
Dónde: 1A=Sector A del Primer piso, 1B=Sector B del Primer piso, 2A=Sector A 
del Segundo piso, 2B=Sector B del Segundo piso, 4A=Sector A del cuarto piso, 
4B=Sector B del Cuarto piso. 
 
A continuación, calcularemos cual debe ser la potencia del equipo UPS: 
i). Utilizaremos los siguientes datos: 
 
 
ii). Calcularemos el valor del factor promedio Ft: 
Ft= axbxcxd 
Ft= 0.816 
iii). Como tenemos la potencia total TI del gabinete del cuarto de 
telecomunicaciones, podemos hallar cual es la potencia deseada para el UPS 
con la siguiente formula. 
Derrateo por altitud (a) = 1 
Derrateo por temperatura (b) =1 
Factor de seguridad (c) = 0.85 











𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑈𝑃𝑆 = 698.53 𝑤 = 0.70 𝐾𝑤 
 
iv). Tenemos que la potencia de UPS es 0.70 Kw, y con esto podemos decir que 
necesitamos un equipo de UPS que cubra dicha potencia. El UPS que se 
utilizará, para cubrir dicha potencia será de capacidad de 1.2 Kw, y de la marca 
APC, teniendo además las siguientes especificaciones técnicas. 
 
Tabla 27. Especificaciones Técnicas del UPS, marca APC. 
EQUIPO MARCA MODELO ESPECIFICACIONES TECNICAS 
UPS APC SMART 
Frecuencia de Entrada: 50/60 Hz  
Tensión de Entrada: 230 V 
Variación de Tensión de Entrada:  151 - 302 
Ajustable, 160-286V 
Frecuencia de salida (sincronizada con la red 
eléctrica): 50/60 Hz +/- 3 Hz Sincronizado  
Tensión de Salida: 230 V 
Distorsión de Voltaje de Salida: menos del 5% 
Capacidad eléctrica de salida: 1.2Kilovatios / 
1.5kVA 
Potencia máx. configurable (vatios): 1.2Kilovatios 
/ 1.5kVA 
Tiempo de Recarga: 3 horas 
Disipación Térmica: 133.0BTU/h 
Suministro de carga de baterías (vatios): 103 
Vatios 
Dimensiones: 62 x 58,9 x 24,6 cm 
Peso: 24,82 Kg 
Fuente: Adaptado del Datasheet UPS 1.5kva, modelo Smart. 
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b). Cuarto de Telecomunicaciones 3A  
El cuarto de telecomunicaciones que se encuentra en el tercer piso, en el 
sector A presenta un solo gabinete con los siguientes equipos:  
 
Tabla 28. Consumo de potencia eléctrica del gabinete, en el cuarto de 
telecomunicaciones 3A. 











540 01 540 
SWITCH CATALYST 2960S-
48TS-S 
100 01 100 
SWITCH CATALYST 2960S-
48LPS-L 
470 01 470 
POTENCIA TI TOTAL DE GABINETE DEL CUARTO DE 
TELECOMUNICACIONES 
1110 W 
Dónde: 3A=Sector A del Tercer piso 
 
A continuación, calcularemos cual debe ser la potencia del equipo ups: 
i). Utilizaremos los siguientes datos: 
Derrateo por altitud (a) = 1 
Derrateo por temperatura (b) =1 
Factor de seguridad (c) = 0.85 




ii). Calcularemos el valor del factor promedio Ft: 
Ft= axbxcxd 
Ft= 0.816 
iii). Como tenemos la potencia total TI del gabinete del cuarto de 
telecomunicaciones, podemos hallar cual es la potencia deseada para el UPS 









𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑈𝑃𝑆 = 1348 𝑤 = 1.35 𝐾𝑤 
iv). Tenemos que la potencia de UPS es 1.35 Kw, y con esto podemos decir que 
necesitamos un equipo de UPS que cubra dicha potencia. El UPS que se 
utilizará, para cubrir dicha potencia será de capacidad de 1.4 Kw, y de la marca 
APC, teniendo además las siguientes especificaciones técnicas. 
Tabla 29. Especificaciones Técnicas del UPS, marca APC. 




Frecuencia de Entrada: 50/60 Hz  
Tensión de Entrada: 120 V 
Frecuencia de salida (sincronizada con la 
red eléctrica): 50/60 Hz +/- 5 Hz Sincronizado  
Distorsión de Voltaje de Salida: menos del 3% 
Capacidad eléctrica de salida: 1.4Kilovatios / 
2kVA 
Potencia máx. configurable (vatios): 
1.4Kilovatios 2kVA 
Tiempo de Recarga: 3 horas 
Disipación Térmica: 700.0BTU/h 
Dimensiones: 26cm x 61cm x 73,7 cm 
Peso: 31,36 Kg 
Fuente: Adaptado del Datasheet UPS 2 kva, modelo Smart-Rt. 
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c). Cuarto de Telecomunicaciones 3B  
El cuarto de telecomunicaciones que se encuentra en el tercer piso, en el 
sector B, se encuentra ubicado en el antiguo cuarto de equipos. Este ambiente 
también sirve como sala de entrada para el proveedor de servicios. Este cuarto de 
telecomunicaciones, presenta un solo gabinete con los siguientes equipos:  
 
Tabla 30. Consumo de potencia eléctrica del gabinete, en el cuarto de 
telecomunicaciones 3B. 









ROUTER MOVISTAR SMART 25 01 25 
ROUTER CLARO SMART 25 01 25 
FIREWALL 191 01 191 
SWITCH CATALYST 2960S-
48TS-S 
100 01 100 
SWITCH CATALYST 2960S-
48LPS-L 
470 01 470 
POTENCIA TI TOTAL DE GABINETE DEL CUARTO DE 
TELECOMUNICACIONES 
811 W 





A continuación, calcularemos cual debe ser la potencia del equipo ups: 
i). Utilizaremos los siguientes datos: 
Derrateo por altitud (a) = 1 
Derrateo por temperatura (b) =1 
Factor de seguridad (c) = 0.85 
Factor de eficiencia de equipo(d) =0.96 
 




iii). Como tenemos la potencia total TI del gabinete del cuarto de 
telecomunicaciones, podemos hallar cual es la potencia deseada para el 









𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑈𝑃𝑆 = 993.87 𝑤 = 1𝐾𝑤 
 
iv). Tenemos que la potencia de UPS es 1Kw, y con esto podemos decir que 
necesitamos un equipo de UPS que cubra dicha potencia. El UPS que se 
utilizará, para cubrir dicha potencia será de capacidad de 1.2 Kw, y de la marca 






Tabla 31. Especificaciones Técnicas del UPS, marca APC. 
EQUIPO MARCA MODELO ESPECIFICACIONES TECNICAS 
UPS APC SMART 
Frecuencia de Entrada: 50/60 Hz  
Tensión de Entrada: 230 V 
Variación de Tensión de Entrada:  151 - 
302 Ajustable, 160-286V 
Frecuencia de salida (sincronizada con la 
red eléctrica): 50/60 Hz +/- 3 Hz 
Sincronizado  
Tensión de Salida: 230 V 
Distorsión de Voltaje de Salida: menos del 
5% 
Capacidad eléctrica de salida: 1.2Kilovatios 
/ 1.5kVA 
Potencia máx. configurable (vatios): 
1.2Kilovatios / 1.5kVA 
Tiempo de Recarga: 3 horas 
Disipación Térmica: 133.0BTU/h 
Suministro de carga de baterías (vatios): 
103 Vatios 
Dimensiones: 62 x 58,9 x 24,6 cm 
Peso: 24,82 Kg 
Fuente: Adaptado del Datasheet UPS 1.5kva, modelo Smart. 
 
5.4. SISTEMA MECÁNICO  
 
El Data Center contará con 01 cuarto de equipos y 08 cuartos de 
telecomunicaciones. (02 cuartos de telecomunicaciones por piso). Cada uno de 
estos ambientes tendrá un sistema de refrigeración y equipo de aire acondicionado, 
y se calculará a continuación:  
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5.4.1. Cuarto de Equipos 
Para el cuarto de equipos del Data Center, utilizaremos el método de 
refrigeración por sala, utilizando un equipo de aire acondicionado de precisión y un 
sistema de contención de pasillo caliente. A continuación, calcularemos mediante 
formula: 
5.4.1.1. Aire Acondicionado de Precisión 
i). Para el cálculo del equipo de refrigeración tendremos los siguientes datos: 
Carga TI = Potencia Total de TI cuarto de equipos= 10000 w 
Pérdida de equipo UPS (W)=? 
Derrateo por altitud (a) = 1 
Perdida de otros elementos 
Área total cuarto de equipos= 30.5 m2 
Valor nominal de UPS= 16000 w  
 
ii). El cálculo de la pérdida de potencia del equipo UPS, en forma de calor , estará 
definido por la siguiente formula (Fuente: Schneider Electric, 2017) :  
 
𝑃é𝑟𝑑𝑖𝑑𝑎 𝑈𝑃𝑆(𝑊) = 0.04𝑥𝑉𝑎𝑙𝑜𝑟 𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑈𝑃𝑆(𝑤) +  0.06𝑥𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑇𝐼  
𝑃é𝑟𝑑𝑖𝑑𝑎 𝑈𝑃𝑆(𝑊) = 0.04𝑥 16000 +  0.06𝑥10000  
𝑃é𝑟𝑑𝑖𝑑𝑎 𝑈𝑃𝑆(𝑊) = 640 +  600  
𝑃é𝑟𝑑𝑖𝑑𝑎 𝑈𝑃𝑆(𝑊) = 1240 𝑤  
 
iii). El cálculo de la potencia de iluminación, en forma de calor, está definido por la 
siguiente formula (Fuente: Schneider Electric, 2017): 
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑝𝑜𝑟 𝐼𝑙𝑢𝑚𝑖𝑛𝑎𝑐𝑖𝑜𝑛(𝑊) = 21.53 ∗ 𝐴𝑟𝑒𝑎 𝑇𝑜𝑡𝑎𝑙 𝑒𝑛 𝑚2  
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎  𝑝𝑜𝑟 𝐼𝑙𝑢𝑚𝑖𝑛𝑎𝑐𝑖𝑜𝑛(𝑊) = 21.53 ∗ 30.5   
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑝𝑜𝑟 𝐼𝑙𝑢𝑚𝑖𝑛𝑎𝑐𝑖𝑜𝑛(𝑊) = 656.67𝑤 
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iv). Calculo de potencia por el número de personas, en forma de calor (Fuente: 
Schneider Electric, 2017): 
𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑠 (𝑊) = 100 𝑥 𝑀𝑎𝑥. 𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑠 
𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑠 (𝑊) = 100 𝑥 4 
𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑠 (𝑊) = 400 𝑤 
v). Hallaremos la potencia del techo y piso en forma de calor (Fuente: Schneider 
Electric, 2017):  
𝐶𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑡𝑒𝑐ℎ𝑜(𝑊) = 𝐴𝑟𝑒𝑎 𝑇𝑜𝑡𝑎𝑙 𝑒𝑛 𝑚2 𝑥 6 
𝐶𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑡𝑒𝑐ℎ𝑜(𝑊) = 30.5 𝑥 6 
𝐶𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑡𝑒𝑐ℎ𝑜(𝑊) = 183 
𝐶𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑝𝑖𝑠𝑜(𝑊) = 𝐴𝑟𝑒𝑎 𝑇𝑜𝑡𝑎𝑙 𝑒𝑛 𝑚2 𝑥 0.5 
𝐶𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑝𝑖𝑠𝑜(𝑊) = 30.5 𝑥 0.5 
𝐶𝑎𝑙𝑜𝑟 𝑑𝑒𝑙 𝑝𝑖𝑠𝑜(𝑊) = 15.25 
vi).       Hallaremos finalmente el total de energía térmica sensible usando la siguiente 
formula: 
𝑇𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑖𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒
=  




𝑇𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑖𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒 =  
(10000 + 1240 + 656.57 + 400 𝑤 + 183 + 15.25)
1
 




𝑇𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑖𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒 =  12494.82 𝑤 = 12,49 𝐾𝑤 
vii).   Finalmente debemos escoger un equipo de Aire acondicionado, que nos 
ofrezca una capacidad mínima de enfriamiento sensible 12,49 Kw hallado por 
formula.  
viii).   El aire acondiciona que se utilizará, será el MODELO P1020-DA13C de la 
marca VERTIV, pues nos entrega una capacidad de enfriamiento sensible de 
19.5 Kw, teniendo además las siguientes especificaciones técnicas.  
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Tabla 32. Especificaciones Técnicas del Aire Acondicionado, marca VERTIV 
ESPECIFICACIONES TECNICAS 
CAPACIDAD DE ENFRIAMIENTO 21.6 Kw 
CAPACIDAD DE ENFRIAMIENTO SENSIBLE 19,5 Kw   
VOLUMEN DE AIRE ESTANDAR DEL 
VENTILADOR (𝒎𝟑/𝒉 ) 
55000 
CANTIDAD DE VENTILADORES 01 
POTENCIA DE VENTILADORES (Kw)  0.7 
POTENCIA DE CALENTADOR ELECTRICO 06 
DIMENSIONES 853mmx874mmx1970mm 
PESO 320 Kg 
INTERRUPTOR (A) 40 
Fuente: Adaptado del Datasheet del aire acondicionado Vertiv de 21.6 Kw 
 
Fuente: www.vertiv.com. 




5.4.2. Cuarto de Telecomunicaciones 
Para el diseño del sistema de refrigeración de los 08 cuartos de 
telecomunicaciones, tendremos en cuenta el área, las unidades BTU de los equipos 
TI en el gabinete de telecomunicaciones, y otras consideraciones que detallaremos. 
Escogeremos la ubicación del clima, del distrito donde desarrollaremos el proyecto.  
Tabla 33. Consideración del factor del área en unidades BTU por metro cuadrado, 
respecto del clima.  
CLIMA TEMPERATURA °C AREA (BTU/M2) 
FRIO  <18°C 500 
TEMPLADO 19°C -25 °C 550 
CALIDO 26°C -33 °C 600 
MUY CALIDO >24°C 650 
Fuente: Puentes C., (2014). 
 
Según el cuadro, el clima que le corresponde al distrito de José Leonardo 
Ortiz es de CALIDO, ubicándose entre el rango de temperatura de 26-33 °C.    
a.1). Cuarto de Telecomunicaciones 1A-1B-2A-2B-4A-4B 
Los 08 cuartos de telecomunicaciones presentan un solo gabinete, pero 06 
de ellos poseen la misma cantidad de equipos. Se reunirá la carga térmica, en 
unidades BTU, de los equipos instalados en el gabinete mediante la siguiente tabla.  
Tabla 34. Carga térmica total del gabinete, en los cuartos de telecomunicaciones 
1A-1B-2A-2B-4A-4B. 
GABINETE DEL CUARTO DE TELECOMUNICACIONES 1A-1B-2A-2B-4A-4B 
EQUIPOS CARGA TERMICA (BTU) 
SWITCH CATALYST 2960S-48TS-S 181 
SWITCH CATALYST 2960S-48LPS-L 341 
UPS SMART-X DE APC 1500 VA 133 
TOTAL 655 
Fuente: Elaboración Propia (2020). 
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a.2). Cuarto de Telecomunicaciones 3A 
El cuarto de telecomunicaciones que se encuentra en el tercer piso, en el 
sector A presenta un solo gabinete con los siguientes equipos y cargas térmicas en 
la siguiente tabla.  
Tabla 35. Carga térmica total del gabinete, en el cuarto de telecomunicaciones 3A. 
EQUIPOS CARGA TERMICA (BTU) 
SWITCH CATALYST 2960S-48TS-S 181 
SWITCH CATALYST 2960S-48LPS-L 341 
SWITCH CATALYST 3750G-24PS 534 
UPS SMART-RT DE APC 2000VA 700 
TOTAL 1756 
Fuente: Elaboración Propia (2020). 
 
a.3). Cuarto de Telecomunicaciones 3B 
El cuarto de telecomunicaciones que se encuentra en el tercer piso, en el 
sector B, se encuentra ubicado en el antiguo cuarto de equipos. Este cuarto de 
telecomunicaciones, presenta un solo gabinete con los siguientes equipos y carga 
térmica. 
Tabla 36. Carga térmica total del gabinete, en el cuarto de telecomunicaciones 3B 
EQUIPOS CARGA TERMICA (BTU) 
ROUTER SMART WIFI MOVISTAR 30 
ROUTER SMART WIFI MOVISTAR 30 
FIREWALL FORTINET 600-D 650 
SWITCH CATALYST 2960S-48TS-S 181 
SWITCH CATALYST 2960S-48LPS-L 341 
UPS SMART-X DE APC 1500 VA 133 
TOTAL 1365 




b). Cálculo de Carga Térmica Total por cada Cuarto de Telecomunicaciones 
b.1).  En la siguiente tabla se muestra el área, el máximo número de personas y la 
cantidad de luminarias de cada cuarto de telecomunicaciones. 
Tabla 37. Descripción del área, número de personas y luminarias de los cuartos de 
telecomunicaciones 1A-1B-2A-2B-3A-3B-4A-4B. 
















A 10.29 600 1 1 1 
B 8.82 600 1 1 1 
2 
A 8.61 600 1 1 1 
B 8.82 600 1 1 1 
3 
A 8.82 600 1 1 1 
B 4.9 600 1 1 1 
4 
A 8.8 600 1 1 1 
B 8.82 600 1 1 1 
Fuente: Elaboración Propia (2020). 
 
b.2). Hallaremos la carga térmica total para el cuarto de telecomunicaciones 1A, 
mediante la siguiente formula:  
𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑡𝑜𝑡𝑎𝑙 (1𝐴)
= 𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑑𝑒𝑙 𝐴𝑟𝑒𝑎 + 𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑃𝑒𝑟𝑠𝑜𝑛𝑎
+ 𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑒𝑞𝑢𝑖𝑝𝑜𝑠 𝑇𝐼 + 𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝐿𝑢𝑚𝑖𝑛𝑎𝑟𝑖𝑎𝑠  
𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑡𝑜𝑡𝑎𝑙 1𝐴 = 10.29 𝑚2 𝑥 600 
𝐵𝑇𝑈
𝑚2
+ 500 𝐵𝑇𝑈 + 655 𝐵𝑇𝑈 + 412 𝐵𝑇𝑈  
𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑡𝑜𝑡𝑎𝑙 1𝐴 = 6174 𝐵𝑇𝑈 + 500 𝐵𝑇𝑈 + 655 𝐵𝑇𝑈 + 412 𝐵𝑇𝑈  
𝐶𝑎𝑟𝑔𝑎 𝑡𝑒𝑟𝑚𝑖𝑐𝑎 𝑡𝑜𝑡𝑎𝑙 1𝐴 = 7741 𝐵𝑇𝑈  
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b.3). De igual forma, hallaremos la carga térmica total por cada cuarto de 
telecomunicaciones de la municipalidad, y la detallaremos en esta tabla:  
 
Tabla 38. Carga térmica total de los cuartos de telecomunicaciones 1A-1B-2A-2B-
3A-3B-4A-4B. 






















A 6174 500 655 412 7741 
B 5292 500 655 412 6859 
2 
A 5166 500 655 412 6733 
B 5292 500 655 412 6859 
3 
A 5292 500 1756 412 7960 
B 2940 500 1365 412 5217 
4 
A 5280 500 655 412 6847 
B 5292 500 655 412 6859 
Fuente: Elaboración Propia (2020). 
 
 
e). Análisis de las Cargas Térmicas para escoger el Equipo del Aire 
Acondicionado de los Cuartos de Telecomunicaciones 
En la tabla anterior, nos muestra que las cargas térmicas en todos los cuartos 
de telecomunicaciones son menores a 7741 BTU. Por lo tanto, el equipo de aire 
acondicionado será tipo SPLIT, de 9000 BTU en la marca ORANGE 78509, que 




Tabla 39. Especificaciones Técnicas del Aire Acondicionado, marca ORANGE. 







Área de Cobertura: 9-12 𝑚2  
Material: PCV METAL 
Eficiencia Energética: A 
BTU: 9000 BTU 
Nivel de ruido: 36 dB 
Encendido: Electrónico 
Temporizador: Si 
Potencia: 2300 w 
Fuente: Adaptado del Datasheet del Aire Acondicionado Orange (2020). 
 
5.4.3. Generador del Grupo Electrógeno 
Para calcular la potencia del grupo electrógeno, en caso de cortes no 
programado, debemos considerar los siguientes parámetros:  
 Valor Nominal de Potencia UPS de Cuarto de equipos 
 Valor Nominal de Potencia UPS de Cuarto de telecomunicaciones 
 Potencia consumida por el Aire Acondicionado (Datasheet del 
equipo) = 8000 w 
 Potencia Iluminación 
 Panel Contra Incendios 
 Luces de emergencia 
 Laptops 
a). Calculo de la potencia de Iluminación:  
Para calcular la estimación de potencia de iluminación usaremos la siguiente 
formula (Fuente: Schneider Electric, 2017): 
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝐼𝑙𝑢𝑚𝑖𝑛𝑎𝑐𝑖ó𝑛 = 15 𝑤 𝑥 𝐴𝑟𝑒𝑎 𝑇𝑜𝑡𝑎𝑙 𝑑𝑒 𝑙𝑎 𝑠𝑎𝑙𝑎  
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝐼𝑙𝑢𝑚𝑖𝑛𝑎𝑐𝑖ó𝑛 = 15 𝑤 𝑥 30.5 
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝐼𝑙𝑢𝑚𝑖𝑛𝑎𝑐𝑖ó𝑛 = 457.50 𝑤 
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b). Utilizaremos el siguiente cuadro de cargas, para calcular la Máxima Demanda: 
Tabla 40. Máxima demanda de energía de los ambientes del data center y equipos 










01 10000 100% 10000 
Aire Acondicionado de 
Precisión del Cuarto de 
equipos 
01 8000 100% 8000 
Carga TI de  
Cuarto de telecomunicaciones 
1A-1B-2A-2B-4A-4B 
06 700 100% 4200 
Carga TI de  
Cuarto de telecomunicaciones 
3A 
01 1350 100% 1400 
Carga TI de  
Cuarto de telecomunicaciones 
3B 
01 1 Kw 100% 1000 
Aire Acondicionado Cuarto de 
Telecomunicaciones 
08 2300 100% 18400 
Iluminación 04 457,5 100% 1830 
Panel contra incendios 01 250 80% 200 
Luces de emergencia 09 50.00 40% 180 
Laptops 02 220.00 40% 176 
Reserva (10%)    4533,6 
49869.6 




Por lo tanto, del cuadro tenemos una máxima demanda de 49.87 Kw 
c). Tenemos los siguientes valores normados.  
Derrateo por altitud (a) = 1.0 
(Valor de 1, hasta una ubicación de 3000 msnm.) 
Derrateo por temperatura a 25°C (b) = 1.0 
(Valor normado) 
Factor de seguridad – BICSI (c) = 0.85 
(Valor normado por estándar ANSI/BICSI) 
 
d). Finalmente, la potencia para el grupo Electrógeno se define con la siguiente 
formula: 
 
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑑𝑒𝑙 𝑔𝑟𝑢𝑝𝑜 𝑒𝑙𝑒𝑐𝑡𝑜𝑔𝑒𝑛𝑜
=  
𝑀𝑎𝑥𝑖𝑚𝑎 𝐷𝑒𝑚𝑎𝑛𝑑𝑎 (𝐾𝑤)
𝐹𝑎𝑐𝑡𝑜𝑟 𝑑𝑒 𝑑𝑒𝑟𝑟𝑎𝑡𝑒𝑜𝑥𝐹𝑎𝑐𝑡𝑜𝑟 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑎𝑥𝐹𝑎𝑐𝑡𝑜𝑟 𝑑𝑒 𝑠𝑒𝑔𝑢𝑟𝑖𝑑𝑎𝑑
 
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑑𝑒𝑙 𝑔𝑟𝑢𝑝𝑜 𝑒𝑙𝑒𝑐𝑡𝑟ó𝑔𝑒𝑛𝑜 =  
49.87 𝐾𝑤
1 𝑥 1 𝑥 0.8
 
𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑑𝑒𝑙 𝑔𝑟𝑢𝑝𝑜 𝑒𝑙𝑒𝑐𝑡𝑟ó𝑔𝑒𝑛𝑜 =  62.34 𝐾𝑤 
 
Finalmente tenemos una potencia de grupo electrógeno de 62.34 Kw. Por lo tanto, 
utilizaremos un grupo electrógeno de 70 Kw, que alimentara a todos los elementos 




Tabla 41. Especificaciones Técnicas del Grupo Electrógeno, marca HIMOINSA 







Frecuencia: 60 Hz 
Voltaje: 230 / 400 V 
Potencia Disponible Continua: 77.05 
Kw 
Potencia Máxima disponible: 70,9 Kw 
Tiempo de Funcionamiento: 13 horas 
Factor de Potencia: 0.8 
RPM: 1800 
Regulación de Velocidad: Mecánica 
Potencia de Arranque: 3 KW 
Tipo de Motor: Diésel 4 tiempos 
Capacidad de Aceite: 6,6 Litros 
Numero de Cilindros: 6,2 
Dimensiones: 2750 x 1100 x 1760 mm 
Peso: 1538 Kg 
Fuente: Adaptado del Datasheet del Grupo Electrógeno Himoinsa (2020). 
 
5.5. SISTEMA DE PROTECCION CONTRA INCENDIOS  
El Data Center contará con un sistema de detección de incendios y contará 
con sensores para permitir la detección en los siguientes ambientes y poder 
monitorear:  
 El área dentro del cuarto de equipos. 
 En las rejillas de transferencia de aire hacia el interior del cuarto de 
equipos.  
 En el punto de recolección del aire de retorno y antes que entre en el 
sistema de ventilación al equipo de aire acondicionado. 
 El suministro de HVAC.  
 El área en el cielo raso. 
 El área dentro del gabinete. 
 
El cuarto de equipos contara con un sistema de rociadores de agente 
gaseoso limpio. Y los cuartos de telecomunicaciones deben tener extintores 
manuales, con agente gaseoso limpio, ya que los agentes químicos secos dañan 
los equipos electrónicos.   
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5.6. SISTEMA DE SEGURIDAD FISICA  
5.6.1. Circuito Cerrado de CCTV 
El diseño del Data Center contara con un sistema de Videovigilancia para 
mejorar la seguridad en las instalaciones del municipio. Se utilizarán 10 cámaras de 
Videovigilancia, que permitirán brindar seguridad, al reconocer cualquier 
eventualidad que pueda ocurrir en la municipalidad. Las ubicaciones que tendrán 
las cámaras serán: 
Tabla 42. Ubicación de las Cámaras Ips en la Municipalidad Distrital de José 










01 PARA MONITOREO EXTERIOR DEL 
CUARTO DE TELECOMUNICACIONES 1A 
02 
01 PARA MONITOREO DE LA ENTRADA 
DE LA MUNICIPALIDAD 
B 
01 PARA MONITOREO EXTERIOR DEL 




01 PARA MONITOREO EXTERIOR DEL 
CUARTO DE TELECOMUNICACIONES 2A 
01 
B 
01 PARA MONITOREO EXTERIOR DEL 




01 PARA MONITOREO EXTERIOR DEL 
CUARTO DE TELECOMUNICACIONES 3A 
01 
B 
01 PARA MONITOREO INTERNO DEL 
CUARTO DE EQUIPOS 
02 
01 PARA MONITOREO EXTERIOR DEL 
CUARTO DE TELECOMUNICACIONES 3B 
4 
A 
01 PARA MONITOREO EXTERIOR DEL 
CUARTO DE TELECOMUNICACIONES 4A 
01 
B 
01 PARA MONITOREO EXTERIOR DEL 
CUARTO DE TELECOMUNICACIONES 4B 
01 
TOTAL DE CAMARAS 10 




La característica que deberá tener la cámara será ser una Cámara con 
tecnología IP y no analógica, para poder ser incorporarlo a la red convergente de la 
municipalidad. Tenga una resolución mínima de 720p y una compresión de H.64. 
Finalmente, para implementar la seguridad en los cuartos de equipos y 
telecomunicaciones, así como la entrada de la municipalidad, utilizaremos la 
cámara IP, de la marca DAHUA y modelo Bullet, con las siguientes especificaciones 
técnicas. 
 
Fuente: Catalogo-general-DAHUA (2020). 
Figura 37. Cámara Seguridad IP Bullet HD 720p. 
Tabla 43. Especificaciones Técnicas de la Cámara IP, marca DAHUA 
ESPECIFICACIONES TÉCNICAS 
CÁMARA DAHUA IP BULLET HD 720P 1M CON LEDS DE EXTERIOR 
MODELO DH-IPC-HFW1000S 
CÁMARA 
SENSOR DE IMAGEN  ¼” 1 Megapíxel CMOS 
PIXELES EFECTIVOS 1280(H) 720(V) 
SISTEMA DE ESCANEO Progresivo 
CARACTERISTICAS 
DISTANCIA MAXIMA DE LED 30 m 
DIA/NOCHE Auto (ICR) / color 7 B / N 
MASCARA DE PRIVACIDAD Hasta 4 áreas 
VIDEO 
COMPRESIÓN  H.264 / MJPEG 
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RESOLUCIÓN 720p(1280x720)/ D1(704x576/704x480) 
TASA DE BIT H.264:56K ~ 8192Kbps 
RED 
ETHERNET  RJ- 45 (10/100Base -T) 
WIFI N/D 
PROTOCOLO 
IPV4/IPV6, HTTP, HTTPS, SSL, TCP/IP, 
UDP, ICMP, IGMP, SNMP, RTSP, RTP, 
SMTP, NTP, DHCP, DNS, PPPOE, FTP, IP 
, DDNS 
Fuente: Adaptado del Datasheet de Cámara Dahua IP Bullet (2020). 
 
5.6.2. Control de Acceso  
Para mayor seguridad de acceso al Data Center hemos considerado reforzar 
la seguridad de ingreso, por medio de un sistema biométrico dactilar, lo que nos 
garantizaría que solo tendrían acceso al Data Center personal autorizado. El equipo 
a instalar tiene que tener por lo menos, los siguientes requerimientos.  
 
Tabla 44. Especificaciones de Requerimiento para Sistema de Control de Acceso 
– Huellero Biométrico.  
ESPECIFICACIONES MINIMAS DE REQUERIMIENTO 




IDENTIFICACION DE ROSTROS 
1000 
CAPACIDAD DE EVENTOS 100000 
COMUNICACION TCP/IP, USB-Host 
MEMORIA  128MB RAM/ 256MB FLASH 




Código de trabajo, búsqueda de 
eventos y foto de usuario 
ENERGIA 
Voltaje de Operación mínima de 12V, 
Consumo de Corriente menor a 500mA 
Fuente: Elaboración Propia (2020). 
 
 
Fuente: Elaboración Propia en el software Sketchup (2020). 
Figura 38. Sistema de control de acceso Biométrico dactilar en el diseño del Data Center. 
  
5.6.3. Telefonía VoIP 
a). DISEÑO DE LA TELEFONÍA IP 
El diseño del Data Center propuesto para la municipalidad distrital utilizará 
tecnología VoIP, y la PBX se encontrará dentro del cuarto de equipos, en el gabinete 
de comunicaciones.  El diseño de esta comunicación se basará en arquitectura 
CISCO, ya que es una marca confiable y para ello utilizaremos el router CISCO 
2811. Para la parte de telefonía IP se instalará un servidor de procesamiento de 
llamadas, con aplicación CISCO CALLMANAGER v5.2. Este equipo gestionara, 
mantendrá y terminara las comunicaciones de voz en función de las configuraciones 
realizadas en la aplicación.  
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b). TELEFONO IP  
Se colocará un teléfono IP en cada oficina, haciendo un total de 50 teléfonos. 
Para los teléfonos IP hemos decido utilizar el modelo Cisco 3905, por que 
responden a las necesidades de la problemática presentando las siguientes 
especificaciones técnicas.  
 
Fuente: www.cisco.com (2020). 
Figura 39. Teléfono Ip, Modelo 3905 de Cisco. 
 
Tabla 45. Especificaciones Técnicas del teléfono IP de Cisco, modelo 3905  
EQUIPO MARCA MODELO ESPECIFICACIONES TECNICAS 
TELEFONO 
IP 
CISCO 3905 Conmutador Ethernet integrado: 01 
Puertos de interconexión: 02 Puertos 
Ethernet 10/100 Mbps. (Soporta POE) 
Protocolo: SIP y RTCP 
Códec de voz: G.729, G.729a, G.729ab, 
G.711u, G.711a 
Caracteristicas: Pantalla de cristal 




RAM: 32 MB  
Memoria flash: 4 MB 
Funciones: ID de llamada, Llamada en 
espera, Reenvío de llamadas, 
Transferencia de llamadas, Retención 
de llamada, Función de mensajes en 
espera. 
Servidor: Aplicación de llamadas CISCO 
CALLMANAGER. 




Fuente: Elaboración Propia en el software Sketchup (2020). 




5.7. SISTEMA DE TELECOMUNICACIONES  
 
5.7.1. Propuesta de Diseño de Red Convergente 
La red convergente propuesta para la municipalidad distrital, será una red 
jerárquica compuesta por 3 capas o niveles. 
 
 
Fuente: Elaboración Propia (2020). 
Figura 41. Diseño Lógico de la red en la Municipalidad Distrital de José Leonardo Ortiz.   
 
5.7.1.1. CAPA NUCLEO 
La capa del núcleo de red transportar grandes volúmenes de información y 
tráfico de manera confiable. Esta capa puede conectar varios componentes de la 
capa de distribución, y debe facilitar el crecimiento de la red. Los equipos de esta 




5.7.1.2. CAPA DE DISTRIBUCIÓN 
La capa distribución une la capa del núcleo con la capa de acceso. La función 
de esta capa es conectar las redes LAN independientes, garantizando que el tráfico 
que generen los hosts de una red, se mantenga en esa red. Esta capa debe permitir 
la redundancia de la comunicación del host hacia la capa núcleo. Los equipos de 
esta capa pueden ser router y switch multicapa. 
 
5.7.1.3. CAPA DE ACCESO 
La conforman los hosts y los switch de acceso. Esta capa cumple la función 
de brindar acceso de red al usuario y crea el tráfico de los usuarios, por lo que se 
considera punto de entrada y salida del tráfico a la red. Los componentes de esta 
capa son los hosts, los Access point y switch de acceso.  
 
5.7.2. Gabinete de Telecomunicaciones 
Los equipos de red que se ubicaran dentro del gabinete de 
telecomunicaciones, se clasificaran por capas, en base a la red jerárquica de cisco. 
A continuación, tenemos los siguientes equipos: 
5.7.2.1. CAPA NUCLEO 
Necesitaremos un equipo de multicapa (router o switch), que incorpore una 
alta velocidad de trasferencia de grandes cantidades de datos. Este equipo del 
CORE o núcleo será un switch multicapa que permita velocidades de alta densidad 
superiores a 10 Gbps, pues en este equipo se configurará las VLAN (Redes de área 
local virtual) de todas las áreas del municipio de José Leonardo Ortiz.  
El equipo elegido será un SWITCH NEXUS 3172-TQ-XL, ya que presenta 
velocidades de alta densidad de 10 Gbps y 40 Gbps, con un diseño de topología 




Tabla 46. Especificaciones Técnicas de Switch Nexus 3172-TQ-XL 
EQUIPO SWITCH 
MARCA CISCO 
MODELO NEXUS 3172-TQ-XL 
ESPECIFICACIONES 
TÉCNICAS 
Interfaces: 6 puertos de fibra (QSFP+) de velocidad 
de 10 o 40 Gigabit ethernet. 48 puertos. RJ45 de 
velocidad 100 Mbps, 1Gbps y 10 Gbps.  
Fuentes de alimentación: 02 
Capacidad de Conmutación: 1,4 Tbps 
Capa: Switch de capa 2 y 3. Transporte de tramas 
gigantes en todos los puertos (hasta 9216 bytes).  
Cantidad máxima de vlan: 4096 vlan (Redes de área 
local virtual) 
Lista de control de acceso (ACL): 4000 ingresos y 
1000 salidas. 
Memoria del sistema: 8 GB 
Flash de arranque: 16 GB 
Potencia máxima: 440 watts 
Voltaje de entrada: 100-240 Vac (50/60 Hz).  
Disipación de calor máxima: 1228 BTU/Hr 
Dimensiones: 4.4cm x 43.9cm, 50.5cm.  
Peso: 10 Kg. 
Puertos de Gestión: Consola y puerto UB 
Protocolo de direccionamiento: Enrutamiento IPV4 y 
IPv6; Estático, RIPv2, EIGRP, OSPF, BGP entre los 
más importantes  
Espacio en gabinete: 1 en RU 






5.7.2.2. CAPA DISTRIBUCIÓN 
 
En esta capa hemos optado por escoger el equipo SWITCH CISCO 3750G-
24PS, ya que es un equipo de red multicapa (switch y router), presenta protocolos 
de enrutamiento y puerto de enlace ascendente de fibra óptica. Adicionalmente 
tendrá protocolo PoE, que se utilizará para alimentar de energía a los Access Point 
Aironet 3500. En la siguiente tabla se detalla las especificaciones más importantes. 
 






Interfaces: 24 puertos ethernet 10/100/1000 con IEEE 802.3af 
(12 puertos PoE) y 04 puertos de fibra SFP de 10 Gbps.  
Fuentes de alimentación: 01 
Capacidad de Conmutación: 32 Gbps 
Capa: Switch de capa 2 y 3. Transporte de tramas gigantes 
en todos los puertos (hasta 9018 bytes).  
Cantidad máxima de vlan: 4000 vlan (Redes de área local 
virtual) 
DRAM: 128 MB 
Memoria Flash: 16 MB 
Potencia máxima: 540 watts 
Voltaje de entrada: 100-240 Vac (50/60 Hz).  
Disipación de calor máxima: 534 BTU/Hr 
Dimensiones: 4.4cm x 44.5cm, 37.8cm.  
Peso: 6.1 Kg. 
Puertos de Gestión: Puerto de consola Puerto RJ45 a DB9. 
Puerto USB Tipo B (CONSOLA). Puerto de gestión ethernet. 
Protocolo de direccionamiento: Enrutamiento IPV4; Estático, 
RIPv2, EIGRP, OSPF, BGP-4 entre los más importantes  
Espacio en gabinete: 1 en RU 
Fuente: Adaptado del Datasheet de switch cisco 3750G (2020). 
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5.7.2.3. CAPA DE ACCESO 
Para esta capa de acceso utilizaremos los Access point y los Switches como parte 
del perímetro de la red.  
5.7.2.3.1. SWITCH DE ACCESO 
Para el switch de acceso tendremos disponibles dos tipos de equipo, uno con 
puertos PoE, para alimentar de energía las cámaras ip, y otro sin PoE para conectar 
los puertos del host de usuarios finales.  
A. SWITCH CATALYST 2960 con protocolo PoE 
El primer switch con protocolo PoE, será de la marca cisco, y modelo 
CATALYST 2960S-48LPS-L de 48 puertos, que estará presente en el gabinete de 
los cuartos de telecomunicaciones.  Este equipo permitirá conectar las cámaras ip, 
y así incorporarlas a la red convergente. En la siguiente tabla se detalla las 
especificaciones más importantes. 






Interfaces: 48 puertos ethernet 10/100/1000 con IEEE 802.3af 
y 04 puertos de fibra SFP de 10 Gbps.  
12 puertos PoE, DE 30w por puerto. 
Fuentes de alimentación: 01 
Capa: Switch de capa 2 .  
Potencia máxima: 470 watts 
Voltaje de entrada: 100-240 Vac (50/60 Hz).  
Disipación de calor máxima: 341 BTU/Hr 
Dimensiones: 4.45cm x 38.6cm, 44.5cm.  
Peso: 5.66 Kg. 
Puertos de Gestión: Puerto de consola Puerto RJ45 a DB9. 
Puerto USB Tipo B (CONSOLA). Puerto de gestión ethernet. 
Espacio en gabinete: 1 en RU 
Fuente: Adaptado del Datasheet de switch cisco 2960-48LPS-L (2020). 
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B. SWITCH CATALYST 2960 sin protocolo PoE 
El segundo switch sin protocolo PoE, será de la marca cisco, y modelo 
CATALYST 2960-48TS-S de 48 puertos, que estará presente en el gabinete de los 
cuartos de telecomunicaciones.  Este equipo permitirá conectar los usuarios finales 
para poder hacer uso de la red. En la siguiente tabla se detalla las especificaciones 
más importantes. 






Interfaces: 48 puertos ethernet 10/100/1000 f y 02 puertos de 
fibra SFP de 10 Gbps.  
Fuentes de alimentación: 01 
Capa: Switch de capa 2 .  
Potencia máxima: 100 watts 
Voltaje de entrada: 100-240 Vac (50/60 Hz).  
Disipación de calor máxima: 181 BTU/Hr 
Dimensiones: 4.45cm x 29.9cm, 44.5cm.  
Peso: 4.30 Kg. 
Puertos de Gestión: Puerto de consola Puerto RJ45 a DB9. 
Puerto USB Tipo B (CONSOLA). Puerto de gestión ethernet. 
Espacio en gabinete: 1 en RU 
Fuente: Adaptado del Datasheet de switch cisco 2960-48TS-S (2020). 
 
5.7.2.3.2. ACCESS POINT AIRONET 
Como equipo de capa de acceso, también tenemos los Access point, que 
permitirán a los usuarios finales poder tener acceso a la red de manera inalámbrica. 
Para la ubicación de estos Access Point, se ha localizado dos puntos estratégicos 




Fuente: Elaboración Propia en software Sketchup 2019 (2020). 
Figura 42.  Cisco Air Aironet en el Diseño del Data center del municipio Distrital de José 
Leonardo Ortiz. 
Los 08 Access point serán monitoreados, configurados y controlados 
remotamente por un controlador inalámbrico presente en el gabinete de 
comunicaciones dentro del cuarto de equipos. Los Access Point se alimentarán de 
energía del switch Catalyst 3750G, pues tiene tecnología PoE. Las ubicaciones la 
resumiremos en la siguiente tabla:  
 Tabla 50. Ubicaciones de los Access Point en la municipalidad de J.L.O. 













TOTAL DE ACCES POINT 08 




Las especificaciones técnicas que tiene el Access point son las siguientes:  
 
Tabla 51. Especificaciones Técnicas de Access Point AIRONET 3500 
EQUIPO ACCESS POINT 
MARCA CISCO 
MODELO AIRONET 3500 
ESPECIFICACIONES 
TÉCNICAS 
Canales: 20 y 40 MHz.  
Protocolo de wifi: 802.11n 
802.11a: 6-54 Mbps 
802.11g: 1-54 Mbps 
802.11n: 2.4 GHz, 5 GHz. 300 Mbps. 
Potencia máxima de transmisión: 2.4 y 5 GHz 
Interfaces: 10/100/1000BASE-T(RJ45), Puerto de 
consola de administración RJ45. 
Temperatura de funcionamiento: 0-40 °C  
DRAM: 128MB 
Flash de arranque: 32 MB 
Potencia máxima: 12.95 watts 
Voltaje de entrada: 100-240 Vac (50/60 Hz). 
Opciones de alimentación PoE: Conmutador ethernet 
802.3af  
Dimensiones: 22.1cm x 22.1cm, 4.7cm.  
Peso: 1.04 Kg. 
Fuente: Adaptado del Datasheet del equipo Air Aironet cisco (2020). 
 





Tabla 52. Especificaciones Técnicas de Controlador Wireless 5500 





Escalable: Soporta 500 Access point para servicios 
inalámbricos.  
Protocolos Inalámbrico: IEEE 802.11a, 802.11b, 
802.11g, 802.11d, 802.11e, 802.11ac entre los más 
importantes. 
Protocolo de Cifrado de Clave: WEP, TKIP-MIC, AES, 
DES, SSL, TLS, DTL, IPsec entre los más 
importantes. 
Interfaces: 10/100/1000BASE-T(RJ45), Puerto de 
consola de administración RJ45. 
Fuentes de alimentación: 02 
Interfaces de gestión: Basados en la web 
HTTP/HTTPS. Telnet, SSH, Puerto serie, WCS. 
Temperatura de funcionamiento: 0-40 °C  
Disipación de calor máxima: 392 BTU/Hr 
Potencia máxima: 770 watts 
Voltaje de entrada: 100-240 Vac (50/60 Hz). 
Dimensiones: 440mm x 539mm, 44.5mm.  
Peso: 9.1 Kg. 
Fuente: Adaptado del Datasheet del controlador cisco 5500 (2020). 
 
5.7.2.4. EQUIPOS ADICIONALES 
Las especificaciones técnicas que tiene el Servidor Blade Center son las siguientes: 
Tabla 53. Especificaciones Técnicas de Servidor Blade DELL M630 





Sistemas Operativos: Windows Server 2008, 
Windows Server 2012, Windows Server 2012-R2, 
Linux Enteprise Server, VMware. 
Tarjeta de video: Matrox g200. Memoria de video de 
16 MB. 
Procesador: E5-2600 v4 de procesadores Intel Xeon. 
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Socket del procesador: 02 
Potencia Eléctrica: 2700 w 
Adaptadores adicionales: NIC de 02 y 04 puertos, de 
1 Gb. Hba de canal de fibra de 16 Gb, entre los más 
importantes Memoria Interna: 1.5 TB 
Chipset: Intel serie C610 
Caché: 2.5 MB por núcleo 
Dimensiones: 197.9 mm x 50.35mm x 564.9 mm 
Fuente: Adaptado del Datasheet del servidor Blade Dell M630 (2020). 
 
Las especificaciones técnicas que tiene el Firewall Fortinet son las 
siguientes:  
Tabla 54. Especificaciones Técnicas de Firewall Fortinet 600-D 





Puerto RJ-45: 16 
Puertos basados en SFP: 4 
Puertos de Administración: 2 
Memoria Interna: 64 GB 
Rendimiento de Cortafuegos: 16 Gbps 
Rendimiento de Antivirus: 400 Mbps 
Usuarios de SSL-VPN (máximo recomendado): 2000 
Potencia AC: 100-240 VAC, 60-50 Hz 
Consumo de Energía: 115,2 W 
Dimensiones: 41,6 cm x 43,2 cm x 4,5 cm 
Peso: 8,5 Kg 




5.7.2.5. Distribución de los Equipos 
 
Los equipos de red estarán distribuidos en gabinetes, tanto en el cuarto de 
equipos y en los 08 cuartos de telecomunicaciones de la siguiente manera:  
 
5.7.2.4.1 Cuarto de Equipos  
En el cuarto de equipos, se ubican 03 gabinetes de comunicaciones y 01 
gabinete de servidores. El cuarto de equipos tiene espacio suficiente para añadir 
más gabinetes en el futuro, pensando en el crecimiento de la red.  
 
a). GABINETE DE COMUNICACIONES 01  
El primer gabinete de piso de 32 RU, tiene una altura de 180 cm, 62 cm de 
ancho y 80 cm de profundidad. En este gabinete estarán localizados: 
 SWITCH CORE NEXUS 3172-TQ-XL 
 PATCH PANEL DE FIBRA OPTICO DE 12 PUERTOS 
 PATCH PANEL DE RJ45 DE 48 PUERTOS 
 PDU  
 
b). GABINETE DE COMUNICACIONES 02  
El segundo gabinete de piso de 32 RU, tiene una altura de 180 cm, 62 cm de 
ancho y 80 cm de profundidad.  En este gabinete estarán localizados: 
 SWITCH CISCO 3750G-24PS 
 PATCH PANEL DE FIBRA OPTICO DE 12 PUERTOS 
 PATCH PANEL DE RJ45 DE 48 PUERTOS 
 NVR HIKVISION DS-7616-I2/16P 





c). GABINETE DE COMUNICACIONES 03 
 
El tercer gabinete de piso de 32 RU, tiene una altura de 180 cm, 62 cm de 
ancho y 80 cm de profundidad.  En este gabinete estarán localizados: 
 ROUTER CISCO 2811 
 CONTROLADOR WIRELESS CISCO 5500 
 PATCH PANEL DE RJ45 DE 48 PUERTOS 
 PDU  
 
d). GABINETE DE SERVIDORES 
 
Este gabinete de 24 RU, tiene una altura de 120 cm, 60 cm de ancho y 80 
cm de profundidad. Este gabinete albergara los servidores del municipio. En este 
gabinete estarán localizados: 
 SERVIDOR BLADE CENTER DELL M630 
 PATCH PANEL DE RJ45 DE 48 PUERTOS 
 MONITOR + MOUSE + TECLADO 
 PDU  
 
Fuente: Elaboración Propia en el software Sketchup 2019 (2020). 
Figura 43. Gabinete de servidores en el cuarto de equipos. 
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5.7.2.4.2 CUARTO DE TELECOMUNICACIONES  
 
El cuarto de telecomunicaciones tiene espacio suficiente para añadir más 
switch en el futuro, pensando en el crecimiento de la red.  Los 08 cuartos de 
telecomunicaciones presentan un solo gabinete de equipos de red, pero 06 de estos 
cuartos poseen la misma cantidad de equipos, por lo que describiríamos solo 3 tipos 
de gabinetes a continuación: 
 
a). CUARTO DE TELECOMUNICACIONES 1A-1B-2A-2B-4A-4B 
06 de los cuartos de telecomunicaciones presentan un gabinete. Este 
gabinete es de pared de 24 RU, tiene una altura de 1.18 cm, 60 cm de ancho y 51 
cm de profundidad.  En este gabinete estarán localizados: 
  GABINETE  
 SWITCH CATALYST 2960S-48LPS-L  
 SWITCH CATALYST 2960S-48TS-S  
 02 UNIDADES DE PATCH PANEL DE RJ45 DE 48 PUERTOS 
 01 UPS SMART-X DE APC 1500 VA  
 01 PDU  
 
b). CUARTO DE TELECOMUNICACIONES 3A 
Este gabinete es de pared de 24 RU, tiene una altura de 1.18 cm, 60 cm de 
ancho y 51 cm de profundidad.  En este gabinete estarán localizados: 
  GABINETE  
 SWITCH CATALYST 3750G-24PS  
 SWITCH CATALYST 2960S-48LPS-L  
 SWITCH CATALYST 2960S-48TS-S  
 01 UNIDAD DE PATCH PANEL DE FIBRA OPTICA DE 12 PUERTOS 
 03 UNIDADES DE PATCH PANEL DE RJ45 DE 48 PUERTOS 
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 01 UPS SMART-RT DE APC 2000 VA  
 01 PDU  
 
c). CUARTO DE TELECOMUNICACIONES 3B 
Este gabinete es de pared de 24 RU, tiene una altura de 1.18 cm, 60 cm de 
ancho y 51 cm de profundidad.  En este gabinete estarán localizados: 
  GABINETE  
 SWITCH CATALYST 2960S-48LPS-L  
 SWITCH CATALYST 2960S-48TS-S  
 FIREWALL FORTINET 600-D 
 01 UNIDAD DE PATCH PANEL DE FIBRA OPTICA DE 12 PUERTOS 
 02 UNIDADES DE PATCH PANEL DE RJ45 DE 48 PUERTOS 
 01 UPS SMART-X DE APC 1500 VA  
 01 PDU  
 
   
5.7.3. Direccionamiento IP 
 
Un punto clave que permita asegurar la información del municipio distrital, es 
separar áreas de manera lógicas con sus respectivas direcciones ips. Estas áreas 
a pesar de no encontrarse en un mismo piso, se encuentran dentro de la red gracias 
a la utilización del método de separación virtual de redes (Vlan – Red de área local 






Tabla 55. Direccionamiento IP de todas las áreas de la Municipalidad Distrital de José Leonardo Ortiz 

















































































172.16.90.0 255.255.255.224 172.16.90.1 










CÁMARAS IP 172.16.110.0 255.255.255.192 172.16.110.1 
Fuente: Elaboración Propia (2020). 
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5.7.4. Simulación de la Red en el Software Packet Tracer  
 
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 44.  Simulación del diseño de Red Propuesto de la Municipalidad. 
 
Para la simulación de la red utilizamos el programa de simulación de redes 
Packet Tracer, para verificar que la red diseñada con arquitectura convergente 
utilice los servicios de voz y datos.  
 
5.7.4.1 Pruebas de conectividad a los servidores 
a). Se configura las siguientes direcciones Ips en los servidores SIAF, SIGA y Base 
de datos en el programa Packet Tracer.  
Tabla 56. Direccionamiento IP de los servidores de la Municipalidad de José 
Leonardo Ortiz 
SERVIDOR VLAN AREA IP 
MASCARA DE 
RED 
Base de datos 100 SERVIDORES 172.16.100.10 255.255.255.224 
SIGA 100 SERVIDORES 172.16.100.11 255.255.255.224 
SIAF 100 SERVIDORES 172.16.100.12 255.255.255.224 




Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 45.  Configuración de IP del servidor de base de datos en Packet Tracer. 
 
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 




Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 47.  Configuración de IP del servidor SIAF en Packet Tracer 
 
b). Como ejemplo, utilizamos una PC de la VLAN 90, del área de Gerencia de 
Administración y Finanzas, para realizar una prueba de conectividad a los 
servidores utilizando el comando “ping”. 
 
Tabla 57. Configuración de IP de PC de Subgerencia Logística. 








90 172.16.90.2 255.255.255.224 





Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 48.  Parámetros de configuración IP de la PC en la Sub Gerencia Logística.  
 
c). Se utiliza el comando ping, para verificar la comunicación hacia cada uno de 
los servidores. 
  
Fuente: Elaboración Propia en el software Packet Tracer (2020). 




Fuente: Elaboración Propia en el software Packet Tracer (2020). 




Fuente: Elaboración Propia en el software Packet Tracer (2020). 





d). Resultados de las 3 pruebas realizadas:  
 
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 52. Ping de conectividad a la ip del servidor de BASE DE DATOS, 172.16.100.10 
 
 Se envió 04 paquetes, se recibieron 04 paquetes y se perdieron 0 paquetes.  
 Se tiene una latencia de 10 ms. 
 Se verifica que existe una perfecta comunicación a los servidores.  
 La red diseñada posee un mejor rendimiento y por ende existe una 
optimización de los procesos informáticos 
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 




 Se envió 04 paquetes, se recibieron 04 paquetes y se perdieron 0 paquetes.  
 Se tiene una latencia de 10 ms. 
 Se verifica que existe una perfecta comunicación a los servidores.  
 La red diseñada posee un mejor rendimiento y por ende existe una 
optimización de los procesos informáticos 
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 54. Ping de conectividad a la ip del servidor de SIAF, 172.16.100.12. 
 Se envió 04 paquetes, se recibieron 04 paquetes y se perdieron 0 paquetes.  
 Se tiene una latencia de 3 ms. 
 Se verifica que existe una perfecta comunicación a los servidores.  
 La red diseñada posee un mejor rendimiento y por ende existe una 
optimización de los procesos informáticos. 
5.7.4.2. Servicio de datos 
a). Se configura las siguientes direcciones Ips en los servidores SIAF, SIGA y Base 




Tabla 58. Configuración de IP y mascara de red de servidores.  
SERVIDOR VLAN AREA IP 
MASCARA DE 
RED 
Base de datos 100 SERVIDORES 172.16.100.10 255.255.255.224 
SIGA 100 SERVIDORES 172.16.100.11 255.255.255.224 
SIAF 100 SERVIDORES 172.16.100.12 255.255.255.224 
Fuente: Elaboración Propia (2020). 
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 55.  Configuración de IP del servidor SIAF en Packet Tracer 
 
b). Como ejemplo, utilizamos una PC de la VLAN 90, del área de Gerencia de 
Administración y Finanzas, para realizar una prueba de conectividad a los 
servidores utilizando el protocolo https. 
Tabla 59. Configuración de IP de PC de Subgerencia Logística (Elaboración Propia 
2020). 






90 172.16.90.2 255.255.255.224 
Fuente: Elaboración Propia (2020). 
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Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 56. Parámetros de configuración IP del pc en la Sub Gerencia Logística. 
 
c). Abrimos un navegador web, en la PC de Subgerencia Logística en el Packet 
Tracer y colocamos en la URL de navegación la siguiente dirección: www.siaf.com  
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 




d). Resultados de las pruebas realizadas del servicio de datos:  
 Se verifica que existe una perfecta comunicación a los servidores.  
 La red diseñada posee un mejor rendimiento y por ende existe una 
optimización de los procesos informáticos 
 
5.7.4.3 SERVICIO DE VOZ  
 
a). Los teléfonos ips se encontrarán en la red 192.168.1.0, y serán configuradas por 
dhcp. La PBX, se encontrará en el cuarto de equipos del Data Center y será 
configurada con los siguientes valores mostrados a continuación. 
 
Tabla 60. Configuración de IP y mascara por dhcp de los teléfonos IP. 







IP Phone 0 90 Administración 
y Finanzas 
283 192.168.1.5 255.255.255.0 
IP Phone 1 90 Administración 
y Finanzas 
282 192.168.1.4 255.255.255.0 
IP Phone 2 70 Alcaldía 284 192.168.1.3 255.255.255.0 
Fuente: Elaboración Propia (2020). 
 
b). Para probar el funcionamiento de los teléfonos ip, utilizamos la interfaz gráfica 





Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 58. Interfaz gráfica del teléfono IP antes de llamada.  
 
Fuente: Elaboración Propia en el software Packet Tracer (2020). 
Figura 59. Interfaz gráfica del teléfono IP después de llamada.  
 
c). Resultados de las pruebas realizadas del servicio de voz:  
 Se verifica que existe una perfecta comunicación de uno a otro teléfono ip, lo 
que demuestra el correcto funcionamiento del servicio de voz de la red 
convergente de la municipalidad distrital.  
 La red diseñada posee una arquitectura convergente, con un mejor 
rendimiento y optimización de los procesos informáticos, a través de una sola 
infraestructura de cableado.  
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5.7.5. Estimación del Ancho de Banda de Internet de la Red Convergente  
El diseño de la red propuesto debe poder contar con un ancho de banda 
apropiado, para asegurar los servicios que se desea implementar y así la red pueda 
optimizar las operaciones realizadas en la municipalidad.  
Para esto haremos una estimación del ancho de banda de internet, ya que este 
cálculo dependerá de las tareas que realicen las áreas a futuro, proyectado para 
298 personas. Para esto consideramos un índice de simultaneidad, proporcionada 
por la Sub-Gerencia Informática De Tecnología Y Procesos. 
5.7.5.1. INTERNET  
Para el ancho de banda del internet a utilizar, según las consideraciones de 
la municipalidad se tiene la siguiente tabla:  
Tabla 61. Ancho de banda promedio realizado por tarea en el diseño de la red de 
la Municipalidad de José Leonardo Ortiz.  
TAREA 
Ancho de banda 










Correo Electrónico con 
archivo adjunto 
1.15 15% 44 50.6 
Correo Electrónico sin  
archivo adjunto 
1 10% 30 30 
Descargas 0.5 25% 75 37.5 
Navegación - 
Búsqueda en la web 
0.33 15% 44 14.52 
Redes Sociales 0.2 5% 15 3 
Servicio en la nube 1.5 10% 30 45 
Subir Archivos a la 
nube 
2 5% 15 30 
Videollamadas - 
Videoconferencias 
1.2 5% 15 18 
Wifi 1 10% 30 30 
TOTAL 8.88 100% 298 258.62 
Fuente: Adaptado de https://www.es.paessler.com/it-explained/bandwidth. 
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Según la tabla tenemos, que la estimación del total del ancho de banda del 
internet es de 258.62 Mbps y se sugiere el incremento a 300 Mbps, considerando 
un 15% extra del ancho de banda total. Esta velocidad se encuentra dentro del valor 
comercial de internet que brinda las operadoras actuales.  
5.7.5.2. PLAN DE CONTINGENCIA DEL INTERNET  
Se utilizará una línea auxiliar de Internet que funcionará como respaldo del 
enlace principal ante una posible falla, ya que actualmente la Municipalidad cuenta 
con un solo enlace ADSL (LINEA DE ABONADO DIGITAL ASIMETRICO) de 
proveedor de internet de Claro de un ancho de banda de 15 Mbps, siendo esto una 
de las causas de la problemática que aqueja al municipio.  
La línea auxiliar de internet será del operador MOVISTAR y de un ancho de banda 
de 300 Mbps.  
5.7.5.3. INTRANET 
Para el ancho de banda de la intranet, se tiene la siguiente tabla:  
Tabla 62. Cantidad de Usuarios por tarea en la Red Intranet De La 
Municipalidad De José Leonardo Ortiz.  
TAREA Cantidad de Usuarios (Máxima Demanda) 
Consulta a Servidor 298 
Telefonía VoIP 60 
Cámara IP 10 
Fuente: Elaboración Propia (2020). 
a). Consulta a Servidor 
Para la Capacidad de Consultas al Servidor realizado por los usuarios del 
municipio distrital, se estima que el tamaño promedio de una consulta a los 
servidores de la municipalidad tenga un tamaño de 250 kBps, y cada usuario 
utilizara 30 consultas en un tiempo aproximado de 30 minutos.  
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= 33.33 𝑘𝑏𝑝𝑠  
Según la tabla de usuarios por tarea de la intranet la máxima demanda es de 298 
usuarios, que hace un total de: 
33.33 𝑘𝑏𝑝𝑠 ∗ 298 = 9932.34 𝑘𝑏𝑝𝑠  
b). Telefonía VoIP 
Para la transmisión de la voz a través de la red, será necesario utilizar un 
códec que permita la conversión de una señal digital, como también comprimir el 
audio y tener una alta calidad de comunicación. Para el caso de la telefonía VoIP, 
utilizaremos el códec G.729, pues tenemos que se utiliza para las siguientes 
aplicaciones:  
 Telefonía Digital – VoIP 
 Voz sobre ATM 
 Voz sobre Frame Relay, satélite y cable.  
 Aplicaciones para dispositivos multimedia 
 Correo de Voz 
 Videoconferencias 
 
Tabla 63. Parámetros del códec G.729. 
PARAMETRO VALOR 
AB CODIFICADO 200-3400 Hz 
ESTANDARIZACION ITU-T - 1995 
TIPO DE CODIFICACION 
CS-ACELP (Conjugate-Structure 
Algebraic Code Exited Linear 
Prediction) 
BIT RATE (Kbps) 8 kbps 





RAM (Word) <4k 
Fuente: Adaptado de https://www.itu.int/rec/T-REC-G.729-201206-I/es (2020). 
144 
 
Según los parámetros, este códec emplea un recurso de ancho de banda 
bajo, y permite tener buena calidad. Al analizar la capacidad necesaria para una 
comunicación se consideran que están involucrados los protocolos IP, UDP, RTP y 
Ethernet, por lo que se debe utilizar las cabeceras de cada uno de ellos, según la 
siguiente tabla:  
 
Tabla 64. Tamaño de las Cabeceras para una transmisión de voz. 
Protocolo Tamaño 
CABECERA RTP 12 Bytes 
CABECERA UDP 8 Bytes 
CABECERA IP 20 Bytes 
CABECERA ETHERNET 18 Bytes 
TAMAÑO TOTAL 58 Bytes 
Fuente: www.cisco.com (2020). 
 
Tamaño del payload de una trama para el códec G.729 es de 20 Bytes. 
VTx= Velocidad de transmisión del códec es 8 kbps. 
 
CTVOIP= Capacidad de telefonía VoIP. 
 
𝐂𝐓𝐕𝐎𝐈𝐏 = VTx * 
𝑇𝐴𝑀𝐴Ñ𝑂 𝐷𝐸 𝐶𝐴𝐵𝐸𝐶𝐸𝑅𝐴+𝑇𝐴𝑀𝐴Ñ𝑂 𝑃𝐴𝑄𝑈𝐸𝑇𝐸 𝐷𝐸 𝑉𝑂𝑍 
𝑇𝐴𝑀𝐴Ñ𝑂 𝐷𝐸 𝑃𝐴𝑄𝑈𝐸𝑇𝐸 𝐷𝐸 𝑉𝑂𝑍
 
 
𝐂𝐓𝐕𝐎𝐈𝐏 = 8 kbps * 




CTVOIP = 31.2 Kbyte 
 
Según la tabla de usuarios por tarea de la intranet la máxima demanda es 





c). Cámara IP 
 
Según las consideraciones de la municipalidad, para el sistema de 
Videovigilancia se tendrá en cuenta diversos factores:  
 Números de Cámaras 
 Grabación continua o por eventos 
 Número de horas en grabación. 
 Imágenes y Resolución. 
 Tiempo de Almacenamiento en horas. 
 Tipo de compresión de video: JPEG, MPEG-4, H.264. 
 
Se escoge el formato H.264, ya que es una técnica de compresión eficiente 
acorde las necesidades de la municipalidad. Para la Capacidad de Sistema de 
vigilancia realizado por las cámaras IP de la Municipalidad de José Leonardo Ortiz, 
se considera utilizar de 2 a 3 Mbit/s de ancho banda ya que ofrecen imágenes de 
alta calidad a altas frecuencia. 
CCIP = Capacidad de Cámaras IP 
     𝐂𝐂𝐈𝐏 = 3 𝑀𝑏𝑝𝑠 ∗ 10 = 30 𝑀𝑏𝑝𝑠  
Según la tabla de usuarios por tarea de la intranet la máxima demanda es de 
10 teléfonos, que hace un total de: 30 Mbps. 
5.7.5.4. Capacidad De Ancho De Banda Del Intranet 
De los resultados para el cálculo de la intranet se resume la siguiente tabla: 
   Tabla 65. Capacidad del ancho de Banda de la intranet. 
Capacidad De Ancho De Banda Del Intranet 
Consulta al servidor 9932.34 kbps 
Telefonía VoIP 1872 kbps 
Cámara ip 30000 kbps 
TOTAL 41804.34 kbps 




El total de capacidad de ancho de Banda de la intranet es de 41804.34 kbps, 
aproximadamente 41.80 Mbps.  
 
5.7.5.5. Capacidad De Transmisión Del Cableado Estructurado 
 
Tabla 66. Capacidad del Ancho de Banda total.  
Capacidad del Ancho de Banda total 
CAPACIDAD DE ANCHO DE BANDA DEL 
INTERNET 
300 Mbps 
CAPACIDAD DE ANCHO DE BANDA DEL 
INTRANET 
41.80 Mbps 
TOTAL 341.8 Mbps 
Fuente: Elaboración Propia (2020). 
 
Al sumar las capacidades de ancho de banda de la Internet e Intranet nos da 
como resultado 341.8 Mbps. A continuación, la siguiente tabla mostrará la velocidad 
de transmisión por cada categoría.  
 
Tabla 67.  Clasificación de cableado ethernet de par trenzado.  
Categoría Velocidad de transmisión Ancho de banda 
5E 1000 Mbps  100 MHz  
6 1 Gbps  250 MHz  
6A 10 Gbps  500 MHz  
8 40 Gbps 2000 MHz  
Fuente: ANSI/ TIA-568 (2016). 
 
Según la tabla, el cableado a utilizar para el diseño debe ser categoría 6A, 
que permite trabajar a velocidades de hasta 10Gbps dentro de un entorno Ethernet, 
y una frecuencia de hasta 500 MHz. 
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5.7.6. Cálculo del Cableado Estructurado de Red 
El cableado estructurado nace desde el cuarto de equipos, y se ramifica hacia 
los 08 cuartos de telecomunicaciones de la municipalidad, para brindar acceso de 
red a todos los usuarios finales. Este diseño utilizara cableado estructurado ethernet 
CATEGORIA 6A, y fibra optica multimodo 50/125 um en diferentes areas de la 
municipalidad, que detallaremos a continuacion:   
 
Fuente: Elaboración Propia (2020). 





5.7.6.1. CABLEADO VERTICAL BACKBONE 
El cableado vertical unirá el MDA (Area de Dsitribucion Principal), ubicado en 
el cuarto de equipos, con los 08 HDA (Area de Distribucion Horizontal), ubicado en 
los cuartos de telecomunicaciones. En el MDA y HDA se ubican los siguientes 
equipos de red:  
Tabla 68. Ubicación de equipos de red en el MDA, HDA, ER.  
Fuente: Elaboración Propia (2020). 
5.7.6.1.1. Enlace de Fibra Óptica: 
El enlace de fibra óptica se utilizará para unir el switch Core Nexus, con los 
Switch Catalyst 3750G. Según norma TIA/EIA 568-B3, recomienda utilizar fibra 
óptica Multimodo de 50/ 125 um. Según TIA-568 tenemos las siguientes 
clasificaciones para fibra Multimodo: 
Tabla 69.  Clasificación de fibra Multimodo  
Tipo Diámetro Ancho de banda 
OM1 62.5 um  200 MHz  
OM2 50 um  500 MHz  
OM3 50 um  2000 MHz  
OM4 50 um  4700 MHz  
Fuente: ANSI/TIA-568 (2016). 
AREA 
MDA (ÁREA DE 
DISTRIBUCIÓN 
PRINCIPAL) 


























Fuente: http://www.fibresplitter.com/ (2020). 
Figura 61. Imagen de la Fibra Óptica Multimodo 
 
5.7.6.1.2. Enlace Ethernet Categoría 6A 
El enlace de cable ethernet se utilizará para unir los Switch Catalyst 3750G 
con los Switch Catalyst 2960. Se recomienda utilizar cableado Categoría 6A, ya que 
este cable alcanza velocidad de hasta 10 GE y una frecuencia de 500 MHz.  
 
Fuente: https://www.satranet.com/satra/descripcion-Solido-cat6A-1.html (2020). 




5.7.6.1.3Distancias recorridas por el cableado Backbone 
 
A. Fibra Óptica del Cuarto de Entrada hacia el Cuarto de Equipos 
Fuente: Adaptado del plano del 3 piso la Municipalidad de José Leonardo Ortiz (2020). 
Figura 63. Recorrido de la fibra óptica en los ambientes del Cuarto de equipos y Sala de 
Entrada.  
 
Distancia Cuarto de entrada - Cuarto de Equipos = 
 
 
2 𝑥 0.26 𝑥 𝜋
4
m +  7.88 m + 
2 𝑥 0.26 𝑥 𝜋
4
m +  5 m + 
2 𝑥 0.26 𝑥 𝜋
4






B. Fibra Óptica del Cuarto de Equipo hacia Cuarto de Telecomunicaciones 3A 
Fuente: Adaptado del plano del 3 piso la Municipalidad de José Leonardo Ortiz (2020). 
Figura 64. Recorrido de la fibra óptica en los ambientes del Cuarto de equipos y Cuarto 
de telecomunicaciones 3A. 
 
Distancia Cuarto de Equipo - Cuarto de Telecomunicaciones 3A= 
 
1,7 m +
2 𝑥 0.26 𝑥 𝜋
4
m +  4,24 m x 2 +  4,65 m x 2 +  4,5 m +  9,4 m +
2 𝑥 0.26 𝑥 𝜋
4
m +
 5,26 m +  2,3 m +  1,3 m =  43,05 m  
 
 




Tabla 70.  Resumen total del recorrido de fibra óptica del cableado backbone de la Municipalidad de José Leonardo Ortiz. 
FIBRA OPTICA 































































































































































Multimodo 43.05 20 63.05 
TOTAL 185.79 
Fuente: Elaboración Propia (2020). 
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Tabla 71.  Resumen total del recorrido de cable par trenzado del cableado backbone de la Municipalidad de José 
Leonardo Ortiz. 
CABLE ETHERNET CAT 6A 










































































































































































































































































































































































13 6 19 
TOTAL 272.14 
Fuente: Elaboración Propia (2020). 
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5.7.6.2. CABLEADO HORIZONTAL 
El cableado horizontal unirá el HDA (Area de Distribucion Horizontal), 
ubicado en el cuarto de telecomunicaciones, con las Estaciones de trabajo, 
Telefonos IP’s, Camara Ip. En el HDA se ubican los siguientes equipos de red:  
 
Tabla 72. Ubicación de equipos de red en el HDA y Equipos Finales. 
Fuente: Elaboración Propia (2020). 
 
5.7.6.2.1. Enlace Ethernet Categoría 6A 
El enlace de cable ethernet se utilizará para unir los Switch Catalyst 2960-48 
TS y Switch Catalyst 2960-48LPS-L con los dispositivos de red finales (Host, 
teléfonos Ips, Cámara Ip). Se recomienda utilizar cableado Categoría 6A, ya que 
este cable alcanza velocidad de hasta 10 GE y una frecuencia de 500 MHz.  
 
5.7.6.2.2. Cálculo del Número de Rollos de Cable Utp CAT. 6A  
La cantidad de rollos necesarios se obtendrá en base al método aproximado 
de la norma ANSI/EIA/TIA-568-C. A continuación, se detallan los cálculos 
realizados para hallar el número de rollos necesarios en el sector “B” del primer piso 









-SWITCH CATALYST 2960S-48TS  
-SWITCH CATALYST 2960-48LPS-L 
Estaciones de Trabajo. 
Teléfonos Ips. 
Cámaras Ips.  
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a). Distancia Mínima 
          Para calcular este valor se toma como referencia el punto de red más cercano 
al cuarto de telecomunicaciones o gabinete. Se debe adicionar el valor de la altura 
del piso hacia el área de trabajo y la altura desde el Patch panel en el cuarto de 
telecomunicaciones (gabinete).  
El cálculo de la distancia mínima para el cuarto de telecomunicaciones 1B será:  
 
 Altura del piso = 3 m 
 
 Distancia al punto de red más cercano = 1 x 4.65 m + 1 x 2.76 m  
           Distancia al punto de red más cercano = 7.41 m  
 
 Dmín = [7.41 + 2(3)] m = 13.41 m 
 
b). Distancia Máxima 
Para calcular este valor se toma como referencia el punto de red más distante 
del puerto del switch del cuarto de telecomunicación. Se adiciona la altura del piso 
a la estación de trabajo y la altura del Patch panel en el cuarto de 
telecomunicaciones (gabinete). 
 El cálculo de la distancia máxima para el cuarto de telecomunicaciones 1B será:  
 
 Altura del piso = 3 m 
 
 Distancia al punto de red más lejano = 
2 x 4.50 m + 1 x 4.65 m + 3 x 5.5 m + 6 x 4.5 m = 57.15 m 
 





c). Distancia Promedio 
Es el promedio entre la distancia máxima y la distancia mínima.   
La distancia promedio, del punto máximo y mínimo del cuarto de 
telecomunicaciones 1B será:  
  
 Dprom1 = 
𝐷𝑚𝑎𝑥 + 𝐷𝑚𝑖𝑛
2
       




 Dprom1 = 38.28 m  
 
 
d). Holgura del Cable  
Se considera un 10% de holgura más 2.5 metros del cálculo de la distancia 
promedio. 
 Dprom2= (1.1 x Dprom1) + 2.5 
 Dprom2 = (1.1 x 38.28) + 2.5  
 Dprom2 = 44.61 m   
  
e). NUMERO DE CORRIDAS 
El número de corridas se determina realizando la división entre la longitud 
del rollo de cable, con la distancia promedio dprom2:  
Se conoce que la longitud del rollo de cable es de 305 metros, por lo tanto, para 
el cálculo siguiente tenemos:  
 
Número de corridas = 
Longitud del rollo 
Dprom2
 
Número de corridas = 
305 𝑚
44.61 𝑚




f). NÚMERO DE ROLLOS: 
El número de rollos de cable se determina realizando la división del número 
de Puntos de red, entre el número de corridas:  
Para el primer piso del sector B, tenemos 89 puntos de red, y el número de 
corridas calculado es de: 
  
Numero de rollos = 




Numero de rollos = 
89
6.8
 = 13 rollos 
 





Tabla 73.  Resumen total del recorrido de cableado horizontal de la Municipalidad de José Leonardo Ortiz. 



























1 A 10 44.3 27.15 32.37 305 9.4 52 6 
1 B 13.41 63.15 38.28 44.61 305 6.8 89 13 
2 A 9.3 56 32.65 38.42 305 7.9 40 5 
2 B 10.8 69.55 40.18 46.69 305 6.5 40 6 
3 A 9 60.25 34.63 40.59 305 7.5 34 5 
3 B 9.25 66.75 38.00 44.30 305 6.9 35 5 
4 A 10 51.75 30.88 36.46 305 8.4 36 4 
4 B 9 71.25 40.13 46.64 305 6.5 42 6 
Total 80.76 483 281.88 330.07 2440 60.0 368 50 
Fuente: Elaboración Propia (2020). 
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5.7.6.2.3. Administración de Cableado Estructurado 
Se sujeta a lo establecido en el estándar TIA-606-C. Este estándar incluye 
los requerimientos para identificadores, registros y etiquetamiento. 
 
a). Clases de Administración 
 Clase 1: locales dirigidos por un solo cuarto de equipos. 
 Clase 2: dirigidos a locales con un solo edificio, con uno o más cuartos de 
telecomunicaciones. 
 Clase 3: para aplicaciones de campus incluyendo edificios y elementos de 
planta externa. 
 Clase 4: para un sistema multisitios.  
 
b). Identificación de la Clase para el Data Center propuesto: 
El Data center está ubicado dentro de la clase 2, del nivel de administración. 
Para la identificación del cableado horizontal se utilizará: 
 
Donde: 
Fs = Identificador de Cuarto de telecomunicaciones 
A= Identificador del Patch panel 
n= Puerto del Patch Panel 
 
  Los identificadores para el cableado estructurado la podemos resumir en las 02 
siguientes tablas: 
 
Tipo de Identificador= Fs-An 
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Tabla 74.  Resumen total de identificadores de puntos de red en los Patch panel del 










CE 3 B A 01 CE3BA01 
CE 3 B A 12 CE3BA12 
CE 3 B B 01 CE3BB01 
CE 3 B B 48 CE3BB48 
CE 3 B C 01 CE3BC01 
CE 3 B C 12 CE3BC12 
CE 3 B D 01 CE3BD01 
CE 3 B D 48 CE3BD48 
CE 3 B E 01 CE3BE01 
CE 3 B E 48 CE3BE48 
CE 3 B F 01 CE3BF01 
CE 3 B F 48 CE3BF48 




Tabla 75.  Resumen total de identificadores de puntos de red en los Patch panel del 











CT 1 A A 01 CT 1AA01 
CT 1 A A 48 CT 1AA48 
CT 1 A B 01 CT 1AB01 
CT 1 A B 48 CT 1AB48 
CT 1 B A 01 CT 1BA01 
CT 1 B A 48 CT 1BA48 
CT 1 B B 01 CT 1BB01 
CT 1 B B 48 CT 1BB48 
CT 2 A A 01 CT 2AA01 
CT 2 A A 48 CT 2AA48 
CT 2 A B 01 CT 2AB01 
CT 2 A B 48 CT 2AB48 
CT 2 B A 01 CT 2BA01 
163 
 
CT 2 B A 48 CT 2BA48 
CT 2 B B 01 CT 2BB01 
CT 2 B B 48 CT 2BB48 
CT 3 A A 01 CT 3AA01 
CT 3 A A 12 CT 3AA12 
CT 3 A B 01 CT 3AB01 
CT 3 A B 48 CT 3AB48 
CT 3 A C 01 CT 3AC01 
CT 3 A C 48 CT 3AC48 
CT 3 A D 01 CT 3AD01 
CT 3 A D 48 CT 3AD48 
CT 3 B A 01 CT 3BA01 
CT 3 B A 12 CT 3BA12 
CT 3 B B 01 CT 3BB01 
CT 3 B B 48 CT 3BB48 
CT 3 B C 01 CT 3BC01 
CT 3 B C 48 CT 3BC48 
CT 3 B D 01 CT 3BD01 
CT 3 B D 48 CT 3BD48 
CT 3 B A 01 CT 3BA01 
CT 3 B A 48 CT 3BA48 
CT 3 B B 01 CT 3BB01 
CT 3 B B 48 CT 3BB48 
CT 4 A A 01 CT 4AA01 
CT 4 A A 48 CT 4AA48 
CT 4 A B 01 CT 4AB01 
CT 4 A B 48 CT 4AB48 
CT 4 B A 01 CT 4BA01 
CT 4 B A 48 CT 4BA48 
CT 4 B B 01 CT 4BB01 
CT 4 B B 48 CT 4BB48 







5.7.6.2.4. CARACTERISTICAS Y ESPECIFICACIONES TECNICAS DE 
MATERIALES PARA CABLEADO ESTRUCTURADO 
a). Fibra Óptica Lszh Tipo Breakout 
Las principales características de este tipo de fibra óptica son 
Tabla 76.  Especificaciones y características de la fibra óptica LSZH tipo breakout.  
Marca Silex Fiber 
Tipo de Fibra 50 um 
Atenuación máxima (dB/km) 3,5 
Atenuación típica (dB/km) 3,0 
Ancho de banda mínima (LED 
MHz/km) 
500 
Numero de Fibras 12 
Diámetro Exterior 13 mm 
Radio mínimo de curvatura 20 x diámetro exterior 
Longitud Estándar 500 m 
Estándar 
NOM-001-SEDE, NMX-I-237 NYCE, 
ANSI/ICEA S83-596, NMX-I-NYCE-248-2005 




b). CABLE PAR TRENZADO CATEGORÍA 6A U/FTP SATRA: 
Las principales características de este tipo de cableado son:  
Tabla 77.  Especificaciones y características del cableado par trenzado 6A U/FTP   
Marca Satra 
Categoría de Ethernet 6A 
Velocidad de Transmisión Hasta 10 Gbps 
Calibre 23 Awg 
Diámetro de aislamiento 0.56 mm 
Diámetro de Cable 7 mm 
Frecuencia 500 MHz 






Impedancia 100 ohm 
Muestra Caja de 305 metros 
Fuente: Adaptado del Datasheet de cable cat 6A Satra (2020). 
 
 
Fuente: https://www.satranet.com/satra/descripcion-Solido-cat6A-1.html (2020). 





c). Bandeja Canal Metálica Ciega Galvanizada 60 X 200 G. Send 
Tabla 78.  Especificaciones y características de bandeja canal metálico marca send.  
Marca SEND 
Tolerancia -Temperatura  40°C – 150°C 
Resistencia por corrosión Clase 7 
Longitud 3 m 
Dimensiones 60 x 200 mm 
Accesorios 
Tapa universal, bandeja canal, escuadras 
reforzadas, curvas y derivaciones 
Estándar UNE-EN ISO 1461:201 
 Fuente: Adaptado de la descripción de bandeja Send (2020). 
d). Patch Panel 48 Puertos Dexson Cat 6  
Tabla 79.  Especificaciones y características de Patch panel 48 puertos marca 
Dexson 
Marca Dexson 
Puertos RJ45 48 
Conexiones 
110 - KR 
Panel de Conexión para montaje en rack 
de 19 pulgadas 
Categoría de Ethernet 6A 
Estándar TIA/EIA-568-C.2 
Fuente: Adaptado del Datasheet de Patch panel Dexson cat 6 (2020). 
e). Patch Cord Cat. 6, marca Satra 
Tabla 80.  Especificaciones y características de Patch Cord Cat 6A marca Satra 
Marca Satra 
Velocidad de Transmisión Hasta 1Gbps. 
Puertos RJ45 48 
Estructura 
4 pares de cable trenzado multifilar 
UTP 




Fuente: Adaptado del Datasheet de Patch Cord cat 6 Satra (2020). 
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f). Canaleta Dexson 40 X 25 mm  
Tabla 81.  Especificaciones y características de Canaleta Dexson 40x25 mm 
Marca Dexson 
Tolerancia -Temperatura -5°C – 60°C 
Dimensiones 40 x 25 mm 
Longitud 2 m 
Numero de cables UTP permitidos 13 
Protección 
No propagación de llama en caso de 
incendio 
Ante interferencias electromagnéticas 
Estándar 
 
ANSI TIA/EIA 568A y 569A. 
Fuente: Adaptado del Datasheet de Canaletas Dexson (2020). 
 
 
g). Angulo Plano Dexson Para Canaleta De 40 X 25 mm 
Tabla 82.  Especificaciones y características de Angulo Plano Dexson 40x25 mm 
Marca Dexson 
Radio de curvatura mínimo 1 
Protección 




ANSI TIA/EIA 568A y 569A. 




h). Caja Estanca de Paso 150x110x70mm 
La caja estanca de paso permite instalar en su interior conductos de metal, 
tuberías y cableado para realizar la conexión y empalme de estos. 
Tabla 83.  características de Caja Estanca de Paso 150x110x70 mm 
Marca Conextube 
Estructura Termoplástico libre de halógenos 
Dimensiones 150 x 110 x 70 mm 
Protección 
Grado de protección contra penetración de objetos sólidos y 
líquidos: IP55 e IP65 
Grado de protección contra impactos: IK09. 
Resistencia al fuego: Hilo incandescente a 650ºC. 
Resistencia al calor y presión, pudiendo resistir hasta 70ºC 
Estándar ANSI TIA/EIA 568A y 569A. 
Fuente: Adaptado del Datasheet de Caja de paso Conextube (2020). 
i). Faceplate RJ45 120 Tipo Placa Frontal 
Tabla 84.  Especificaciones y características de Face Plate RJ45, tipo Placa 
Frontal  
Marca Lulink 
Puertos  2 
Protección Placa de pared Retardante de llama 
Categoría  Ethernet 6A 
Estándar ROHS/EIA/TIA 568 
Fuente: Adaptado del Datasheet de Faceplate Lulink (2020). 
j). Tubo 1 1/2" – Tubería Eléctrica Metálica (EMT) Conduit  
Tabla 85.  Especificaciones y características de tubería metálica Conduit 
marca Yoya. 
Marca Yoya 
Diámetro 1 1/2" 
Largo 3 m 




Fuente: Adaptado del Datasheet de Tubería Conduit Yoya (2020). 




Tabla 86.  Resumen total de accesorios para la distribución de cableado estructurado de la Municipalidad de José 
Leonardo Ortiz. 
ACCESORIOS PARA LA DISTRIBUCION DE CABLEADO ESTRUCTURADO 






















1 A C. TELECOMUNICACIONES 227.1 114 54 12 100 26 
1 B C. TELECOMUNICACIONES 236.5 119 56 12 186 45 
2 A C. TELECOMUNICACIONES 179.9 90 40 12 88 20 
2 B C. TELECOMUNICACIONES 235.6 118 42 12 88 20 
3 A C. TELECOMUNICACIONES 186.4 93 46 22 86 19 
3 B C. TELECOMUNICACIONES 206,7 95 36 20 34 17 
3 B C.EQUIPOS 0 0 0 0 108 0 
4 A C.TELECOMUNICACIONES 193.4 97 56 12 86 19 
4 B C.TELECOMUNICACIONES 144.7 73 64 16 90 21 
Total 1403.6 799 394 118 866 187 
Fuente: Elaboración Propia (2020). 
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5.8. PRESUPUESTO  
Tabla 87.  Presupuesto de equipos de red 
LISTA DE EQUIPOS DE RED 
Descripción Unidad Cantidad Precio Unid. S/. Total, S/. 
Router CISCO 2811 Unidad 1 S/.8,955.10 S/.8,955.10 
Switch Cisco Nexus 3172-TQ-XL Unidad 1 S/.93,579.00 S/.93,579.00 
Switch Catalyst 3750G–24 PS Unidad 2 S/.7,526.71 S/.15,053.42 
Switch Catalyst 2960S-48TS-S Unidad 8 S/.13,406.00 S/.107,248.00 
Switch Catalyst 2960S-48LPS-L Unidad 8 S/.21,916.00 S/.175,328.00 
Servidor Blade Dell M630 Unidad 1 S/.25,074.14 S/.25,074.14 
Cisco Air Aironet 3500 Unidad 8 S/.1,154.13 S/.9,233.04 
Cisco 5500 Wireless Controller Unidad 1 S/.40,234.00 S/.40,234.00 
Firewall Fortigate 600D Fortinet Unidad 1 S/.31,585.00 S/.31,585.00 
Teléfonos IP CISCO 3905 Unidad 50 S/.179.46 S/.10,767.60 
PC VALUE Intel Core i5-7400 Unidad 1 S/.2,299.00 S/.2,299.00 
Cámara Seguridad IP Bullet - Dahua Unidad 10 S/.160.00 S/.1600.00 
Terminal Multi-Biométrica para Gestión de 
Asistencia y Control de Acceso (ZkTeco-G3) 
Unidad 1 S/.249.99 S/.250.00 
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NVR Hikvision DS-7616-I2/16P Unidad 1 S.1,611.00 S/.1,611.00 
Monitor + Mouse + Teclado Unidad 1 S/.600.00 S/.600.00 
Total S/.523,417.30 
 
Tabla 88.  Presupuesto de equipos eléctricos 
LISTA DE EQUIPOS ELECTRICOS 
Descripción Unidad Cantidad Precio Unid. S/. Total, S/. 
Aire Acondicionado Vertiv Unidad 1 S/.6,500.00 S/.6,500.00 
Aire Acondicionado Tipo Split Unidad 8 S/.949.00 S/.7,592.00 
Grupo Electrógeno Himoinsa Unidad 1 S/.3,200.00 S/.3,200.00 
PDU Básico APC  Unidad 12 S/.589.00 S/.7,068.00 
01 UPS Smart-X de APC 1500 VA Unidad 7 S/.1,800.00 S/.12,600.00 
UPS SMART-RT DE APC 2000 VA Unidad 1 S/.2,400.00 S/.24,00.00 
Luminarias TBS - 36 W  Unidad 4 S/.217.45 S/.869.80 
Sensor de humo OZOM con alarma 
sonora 
Unidad 1 S/.229.00 S/.229.00 




Tabla 89.  Presupuesto de lista de implementos adicionales para el diseño de los ambientes del data center 
LISTA DE IMPLEMENTOS PARA EL DISEÑO DE TODOS LOS AMBIENTES QUE CONFORMAN EL DATA 
CENTER 
Descripción Unidad Cantidad Precio Unid. S/. Total, S/. 
Cajas de Paso de 150x110x70 mm Unidad 122 S/.18.15 S/.2,214.30 
Cable UTP cat 6 Satra 305 m Rollo 51 S/.480.00 S/.24,480.00 
Fibra Óptica LSZH 500 m Rollo 1 S/.760.00 S/.760.00 
Bandeja deslizable para Fibra 600G2-
1U-IP-SD 
Unidad 2 S/.231.80 S/.463.60 
Patch Cord 3m Cat 6A – Satra Unidad 289 S/.41.00 S/.11,849 
Patch Panel RJ - 45 de 48 puertos Cat 
6ª 
Unidad 21 S/.390.00 S/.8,190.00 
Patch Panel de Fibra Óptica de 12 
Puertos 
Unidad 4 S/.211.78 S/.847.12 
Face Plate Vertical De 2 Puertos Rj-45 Unidad 187 S/.6.00 S/.1,122.00 
Canaleta Dexon 40 x 25 mm cableado y 
estructurado. 2m 
Unidad 799 S/.8.00 S/.6,392.00 
Angulo plano para canaleta de 40 x 25 
mm 
Unidad 394 S/.4.90 S/.1,930.60 
Gabinete de Piso 38 RU – Satra 
180 x 62 x 80 cm 
Unidad 3 S/.1,500.00 S/.4,500.00 
Gabinete de Piso 24 RU – Satra 
120 x 60 x 80 cm 
Unidad 1 S/.2,209.00 S/.2,209.00 
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Gabinete de Pared 24 RU – Satra 118 x 
60 x 50 cm 
Unidad 8 S/.800.00 S/.6,400.00 
Tubo 1𝟏 𝟐⁄ ” EMT Conduit 3m Unidad 15 S/.54.90 S/.823.50 
Bandeja canal metálica ciega 
galvanizada 60 x 200 G. 3m 
Unidad 10 S/.121.50 S/.1215,00 
Pintura ignifuga Unidad 1 S/.150.00 S/.150.00 
Extintor Yukón 6 Kg Unidad 1 S/75.00 S/.75.00 
Baldosas 0.6 x 0.6 m Unidad 72 S/.108.90 S/.7,840.80 
Pedestales metalicos Unidad 91 S/.16,75 S/.1,524.25 
Barra de Cobre TGB Unidad 1 S/.260.00 S/.260.00 
Cable de cobre desnudo 2 AWG metro 1 S/.14.06 S/.14.06 
Barra de tierra para rack Unidad 1 S/.65.00 S/.65.00 






 Se definió el nivel de Clase 2 para el diseño del data center, según normativa 
BICSI 002, ya que cumple con los parámetros de nivel operativo 3, impacto del 
tiempo de inactividad menor, disponibilidad de la red, redundancia de los 
componentes eléctricos de UPS y la continuidad de los procesos informáticos. 
 Se logró optimizar y mejorar los procesos informaticos tales como el SIAF, 
SIGA, SISGEDO, y SiSPLANI, entre los mas importantes, ya que se generó 
un sistema rapido en materia de procesamiento y transferencia de datos con 
el diseño de red jerarquico, la utilizacion de equipos modernos y el ancho de 
banda de 300 Mbps, que garantizan mejoras de respuesta en las 
transferencias financieras, movimientos presupuestales, consultas de base de 
datos y reportes de la parte administrativa, propios de estos procesos 
informaticos de la Municipalidad de Jose Leonardo Ortiz.   
 Se diseñó un Data Center con arquitectura convergente, logrando optimizar 
los recursos de infraestructura de cableado, al unificar en una sola red 298 
estaciones de trabajo, 60 teléfonos VoIP y 10 Cámaras IP.  
 Se calculó la capacidad de enfriamiento sensible de 12,49 Kw del aire 
acondicionado, que permitirá un correcto funcionamiento del sistema de 
refrigeración de los equipos de red en el Data Center y aumente la vida de los 
componentes según la normativa ASHRAE.  
 Se calculó la potencia de UPS de 12.25 Kw, para salvaguardar la información 
y mantener por 30 minutos como mínimo, el funcionamiento de los procesos 
informáticos de la municipalidad ante posibles cortes de fluido eléctrico no 
programado y se efectué el uso del grupo electrógeno.   
 Se calculó la potencia del Grupo Electrógeno en el diseño del data center, de 
62.34 Kw, para mantener la continuidad de los servicios y procesos 
informáticos ante cortes de fluido eléctrico no programado.  
 Se diseñó el cableado estructurado siguiendo la normativa TIA/EIA-569A, 
porque permite un mejor recorrido del cable en las instalaciones de la 
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municipalidad, logrando un diseño que permite un crecimiento  ordenado de la 
red en el futuro. 
 Se diseñó el cableado estructurado utilizando el cable par trenzado categoria 
6A, porque tiene una velocidad de transmision de 10 Gbps en comparación al 
requerido por la red de 341,8  Mbps, lo que nos garantiza un correcto  
funcionamiento de los procesos informaticos sin fallas por tema de 
infraestructura de cable.  
 Se calculó la longitud total de 185.79 metros de fibra optica multimodo y 272.14 
metros de cable par trenzado categoria 6A, del cableado vertical o backbone.  
 Se calculó la cantidad de 50 rollos de Cable categoria 6A para la longitud total 
del cableado horizontal del diseño de red de la Municipalidad.  
 Se realizó la simulación del diseño de Red de la Municipalidad en el sotfware 
Packet tracer, mostrando una comunicación perfecta a los servidores con 0% 
de paquetes perdidos y un correcto funcionamiento al usar los servicios de voz 
y datos.  
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ANEXO A: SITUACION ACTUAL DE LA MUNICIPALIDAD DE JOSE 
LEONARDO ORTIZ  
   
      





Figura 68. Aire Acondicionado tipo Ventana 
Inoperativo 





   
                  
Figura 70. Gabinete de Equipos de Red Figura 71. Switch D-Link y Cablead 
 
    
 
Figura 72. Servidor DELL Figura 73. Oficina de talleres, nuevo ambiente 





ANEXO B: IMÁGENES DEl DATA CENTER EN SKETCHUP 2019 
 
Figura 74. Cuarto de equipos del Data Center. 
 
 
Figura 75.  Sala de entrada y Cuarto de Telecomunicaciones. 
 
 
Figura 76.  Ambiente para el grupo Electrógeno 
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ANEXO C: RECORRIDO DEL CABLEADO ESTRUCTURADO DE LOS 4 PISOS 
DEL MUNICIPIO DE J.L.O. SIGUIENDO NORMATIVA ANSI/TIA-568 
 
Figura 77. Recorrido del cable del primer piso, del Sector Derecho de la Municipalidad. 
Ubicación del cuarto de telecomunicaciones 1A y CISCO AIR AIRONET 3500. 
 
 
Figura 78. Recorrido del cable del primer piso, del Sector Izquierdo de la Municipalidad.  




Figura 79. Recorrido del cable del primer piso, del Sector Central de la Municipalidad.  
 
 
Figura 80. Recorrido del cable del segundo piso, del Sector Derecho de la Municipalidad. 




Figura 81. Recorrido del cable del segundo piso, del Sector Izquierdo de la Municipalidad. 
Ubicación del cuarto de telecomunicaciones 2B y CISCO AIR AIRONET 3500. 
 
 





Figura 83. Recorrido del cable del tercer piso, del Sector Derecho de la Municipalidad. 
Ubicación del cuarto de telecomunicaciones 3A y CISCO AIR AIRONET 3500. 
 
 
Figura 84. Recorrido del cable del tercer piso del Sector Izquierdo de la Municipalidad. 




Figura 85. Recorrido del cable del tercer piso, del Sector Central de la Municipalidad. 
 
 
Figura 86. Recorrido del cable del cuarto piso, del Sector Derecho de la Municipalidad. 




Figura 87. Recorrido del cable del tercer piso del Sector Izquierdo de la Municipalidad. 
Ubicación del cuarto de telecomunicaciones 4B y CISCO AIR AIRONET 3500. 
 
 






ANEXO D: CONFIGURACIÓN DEL DISEÑO DE LA RED EN PACKET TRACER 
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