Abstract. This paper generalizes the theory of Frobenius n-homomorphisms, as expounded by V. M. Buchstaber and E. G. Rees, to graded algebras, and applies the new algebraic technique of graded Frobenius n-homomorphisms to two topological problems. The first problem is to find estimates on the cohomological length of the base and of the total space of a wide class of branched coverings of topological spaces, called the Smith-Dold branched coverings. This class of branched coverings contains, in particular, unbranched finite-sheeted coverings and the usual finite-sheeted branched coverings from the theory of smooth manifolds. The second problem concerns a description of cohomology and fundamental groups of n-valued topological groups. The main tool there is a generalization of the notion of a graded Hopf algebra, based on the notion of a graded Frobenius n-homomorphism.
Introduction
The goal of this work is threefold. First, we want to generalize the work of V. M. Buchstaber and E. G. Rees on Frobenius n-homomorphisms to the case of graded algebras. Secondly, we want to apply the new algebraic techniques to the study of cohomology of branched coverings. Finally, using a generalization, based on the notion of graded n-homomorphisms, of the notion of a Hopf algebra, we want to study cohomology and fundamental groups of spaces endowed with a structure of an n-valued topological group.
In 1896, Frobenius [22, 23] gave a recursive definition of higher characters of finite groups. In [13, 14] , V. M. Buchstaber and E. G. Rees introduced the notion of an nalgebra homomorphism and showed that it was completely determined by a recursion analogous to the one of Frobenius. For that reason, those maps were called Frobenius n-homomorphisms. For further developments, see [8] - [10] and [14, 13] .
The definition of an n-algebra homomorphism was motivated by the theory of nvalued topological groups. n-valued formal groups were introduced by V. M. Buchstaber and S. P. Novikov [7] in 1971. Later on, V. M. Buchstaber developed a theory of nvalued formal groups and its topological applications. In [6] , he discovered an important structure of a 2-valued algebraic group on S 2 . That marked the beginning of a topological theory of n-valued groups, which was developed by V. M. Buchstaber and E. G. Rees [12] - [14] , as well as by A. M. Vershik, A. P. Veselov, A. A. Gaifullin, S. A. Evdokimov, T. E. Panov, I. N. Ponomarenko, A. N. Kholodov, and P. V. Yagodovsky (for a detailed survey, see [5] ). The theory of n-valued groups, including their representations and actions, has also found applications in dynamical systems [15, 20] .
A well-known problem in algebraic topology asks for which classes of continuous maps f : X → Y of topological spaces there exists a direct image f ! : H * (X) → H * (Y ) in cohomology such that the composition f ! • f * : H * (Y ) → H * (Y ) is multiplication by an integer. Various kinds of branched coverings are well known in topology, algebraic geometry, and complex analysis. In 1983, L. Smith [28] introduced the notion of an n-fold branched covering, which admitted a direct image in cohomology. In 1986, A. Dold [17] obtained a complete classification of n-fold branched coverings (introduced by L. Smith) in terms of actions of finite groups on spaces. Such maps were later called n-fold SmithDold branched coverings. In this paper, we study the cohomology of branched coverings of exactly this type. A connection between n-fold Smith-Dold branched coverings and (nongraded) n-homomorphisms was first established by V. M. Buchstaber and E. G. Rees in [8] .
The following three topologically important classes of continuous maps are known to be n-fold Smith-Dold branched coverings:
1) unbranched n-fold coverings f : X → Y ; 2) projections π : X → X/G onto the quotient by an action of a finite group G of order n;
3) the usual n-fold branched coverings in the theory of smooth manifolds (with branch locus along codimension 2 submanifolds).
This paper consists of three chapters. We now describe the contents of each section and state their main results.
In the first section, we generalize the notion of an n-homomorphism to graded algebras. Informally speaking, n-homomorphisms are a special class of linear maps between graded associative algebras, which are weakly multiplicative in some special sense. A 1-homomorphism is exactly an algebra homomorphism. Weak multiplicativity for a 2-homomorphism f : A * → B * between commutative graded algebras means that we can compute the value f (a 1 a 2 a 3 ) of f on the product of any three homogeneous elements a 1 , a 2 , a 3 ∈ A * as a concrete polynomial in f (a 1 ), f (a 2 ), f (a 3 ), f (a 1 a 2 ), f (a 1 a 3 ), f (a 2 a 3 ). Moreover, the coefficients of that polynomial are rational numbers depending only on the parities of the degrees |a 1 |, |a 2 |, |a 3 
|.
Recall that the sum f = f 1 + f 2 : A * → B * of two algebra homomorphisms f i : A * → B * , i = 1, 2, is not an algebra homomorphism because the condition f (a 1 a 2 ) = f (a 1 )f (a 2 ) ∀a 1 , a 2 ∈ A * does not hold. But it turns out that weak multiplicativity for this class of linear maps does hold. This means that the sum f = f 1 + f 2 of two algebra homomorphisms is a 2-homomorphism. Similarly, the sum f = f 1 + · · · + f n : A * → B * of n algebra homomorphisms is a typical (and the most important for applications) example of an n-homomorphism.
In the first section, we define a graded Frobenius recursion (this is the precise definition of weak multiplicativity) and establish basic properties of n-homomorphisms. The biggest difficulty in the graded case, as compared with the nongraded one, is the correct definition of the sign in the graded Frobenius recursion, which depends on the parities of the degrees. The main result of that section is Theorem 1.2.3.
Suppose R * is an associative graded ring with identity, A * and B * are graded associative R
When n = 2, this bound is sharp.
We remark that this result is somewhat deficient in the sense that it only applies to branched coverings with a relatively small number of sheets. Namely, for n > dim X = dim Y (the dimensions of X and Y coincide in all the usual cases, for example, for polyhedra) our estimate becomes trivial, l(Y ) ≥ 0 and l p (Y ) ≥ 0 ∀p > n. In particular, for branched coverings f : M m → N m of manifolds, n should not exceed m. In the third section, we study the cohomology and fundamental groups of spaces endowed with a structure of an n-valued topological group. An n-valued multiplication on a space X is a continuous map μ : X × X → Sym n X, where Sym n X := X n /S n is the n-th symmetric power of X. An n-valued topological group is a Hausdorff space X with base point e ∈ X, n-valued multiplication μ : X × X → Sym n X, and a continuous map inv : X → X (inverse), subject to certain axioms for unit, associativity, and inverse. In particular, the unit axiom is formulated as follows: μ(x, e) = μ(e, x) = [nx] ∈ Sym n X ∀x ∈ X. A 1-valued group is just a topological group.
It is known that the rational cohomology algebra of a Lie group (or more generally, of its homotopy analog, an H-group) is a graded Hopf algebra. In particular, if X is an H-group, then H * (X; Q) is a free commutative algebra on some number of even and odd generators, and is thus isomorphic to the tensor product of an exterior algebra and a polynomial algebra. (Of course, if X is finite-dimensional, there are no even generators.)
In Section 3, we also introduce a notion of a graded n-Hopf algebra. The main difference from the usual axioms for a graded Hopf algebra is in the requirement that the diagonal Δ : A * → A * ⊗A * be an n-homomorphism. In § 3.1, we prove Theorem 3.1.7, asserting that the rational cohomology algebra H * (X; Q) of an n-valued topological group (and, more generally, of an nH-group) is a graded n-Hopf algebra. In the special case when the odd-degree cohomology groups H odd (X; Q) vanish, this theorem was proved by V. M. Buchstaber and E. G. Rees [13] . Related to this is a theorem of T. E. Panov [27] , which classifies all four-dimensional simply connected closed manifolds M 4 such that the rational cohomology algebra H * (M 4 ; Q) admits a structure of a graded 2-Hopf algebra. Besides nH-groups as homotopical analogs of n-valued topological groups, in Section 3, we also consider nH-monoids (defined only by the axioms of homotopy unit and homotopy associativity) and nH-spaces (defined only by the axiom of homotopy unit). A 1H-space is just an H-space. It is well known that the fundamental group of any H-space is abelian, and for any abelian group A there is an H-space (or even a loop space) K(A, 1) = ΩK(A, 2) with fundamental group A. In § 3.2, we consider the next, in terms of complexity, question: what are the fundamental groups of 2H-spaces? There we introduce a rather wide class C of finitely determined groups, which includes, in particular, fundamental groups of compact Riemann surfaces of genus g ≥ 2. The main result of Section 3 is the following.
Theorem 3.2.4.
Suppose X is a connected countable CW-complex such that dim H q (X; Q) < ∞ ∀q ≥ 0. If X admits a structure of a 2H-space, then its fundamental group does not belong to C.
We also give examples of 2H-spaces with nonabelian fundamental groups.
Theory of graded Frobenius n-homomorphisms
1.1. Graded Frobenius recursion. Henceforth, the base ring will always be a commutative associative graded ring R * = ∞ i=0 R i with identity 1 ∈ R 0 , 1 = 0. An algebra over the base ring will always be a graded associative (but not necessarily commutative) R * -algebra A * with identity. We will consider A * as a bimodule over R * , i.e., λa = (−1)
|λ||a| aλ ∀λ ∈ R * , ∀a ∈ A * . All maps f : A * → B * between two R * -algebras will be graded of degree zero and two-sided R * -linear, which means:
It is not difficult to show that, in the definition of two-sided R * -linearity for degree zero maps, it suffices to require linearity only on the left (f (λa) = λf (a) ∀λ ∈ R * , ∀a ∈ A * ), or linearity only on the right (f (aλ) = f (a)λ ∀λ ∈ R * , ∀a ∈ A * ). In other words, for degree zero maps, one-sided R * -linearity implies two-sided R * -linearity; so we shall just call such maps R * -linear. Our immediate goal is to define, for any degree zero R * -linear map f :
, and for any natural number m, some special degree zero m-linear symmetric maps Φ m (f ) : A m → B * . First, we need some notation. For any p, q ∈ N, we set ε pq = 1 if p < q, and ε pq = 0 if p ≥ q. We also set ε pq = 1 if p > q, and ε pq = 0, if p ≤ q.
Fix some m ∈ N and consider an arbitrary permutation σ ∈ S m . Represent σ as a product of disjoint cycles
Now we totally order, in some way, the cycles γ 1 , . . . , γ s and, in each cycle γ i , 1 ≤ i ≤ s, arbitrarily choose an initial element. Our choices are equivalent to a repre-
Thus, given the permutation σ, we have exactly s!k 1 . . . k s ways to obtain a permutation
Proof. What we need to show is that the expression
which we denote by F σ , is a constant, not depending on σ ∈ S m . Then we will have
It is helpful to introduce the following graph Γ m . The vertices of Γ m are all permutations σ ∈ S m . Each vertex σ of Γ m is the source of exactly m − 1 oriented edges δ 1 , . . . , δ m−1 . More precisely, the edge δ i , 1 ≤ i ≤ m − 1, connects σ with the follow-
Since any permutation σ can be obtained from the identity permutation e by a sequence of transformations δ i , 1 ≤ i ≤ m − 1, we see that Γ m is strongly connected; i.e., there is a directed path from any vertex to any other vertex. Thus, to prove that F σ = F e , ∀σ ∈ S m it suffices to show that
Now we take a closer look at the sign (−1)
for brevity by (−1)
. It is not difficult to see that, among the C 2 m summands |a p ||a q |, 1 ≤ p < q ≤ m, the ones which enter the sum ε σ (|a 1 |, . . . , |a m |) with a nonzero coefficient (the coefficient in that case equals +1) are those for which the term a p is to the right of a q in a σ(1) a σ (2) . . . a σ(m) . We need to establish the following equality:
It can be rewritten as follows:
Thus, for our purposes, it suffices to show that
To this end, we start with the equality
Now look at how the summand |a
We can have the following cases:
In the cases (α) and (β), as is easily seen, the summand |a p ||a q | enters ε σ (|a 1 |, . . . , |a m |) and ε τ (|a 1 |, . . . , |a m |) with the same coefficient and, therefore, contributes nothing to the sign in question. The case (γ) breaks into two subcases:
Here
In this subcase,
The lemma is proved. Proof. Well-definedness. We want to show that, for a fixed permutation σ ∈ S m , the expression
does not depend on the choice of the permutation i
, and the whole expression (1) by
Then, beginning with i 0 , we can reach any other permutation i = (i 1 , . . . , i m ) ∈ S m corresponding to σ, by a sequence of the elementary steps described below. If we could show that (1) is preserved at each step, then it is independent of the choice of permutation i, which would show that it is well-defined.
Step 1. For some cycle γ j , 1 ≤ j ≤ s, we replace the initial element l
formula, besides the sign, only one factor changes
).
Thus, the new expression and the old one differ only by sign:
It remains to show that the resulting sign equals +1:
Let F A(a 1 , . . . , a m ) be a free commutative graded Q-algebra in formal variables
Since
we also have
Combining this formula with (3), we have
whence formula (2). This completes Step 1.
Step 2. For some j, 1 ≤ j ≤ s − 1, we interchange γ j and γ j+1 , without changing their initial elements l . It is clear that formula (1) will then change the initial sign and that, in the product, the j-th and the (j + 1)-st factors will get transposed; this is equivalent to multiplication by (−1)
.
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It is not difficult to check that the permutation (i (1)
It now follows that
Combining this with an earlier formula for a i (1) . . . a i(m) , we have that the sign
in formula (4) 
=(−1)
Multiplying formula (6) on the left by λ , we have
Comparing (7) and (8), we have that the sign in question 
As usual, we set m p,q=1
We need to show that the degree zero R * -linear map Φ m (f ) : A ⊗m → B * is invariant under this action:
Under σ ∈ S m , the elements b l , 1 ≤ l ≤ m, are permuted by the rule σ(b l ) = b σ(l) . We want to determine how σ acts on the elements a l , 1 ≤ l ≤ m. We have 
where 
which immediately implies the equality of the signs
This completes the proof of the proposition.
We want to write down explicit formulas for Φ 1 (f ), Φ 2 (f ), and Φ 3 (f ):
Now we shall prove a key fact. 
View S m+1 as the group Aut{1, 2, . . . , m + 1}, and break the sum σ∈S m+1 in (1) into
Consider the first sum. We shall identify a permutation σ ∈ S m+1 , σ(1) = 1, with
In formula (1) , for each such σ, we fix a permutation i
. . , i (m + 1)) corresponds to σ . Thus, the first sum can be rewritten as
Taking f (a 1 ) out of the sum in (2), we see that if 
which imply the equality (−1)
. . , a m+1 ). Now we fix k, 2 ≤ k ≤ m + 1 and, using a similar argument, show that
We 
is a bijection and that (−1)
which label the vertices of the new graph. The permutation σ ∈ S m = Aut{2, 3, . . . , k − 1, 1k, k + 1, . . . , m + 1} acts on these elements. It is clear that, for the permutation j ∈ S m corresponding to σ , we can take the one defined by
Thus, our sum Σ k can be rewritten as
Therefore, to prove the equality
it suffices to show that
Moreover,
Now formulas (4) and (5) immediately imply the equality
which, in turn, proves the equality 
Remark 1. It follows easily from Proposition 1.1.4 that for any n-homomorphism f :
Remark 2. The concepts of 1-homomorphism and algebra homomorphism coincide.
Fix an arbitrary natural number m and let E denote the set {1, 2, . . . , m}. For any homogeneous elements a 1 , . . . , a m ∈ A * and any
Lemma 1.2.2. Under the above assumptions, ∀I ⊂
Proof. By the definition of Φ m (f ),
Fix some σ ∈ S m and look at the product of the s parenthesized expressions, together with the preceding sign (−1)
) is equivalent to a choice of order on the set of cycles {γ 1 , . . . , γ s } and a choice of an initial element i k 1 +...+k t−1 +1 in each cycle γ t , 1 ≤ t ≤ s. Each parenthesized expression in our product is labeled by some cycle γ t , 1 ≤ t ≤ s, and the order of those expressions corresponds to the order of the cycles. If we distribute all s factors, we will have the following sum of 2 s terms:
where the vector of symbols (h 1 , . . . , h s ) runs through {f, g} s . In fact, in each of these 2 s terms, for each cycle γ t we choose either h t = f or g. Assume such a choice is made for each cycle γ t , 1 ≤ t ≤ s, and examine our product
Now order our cycles γ 1 , . . . , γ s in some other way, i.e., set
where j ∈ Aut{1, . . . , s}. In each cycle γ t = γ j(t) , choose a (possibly) different initial element. This is equivalent to a choice of another permutation i = (i (1), . . . , i (m)) ∈ S m , corresponding to σ. Then, in the new sum of the 2 s terms corresponding to i , the summand corresponding to (1) will be
It is not difficult to check that these two summands are equal. Indeed, it is clear that for any new permutation i , such summands differ by a factor (−1)
. To see that, notice that a permutation of two adjacent cycles γ t and γ t+1 removes a certain sign (B * is a commutative algebra) and a choice of the initial element in each cycle γ t also removes a sign because h t (ab) = (−1)
We also see that the sign (−1)
..,|a m |) equals (by construction) the ratio of the following elements: 
. , i(m)).
More precisely, for a given term (h 1 , . . . , h s ) ∈ {f, g} s , choose an ordering of the cycles 
where the inner sum of the 2 s elements is written in the form I⊂E, σ(I)=I (. . .) because a choice of the cycles γ t for which h t = f is equivalent to a choice of the union of those cycles as a σ-invariant subset I ⊂ E of indices. Consider an arbitrary I ⊂ E and write in the increasing order the indices from I and E\I:
This will be the initial ordering of these index sets. It is clear that a choice of permutation σ ∈ S m such that σ(I) = I is equivalent to a choice of two permutations σ 1 ∈ Aut(I) and σ 2 ∈ Aut(E\I). Moreover, (−1)
Now fix a pair of permutations σ 1 ∈ Aut(I) and σ 2 ∈ Aut(E\I) and consider the corresponding per-
). Thus, if in formula (2) we interchange two signs in the sum, we have
If we now prove that the sign
..,|a m | for some number ν I; |a 1 |,...,|a m | ∈ {0, 1}, depending on I ⊂ E and the degrees |a 1 |, . . . , |a m |, then, moving it past the sign of the inner sum in (3), we would have the assertion of the lemma:
We want to prove now that sign (4) depends only on I ⊂ E and the degrees |a 1 |, . . . , |a m |. Consider a free commutative graded algebra F A(a 1 , . . . , a m ) over Q in formal
..,|a m | . It now follows at once from the above formulas that (4) Proof. We need to verify conditions (1), (2) and (3) (1) and (2) obviously hold. Now let us verify condition (3) . Indeed, by the previous lemma,
We can have two possibilities for I ⊂ E: 1) |I| ≥ n + 1, in which case the factor Φ |I| (f )(a i | i ∈ I) vanishes, and 2) |I| ≤ n, |E\I| ≥ m + 1, in which case the factor Φ |E\I| (g)(a i | i ∈ E\I) vanishes. Thus, for any I ⊂ E, the corresponding summand in ( * ) is zero and therefore,
Remark. In the nongraded case, this theorem was proved by V. M. Buchstaber and E. G. Rees in [10] . Theorem 1.2.3 allows us to construct new n-homomorphisms from old ones. In particular, the (1) and (2), we have:
Now we check (3):
(ii) We begin with the first assertion. It is clear that j • f : A * → B * is a degree zero R * -linear map. We want to check that it satisfies the conditions of Definition 1.2.1. For (1) and (2) we have:
(
Thus, we have proved the first assertion of (ii). Suppose now that j : B * → B * is a monomorphism, and that, for a degree zero R * -linear map f :
By the definition of an n-homomorphism and since j is a monomorphism, we have
This finishes the proof of the proposition.
Cohomology of branched coverings
2.1. Definition and basic properties of n-transfer. 
Remark. In the nongraded case, the notion of n-transfer was introduced by V. M. Buchstaber and E. G. Rees in [8] .
We begin by describing the additive information carried by an n-transfer. 
is defined, where G = {g 1 H} {g 2 H} . . . {g n H}. We want to show that the classical group-theoretic transfer is an n-transfer in the sense of our definition. First we show that τ :
H is well-defined, i.e., τ is independent of the choice of the representatives g i from all cosets {g i H} 1≤i≤n .
We have g(g 1 (a)+. . .+g n (a)) = gg 1 (a) + . . . + gg n (a). We need to show that the cosets {gg i H} 1≤i≤n are distinct (and
We have checked that the group-theoretic transfer is well-defined. Now we need to show that τ : A H → A G is an n-transfer in the sense of our definition. For any α ∈ A G and a ∈ A H , we have 
* are homogeneous elements, and μ ∈ R 0 is a scalar such that f (a i 1 a i 
Since the algebra A * is commutative, it follows that for any pairwise distinct indices {i 1 , . . . , i k } ⊂ {1, 2, . . . , n + 1} ∀1 ≤ k ≤ n (in a not necessarily increasing order) we still have f (a i 1 a i 2 . . . a i k ) = μa i 1 a i 2 . . . a i k .
For any permutation σ ∈ S n+1 , let NumCyc(σ) denote the number of nonintersecting cycles in the decomposition of σ, including cycles of length one.
Expanding the graded Frobenius recursion at the (n + 1)-st step, we have
The last equality follows from Lemma 1.
, where the c i are rather explicit rational constants of the form N/n!, N ∈ Z.
. First, we consider the case R * = C and construct a commutative nongraded algebra A over C, an nhomomorphism f : A → A, and a nonzero idempotent a ∈ A, a 2 = a, a = 0 such that f (a) = ka, where k is any of the numbers {1, 2, . . . , n}.
For A we choose the algebra A = C(X n ) of C-valued functions on an n-element set X n = {1, . . . , n}. Clearly, this is the algebra of continuous C-valued functions on the compact Hausdorff space X n .
Suppose X and Y are compact Hausdorff spaces, and C(X) and C(Y ) are the algebras of all continuous C-valued functions on them. V. M. Buchstaber and E. G. Rees showed in [8] that any continuous n-homomorphism ϕ : C(X) → C(Y ) is given by a uniquely determined continuous map
where Sym n X := X n /S n is the n-th symmetric power of X and the n-element
. By this result of V. M. Buchstaber and E. G. Rees, any n-homomorphism f : C(X n ) → C(X n ) can be given by a map F : X n → Sym n X n . Now fix an arbitrary natural k, 1 ≤ k ≤ n and define a map F :
The algebra C(X n ) is nothing but the algebra C n with a coordinate-wise multiplication. Consider the following idempotent a ∈ C n , where a = (1, . . . , 1, 0, . . . , 0) , with first k components equal to 1. It is clear that f (a) = (k, . . . , k, 0, . . . , 0) = ka. Now set a 1 = a 2 = . . . = a n+1 = a, where a is the above idempotent. It is easy to see that f (a i 1 
, . . . , n + 1}. Therefore, we are in an already considered situation, and q(k)a = 0, whence q(k) = 0.
Thus, we have shown that the n numbers {1, . . . , n} are roots of the polynomial
It is clear that μ = 0 is also a root of q(μ). Since the degree of q(μ) is at most n + 1 and the first nonzero monomial equals μ, we have an explicit formula for q(μ):
Suppose now that the conditions of the lemma hold; i.e., we have an n-homomorphism f : A * → A * of a commutative R * -algebra A * , 1/n! ∈ R 0 , and homogeneous elements
It is easy to see that 
and condition (1) holds. f )(a 1 , . . . , a n+1 )) = π J * (0) = 0. Thus condition (3) also holds. 
Proof. Consider the ideal J * ∩ B * ⊂ B * and the following commutative diagram:
It is clear that the algebra homomorphism j : Proof. Consider the ideal I * = B * ≥1 of B * generated by the homogeneous elements of positive degrees. Then, for any homogeneous elements a 1 , . . . , a n ∈ A * of positive de- 
Consider now (l(B * )+1)n arbitrary homogeneous elements a 1 , . . . , a (l(B * )+1)n ∈ A * of positive degrees, and write their product in the form a 1 . . . a (l(B * )+1)n = 0≤k≤l(B * ) (a nk+1 a nk+2 . . . a nk+n ) . Each factor a nk+1 a nk+2 . . . a nk+n , 0 ≤ k ≤ l(B * ), as we saw before, becomes a finite sum of the products b i a i , where |b i | ≥ 1. Therefore, the entire product a 1 . . . a (l(B * )+1)n breaks into a finite sum, all of whose summands contain a product of l(B * ) + 1 elements from B * ≥1 , and, therefore, each such summand is zero. Therefore, the entire product a 1 . . . a (l(B * )+1)n is zero.
This yields the desired bound
Now fix arbitrary N ≥ 0 and n ≥ 2. We shall construct connected finite-dimensional Q-algebras A * N with an action of the cyclic group Z n such that l(A *
is the smallest integer greater than or equal to
n . This would show that the obtained estimate is sharp. Consider the cyclotomic field K n = Q(e 2πi/n ), i.e., the splitting field of x n − 1 over Q. As is known, K n ⊃ Q is a finite extension of Q and dim Q K n = ϕ(n), where ϕ(n) is the Euler function. LetÃ * N = Λ K n (α 1 , . . . , α N ) be the exterior algebra on N degree-one formal generators α 1 , . . . , α N over K n . It is clear thatÃ * N is a connected finite-dimensional algebra over K n , but since K n contains Q and dim Q K n = ϕ(n) < ∞,Ã * N is also a finite-dimensional algebra over Q. Now we need an auxiliary construction.
Suppose A * is a commutative graded algebra with identity over a nongraded ring R, and λ ∈ R is an invertible scalar. Define a map ϕ λ :
Therefore, for any invertible scalar λ ∈ R, the map ϕ λ : A * → A * is an automorphism. Now we return to the cyclotomic field K n = Q(e 2πi/n ) and the algebraÃ * N . Set ε = e 2πi/n ∈ K n , a primitive n-th root of unity. By the just described construction, we have the automorphism ϕ ε :Ã * N →Ã * N , corresponding to the invertible scalar ε ∈ K n . Clearly, ϕ n ε = ϕ ε n = ϕ 1 = IdÃ * N . Therefore, the automorphism ϕ ε gives rise to an action of the cyclic group Z n . Now we want to determine the invariant subalgebraÃ Remark. Clearly, a 1-fold branched covering is just a homeomorphism. It is not difficult to show that a 2-fold branched covering is always a quotient by an action of Z 2 .
It is clear that we have isomorphisms
Let exp n (X) be the set of all nonempty subsets with at most n elements in a Hausdorff space X, endowed with the standard Vietoris topology. Let Sym n X = X n /S n be the n-th symmetric power of X endowed with the quotient topology. Clearly, there is a canonical projection ("dropping the coefficients")
It is also clear that Sym 1 X = exp 1 (X) = X and Sym 2 X ∼ = exp 2 (X).
Definition 2.2.2. Suppose X and Y are Hausdorff spaces. A continuous map f : X → Y is called an n-fold Smith-Dold branched covering if there exists a continuous map
Branched coverings of this type were introduced by L. Smith [28] in 1983 as a generalization of regular coverings, which allowed an extension of (co)homological transfer. In 1986, A. Dold [17] gave a complete classification of branched coverings, introduced by L. Smith, in terms of actions of finite groups on topological spaces. Later on, maps of this type were called Smith-Dold branched coverings. The following key result of A. Dold [17] will be of fundamental importance to us. 
Theorem. (i) Suppose X is a Hausdorff space, G a finite group acting on X, and H ⊂ G is a subgroup of index n. Then the canonical projection π G,H : X/H → X/G is an n-fold

It is not difficult to check that if, in Definition 2.2.2, Sym
n X is replaced by exp n (X), then we recover Definition 2.2.1. It now follows that for n = 1, 2, any branched covering is a Smith-Dold branched covering. However, for n ≥ 3 the situation is completely different; namely, there are n-fold branched coverings (even those of a graph over another graph), which are not N -fold Smith-Dold branched coverings for any N .
We want to give an example of such a map. Let X ⊂ S 1 × I 1 be the union of the following three subsets of a cylinder: For any e iϕ ∈ Y , 0 < ϕ < 2π, one of the points in the preimage is (e iϕ , 0). The map g : Y → Sym N X assigns to (e iϕ , 0), 0 < ϕ < 2π some natural multiplicity 1 ≤ K ϕ ≤ N . Since g is continuous, it is clear that K ϕ = const = k ∀0 < ϕ < 2π. We want to determine the possible values of the multiplicity l of the point (1, 0) ∈ X. On the one hand, l has to be equal to k, because a little bit to the left from 1 = e 2πi ∈ Y we have y −ε = e (2π−ε)i , and at the unique point of the preimage of y −ε near (1, 0) the multiplicity is k, which has to be l, the multiplicity of (1, 0). Thus, l = k. On the other hand, l has to be equal to the sum of the multiplicities of all points of the preimage y ε = e εi , 0 < ε 1, close to (1, 0). But there are only two such points: (e εi , 0) and (e εi , ε/π). Therefore, l equals k + (multiplicity of (e εi , ε/π)). Thus, l = k and l ≥ k + 1. The obtained contradiction shows that the above 3-fold branched covering f : X → Y of a graph over a circle is not an N -fold Smith-Dold branched covering for any N . This example can easily be modified to make the degree of the branched covering f : X → Y equal to any n ≥ 3.
It is clear that any finite regular (nonbranched) covering f : X → Y of Hausdorff spaces is an n-fold Smith-Dold branched covering, where n is the degree of f : X → Y . Moreover, the map g : Y → Sym n X assigns to each point y ∈ Y all n points of its preimage f −1 (y) with multiplicity one. In the proof of the main result of the second section we shall use the following two wellknown theorems on cohomology of paracompact spaces with coefficients in a constant sheaf. They can both be found, for example, in [4] . Let l(X) be the rational cohomological length of X, i.e., the largest integer m such that there are homogeneous elements a 1 , a 2 , . . . , a m ∈ H * ≥1 (X; Q) of positive degrees such that a 1 a 2 . . . a m = 0. Similarly, let l p (X) be the Z p -cohomological length of X. Now we are ready to state and prove the main result of the second section. 
If n = 2, these bounds are sharp.
Proof. We shall now show that there are n-transfers τ :
In the theorem of A. Dold mentioned above, the space W is the pullback
The group S n acts on W as follows: σ (y, x 1 , . . . , x n ) = (y, x σ(1) , . . . , x σ(n) ) ∀(y, x 1 , . . . , x n ) 
Since X and Y are locally contractible paracompact spaces, it follows from Theorem B that their singular cohomology algebras with coefficients in the ring R are canonically isomorphic to their cohomology algebras with coefficients in the constant sheaf R, where R is a field or Z.
Suppose K is one of the fields Q or Z p , p > n. By the above arguments, the homomorphism f * : H * (Y ; K) → H * (X; K) of singular cohomology algebras can be identified with the homomorphism of the cohomology algebras with coefficients in a constant sheaf π *
where A * is the algebra H * sheaf (W ; K), which is an n-transfer in the sense of our definition. By Theorem 2.1.6, we have an estimate on the multiplicative lengths of the algebras A S n and A S n−1 :
But we also have the isomorphisms
Thus, we have constructed n-transfers f
, p > n, which yield, in particular, the estimates on the rational and Z p , p > n, cohomological lengths of X and Y :
Now we consider the case n = 2 and show that the obtained estimates
, p > 2, are sharp. It is not difficult to check that any 2-fold Smith-Dold branched covering is the quotient map by the action of a continuous involution. Suppose X = T m is an m-dimensional torus, m ≥ 1, and σ : 
According to the above theorem on the cohomology of the quotient by an action of a finite group, we have an isomorphism . . . , u 2s )) = s, and in this case, our estimate l(
. . , u 2s−1 )) = s − 1, and we see that, in this case as well, our estimate l(
∀p > 2, ∀s ≥ 1, is sharp. Now suppose that l(X) = 0 or l p (X) = 0, p > 2, and f : X → Y is an arbitrary 2-fold Smith-Dold branched covering. Since we always have 0
, p > 2, in this trivial case as well. Thus, we have constructed examples of 2-fold Smith-Dold branched coverings f : X → Y of any given lengths l(X) and l p (X), for which our estimates l(
∀p > 2, are sharp.
The case of manifolds.
The results of the previous section imply that the following two well-known in topology classes of maps belong to the class of n-fold Smith-Dold branched coverings:
(1) regular finite coverings f : X → Y ; (2) the quotient map by an action of a finite group π : X → X/G. In particular, Theorem 2.2.3 applies in both cases, which yields the estimates
, p > n. In this section, we shall construct another important class of n-fold Smith-Dold branched coverings. First, we need to recall the definition of a finite-to-one map. Consider an arbitrary continuous open-closed finite-to-one map f : M m → N m between connected topological m-dimensional manifolds without boundary. The structure of such maps was described in a well-known paper by A. V. Chernavsky [16] in 1964. where n ≥ 1, and U 1 , . . . , U n ⊂ X are open, form a base of the Vietoris topology.
We can apply these facts to our map f :
Now we shall describe how to assign a natural multiplicity n i to each point x i , 1 ≤ i ≤ k, such that n 1 + . . . + n k = n, and then show that the corresponding map g :
Consider open disjoint subsets
Consider the open set f
is an open subset of the manifold M m , it is itself a manifold, consisting of a disjoint union of at most countably many connected components f
We now prove an auxiliary result.
Suppose 
This proves the desired assertion.
By the above argument, the map f :
As we saw before, the map f : V j → V is surjective. Therefore, there is a point
Thus, we have showed that f −1 (V ) breaks into a union of k connected components
As we saw, the map f : 
Now we want to show that for any connected neighborhood
Indeed, for this it suffices to repeat our arguments with 
and that the maximum multiplicity of f : V i → V equals n i , 1 ≤ i ≤ k, and does not depend on V . Moreover, n 1 + . . . + n k = n. It is that invariant multiplicity n i that we assign to the point x i in the preimage of y ∈ N m , 1 ≤ i ≤ k. We remark that when the diameter of the connected neighborhood V y, V ⊂ V , tends to zero (i.e., when V y becomes arbitrarily small) the diameters of all connected components
. . V k also tend to zero (i.e., the V i , 1 ≤ i ≤ k become arbitrarily small). Indeed, fix arbitrarily small disjoint neighborhoods
we already know that its full preimage breaks into connected components f
become arbitrarily small when V y is sufficiently small, which proves the claim.
But then the multiplicity n i assigned to x i , which coincides with the maximum multiplicity of f : V i → V for all sufficiently small connected neighborhoods V y, depends only on the local behavior of f :
Using standard arguments, it is not difficult to show that the so-defined multiplicity n x at an arbitrary point x ∈ M m coincides with the local degree of f : M m → N m at x, taken with the positive sign. Thus, we have constructed a map g :
We want to show that this map is continuous. First, we recall one fact. Let X be a Hausdorff space, and Sym
It is easy to check that the sets
What we mentioned about the topology of a symmetric power implies that to prove the proposition, we need, for any collection of open disjoint sets
For y ∈ N m , we already constructed a connected neighborhood V y y such that for any connected neighborhood y ∈ V ⊂ V y its full preimage f
Consider an arbitrary point y ∈ V . Its full preimage f −1 (y ) breaks into a disjoint union
As we have already shown, the multiplicity n i,j assigned to Therefore, for a fixed i, 1 ≤ i ≤ k, the multiplicities n i,1 , . . . , n i, [n 1,1 x 1,1 , . . . , n 1,l 1 x 1,l 1 , . . . , n k,1 x k,1 , . . 
, is a little weaker than the Berstein-Edmonds estimate, but it works also in the case of nonorientable M m and N m . In the just considered example, we have
We also remark that using the rational Poincaré duality and our technique of n-transfer, we can deduce the Berstein-Edmonds estimate. In fact, I. Berstein and A. L. Edmonds obtained an estimate from below on the degree n of a branched covering f :
and N m . In particular, this allowed us to deduce that for the torus T m , the minimum degree n of its branched covering over the sphere S m (which exists by the theorem of Alexander) would be at least m.
We remark that the usual branched coverings in the theory of smooth manifolds (with branching along codimension-two submanifolds) are a particular case of the considered general situation. As for holomorphic maps f : M m → N m between complex manifolds of the same dimension, the following result is known and can be found, for example, in [26, p. 132 The following result now follows immediately from this and Proposition 2.3.2.
is an nm-valued topological group with unit (e X , e Y ) and inversion inv X×Y = inv X × inv Y . It is also easy to see that any n-valued topological group X can be viewed as an nm-valued group, if each of the n points of the image of the product of two elements is assigned multiplicity m. In this section, we shall also consider a natural homotopical generalization of the notion of an n-valued topological group. Examples of a homotopical generalization of a topological group are the famous H-groups (in particular, loop spaces). In the case of an n-valued multiplication, we shall introduce nH-groups, nH-monoids, and nH-spaces. The main tool for studying n-valued topological groups (nH-groups) in this paper is the notion of a graded n-Hopf algebra for connected graded commutative algebras A * over a field of characteristic zero. In the case of even-graded (commutative) algebras A 2 * this notion was introduced by V. M. Buchstaber and E. G. Rees in 1996. In [13] , they proved that for any n-valued topological group X its even rational cohomology algebra H even (X; Q) carries a structure of a graded n-Hopf algebra whenever the odd rational cohomology groups H odd (X; Q) vanish. This implies, for example, that there is no structure of a 2-valued group on CP m when m ≥ 2. We now give a definition of a graded n-Hopf algebra (as well as of related notions) in the general case. Proof. Let [n 1 x 1 , . . . , n k x k ] be an arbitrary point of Sym n X, n 1 + . . . + n k = n, x i = x j . We need to show that for an arbitrarily small neighborhood [
, which contracts in U to a point. It is clear that U and V can be chosen from the standard neighborhood basis
where
Thus, we fix arbitrary disjoint open sets x 1 ∈ U 1 , . . . , x k ∈ U k and the corresponding neighborhood W n 1 ,U 1 ; ...; n k ,U k . Since X is locally contractible, there are small subneighborhoods
Simultaneously applying these contractions to the n i points from
For any commutative graded algebra A * over the field K, let S n A * be the subalgebra of all S n -invariants in A ⊗n , i.e.,
There is a natural n-homomorphism
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We shall show that α = nγ and β = nγ. We have the following diagram:
By the unit axiom for μ, we have μ • i = F n , where
Replacing, in diagram (1), the first arrow i : X → X × X by the map j : X → X × X, j(x) = (e, x) ∀x ∈ X, and using the same type of argument, it is not difficult to show that β = nγ. The counit axiom is thus verified. Thus, for any n-valued multiplication μ : X × X → Sym n X with unit, we have constructed a diagonal Δ :
We shall now show that if μ is associative (and has an inverse), then the constructed diagonal Δ is coassociative (and has an inverse). Set x * y = μ(x, y) ∈ Sym n X ∀x, y ∈ X. Coassociativity. Suppose the associativity axiom is satisfied for μ, i.e., (x * y)
From a formal point of view, this means the equality between the following two compositions:
Sym
At the beginning of the proof, we in fact established an isomorphism between the singular cohomology algebras
under the following assumptions: (a1) Y is a locally contractible paracompact space; (a2) Y N is a paracompact space; (a3) dim H q (Y ; Q) < ∞ ∀q ≥ 0. To apply this isomorphism to diagrams (2) and (3), we need to verify conditions (a1)-(a3) for the two new cases: Y = Sym n X, N = n, and Y = X × X, N = n. It is clear that in both cases, (a1) and (a3) hold. It remains to check (a2). In the former case, we need to show that the space (Sym n X) n is paracompact. This follows from the fact that (Sym n X) n is the quotient
of the paracompact space X n 2 by the action of the finite group (S n ) n . In the latter case, (X ×X) n = X 2n is paracompact as a closed subset of the paracompact space X n 2 . Thus, we can use the structure of the rational singular cohomology of the symmetric powers for all spaces from diagrams (2) and (3).
Let A * denote the algebra H * (X; Q). Passing to rational cohomology algebras in diagram (2), we have the following diagram:
Similarly to diagram (3), we have another diagram in cohomology:
We want to examine diagram (2 ) . The maps in that diagram are numbered from right to left by the symbols Step f 1 . The map f 1 : S n 2 A * → S n (S n A * ) is induced by the canonical projection π (2) : Sym n (Sym n X) → Sym n 2 X. The map π (2) can be defined by the following commutative diagram:
π (2) o o
Passing to cohomology, we have a commutative diagram:
∪
Since all its vertical arrows are identity inclusions, we have that f 1 : S n 2 A * → S n (S n A * ) is also the identity inclusion. It is not difficult to determine the element f 1 (χ n 2 (γ)) ∈ S n (S n A * ): Step 
Step f 4 . The last in the composition map f 4 :
In summary, we have done the following. We fixed an arbitrary homogeneous element γ ∈ A q , q ≥ 1. Suppose Δ(γ) ∈ A * ⊗ A * has a decomposition Δ(γ) = Inversion. Suppose our n-valued multiplication μ : X × X → Sym n X admits an inverse; i.e., there exists a continuous map inv : X → X such that inv(x) * x e ∀x ∈ X and x * inv(x) e ∀x ∈ X. Then it is easy to see that there are continuous maps F (n−1,L) , F (n−1,R) : X → Sym n−1 X such that inv(x) * x = [e, F (n−1,L) (x)] ∈ Sym n X ∀x ∈ X and x * inv(x) = [e, F (n−1,R) (x)] ∈ Sym n X ∀x ∈ X. This can be rewritten in terms of the commutative diagrams
Here, F 2 : X → X × X, F 2 (x) = (x, x) ∀x ∈ X, denotes the standard diagonal, and e : X → X is the constant map, sending the entire X to e ∈ X. Denote the algebra homomorphism inv * : A * → A * by χ, and the n-homomorphisms F * 
