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Abstract 
In this thesis we study the solvability of elliptic Monge-Ampere 
equations of the form 
(1) 2 det D u f(x,u,Du) 
on a bounded domain n C Nn , with emphasis on the Dirichlet problem 
for (1) and the conditions we need to impose on f, n and the boundary 
datum <p in order to solve it. 
(2) 
Chapter 2 deals with the classical Dirichlet problem 
2 det D u 
u 
f(x,u,Du) in n , 
on an. 
We derive the recently established results of Caffarelli, Nirenberg and 
Spruck, Krylov and Ivochkina concerning the existence of globally smooth 
convex solutions of (2). We also prove the existence of convex 
solutions in C2 (n) n Co,a(n) for f , nand <p satisfying weaker 
conditions than are necessary in the globally smooth case. 
Chapter 3 is concerned with the generalized Dirichlet problem. 
Under suitable hypotheses we prove the existence of a unique convex 
solution u E c2 (n) n Loo(n) of the equation (1) which need not satisfy 
the boundary condition u = <p on an in the classical sense but does 
satisfy it in a certain optimal or generalized sense. 
(3) 
In Chapter 4 we deal with equations of the form 
2 det D u g(x,u,Du)/h(Du) 
(iv) 
where g , h are positive functions in 
respectively satisfying certain regularity and struc ture conditions. 
Under suitable hypotheses we prove interior oscillation estimates for 
convex solutions of such equations, and using these, we prove the 
existence of convex solutions u E c 2 (n ) of (3) which are extremal 
in the sense that 
(4) In g(x,u(X) ,Du(x))dx I h(p)dp n ]R 
We also show that in certain cases these solutions are unique up to 
an additive constant, and we give conditions which ensure that these 
solutions are unbounded. 
In the final chapter we prove that if f satisfies suitable 
structure conditions , then any convex solution u E c 2 (n) of (1) 
on a cl,l bounded domain is in fact globally Holder continuous. 
This result clearly implies nonexistence results for the classical 
Dirichlet problem (2) and shows the sharpness of certain conditions 
for the classical solvability of (2), as do some of the results of 
Chapter 4. 
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CHAPTER 1 INTRODUCTION 
In this thesis we are concerned with elliptic Monge-Ampere 
equations of the form 
(1.1) 2 det D u f(x,u,Du) 
Here f is a function defined on n x m x mn, where n is some 
domain in mn, and Du and 
2 D U ' denote respectively the gradient 
and the Hessian of the function u For the equation (1.1) to be 
elliptic we must assume that u is either convex or concave. We 
will deal only with convex solutions, and for such solutions to exist 
we must therefore assume that f is nonnegative. 
Significant contributions to the theory of Monge-Ampere 
equations in two dimensions, and also to related geometric p roblems 
such as the Minkowski and Weyl problems were made by Lewy [LW1,2,3,4], 
c. Miranda [MR], Heinz [HE1,2,3, 4 ,5,6], pogorelov [PG1], Hartman and 
Wintner [HW], Nirenberg [NI1,2 ] and others. Under suitable hypotheses 
the existence of a smooth convex solution of the Dirichlet problem 
(1. 2 ) 
was proved. 
2 det D u 
u 
f(x,u ,Du) in n , 
on an , 
However, the methods were essentially two dimensional, 
and the corresponding results for higher dimensions were unknown. 
A theory of generalized solutions was developed by Aleksandrov 
[AL4 ] and Bakel ' man [BA1], and the existence of convex generalized 
solutions of the Dirichlet problem (1.2) in higher dimensions was 
proved by Aleksandrov [AL4] and Bakel'man [BA1,2,4]. The Minkowski 
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problem, which had been solved in the polyhedral case by Minkowski 
[MN], was solved in the higher dimensional case by Aleksandrov [AL2]. 
No regularity results for these higher dimensional problems were 
known until the early 1970's, when Pogorelov [PG2,3,4] proved the 
regularity of the solution of the higher dimensional Minkowski 
problem, and of generalized solutions of (1.2) under the assumptions 
that n was a C2 uniformly convex domain, ~ E C2 (a Q) and 
f E C3 (Q) Pogorelov's results were somewhat incomplete, and 
complete proofs were later given by Cheng and Yau [CYl,2], using 
Pogorelov's ideas. First, the existence of a smooth solution of 
the Minkowski problem was proved, and then this was used to find 
smooth approximations to the generalized solution of (1.2). The 
regularity of the generalized solution was then deduced by obtaining, 
at least locally, uniform estimates for the approximations . This 
method worked in the case f = f(x,u) , but did not appear to extend 
to the case f = f(x,u,Du) 
A different method was recently developed by P.L. Lions [LIl, 2 ]. 
His idea was to first solve a related family of equations on mn 
which gave smooth approximations to the generalized solution of (1.2). 
The ideas of Pogorelov were then used to deduce its regularity . 
Lions' method also handled the case f = f(x,u,Du) Another method, 
which involved solving approximating problems with infinite boundary 
values was proposed by Cheng and Yau [CY3,4] and a probabilistic 
approach was developed by Krylov [KVl]. 
A disadvantage of all these methods is that they involve various 
technical difficulties to circumvent the lack of global c 2 ,a estimates, 
and give only the interior regularity of the solution. Recently 
however, Caffarelli, Nirenberg and Spruck [CNS], and independently 
Krylov [KV2,3,4] obtained global c 2 ,a estimates for smooth convex 
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solutions of (1. 2), provided n , f and ~ satisfy certain 
reasonable conditions , thus allowing the classical continuity method 
to be applied to deduce the existence of globally smooth solutions of 
(1. 2) • This completely avoids the use of generalized solutions and 
various other devices employed in earlier proofs. 
Our primary purpose is to present a detailed discussion of the 
solvability of the equation (1.1), with emphasis on the Dirichlet 
problem (1. 2), and in particular , the conditions imposed on n , f 
and ~ to ensure that (1.2) is solvable. Chapter 2 deals with the 
estimates we need to apply the method of continuity. Most of these 
are proved in detail and we deduce the results of Caffarelli, Nirenberg 
and Spruck [CNS], Krylov [KV 2 ,3,4] and Ivochkina [IV3] pertaining 
to the Dirichlet problem (1.2). We also prove a new interior second 
derivative estimate of Trudinger and Urbas [TU2] which enables us to 
obtain c 2 (n ) n cO,u(n) solutions of (1.2), even in the case that f 
goes to zero or becomes unbounded near an . In particular , we 
shall prove that if n is a cl,l uniformly convex domain in lRn, 
~ E cl,l(n) , and f E Cl,l(nx lRx~n) is a positive function 
satisfying 
(1. 3) 
(1.4) 
f ~ ° z 
f(x,N,p) < 9J.& h(p) 
in 
for all x En, 
for some real number N and positive functions g, h in Ll( n ) , 
respectively, satisfying 
(1.5) 
and 
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(1. 6) 
for all (x,z,p) E N x lR x JRn , 
where ~ is positive and nondecreasing, a ~ ° and S > - 1 are 
constants such that S ~ a - n - 1 and N is a neighbourhood of 
an , then the classical Dirichlet problem (1 . 2) has a unique convex 
solution in c 2 (n) n cO , l(n) The conditions (1.3) , (1 . 4) and 
(1 . 5) enable us to prove an a priori supremum estimate , whil e (1.6) 
yields a global gradient bound. We shall also prove the existence 
of globally Holder continuous solutions of (1.2) in the case a E [O,n) 
and S E (a-n-l,-l] in the structure condition (1 . 6). 
The next three chapters deal with the weakening of the 
hypotheses (1.4) , (1.5) and (1.6) . Chapter 3 is concerned with the 
case that (1.4) and (1.5) hold, but (1.6) does not . In this case the 
Dirichlet problem (1 . 2) is not classically solvable in general, 
although we do not show this until Chapter 5. However, under suitable 
hypotheses, we shall prove that (1.2) has a unique convex c 2 (n) n Loo (n ) 
solution , which need not satisfy the boundary condition u = ~ on 
an in the classical sense, but does satisfy it in an "optimal " sense 
with respect to all competing convex solutions of the equation. We 
refer to this convex function as the solution of the "generalized 
Dirichlet problem" . We note however, that the equation is satisfied 
in the classical sense; thus only the boundary condition is inter-
preted in a generalized sense. The existence of a convex solution of 
(1.2 ) satisfying both the equation and the boundary condition in a 
generalized sense was proved by Bakel'man [BA1 , 2 , 4] under quite 
weak hypotheses. Our hypotheses are stronger , and we prove the 
interior regularity of the solu tion , which was not previously known . 
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The main difficulty is that the known interior s econd derivative 
estimates for convex solutions of Monge-Ampere equations require some 
control of the boundary behaviour of the solution (see for example 
Theorem 2.17, and Pogorelov [PG61 for a counterexample). This is 
precisely what is lacking in our case, so we need to first reduce the 
problem to a situation in which the estimates can be applied . Here, 
as in Chapter 4, it seems that the notion of generalized solutions 
cannot be easily avoided. Our proof involves some measure theory, 
and uses some ideas of Pogorelov ' [PG61 and Cheng and Yau [CY21. 
Chapter 4 is concerned with the case that f has the form 
(1. 7) f(x,z,p) g(x,z,p)/h(p) 
where g , h are positive functions in 
respectively, satisfying certain regularity and structure conditions. 
We are interested in the existence of convex solutions u E c 2 (n ) 
which are extremal in the sense that 
(1.8) In g(x,u(x) ,Du(x))dx 
The equation of most interest in this case is the equation of 
prescribed Gauss curvature, 
(1. 9) 2 det D u K(x) (1+I DU I 2 ) (n+2) / 2 , 
for which (1.8) takes the form 
(1.10 ) In K Wn . 
Here K(x) denotes the Gauss curvature of the graph of 
Suppose that u E c 2 W) is a convex solution of (1.1) , 
u at 
and f 
(x,u(x) ) 
satisfies 
6 
(1. 7) . Then the gradient mapping Du: IG -+ lRn is one to one 
on {x E IG : det D2U(X) > O} with Jacobian 2 det D u so that 
(1.11) fIG g(x,u(x) ,Du(x»dx 
We therefore see that in the extremal case (1 . 8), we must have Du( IG ) 
equal to almost all of lRn. We show that under suitable hypotheses 
on g , hand n there is a convex e 2 (IG ) solution of (1 .1 ) 
which satisfies (1.8) and furthermore , if g is independent of p 
and gz ~ 0, then any two such solutions differ by a constant . 
The main estimate needed in the existence proof is an a priori 
interior oscillation estimate, independent of any boundary conditions, 
for convex solutions of certain types of Monge-Ampere equations. 
The final chapter is concerned with the case that 
(1.12) 
for all n (x,z,p) E IG x lR x lR , 
where ~ > 0, a > n + 1 and S E [O,a-n-l) are constants, and 
IG is a el,l bounded domain in lRn. We show that under these 
hypotheses, any convex solution u E e 2 (IG ) of (1.1) satisfies a 
global Holder estimate 
(1.13) 
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where 0 E (0,1) depends only on n, a and e , and C depends 
in addition on ~ and n This estimate is interesting in that 
it is independent of any boundary data, which seems to be a novel 
feature in the theory of elliptic partial differe ntial equations. To 
prove (1.13) we first use a barrier argument to extend the local 
oscillation estimate of Chapter 4 to a global one; then we again use 
barriers to obtain a Holder modulus of continuity at the boundary. 
We also show that a similar result holds if a > nand e E [-l,a-n-l) 
provided n is convex. 
The estimate (1.13) clearly implies nonexistence results for 
the classical Dirichlet proble m (1. 2 ), and illustrates the sharpness 
of the condition (1.6), at l east in t e rms of power functions. 
Finally, most of our notation is standard, as for example in 
Gilbarg and Trudinger [GT]. The n - 1 dimensional Hausdorff measure 
Hn- l . will be denoted by In s e veral proofs it will be necessary to 
approximate a ck,l domain n , k ~ 1, b y smooth subdomains 
{n } such that un = n . 
m m 
Although we do not e xplicitly state this 
later, we always assume that this is done so that if Xo E an 
near and an can be represented as the graphs of 
m 
then 
functions wand wm over T n BE(XO) for some E > 0, where 
T is the tangent n - 1 dimensional plane to at such that 
< 21 w lk l'TnB (x ) 
" £ 0 
Any, other notation we use will be explained at the appropriate point. 
I F 
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CHAPTER 2 THE CLASSICAL DIRICHLET PROBLEM 
This chapter is concerned primarily with the classical 
Dirichlet problem for elliptic equations of Monge-Ampere type, which 
can be formulated in the following way. Given a bounded domain 
a nonnegative function f E cO (nxlRxlRn ) and a function 
does there exist a convex function u E C2 (Q) n CO(Q) 
satisfying 
f(x,u,Du) in Q , 
(2.1) 
u on aQ ? 
The hypotheses we have assumed here are rather weak, and in general 
do not ensure the solvability of the Dirichlet problem (2.1). 
We will establish the existence of a unique convex solution in 
for some a > 0 , provided Q , f and ~ satisfy 
certain conditions . Using an approximation procedure together with 
suitable global and interior estimates, we will then extend the above 
existence result to more general situations, obtaining solutions in 
2.1 The Continuity Method 
Our approach to the Dirichlet problem is the classical continuity 
method, which is discussed, for example in Gilbarg and Trudinger [GT] , 
Chapter 17 , and which we outline below. We assume that Q is uniformly 
convex with boundary of class 
2,a C , 
and ~ E C2 ,a(n) for some a E (0,1) By adding a suitable multiple 
of the defining function of Q to ~, we may assume without loss of 
generality that ~ is uniformly convex. Now consider for each 
9 
t E [0,1] the Dirichlet problem 
F [u] 
(2. 2 ) 
u 
det D2U 
- 1 f(x,u,Du) 
on an 
tF [<p ] in n , 
Clearly, our original problem is just (2.2) with t = 0, and <p is 
a convex C2 ,a(Q) solution of (2.2) with t = 1 , so that the set 
S = {s E [0,1] (2.2) has a convex solution in C2 ,a(Q) with t = s} 
is nonempty. If we can show that S is both relatively open and 
closed , then S [0,1] , so the original Dirichlet problem is 
solvable. 
Since the operator F maps 
into CO , a (Q) , and has a continuous Frechet derivative 
given by 
(2.3) 
where 
F h 
u 
c (x) 
We now restrict F 
Lh ij i a (x)D . . h + b (x)D.h + c(x)h , 
1. J 1. 
2 F (x,u(x) ,Du(x),D u(x» 
r .. 
1.J 
2 F ( x , u ( x ) , Du (x ) , D u (x) ) p . 
1. 
2 F (x,u(x) ,Du(x) ,D u(x» 
z 
to the subset : u 
F 
u 
at u 
is uniformly 
convex, u = <p on an} . The linear operator L is then uniformly 
elliptic , and standard linear theory implies that L is invertible 
for any u E B such that c ~ ° in n . This condition is clearly 
ensured if we assume that 
(2.4) f ::: 0 
z 
10 
in 
Using the implicit function theorem, we then deduc e that the s et S 
is open. 
It now remains only to show that S is clos ed. As is e asy 
to check, the closedness of S follows provided we can e stablish an 
a priori estimate of the form 
(2.5) 
independent of s, where s E Sand u E B is a solution o f (2. 2 ) 
s 
with t s. 
We have now reduced the existence problem to the derivation of 
a priori estimates for convex solutions of (2.2). Rather than deal 
directly with the Dirichlet problem (2.2) and carry the parameter t 
through the calculations, we shall prove estimates for convex solutions 
of (2.1), assuming suitable hypotheses on n , f and ~ . It will 
be clear that these estimates imply (2.5). 
The maximum principle and the condition (2.4) ensure the 
uniqueness of convex solutions of (2.1) . By using topological methods, 
as for example in Caffarelli, Nirenberg and Spruck [CNS] , we can reduce 
the existence problem to the derivation of a priori estimates, even 
in the case that (2.4) does not hold. However, we do not necessarily 
obtain a unique convex solution in this case. 
2.2 A Priori Estimates and an Existence Theorem 
This section is concerned with the a priori estimates required 
to solve the Dirichlet problem (2.1). We start with a bound for the 
solution u itself. This result is due to Bakel'man [BA3]. 
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THEOREM 2 .1 
Dirichlet probl em (2.1). where f is positive and satis f ies the 
conditions 
(2.6) f i s i ncr easi ng with respect to z in rl x JR x JRn 
and 
(2 .7) < g(x) f(x , N,p) - h(p ) f or aU x E rl J p E JRn 
wher e N ~s a constant and g J h are positive functions ~n Ll(rl ) , 
Lll (JRn ) respectively such that 
oc 
(2.8) 
Then Ive have the estimate 
( 2 . 9) min {inf ~ , N} - C diam rl 
arl 
::: u ::: sup u , 
arl 
wher e C depends only on n J g and h. 
Proof The second inequality holds because u is convex. 
the first we choose RO so large that 
f g = f h 
rl BR (0) 
o 
To prove 
Using the f act that the gradient mapping Du rl -+ JRn is one to one 
with Jacobian 2 det D u , we obtain for a n y R > RO ' 
where rlN = {x E rl : u(x) < N} 
We then have, by the convexity of u, 
We now let 
12 
~ inf u - ipi diam n 
anN 
~ min {inf ~ ,N} - R diam n . 
an 
R ~ R and estimate o in terms of n , g and h . 
For the special case of the equation of prescribed Gauss 
curvature (1.9) Theorem 2.1 implies the following estimate. 
COROLLARY 2.2 
and suppose that K ~s positive and satisfies 
( 2 .10) 
Then we have 
(2 .11) 
w 
n 
inf u - C diam n ~ u ~ 
an 
sup u , 
an 
where C depends only on n and In K . 
A priori supremum estimates for solutions of Monge-Ampere 
equations have also been considered by other authors, for example 
Talenti [TAl in the two dimensional case with zero boundary values. 
It should be noted that in these estimates the conditions (2 . 7) and 
II 
(2.8) cannot generally be weakened, and as will be shown later, are in 
fact necessary for the solvability of the Dirichlet problem for certain 
types of Monge-Ampere equations. 
The next step is the estimation of the gradient of u. Since 
the solution u is assumed to be convex, we have 
(2.12) sup loul 
n 
13 
sup lou I, 
an 
so we need only estimate the gradient at the boundary. As is usual 
for boundary gradient estimates, the proof uses a barrier argument. 
Such a result is proved in Gilbarg and Trudinger [GT] and Trudinger 
and Urbas [TU1]. We use a different barrier which is suggested by 
the work of Giusti [GIl] and Lieberman [LB]. This enable s us to 
handle the case S < 0 in the structure condition (2.1 3) below, but 
requires a little more regularity. of the domain. 
THEOREM 2.3 Let n be a cl,l uniformly convex domain in 
Dirichlet pr oblem ( 2 .1)~ where f satisfies the condition 
(2.13) 
for all (x,z, p ) E N x :ffi x :ffin , 
where ~ i s positive and nondecreasing~ a 
that a ~ 0 ~ S ~ a - n - 1 ~ S > - 1 ~ d 
some neighbourhood of an. 
estimate 
(2.14) 
where c depends 
sup loul ::: c , 
n 
only on n , ~ , a , S , N , n , 
S are constants such 
d (x , an ) ~ and N is 
l u lo; n and 14>1 1 ,1; n 
Proof Since n is cl,l for some EO > 0 we have d E cl,l(N 
and N c N , where N = {x E n : d(x,an) < EO} and for each 
EO EO 
X E N there is a unique 
EO 
point y y(x) E an such that 
EO 
) 
.. 
Ix-yl d (x , aQ) 
( 2 . 15 ) 
14 
We have for almost all x E N 
EO 
diag ~~: ~ d •...• - K n _ l J l-K d ' 0 
n - l 
with respect to a principal coordinate system for an at y , where 
Kl , ... , K
n
_l are the principal curvatures of an at y, which are 
defined Hn- l a lmost everywhere on an . 
convex , we have 
(2 . 16) inf K . (y) ::: A > 0 
yE an 1. 
for some constant A 
Since n is uniformly 
On the set N 
E 
{x E n d(x , an ) < E} we conside r the 
function 
where a,b , y > 0 and E E (O, EOl a r e to be chose n . Without loss 
of generality we may assume that ~ is convex, so computing with 
respect to a p r i ncipal coordinate system for an , and using (2 . 15) 
and ( 2 . 16), we obtain in N 
E 
and 
where M 
(2.17) 
15 
lulo;n' provided 
(a+bEy )-2/y ~ sup(1+1~12) 
n 
Setting Y 1 + S , we now require (2.17) to hold, and also 
and 
(2.18) fE (a+bty)-l /Ydt ~ 2M . 
o 
This can be arranged by setting b 2a~(M)/An-l and then choosing 
E > 0 and a O > 0 so small that 
and finally choosing a E (O,aO] so small that (2.18) holds, which 
is clearly possible since 
for fixed b, E and y > 0 We thus obtain 
in N 
E 
and w S u on aN 
E 
comparison principle for strong solutions, w S u in N 
E 
therefore follows that 
u(x)-u(y) ~ _ c 
Ix-yl 
so by the 
It 
16 
for all yEan and x E n where e depends on the quantities 
stated in the theorem. An upper bound 
u(x)-u(y) e Ix-yl s 
follows immediately since u is subharmonic. 
We now proceed to the estimation of the second derivatives. 
Bounds of this type have been discussed by Aubin [AU], Ivochkina 
[IV2] , eaffarelli, Nirenberg and Spruck [eNS], Gilbarg and Trudinger 
[GT] and Trudinger and Urbas [TU1]. We first treat the boundary 
estimate, the first part of our p roof of which is simila r to that 
in [TUl]. 
THEOREM 2 .4 
in a e3 ,1 uniformly convex domain n in :Rn and suppose that 
Then we have 
(2.19) 
where e depends only on n, lull; n ' f , n and I <P 13 ,1; n . 
Proof 
at 0 . 
(2.20) 
Fix a point Xo E an . We may assume for convenience that 
and x points in the direction of the inward normal to 
n 
Since f is positive, we have 
in n 
for some constant ~, depending only on f and lull; n . 
i 
We will first estimate the mixed derivatives D. u(O) , 
~n 
1, ... ,n-l . Let N be a neighbourhood of 0 such that each 
I I 
T 
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x E N has a unique nearest point on an . Let v(x) be the outwards 
directed unit normal to an at this point. 
N can be chosen so that v E C2 ,1(N) . 
Since an is c3 ,1 , 
the tangential gradient operator relative to an given by 
We now write the equation (2.1) in the form 
(2.21) 
where g 
obtain 
(2.22 ) 
log det D2~ g(x,u,Du) , 
log f . Differentiating (2.21) with respect to 
F .. D. 'ku 1J 1J 
Using (2.22) and the equality 
F . . D . n U 1J J x.. 
we thus obtain 
(2.23) 
Since 
F .. D . 'Oku 1J 1J 
+ 9p.Di(VkV Q. )DQ. U - FijDij(VkV Q. )DQ. U 
1 
det(F .. ) 1J 
2 -1 (det D u) , 
we 
18 
we have 
trace (F .. ) > __ n_ > 
1J f l / n - \1 0 
for some positive constant \1 0 ' depending only on n, f and 
From [GT], Corollary 14.5, we therefore conclude that 
(2.24) 
where C depends only on n, N n an , lull;" , f and I rn I " 
" 'I" 2 ,1; " 
A similar estimate then holds for the mixed partial derivatives 
k l, ... , n-l , with respect to the coordinate system we 
have chosen. Since for j ,k 1, ... ,n-l , 
we also obtain a bound for the derivatives j,k = l, ... ,n-l , 
so it remains only to estimate o u(O) 
nn 
To do this we follow the proof given by Caffarelli, Nirenberg 
and Spruck [CNS]. An alternative proof , which also r equires c3 ,1 
boundary data, is presented in Ivochkina [IV2]. Let 
N = {x E n : x < a} . 
a n 
Then for a sufficiently small, we can 
represent 
(2. 25 ) 
an n aN 
a 
x 
n 
w (x ') 
as a graph : for 
n-l 
L 
i,j=l 
a . . x.x. + 1J 1 J 
x E an n aN 
a 
n-l 
L 
i,j,k=l 
a. . kX . x . xk + 0 ( I x I 14 ) 1J 1 J 
for suitable constants a .. and a iJ·k , where x ' = (xl'···, xn _l ) 1J 
Also, on an n aN we have, assuming without loss of generality 
a 
that u(O) = O.u(O) = 0 for i < n , 
1 
n-l 
(2.26) u L 
i, j=l 
b .. x.x. + 1J 1 J 
n-l 
L 
i,j,k=l 
b. . kX . x . xk + 0 ( I x 14 ) 1J 1 J 
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for sui table constants b.. a nd b . . k 
1J 1J 
~ 
u = u - AX 
n 
Then on an n aN 
a 
Now let A 
we have 
(2.27) u 2 L (b l · - Aalj)xlx j + L (b . . - Aa . . )x . x . l<j<n J l<i,j <n 1J 1J 1 J 
n-l 
+ L (b . . k - Aa . . k ) x . X . xk + 0 ( I X 14 ) . 
. . k-l 1J 1J 1 J 1,J, -
Using (2.25), we obtain on an n aN 
a 
n-l 
(2.28) L a .. x . x. + o(lxI 4 ) . 
i,j=l 1J 1 J 
(i,j)t(l,l) 
Using ( 2 .28 ) to replace in the c ub i c term in ( 2 . 27), we thus 
obtain on an n aNa for suitable constants A . 
J 
j 
C, the estimate 
(2.29) u s I A . X1X . + C [ I x ~ + Ix 14] . 
l <j s n J J l <j <n 
We now consider the barrier function 
w OX 
n 
2 1 \' 2 
+ Elxl + 2B L (A.Xl+BX . ) 
l < j Sn J J 
2, ... ,n, and 
where O, E E (0,1) and B > 0 are constants to be chosen. We 
choose 6 so small and B so large that 
and 
~ I x~ ~ C [ I x~ + Ix14] 
l <j s n l < j <n 
III 
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on an n aN 
a and w ~ u on n n aN a which is clearly possible, 
by virtue of (2.25). The smallest eigenvalue of 2 D w is 2£ and 
the others are bounded from above independently of £, so for £ 
sufficiently smal l, we obtain det D2w S det D2u in N 
a 
By the 
comparison principle , u < w in N 
a and since u(O) = w(O) , we 
have 
D u(O) < D w(O) - 8 
n n 
From our construction it is clear that 
o at 0 , 
and therefore 
for some positive constant Co . Since the direction can be 
replaced by any direction l tangential to an at 0 , we therefore 
have 
( 2 . 30) D u(O) ~ Co 
II 
for all directions l tangential to an at 0, where Co is a 
positive constant depending only on n, n , l u l l; n ' 1 ~ 13 , 1; n and f 
We can now obtain the required estimate for D u(O) 
nn 
diagonalize the matrix [D . . u(O)] . . so that at 0, 1J 1,J<n 
We 
(2.31) 2 det D u D u 
nn 
n-l 
IT 
i=l 
21 
n-l 
D . . u+D. \' 
11 1n L 
i=l 
from which the required estimate for D u(O) 
nn 
by virtue of (2.30). 
cofactor (D. u) , 
1n 
follows immediately, 
II 
The next step is the global estimation of the second derivatives. 
Our proof is taken from Gilbarg and Trudinger [GT) , and is similar to 
the interior second derivative estimate of Pogorelov [PG3,6). 
THEOREM 2.5 Let u E c 4 (n ) n C2 (Q) be a convex soZution of (2.1) 
in a domain n C lRn where f E Cl,l( nXlRx lRn ) is a positive function 
and 9 log f satisfies 
(2. 32 ) IDg(x,U,DU) I + ID29(X ,U,DU) I 5 U , 
where u is a constant. Then we have 
(2.33) 
where C depends onZy on n, U , 1 u 1 1 ; nand 
Proof Writing the equation in the form (2.21) we have 
(2.34) 
where 
F .. k n 1J, !fv 
F .. 
1J 
u 
ij 
denotes the inverse matrix of 2 D u . 
Next, we note that any pure second derivative 
solution u E C4 (n ) of (2. 21 ) satisfies the equation 
D u of a yy 
(2.35) F .. D. . u 1J 1Jyy 
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Since u is convex , we have D u ~ 0 , yy so we need only estimate 
D u from above . yy To do this we consider the function 
w h(Du)D u yy 
is a positive function to be chosen. 
and 
D . u D.w 1 
W 
..EL (log h) D.ku + 
Pk 1 D u 
D . . w D.wD.w 
~= 1 J 
w 2 
w 
yy 
D. . u 
1 Jyy 
D u yy 
Consequently, using ( 2 . 35) we obtain 
( 2 . 36 ) -1 h F .. D .. w 1J 1J 
1 
- -- F .. D. uD . u + D g D u 1J 1YY JYY YY yy 
An obvious choice for h is given by 
(2 . 37 ) h (p ) B > 0 . 
Then we hav e 
D. uD. u 1YY JYY 
2 (D u) 
YY 
We have 
(2.38) (log h) 
Pk 
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and hence 
(2 . 39) SF .. D·kuD·ku 1.J 1. J S~u 
by (2 . 34) . Using (2 . 32) we obtain 
D u(log h) F .. D .. ku + D 9 
YY Pk 1.J 1.J YY 
SDkUD u(g +g Dku+g D.kU) YY xk Z Pi 1. 
2 
+ gyy + 2g D u + 2g D. u + 9 (D u) yz Y YPi 1.Y zz Y 
+ 2g DuD . u + 9 D. uD . u + 9 D u + 9 D. U ZP1.. Y 1.Y p . p. 1.Y JY Z YY p. 1.YY 1. J 1. 
D.w 
> 9 __ 1. __ D u _ C{1+ID2UI2+S(l+ID2UI)} , 
Pi w YY 
where C depends on n, ~ and sup IDul 
r2 
In order to handle the other terms in (2.36) we regard 
w = w (x , y ) as a function on r2 x aB
l 
(0) and suppose that w takes 
a maximum value at a point y and direction Y . The derivative 
D u ( y ) yy 
is then the maximum eigenvalue of the Hessian 
b y a rotation of coordinates we can assume that 
2 D u(y) 
2 D u(y) and 
is in diagonal 
form with Y a coordinate direction. It then follows from (2.34) 
that 
1 
-- F .. D . uD . u < F. kF . n D.. uDk n u D u 1.J 1.YY JYY 1. J~ 1.Jy ~Y 
YY 
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at y, so by choosing S sufficiently large we obtain an estimate 
for DyyU(Y) in terms of n, ~ and iDUio; n The required 
estimate for iD2uio;n now follows by letting y range over the 
vectors el,···,en , (e.±e . )/12 , ~ ) where {el, .. ·,en } is the 
standard basis for lRn. 
II 
Remark If f is independent of p , or more generally, if flln 
is convex with respect to the p variables, the reduction of the 
global second derivative estimate to a boundary second derivative 
estimate can be accomplished more simply (see Aubin [AU), Caffarelli, 
Nirenberg and Spruck [CNS) and Trudinger and Urbas [TU1)) . Furthe rmore, 
in this case we do not need to assume that f is bounded away from 
zero, but can allow certain type s of dege ne racy, both on an and in the 
interior of n (see [TU1) and also [CKNS) for similar conditions for 
the complex Honge-Amp~re equation) . 
We now proceed to bound the Holder norms of the second 
derivatives of the solution u As before we assume the equatio n is 
written in the form (2.21). Since f is bounded away from zero, and 
we have bounds from above for the second derivatives, we also have positive 
bounds from below for the pure second derivatives D u. yy 
Consequently 
the equation is uniformly elliptic : there exist positive constants 
A , A such that for all x E n and ~ E lRn we have 
( 2 .40) < F . . (D2u(x)) ~ .~. ~J ~ ) 
We also note that the equation is uniformly concave with respect to 
the second derivatives, that is, we have 
(2.41) 
25 
for all x E n and all symmetric matrices ]Rnx n , where 
a positive constant. In fact, we may take AO = A2 . 
As with the estimation of iD2uiO; Q ' the estimation of the 
Holder norm of D2U involves several steps. We first state the 
interior estimate . 
THEOREM 2.6 
'Where fEel , 1 (n x ]Rx]Rn) i s a positive function. Then for any 
Q' cc Q ~ 'We have the es timate 
(2.42) 
'Where a E (0,1) depends onLy on n ~ i u i2 ; Q and f ~ and c 
depends in addition on diarn Q 
The proof of Theorem 2 . 6 is rather long and is therefore 
omitted. The theorem is a special case of the interior second 
is 
derivative Holder estimates for solutions of fully nonlinear uniformly 
elliptic equations proved in Gilbarg and Trudinger [GT] and Trudinger 
[TR2] . These results are an extension and simplification of earlier 
work of Evans [EV], and depend on the key assumption that the operator 
under consideration is concave with respect to the second derivative 
variables. In addition to this assumption a key matrix theory result 
of Motzkin and Wasow [MW] is used . Since we shall need this result 
later , we state it here . 
LEMMA 2 . 7 Let A (aij ) be a symmetric n x n matrix satisfying 
( 2 . 43 ) < ij a ~.~. S 
l J 
for aZ Z ~ E ]Rn ~ 'Where A ~ 1\ are positive constants. Then there 
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exist a naturaL number N ~ uni t vectors k = 1, •.. ,N , 
* * and posi t ive constants A ~ A aL L depending onLy on n ~ A and 
A such t hat 
N 
(2.44) A I I\Yk ® Yk ' 
k=l 
a 
ij 
wher e I\E lR ~ and 
* * (2.45) A < f\ < A , . k l, ... ,N . 
Furthermore~ {Yk} can be chosen to incLude the coordinate vectors 
e i ' i = l, ... ,n, and the vectors 
(e. ±e .) /12, 1 S i < j S n . 
1 J 
Interior second derivative Holder estimates for solutions of 
fully nonlinear concave uniformly elliptic and parabolic equations 
have also been proved by Krylov [KV2) . For the special case of 
equations of Monge-Ampere type , interior third deriva tive bounds have 
been obtained by several authors, notably Ivochkin a [IV1) , pogore lov 
[PG2,6), Schulz [SC3) and Caffare lli, Nirenberg a nd Spruck [CNS). 
The proofs in [PG2,6), [SC3) and [CNS) are all based on ideas of 
Calabi [CL). 
In the two dimensional case interior second d e rivative Holde r 
estimates have been derived by Nirenberg [NIl), Heinz [HE1,2,5), 
Sabitov [SA) and Schulz [SC1,2), under vario us hyp o theses. 
The next step towards a global c2 ,a estimate for convex 
solutions of (2.1) is the deriva tion o f a modulus of c ontinuity estima te 
for the second derivatives at the boundary. Such an estimate was 
proved independently by Krylov [KV3) and Caffarelli , Nirenberg and 
Spruck [CNS ). We describe the key idea in each of these proofs . 
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Kry.lov ' s method is based on a Holder estimate at the boundary for the 
normal derivative Dvv of a solution of a linear uniformly elliptic 
equation 
(2.46) 
with flA. bounded, and 
ij 
a D .. v 
~J 
suitable 
f in n , 
regularity 
ul an where A. is the minimum eigenvalue 
estimate is then applied to the tangential 
hypotheses on n and 
of (aij ) This 
gradient , relative to 
of a convex solution of (2 . 1), yielding a Holder estimate for the 
trace of the mixed normal-tangential second derivatives . 
The key idea of Caffarelli, Nirenberg and Spruck is quite 
an 
different. They prove that if v is a supersolution of (2. 46 ), and 
in addition, for some flat boundary portion T of an 
, 
convex, then the tangential gradient of v restricted to T satisfies 
a logarithmic modulus of continuity. After locally flattening the 
boundary, this estimate is applied to D u + klxl 2 for sufficien tly 
v 
large k , where D u is the normal derivative of the solution u 
v 
the transformed equation with respect to the inner unit normal to T 
and yields a logarithmic modulus of continuity for the trace of the 
mixed normal-tangential second derivatives. Notice that this method 
first requires a one sided bound on the mixed third derivatives, 
D ul > - C , 
TTV T 
where T is any direction tangential to T. 
The proof we present here is that of Krylov , although we 
of 
, 
incorporate some simplifications of Caffarelli which enable us to work 
in ~n, rather than adding four new variables as Krylov does . 
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We shall assume that an is c2 ,1 and ~ E C2 ,1(Q) . 
Fixing a point Xo E an , and performing a coordinate transformation 
and subtracting from u , we may assume that x = 0 o 
flat in a neighbourhood of 0, that is, for some R > 0 , o 
B+ n n B (0) c 
RO lR: 
{x E lRn x > o } , 
n 
T an n BR 
0 
(0) c a lRn 
+ 
{x E lRn x 
n 
o} , 
and also, u = 0 on T . The transformed equation 
(2.47) ~ 2 F(x,u,Du,D u) o , 
is then also uniformly elliptic. 
is 
If we now differentiate (2. 4 7) in any dire ction Y in lRn, 
we obtain 
(2. 48 ) 
so that w 
F . . D . . u + F D. y u + FZDy U + Fy ~J ~JY P i ~ 
o , 
D u satisfies a uniformly elliptic equation of the form 
y 
ij 
a D .. w f, 
~J 
where f is bounded. 
We now come to the key lemma of Krylov. 
LEMMA 2 . 8 Let u E w2 ,n (B+) loc 
n cO (B+) be a so~ution of 
Lu ij a D . . u f -z-n B+ 
~J 
( 2.49 ) 
u 0 on T , 
29 
where (aij ) satisfies 
( 2.50) ij I 12 S a (x) ~.~. S A ~ 
1. J 
~o"" a 77 x E B+ and t" E JRn . h ' d A ·t . J' ~ vv S J were A an are pos~ ~ve 
constants~ and f is bounded . Then for any R S RO/8 and 
o E (0,1] ~ we have 
( 2 .51) osc D u(x' , 0 ) 
I x ' I <oR n 
S COO [OSC(u/x ) + R SUplf l] , 
. B+ n A B+ 
where ° E (0 ,1) and C > 0 depend onZy on n and A/A . 
Proof For R S RO/4 and a E (0 , 1] , we define 
B R,o 
{x I x ' I < R , 0 < x < OR} , 
n 
so that BR,o cc B+ U T • We assume first that u ~ 0 in B+ and 
set v = u /x 
n 
Standard barrie r arguments as described for example 
in Gilbarg and Trudinger [GT], Chapter 14 , show that v is bounded 
near T. We first prove the following assertion : there exists 
a = o(n,A/A) > 0 such that 
(2 .5 2 ) inf v 
Ix'I <R 
Xn=oR 
S 2 [Binf v + 
R/2,0 
To prove ( 2 . 52 ) it is convenient to normalize so that R = 1 and 
K inf v = 1 . 
Ix'I <R 
x =oR 
n 
We consider in Bl , o the barrier function 
30 
A computation yields 
Lw 
n-l 
- 2 L 
i=l 
ii 
a x 
n 
n-l 
- 2 L 
i=l 
in 
a x. 
l 
+ 2 (1 + sup! f ! J 
,,/6 
~ _ 2 n~l aiio _ 2 (n-l) A + 2 (1 + SUPlflJ " 
i=l ,,/6 16' 
~ f 
for 0 sufficiently small, depending o nly o n nand A/" 
we have w = 0 , and on {x x = o} 
n 
w = 
nn 
a 
On T 
while 
on {x: I x ' I = l} we have w ~ 0 ~ U so by the Aleksandrov 
maximum principle we obtain w ~ u in 
have 
lx ' 12 + (1 + SUPlfl) ~ 1 -v 
,,/6 
~ 1 suplf! 2 
" 
for 0 sufficiently small. 
and hence 
inf v 
Bl / 2 , 0 
1 ~ 2 
Thus 
Thus on we 
(x - 0 ) 
n 
If: 
. Retu rning to our original normalization we obtain (2 . 52) as required . 
We now define 
{x I x ' I < R , oR/2 < x 
n 
< 30R/2} . 
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We compute 
n 
aijD .. v 
n D.v 
I I in ~ nn v f Lv + 2 a - a ~J x 2 x i, j=l i=l n x n 
n 
and hence, by the Harnack inequality ([TR), Corollary 10), and a 
standard chaining argument, we deduce that there exists a positive 
constant C, depending only on n and A/A , such that 
(2.53) 
by ( 2 .5 2). 
sup v S 
* 
BR/ 2 ,0 
C [inf v + R SUi1fl] 
* 
BR/ 2 ,0 
< C [ inf v + R S~plfl] 
Ix'I<R 
x =CR 
n 
We now drop the assumption u ~ 0 and set M sup v 
B 
2R,0 
and m inf v 
B2R ,0 
Applying ( 2.53) to M - v and v - m, and 
adding the resulting inequalities we obtain 
(2.54) osc v S 
BR/ 2 ,0 
y[osc v 
B 2R,0 
+ A ' CR supl f I] 
where C > 0 and y < 1 depend only on n and A/A . From (2.54) 
we deduce that for all R S RO/8 and a E (0,1) , we have 
(2.55) 
for some a E (0,1) and C > 0 depending only on n and AlA . 
Restricting to T, we obtain (2 .51) as required. 
II 
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Returning now to the equation (2.48), we see that Lemma 2.8 
yields a Holder estimate for the trace of D. u on T ln for all 
i=l, ... ,n-l Since the equation is uniformly elliptic, we can 
solve for 0 u and obtain a similar estimate for the trace of 0 u 
nn nn 
on T Going back to our original equation we obtain the following 
result. 
THEOREM 2.9 Let u E C3( ~ ) n C2( ~ ) be a convex solution of (2 . 1) 
in a bounded c2 ,1 domain ~ in where i s 
Then for all x,y E a~ we have 
(2.56) 
where a E (0,1) and c > 0 depend only on n , ~ , l u I2 ; ~ ' 1<p12 , 1; ~ 
and f 
We next prove a Holder modulus of continuity for at 
each point of a~ . First, differentiating the equation (2.21) 
twice in a direction Y in lRn and using (2.41), we obtain 
( 2 .57) F .. D .. u lJ lJYY - F .. knD .. UDkn U + gyy + 2g 0 U lJ, k lJy l'v Y yz Y 
2 
+ 2g D. u + g (0 u) + 2g 0 uD. u 
YPi lY zz Y zPi Y lY 
+ g D. uD . u + g 0 u + g D. u 
p.p. lY JY Z YY Pl' lYY 
1 J 
~ - c , 
where C depends on n,luI2;~ and f . 
We now apply the following lemma, more general versions of 
which are proved in Miller [ML]. 
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LEMMA 2 .10 Let n be a c2 bounded domain in lRn and 
(2.58) Lu 
some a E (0,1) . 
(2.59) 
ij 
a (x) D .. u ~ f lJ 
u = <P 
in n 
on an 
Then for all Xo E an and x E n we have 
where c depends only on n, A , A , n , I u 10 ; n ' I f l o i n and [ 1 a i n 
Proof Let we may assume that x = 0 o and 
Let B BR(y) be an exterior ball at 0, and consider the barrier 
function w given by 
where K = [<p ]a.n ' d 
, 
be chosen. Denoting 
d(x,aB) and A is a positive constant to 
trace (aij ) by T, we compute 
ij 
a D .. w lJ I l
a-2 I la-4 ij aKTx +a(a -2)Kx a x.x . 
l J 
provided d S R/2 . Taking £ E (0,R/2 ] so small that 
2aA (n-l) £ 
R 
a(l-a)A S 4 
and 
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1 a-2 
- ~(l-a)AE ~ f 
ij ~ a D .. u, 
1J 
and then choosing A ~ 1 so large that 
aKT < a(l - a)A 
A 4 
and 
we obtain aijD . . w ~ aijD .. u in N = {x En : d < E} and w ~ u 
on aN 
E 
1J 1J E 
so by the comparison principle we have w > u in N 
E 
We therefore obtain (2.59) as required. 
From Lemma 2 .10 and Theorem 2.9, we deduce that for all 
Xo E an and x En , and any direction y in ~n, we have 
(2 . 60 ) D u(x) - D u(xO) ~ clx-xola , yy yy 
where a E (0,1) and C > 0 depend on the same quantities as in 
(2.56) . 
To obtain an estimate from the other side we use the equation 
(2.21) and Lemma 2.7. By the concavity of F, and by Lemma 2 .7, 
we have 
II 
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(2.61) 
2 F .. (0 U(XO)) (D . ' U(XO)-D .. u(x)) lJ lJ lJ 
2 2 S F(D U(xO)) - F(D u(x)) 
where C depends on n,luI 2 ; n and f . Choosing the directions 
Yl' ... 'YN in accordance with Lemma 2.7, and combining (2 . 60) and 
(2.61), we obtain 
(2 . 62) 
for all Xo E an and x E n , where C and a depend on the same 
quantities as in (2.56). 
Finally, to prove the global Holder estimate, let x , y E n 
and 2d = d(y,an) • If Ix-yl S d 2 , then by (2.42) 
while if Ix-y l > d 2 then letting z E an be such that 2d Iy-z I , 
we have by (2.62) , 
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ID2U(X)-D2U(y) I s ID2U(X)-D2U(Z) I + I D2U (z) _D2U (y) I 
s C(lx-zIU+lz-yIU) 
S C(lx_yIU+lz_yIU) 
S Clx_yIU/2 
We have therefore proved the following global estimate. 
THEOREM 2 . 11 Le t U E C4 (Q) n C2( ~ ) be a convex soZution of (2.1) 
'Z-n a bounded c2 ,1 domain Q in JRn wher e 
Then we have 
(2.63) 
where U E (0,1) and c > 0 depend onZy on n, Q , lu I 2 ; Q ' 14'1 2 ,1; Q 
and f 
Remarks (i) It is not necessary to use (2. 41) as we have done. 
We may instead use only the concavity of F to deduce 
(2.64) F . . D. . u - g D. u ~ - C 1J 1Jyy Pi 1yy 
in place of (2.57), and then only slightly modify the barrier 
argument to obtain (2.60). 
(ii) We note also that Lemma 2 . 8 can be modified to hold for 
linear operators L of the form 
(2.65 ) Lu ij i a (x)D . . u + b (x)D . u + c(x)u , 1J 1 
where (aij ) satisfies (2.50), Ibl and lei are bounded and 
c S 0 
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(iii) Global second derivative Holder e stimates for convex 
solutions of Monge-Ampere equations in two dimensions were established 
by Nirenberg [NIl], and more recently by Schulz (SC5]. 
We have now established all the e stimates we need to apply the 
method of continuity. However, several of the estimates have 
required the solution to lie in the space C4 (Q) Elliptic 
regularity theory ([GT], Lemma 17.16) e nsures that if u E C2 (Q) is 
solution of 2 f(x,u,Du) in Q where f is a convex det D u = a 
positive function in ck-l,l (nx lRXlRn) , k > 1 then u E wk+2 , P (n) 
-
, loc 
for all p < 00 , while if f E Ck, Cl (nx lRx lRn) , k ~ 1 , Cl E (0,1) 
then u E Ck+2 ,Cl( Q) . Thus if we assume fEel, 1 (nx lRxlRn) , then 
convex solutions are in fact in for all 
Cl E (0,1) and p < 00 
We note also that by the Aleksandrov maximum principle the 
requirement u E C4 (Q) can be weakened to u E W4 ,n( Q) in "Theorems loc 
, 
2.6 and 2 .11 and u E W4
1
,n( Q) n C3 (Q) in Theorem 2 . 5 . 
oc 
Alte rnatively, 
we can approximate f by smooth functions in the following existence 
theorem. 
THEOREM 2.12 Let Q be a c3 ,1 uniformly convex domain in 
f ~ 0 and the structure conditions (2.7)3 (2 . 8 ) and (2.13) for 
z 
f3 = 0 . Then the classical Dirichlet problem (2 .1) has a unique 
convex solution in c 2 ,Cl(n) for some Cl E (0,1) . 
'Proof We may assume that ~ is uniformly convex. To 
apply the continuity method we require uniform bounds, independent 
of t, for the C2 ,Cl norms of the solutions of the Dirichlet 
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problems (2.2). By virtue of the above estimates , we therefore 
conclude the existence of a unique convex solution in c2 ,u(n ) of 
(2.1) . II 
Remark An examination of the estimates above shows that the c3 ,l 
bounds for ~ and an are used only to prove (2.30). In the case 
~ = 0 on an we can estimate ID ul more simply, where vv O;an 
v is the inner unit normal to an . For from (2. 20) , we easily obtain 
on an , 
and hence also 
and 
where T is any direction tangent to an at Xo E an , and Cl , C2 
and C3 depend only on n 
, n , lul li n and f Using 
a straight-
forward approximation we therefore deduce the case ~ = 0 on an in 
Theorem 2.12 under the weaker hypothesis an E c
2
,l 
Theorem 2.12 is proved in Gilbarg and Trudinger [GT], in the 
case n is c3 ,l and ~ o and in Caffarelli, Nirenberg and 
Spruck [CNS] in the case n is c3 ,l, ~ E C3 ,l(Q) and u=n, 
-S = 0 and N = n in the structure condition (2.13 ). Notice that 
this last hypothesis automatically implies (2 .7) and (2 .8), although 
this is not used in [CNS). The case u = n + 1 can easily be obtained 
from the results in [CNS] by using the c2 ,u(n) estimates established 
above , and in particular, Theorems 2.1 and 2.3. The special case f = f(x) , 
~ = 0 is also proved in Krylov [KV4]. The existence of globally 
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smooth convex solutions of the Dirichlet problem (2.1) is also prove d 
in Ivochkina [IV3]. She obtains the result of Caffarelli, Nirenberg 
and Spruck mentioned above, under slightly stronger regularity 
hypotheses, as well as results for the case a > n in (2.13). In 
this case however, she needs to assume a restriction on the size of 
1 ~ 12ian ' and therefore does not obtain the solvability of the 
Dirichlet problem for arbitrary smooth boundary data. 
2.3 The Homogeneous Monge-Ampere Equation 
In this section we are concerned with the Dirichlet problem for 
the homogeneous Monge -Ampere equation, 
(2. 66) 2 det D u 
° 
u = ~ 
in n , 
on an . 
As will be seen in the following section, the existence of a 
sufficiently smooth convex solution of (2.66) is a key ingredient 
in our derivation of interior second derivative estimates for convex 
solutions of Monge-Ampere equations. We will prove the following 
result, which is taken from Trudinger and Urbas [TU2]. We have been 
informed that a similar result has been proved by Bedford and Taylor. 
THEOREM 2 .13 Let n be a cl ,l uniformly convex domain in 
Then there exists a unique convex solution 
' u E cl,l(n ) n CO,l(Q) of the Dirichlet problem (2.66) 
The existence of a unique convex generalized solution of (2.66 ) 
was proved by Rauch and Taylor [RT] under the weaker hypotheses that 
is bounded and strictly convex and ° -~ E C W) • Geometrically, 
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the graph of u is the lower boundary of the convex hull of 
graph (cp l cW ) 
To prove that u E CO,l( Q) we can assume without loss of 
generality that cp is convex, so that cp is a lower barrier for u. 
Also, using the convexity of u, we have 
u(x)-u(y) < I I 
Ix- yl Dcp o;n 
for all x E n and yE an . W~ thus obtain a global gradient bound 
for u. 
It now remains only to prove that u E cl,l( n ) This will 
be carried out in the following l e mmas. We let M = graph(ul n ) , 
aM = M n ( anx JR) , and for E c JRn+l we denote the convex hull of 
E by conv(E) If x , y E JRn+l , [x, y ] denotes the closed line 
segment joining x and y 
LEMMA 2 .14 Let T be a supporting hyperplane of M at ~ EM . 
Then 
( 2 .67) T n M conv (Tna M) . 
Proof For convenience we assume that u(~) = ° and 
T {x E JRn+l : xn+l = O} Then T n M = {x E n : u(x) O} and 
-
T n aM = {x E an u(x) O} Clearly , conv (Tn aM) c T n M . 
Suppose y E T n M - conv (Tn aM) Then there is an n - 1 
, dimensional plane S e T passing between y and conv(TnaM) such 
that d(y,S) > 0 and d(S,conv(TnaM)) > ° Let S+ and S 
denote the half spaces in JRn associated with S We may assume 
tha t S = {x E JRn : xl = O} and S - = {x E JRn: xl < O} . Assume 
also that conv(TnaM) c S Then for some £ > ° we have u > £ 
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on and u ::: 0 on S n an Hence for Q > 0 sufficiently 
small, Q = {x E JRn+l: QXl - xn+-l = o} is a hyperplane containing 
S, Y E {x E JRn+l : QXl - x > o} and n+l 
I n+l graph (<jl an) C {x E JR : QXl - xn+l < o} Thus Y f cOnv(graph(<jllan » , 
which is a contradiction. 
LEMMA 2.15 For each I:, E M there are l:l E aM and l:2 E H such 
that 
( 2 . 68 ) 1 
n+l 
Proof Let T be a supporting hyperplane of M at I:, . Then by 
Lemma 2 .14 , we may choose n + 1 points 1:,1, ... , l:, n+l in T n aM 
}n+l such that I:, E conv{ 1:, . . 1 
~ ~= 
From t hese points we may choose k 
such that f, E int conv{I:,.}~ 1 ' 
~ ~= 
where 
int conv{ l:, i}~=l denotes the k - 1 dimensional interior of the 
k 
simplex P = conv{f,i}i=l 
Let n . be the unique point in ap such that f, E [I:, . n. 1 ~, ~ ~ 
Since I:, E int P , we have ni t int F . for some face F. of P ~ ~ 
and no two n · lie in the same face. We will show that for some ~ 
l:l = I:, i and l:2 = n· satisfy the conclusion of the lemma . ~ 
Suppose this is not the case. Then 
I:, E G. 
~ 
{x E P 1 d (x, F .) < +1 d ( I:, . , F . ) } 
~ n ~ ~ 
, 
i 
for all i = l, ... ,k. For each j = l, ... ,k, n G. is a k - 1 
ir!j ~ 
II 
, 
1 dimensional parallelogram with side l engths n+l d(l:,i ,Fi ) for i r! j , 
and 1:,. E n 
J . ~. ~TJ 
F. C 
~ 
G. 
~ 
is a vertex of this parallelogram. Thus 
and hence 
Sununing over j 
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1t,;- t,;J. 1 < 11 I d(t,;.,F.) , 
n+ ir!j ~ ~ 
d(t,;. ,F .) 
J J 
from 
< 
1 k 
1 I d(t,;. , F . ) • n+ i=l ~ ~ 
1 to k we obtain a contradiction , 
proves the lemma. 
which 
II 
LEMMA 2 .1 6 If Xo E n and x E B {x E n Ix- xo l < 1 d(Xo, an )} 3 (n+l) 
we have 
( 2 . 69 ) 
where C depends only on n , 1~l l,l; n ' diam n , d(xo, an ) and a 
positive lower bound R on the principal radii of curvature of an . 
Proof Let r;l E aM and r;2 E M be the points associ~ted with 
Assume for convenience that 
(0,0) . Let ~ : n - {o} + an be the radial retraction . 
Then we clearly have for x E n - {o} 
( 2 .70) Ixl s I ~ (x) I ' 
and by Lemma 2. 1 5 , 
( 2 .71) 
If x E B ' {x E n 
, 
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( 2 .72) 
and also, from (2.71), 
(2.73) 
< 
2 (n+l) 
d (xO' (1St ) , 
Assuming initially that and 2 -<p E C W ) , we d ef ine 
w n"* lR by 
11/I~:~ I <p (1/I (x)) if x I 0 
( 2 .74) w(x) 
o if x = 0 . 
Geometrically, the graph of w is the cone with base graph (<p 1 an) 
and vertex (0,0) Clear l y , w E c 2 (n - {0} ) , and u S w in n 
by the convexity of u . Consequently, the graphs of u and w 
are tangent at xo whence u is diffe rentiable there with 
Furthermore, differe ntiating ( 2 . 74) twice, and 
using (2 .70) and (2.73), we obtain 
(2.75) 
We now proceed to obtain a bound for 11/I 12;BI . Clearly, we 
To obtain derivative bounds it is convenient 
to use polar coordinates . We write 
( 2.76) 
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where 8 l , ... , 8n _ l are the angular variables. 
11 - {O} , 
( 2.77 ) 
and 
( 2 .78) O .. 1jJ lJ 
0.1jJ 
l 
Then we obtain in 
Let v be the outer unit normal to an at 1jJ (x) , and T 
the tangent n - 1 plane to an at 1jJ (x) Then 
(2.79) ~ _ d(O ,T) 
11jJ (x) I - 11jJ (x) I 
d (x, arn ~ --,---'----::-'-diam n 
Using ( 2.72) , (2.73) and (2 . 79) we obtain from (2.77) t he e stimate 
(2.80) 
and from (2.78), also using 
( 2 . 81 ) 10 8 8 ~lo . B ' ~ C(n,R,d(xO,an )) , k £, , 
we obtain 
( 2 .82) 
We thus obtain a bound for 1",1 and hence 
'I' 2iB ' 
(2 . 83) 
where C depends on n, R , diam n , d(xO , an ) and 1<p 12 i n . 
45 
Now let {n} be an increasing sequence of C2 uniformly 
m 
convex subdomains of n , 
of functions converging in 
w (x) 
m 
Let w 
m 
o 
and a sequence 
to ~ , a < 1 , and satisfying 
n + JR be the function defined by 
if x'/o 
if x = 0 , 
where ~ : n - {a} + an is the radial retraction. 
m m 
For m 
sufficiently large, we have uniform bounds for ID2w I where 
m O;B 
B = {x E n : I x-xo I < l d(x an)} and therefore since w 3 (n+l) 0' , m 
converges to w in Cl, a (S'i - {O}) , a < 1, we obtain w E Cl ,l (S'i _ {O} ) 
and 
(2.84) [Dwll;B S C , 
where C depends on n , R , diam n , d (xO I an) and I ~ 11 , 1; n . 
We can now obtain the conclusion of the lemma by Taylor's 
theorem and the fact that Dw(XO) = DU(XO) 
We are now ready to complete the proof of Theorem 2 .13 . Let 
y be a unit vector in JRn, and form the second order difference 
quotient of u with respect to y , 
(2.85) lIh u(x) 
yy 
1 
-- {u(x+hY) + u(x-hy) - 2u(x) } . 
h 2 
Then for each n' cc n , we have, by Lemma 2 .16 , for all h > 0 
sufficiently small, 
( 2.86) s C . 
II 
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Hence we can extract a subsequence {h } converging to zero such 
m 
* 00 
h 
t hat tJ. mu 
yy converges in the weak topology on L (n ' ) to a function 
00 
w E L (n ') y Thus it follows that the distributional derivative 
D u yy is representable by a function in Since y is an 
arbitrary direction in ~n , we conclude that u E cl , l(n ) and 
for each n ' cc n , 
(2 . 87) 
where C depends only on n, R , diam n , d (n ' , an ) and I m I 
't' l,l; n . 
Finally, it is evident from the estimate (2. 87 ) and Lemma 2 . 15 
that u is in fact a strong solution of the equation 2 det D u = 0 . 
2.4 Interior Second Derivative Estimates 
This section is concerned with interior second derivative 
estimates for convex solutions of Monge-Ampere equations . Such an 
estimate was proved by Pogorelov [PG3,6] for the equation 
( 2 . 88 ) 2 det D u f(x) 
under the restriction that u have affine boundary values and 
Pogorelov's method was subsequently extended to 
equations of the form 
(2 . 89 ) 
where f 
2 det D u f(x,u,Du) 
is a positive function in 1 1 n C ' Wx~x~) by Lions [LI1,2] 
and Gilbarg and Trudinger [GT] . A different approach , allowing 
II 
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weaker regularity hypotheses on f , was given by Ivochkina [IVl). 
In the two dimensional case , interior second derivative estimates for 
convex solutions of (2 . 89) were proved by Heinz [HE2 , 5) , Pogorelov 
[PGl , 5) , Sabitov [SA) and Schulz [SC2). An interior second derivative 
estimate for solutions of the complex Monge-Ampere equation was 
recently proved by Schulz [SC4). We will prove the following 
estimate of Trudinger and Urbas [TU2). 
THEOREM 2. 17 Let n be a cl,l uniformly convex domain in ~n 
Then 
if u E c 4 (n ) n CO(Q) is a convex solution of the Dirichlet problem 
(2.1)~ we have for any n ' cc n ~ 
(2 . 90) 
depends only on n, n , n ' , 1 <p 11 , 1; n ' f, 1 u 1 0 ; n 
modulus of continuity of u on an . 
where c and the 
Proof The proof is somewhat similar to the proof of the global 
second derivative estimate, Theorem 2.5. As in Theorem 2 . 5, we 
write the equation in the form ( 2 . 21). 
We now fix n ' cc n and set 0 = d(n ' ,an ) , 
{x E n : d(x,an) > o} and n'" {x En: d(x,an ) > 0/2} . 
We first prove a lower bound for inf (v-u) , where v is the 
nil 
convex solution of the Dirichlet problem ( 2 . 66). 
and for 0 > 0 set 
We have D .. 1/I 
1.J 
1/1 (x) 1/1 (x) 
o 
200 .. 1.J 
2 12 
- 0«0/2) -Ix-xo ) . 
so 
Let x E nil o 
where M 
sup 
n'" 
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n 
Cl (n) I k=l 
We also have 
by the convexity of u, and hence 
inf f(x,u,Ou) ~ A > 0 , 
n il, 
k n - K 
(J M 
where A is a constant depending only on l u lo ; n ' 0 and f. 
Choosing (J > 0 so small that 
n 
Cl (n) I k=l 
k n - k 
(J M ::: A , 
and using the comparison principle , we obtain v - u ~ - ~ in 
(2. 9 1) inf (v-u) 
n il 
2 ~ (J (0/2 ) • 
We now consider the function 
in the set n 
e: 
n 
+ (v-u-e:) 
{x En : n(x) > o} . Setting 1 2 e: = ~ (0 /2 ) , we 
have n il cc n 
e: 
and we can estimate d( n , an ) from below in terms 
e: 
of e: , lovlo; n and the modulus of continuity of u on an . We 
then have 
( 2 . 92 ) sup loul ::: C2 ' 
n 
e: 
and hence also 
(2.93) 
and 
(2.94) 
where 
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inf f(x,u,Du) ~ C3 > 0 Q 
E 
sup (IDg(x ,u,DU) 1 + ID 2g(X ,U, DU) I) SC4 ' Q 
E 
and depend on 
d( Q', aQ ) , f and the modulus of continuity of u on aQ . Here 
we have used the estimates of the p revious section to r emove the 
dependence on v 
We now consider, in the set Q 
E 
w nh(Du)D u, yy 
the function 
where y is a direction in lRn and h is g iven by ( 2 . 37) . 
( 2 .3 8 ) we obtain 
and 
D. w 
l 
W 
D .. w 
..2:.L = 
w 
D. wD .w 
l J 
2 
w 
D . . n D.nD.n 
+..2:.L_ l J 
n 2 
n 
+ 
D. . u lJyy D. uD. u lYY JYY 
D u yy (D u) 2 
YY 
and from (2 .35 ) and (2 .39), we obtain 
Using 
(2.95) 
obtain 
-1 (nh) F .. D .. w lJ lJ 
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{
F . . D .. n F .. D. nD . n 
> D U lJ lJ _ lJ l J 
YY n 2 
n 
+ Slm + SF . . D .. kUD U} lJ lJ k 
1 
+ F·kF·nD . . UDk n U l J '" lJY "'Y - ----D U F .. D. uD . u + D 9 . YY lJ lYY JYY YY 
Next, using the estimates (2.92 ), (2.93) and (2.94), we 
SD uFo .D. 'kuDku + Dyyg YY lJ lJ 
SDkUD u(g +g DkU+g D. ku) YY Xk Z Pi l 
2 
+ gyy + 2g D u + 2g D. u + gzz(DyU) yz Y YPi lY 
+ 2g DuD. U + 9 D. uD . u + gzDyyU + 9 D. U ZPl' Y lY p .p. lY JY p. lYY 
l J l 
where C5 depends on the same quant.ities as C2 ' C3 and C4 
In order to handle the other terms we proceed as in the proof 
of Theorem 2 .5, namely, we regard w = w(x,y) as a function on 
n
E 
x aBl (O) and suppose that w takes a maximum value at a point 
yEn 
E 
2 o u(y) 
and direction y, and then rotate coordinates so that 
is in diagonal form with maximum eigenvalue D u(y) . 
YY 
have, by the convexity of v, 
F .. D . . n F . . D .. v - F .. D .. u lJ lJ lJ lJ lJ lJ 
:: - n , 
We 
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and furthermore, since Dw(y) = 0 , 
F .. lJ 
D. nD.n 
l J 
2 
n 
at the point y . Also, 
2 
n 
lYY t
D
. uJ 2 
Fii ~
YY 
- 2(3 
O 1 u {L F . . (D . u) 2 + F . . 0. uD. u} YY ify II lYY lJ lYY JYY 
n 
L 
2 F F .. (D . u) + yy II lyy 
i,j=l 
2 F .. F . . (D .. u) II JJ lJY 
n 
L 
i=l 
2 F F . . (D. u) yy II l yY 
at y, by virtue of our choice of coordinates . 
D . nO.u 
l l 
n 
Taking the above 
estimates into account in (2.95), and choosing (3 sufficiently large, 
we obtain at y , 
where C6 and C7 depend on the same quantities as C2 ' C3 ' C4 
We now assert that the righthand side of (2 . 96) is non-
positive at y If not, then for some K , T > 0 we have 
F .. O .. W ~K in B (y) ceQ lJ lJ T £: 
we have F .. D .. (w_plx_yI2) ~ 0 lJ lJ 
Thus for p > 0 s ufficiently small, 
in B (y) and w - pi x-y 12 has a 
T 
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strict maximum at y . This contradicts the strong maximum 
principle ([GT] Theorem 9 . 6 ), and we therefore obtain 
and hence 
where and C9 
sup w < C9 ' 
rl 
E 
depend on the , same quantities as the previous 
constants . Finally, using (2.91) and a suitable choice of directions 
y we obtain the estimate (2.90) as required. 
II 
Remarks (i) When ~ vanishes on arl , we can assume that rl is 
an arbitrary bounded convex domain in JRn . 
(ii) As in the earlier estimates , we do not need to assume 
that u E c 4 W) Instead we may assume 
the assumptions on f automatically ensure such regularity for 
classical solutions 2 ° -u E C W) n C W) . 
(iii) The hypotheses on ~ can be weakened slightly. From 
our proof of Theorem 2.13 it is clear that ~ need only satisfy a 
one sided bound 
~ (x) < ~(y) + D~(y) • (x-y) + clx-yl2 
for all x,y E arl . 
(iv) In the case n = 2 we have the following result : 
if u E C2 ,u(rl) n CO(Q) is a convex solution of (2. 89) with 
f E CO,u(r.xJRxJRn) 't' E (0 1) " pos~ ~ve, u , , then for any rl ' cc rl , 
we have 
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(2.97) 
where C depends only on a , lulo; n ' f and d( n ' , an) (see 
Sabitov [SA] and Schulz [SC2]). The proof of (2.97) uses results 
of Heinz [HE3] which are valid only in two dimensions. 
2.5 Further Existence Theorems 
The interior estimate established in the preceding section 
enables us to deduce existence theorems under weaker hypotheses than 
in Theorem 2 .12. 
THEOREM 2 . 18 Let n be a cl,l uniformly convex domain in ~n 
f ~ ° and the structure conditions (2.7)~ ( 2 . 8 ) and (2 .13 ) . 
z 
Then 
the classical Dirichlet problem (2.1) has a unique convex solution in 
c2 (n ) n CO,l(Q) . 
Proof Let {f} be a sequence of bounded functions in Cl,l( nX~X~n ) 
m 
satisfying ° < f Sf, m f ~ ° m,z and f = f m fo r 
1 d (x, an ) > - , 
m 
Izl + Ipl < m , 
to ~ 
{~} a sequence of functions in C3 ,l( Q) 
m 
for a < 1 , and satisfying 
converging 
and {n2 } an increasing sequence of c
3
,l uniformly convex subdomains 
of satisfying n 2 cc n 
and By Theorem 2 .12 there 
exists, for each m, a sequence {u
m2 } of convex solutions of the 
Dirichlet problems 
2 det D u
m2 
u 
m2 
f (x,u o ,Du 0 ) 
m m"" m"" 
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Using the global bounds Theorems 2.1 and 2.3, and the interior 
estimates Theorems 2.6 and 2.17, we obtain a subsequence converging 
in C2 (n ) to a convex solution urn of the Dirichlet problem 
u 
m 
f (x,u ,Du ) 
m m m 
on an . 
in n , 
Using Theorems 2.1 , 2.3, 2.6 and 2 .17 again we obtain a subsequence 
of {u} converging in C2 (n ) to a convex function u E C2 (n ) n CO,l( Q) 
m 
solving the Dirichlet problem (2.1). 
II 
In the following theorem we prove the solvability of the 
classical Dirichlet problem in the case S S - 1 in the structure 
condition (2.13). In this case we cannot generally obtain a bound 
for the solution using Theorem 2.1. Indeed, as the results of 
Cheng and Yau [CY2] show, the gradient image of the solution may be 
all of :rn.n . Instead, we construct a global sub solution as in [CY2]. 
THEOREM 2.19 Let 
and <p E Cl,l(~) 
satisfying f ::: 
° z 
(2.98) 
n 
Let 
and 
be a cl,l uniformly convex domain in :rn.n 
f E cl,l (nX JRx:rn.n ) be a positive function 
for all n (x, z , p) E n x :rn. x :rn. , 
wher e ~ is positive and nondecreasing3 a E [O,n) and 
S > a - n - 1 are constants 3 and d = d(x,an) Then the 
classical Dirichlet problem (2 .1) has a unique convex olution in 
If S = - 1 3 
then u E CO'Y(Q) for all Y E (0,1) If S E (a-n-l,-l) 3 then 
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(n+l+ B- a ) / (n-a ) . 
Proof As before we may assume that ~ is convex . Let 1jJ be a 
uniformly convex defining function for n , i . e. , 1jJ E Cl , l(lFt) 
n = {x E n o} and I01jJ1 f 0 an JR : .1jJ (x) < on . Suppose that the 
minimum eigenvalue of 021jJ is bounded from below by a positive 
constant A • By replacing 1jJ by a large multiple of itself , we 
may assume that for some a > 0 we have 
(2 . 99) 
and 
(2 . 100) 
inf (- 1jJ ) ~ 1 
n 
a 
inf I 01jJ I ~ 1 , 
n - n 
a 
where na = {x En: d(x, an ) > a} 
Now consider the function 
o 
w ~ - A(- 1jJ ) , 
where A > 0 and 0 E (0 , 1 ) are constants to be chosen . We have 
(2 . 101 ) 
We may assume that B SO . Then for some constant K , depending 
on n , 1jJ and B, but independent of lo2 1jJl o; n ' we have 
(2 . 102 ) dB S K( _1jJ ) B . 
On Q - Q 
a 
(2.103) 
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we have by (2.100), 
while from (2.98), (2.100) and (2.102), we obtain for x E Q - Q 
a 
(2.104 ) f(x,w,Dw) S ~(M)dS(1+lowI2)a/2 
S 2a/2~(M)dS(1+1~12+(AO)210~12(_~)2( 0 -1» a/2 
S 2a~(M)K(AO) a (s~pl o~I Ja(-~ )a( 0 -1)+S 
where M supl <p 1 provided 
aQ 
(2.105) (M)2 inf( (_~ ) 2 (0-1» :: s up (l+1 ~ 1 2 ) 
(2 .106) 
and 
(2.107) 
On Q 
a 
Q- Q 
we have 
Q 
a 
det 02w :: (AO)nAn inf ((_~ )n( O -l» 
Q 
a 
We first consider the case S = - 1 . 
n(o-l) - 1 < a(o-l) + S for all 0 E (0,1) 
We then have 
We therefore fix 
o E (0,1) and then choose A > 0 so large that ( 2.105) holds, on 
Q - Q we have 
n. 
(2 . 10B) 
and also, 
(2.109) 
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(AO)nAn inf «_~)n( O -l)) 
n 
a 
~ 2"/2, (M)as {1+[s~pl~ll2+(A,)2S~p(ID'12(_. ) 2 ( ' - 1))}"/2 
a 
We then have 
(2.110) det D2w ::: f(x,w,Dw) in n , w \j) on an I 
Now conside r the case S E (a - n-l,-l) . We now fix 
° = (n+l+S- a )/(n-a ) and choose A > ° so large that (2 . 105) a nd 
(2 . 109) hold, and also 
( 2 .111) 
We then once again obtain (2.110) with w E CO, o (Q) We have 
therefore constructed a global sub solution of (2 .1 ) in each case . 
Now l et {f} c Cl,l( nx mxmn) be a sequence of bounded 
m 
positive functions such that f ~ f 
m 
f ::: ° and m,z f m f for 
d(x,an) > !, Iz l + Ipl < m 
m 
By Theorem 2 . 1B there is a unique 
convex solution u E C2 (n ) n CO,l(Q) of the Dirichlet probl e m 
m 
(2 . 112) 
u 
m 
f (x,u , Du) in n , 
m m m 
on an , 
and u > w . 
m 
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From Theorems 2 . 6 and 2 .17 we obtain uniform bounds 
for for each Q' cc Q . Thus a subsequence of {u } 
m 
converges to a unique convex solution u E C2 (Q) n cO(n) of the 
Dirichlet problem (2.1). The Holder continuity of u is evident . 
Finally, the global Lipschitz continuity of u in the case 
8 > - 1 is proved in Theorem 2 . 3. 
For the special case of the equation of prescribed Gauss 
curvature, Theorem 2.18 implies the following. 
COROLLARY 2. 2 ° Let Q be a cl,l uniformly convex domain in 
~ E cl,l(n) and K a positive function in Cl,l(Q) satisfying 
(2.113) 
and 
(2.114) K(x) S j.Jd(x, aQ ) 
for some positive constant j.J Then there is a unique convex 
func t ion u E C2 (Q) n cO,l(n) solving the Dirichlet problem 
(2.115) 2 det D u 
u 
K (x) (1+ 1 Du 12) (n+2) 12 in Q , 
on aQ. 
It is interesting to compare Corollary 2 . 20 with an analogous 
result of Serrin [SE], Giaquinta [GA2] and Bakel'man [BAS] for the 
equation of prescribed mean curvature, 
(2.116) H (x) 
II 
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They prove that if n is a c 2 bounded domain in ffin, a nd i f 
for some EO E (0,1) satisfies 
( 2 .117) 
for every measurable set A en , where PtA) d enotes the perimete r 
of A in the sense of De Giorgi [DG), and also 
(2.118 ) 
for all y E an , where Ha n (y) denotes the mean curvature o f an 
at y , then for each <P E cO (n ) there is a unique solutio n 
u E C 2 W) n cO (n) of the Dirichl e t p robl em 
(2.119) H l.n n , 
u = <P on an . 
The condition (2.117) for the equation o f pre s c ribed me an c urvature 
is analogous to the condition (2.113) for the equation of prescribed 
Gauss curvature, while ( 2 .118) is analogous to (2.114) and the 
uniform convexity of n . 
Remarks (i) If in Theore ms 2.18 and 2 .19, <p = ° or more generally , 
if <p is an affine function, then we need only assume that n is 
uniformly convex. We discuss only the case of Theorem 2 .19 , the 
other case being similar, except that we replace d by a uniformly 
convex defining function of n in the barrier argument in Theorem 2 . 3. 
Let {n} be an increasing sequence of Cl,l uniformly convex sub-
m 
domains of such that un 
m 
and 1 {x E n : d(x,an) > -} 
m 
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Since we can assume in Theorem 2 .19 that s: SO , we have 
for all (x,z . p) E n x lR x lRn 
m 
where ~ , a and S are as in Theorem 2.19 . 
is a unique convex function u 
m 
Dirichlet problem 
u 
m 
f (x,u ,Du ) 
m m 
° 
on an 
m 
In n 
m 
By Theorem 2 .19 , there 
solving the 
An examination of the proof of Theorem 2.19 shows that the Holder 
estimates proved there are independent of the maximum eigenvalue of 
2 D 1jJ • Thus we deduce a bound 
with e independent of m. We can now apply Theorem 2 . 17 (see 
Remark (i) following the proof) and Theorem 2.6 to deduce that a 
subsequence of {u} converges uniformly on compact subsets of n , 
m 
together with its first and second derivatives, to a unique convex 
solution u E e 2 (n) n eO'Y(Q) of the Dirichlet problem (2.1), where 
Y is specified as in Theorem 2 .19 . 
(ii) In [PG4] pogorelov asserts that it is sufficient to assume 
that ~ and an are of class el,a for a > 1 - 2/n in Theorems 2 .18 
and 2 . 19, at least for the case f = f(x) , although no proof is given . 
He also constructs an example to show that further weakening of the 
regularity hypotheses on n and ~ is not generally possible . 
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(iii ) Theorems 2 . 12 and 2 . 17 reduce the solvability of the 
Dirichlet problem (2.1) with Q uniformly convex and of class 
and positive with f ~ 0 
z 
to the derivation of a maximum modulus estimate and the construction 
of barriers. The structure conditions we have assumed on f ensure 
the solvability of the Dirichlet problem for arbitrary Cl,l boundary 
data , and are therefore rather stringent . However , if we impose 
f urther restrictions on Q and ~, then some of the conditions on 
f , in particular (2.13) and (2.98), can be weakened. A structure 
condition of this type, involving 1~ll , l;a Q and the curvature of 
aQ , as well as f , and which ensures the existence of globally 
smooth solutions of (2.1) is stated in Ivochkina [IV3]. We note 
also that even if (2.13) or (2.98 ) is not satisfied, bv using barriers 
of the form 
w 
s ~ - kd , k > 0, S E (0,1) 
we can prove the existence of globally Holder continuous solutions of 
( 2 . 1) provided the curvature of aQ is sufficiently large . 
(iv) The case f = f(x,u) in Theorem 2 . 19 was proved by 
Cheng and Yau [CY2] using the same global subsolution. 
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CHAPTER 3 THE GEN ERALIZED DIR ICHLET PROB LEM 
In the preceding chapter we showed that the classical Dirichlet 
problem (2.1) was solvable for cl , l uniformly convex domains n in 
JRn and arbitrary ~ E Cl,l(~) , provided f satisfied certain 
regularity and structure conditions. In this chapter we are 
concerned with the weakening of some of the conditions on f; namely, 
we assume that the conditions (2 . 7) and (2 . 8) , which ensure a bound 
for suplul , are satisfied, but the condition (2.13), which enables 
n 
us to prove a gradient bound , is not. The condition (2 . 13) in fact 
ensures the attainability of prescribed boundary values, and when 
this condition is not satisfied we cannot generally obtain convex 
sol utions of the equation 
(3 . 1) 2 det D u f(x , u , Du) in n 
which satisfy the boundary condition 
(3 . 2) u = ~ on an 
in the classical sense . However , under suitable hypotheses , we can 
prove the existence of a unique convex solution u E c 2 (n) n Loo( n ) of 
( 3 . 1 ) which satisfies (3 . 2 ) in a certain generalized or optimal sense . 
Our main result in this chapter is the following. 
THEOREM 3 . 1 Let 
~ E Cl , l ( ~ ) Let 
the conditions f ~ 
z 
( 3 . 3 ) f (x , z,p) 
n be a cl , l uniformly convex domain in JRn and 
f E cl , l (nxJRxJRn ) be 
o ~ (2 . 7 ) and ( 2 . 8) ~ 
s g (x)h (p ) for aU 
a positive function satisfying 
and assume also that 
x E N, z n S s up ~ , p E JR 
an 
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where N is a neighbourhood of aQ > and 9 E Mq(N) , q > n , and 
00 n 
hELl (~) are positive functions. 
oc 
Then there is a un~que convex 
function u E C2 (Q) n Loo(Q) satisfying (3.1» such that u S ~ 0 11 Q 
in the sense that for each y E aQ we have 
(3.4) lim sup u(x) S ~ (y) , 
x+y 
and such that if v E C2 (Q) ~s a convex function satisfying (3 . 1) and 
lim sup v(x) < ~(y ) for all y E aQ > t hen v S u i n Q • 
xry 
3.1 Preliminary Measure Theory and Generalized Solutions 
Partial different equation methods alone do not seem to be 
sufficient to prove Theorem 3.1. In addition we require a certain 
amount of measure theory, which we shall describe in this section . 
Let Q be a bounded convex domain in ~n and u a convex 
function defined on Q . It will be useful to have an extension of 
-
u to Q , so for y E Q 
(3.5) u(y) 
we define 
lim inf u(x) 
x+y 
whenever the right hand side is finite. Notice that this definition 
makes u lower semicontinuous wherever u is finite. 
We associate some set functions with u in the following way. 
We let 
(3.6) M boundary of {(x,t) E Q x ~: u(x) s t} . 
Then M is a convex hypersurface in ~n+l. For yEn we 
define 
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(3.7) {p E lRn : there exists a supporting hyperplane 
of M at (y,u(y)) with slope p} . 
For any E en , we define 
(3.8) 
( 3 . 9) 
and 
(3.10) 
Notice that we have 
( 3 . 11) 
The set function 
X (E) 
u 
x (E) 
u 
* X (E) 
u 
u Xu (y) 
yEE 
is often called the normal mapping of u , and 
is of considerable use in the theory of convex functions . It appears 
* that the mappings Xu and Xu have not previously bee n used . 
~ 
A result of Aleksandrov [AL3] implies that the mapping Xu is 
one to one modulo a set of measure zero in the following sense . 
LEMMA 3.2 Let n and u be as above . Then 
(3 .12 ) p E X (x) n X (y) f or distinct x , y E n} 1 
u u 
o . 
We omit the proof of Lemma 3.2 . The corresponding result for 
the normal mapping Xu is proved in [CY2] and [RT]. 
Using Lemma 3 . 2 it can be shown without much difficulty that 
A {E en : X (E) is Lebesgue measurable} is a a-algebra . 
u 
Unions 
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and intersections are straightforward; to handle the case of 
complements we use the identity 
[:rn.n -X (E)] U [X (i1-E) n XU (E) ] 
u u 
Lemma 3.2 then ensures that the second set on the right hand side 
has measure zero . 
We shall also use the following result which is proved in [BF) 
and [BU]. We state it in a form · which is convenient for our 
purposes. 
LEMMA 3.3 Let rl be a bounded convex domain in :rn.n and {u} a 
m 
sequence of convex f unctions converging in CO( rl ) to a convex f unction 
u. Let {x
m
} c n be a sequence converging to Xo E n and 
{p } c :rn.n a sequence converging to 
m 
Po E :rn.n such that Pm E X (x) u m 
m 
Now let E c n be a closed set and let {Pi} c Xu(E) be a 
sequence converging to Po E :rn.n . Then we have p . E X (x.) for 
l u l 
suitable {x.} c E, and by passing to a subsequence, we can assume 
l 
that {xi} converges to a point X
o 
E E . But then, by Lemma 3.3, 
Thus we see that Xu maps closed sets to 
closed sets, and hence the a-algebra A contains all the Borel 
subsets of rl . 
be a positive function , and for each set 
E E A, define 
(3.13) w(u) (E ) w(u,R) (E) f R , 
X (E) 
u 
(3 . 14) w(u) (E) 
and 
* ( 3.15) w (u) (E) 
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w (u, R) (E) 
* w (u,R) (E) 
J x (E) R 
u 
JR. 
X* (E) 
u 
Generally we will denote these set functions by w (u) ,w(u) and 
* w (u) ; the R is included only when it is necessary to avoid 
confusion . From Lemma 3.2 it follows that w(u) , w(u) * and w (u) 
are countably additive measures on n . They are finite because 
R E Ll(~n), and the Borel subsets of n are measurable with respect 
to these measures, so they are Radon measures. In particular, the 
following regularity properties hold: 
(3 . 16) w(u) (E) inf{w (u) (U) U is relatively open , E cUe n} 
for each Borel set E c Q , and 
(3.17) w(u) (U) sup{w (u) (K) K is compact, K c U} 
for each relatively open set U c n Similar statements with w(u) 
* replaced by w(u) and w (u) are of course also true. We note also 
that for each Borel set E c Q we have 
* (3.18) w(u) (E) w (u) (E) + w (u) (E) 
The next few results are concerned with the behaviour of the 
measures we have defined with respect to convergence of convex 
functions. A sequence {~,} of Radon measures on Q is said to 
1 
kl n d l' f for each <p E cO (n) converge wea y on " to a Ra on measure ~ " 
we have 
67 
(3.19) 
This is equivalent to the following 
(3.20) lim sup ~. (K) < ~(K) 
1. 
for each compact set Ken, and 
(3.21) lim inf ~. (U) ~ ~(U) 
1. 
for each relatively open set U c n A sequence {~.} of Radon 
1. 
measures on n is said to converge weakly on n to a Radon measure 
~ if (3.19) holds for all ~ E c~( n ) , or equivalently, if (3.20) 
and (3.21) hold for each compact set Ken and each open set U c n 
respectively. 
LEMMA 3.4 
a positive function and {u } 
m 
a sequence of convex unctions 
converging ~n cO( n ) to a convex function u . 
to w(u) weakly on n . 
Then w(u) converges 
m 
Proof Let Ken be compact and let U be a neighbourhood of 
X (K) 
u 
We assert that for any N > 0 there exists mO = mO(N) such 
that for all m ~ mO we have 
If not, then there exist a subsequence {u } of {u } , which we mk m 
also denote by {u } , a sequence {x } c K and 
m m 
Pm E [ - (x ) n BN(O)] - u such that xm ~ Xo E K and Xu m 
m 
Pm ~ Po E BN(O) - u . By Lemma 3.3 , we have Po E Xu (xO) , which is 
a contradiction. 
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Now let E > 0 and choose N > 0 so large that f R < 
JRn-BN (0) 
Then for sufficiently large m we have 
Thus 
w(u ) (K) 
m f R + X (K) nB (0) 
u N 
m 
lim sup w(u
m
) (K) ~ f R + E • 
U 
Letting E ~ 0 and using the regularity of the Lebesgue measure we 
obtain 
(3.2 2 ) lim sup w(u ) (K) ~ w(u) (K) • 
m 
E • 
Now let U c n be relatively open and let K = n - u . Using 
(3. 22 ) and the fact that for each m, 
obtain 
(3.23) w (u) (U) 
~ w(u) (n) - lim sup w(u) (K) 
m m 
lim inf w (u ) (U) 
m 
The lemma is therefore proved. 
w(u ) (K) 1 
m 
we 
II 
COROLLARY 3.5 
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Let Q be a bounded convex domain in n lR ~ 
R E Ll(lRn) a positive function and {u } 
m 
a sequence of convex 
functions converging ~n CO( Q) to a convex function u. 
w(u) converges to w(u) weakly on Q. 
m 
Then 
Notice that in general, if {u } 
m 
is a sequence of convex 
functions converging to a convex function u in CO(Q) or even in 
* * we do not have w(u) ~ w(u) or w (u ) + w (u) weakly on 
m m 
n However, we do have the following result. 
LEMMA 3.6 Let Q be a bounded convex domain in lRn ~ R ELl (lRn ) 
a positive function and { u } 
m 
a sequence of convex functions 
converging ~n CO(Q) to a convex function u ~ and suppose that we 
have 
(3.24) 
for each Borel set E c N ~ where N 
gEL 1 a,1) i s a nonnegative function . 
~s a neighbourhood 0 aQ and 
* Then w (u) converges to 
m 
* w (u) weakly on Q 
Proof Let U c aQ be relatively open and E: > 
° 
Let V c N be 
a relatively open set such that U = aQ n V and Iv g < E: Then by 
Lemma 3.4 and (3.18) we have 
* * w (u) (V) + w (U) Slim inf [w (urn) (V) + W (urn) (U) 1 
* S lim sup w(u
m
) (V) + lim inf w (urn) (U) 
* S E: + lim inf w (urn) (U) 
Letting E: ~ ° we obtain 
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* * (3.25) w (u) (U) ::: lim inf w (u ) (U) 
m 
* By the definition of w (u) , we see that (3.25) holds for all 
relatively open U e n. 
* -(3.26) w (u) W) ::: 
As a special case, we obtain 
* -lim inf w (u ) (n ) 
m 
Also, from Corollary 3.5, we have 
(3.27) w(u) (n ) ::: lim inf w(u ) (n ) . 
m 
Using (3.11), (3.18) and (3. 2 7) we o btain 
* - * -
w(u) W) + w (u) W) lim [w (u ) W ) + w (u ) W ) ) 
m m 
* -lim inf w(u
m
) (n ) + lim s up w (urn) (n ) 
Thus 
(3.28) 
( 3.29) 
* -~ w (u) W ) + lim sup w (u ) W) 
m 
* - *-w (u) (n ) ~ lim sup w (urn) (n ) 
Now let K en be compact and l e t U n - K • 
* w (u) (K) * - * w (u) W) - w (u) (U) 
* - * 
The n 
~ lim sup w (u ) (n ) - lim inf w (u ) (U) 
m m 
* - * ~ lim sup[w (u ) (n ) - w (u ) (U)) 
m m 
* lim sup w (urn) (K) 
The lemma is therefore proved . 
II 
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Remarks (i) The definitions (3 . 13), (3 .14) and (3.lS) make sense if 
we assume that R E Lll (~n) 
oc 
rather than R ELI (~n) . Of course, 
the proofs of Lemmas 3 . 4 and 3.6 are then no longer valid, although 
Corollary 3 . S is still true. Versions of Corollary 3 . S with positive 
R E cO ( Qx~x~n) are proved in [PGl]. We shall not need this 
additional generality. 
* (ii) We have defined the set functions and Xu only 
for bounded convex domains Q in To define and we 
require the convexity of Q , but and also the associated 
measure w(u) can be defined for a convex function u on any 
domain Q in ~n. It is easy to see that Corollary 3 . S holds for 
arbi trary domains in ~n. 
We shall also need the notion of a generalized solution of 
the equation (3.1). Such concepts were introduced by Aleksandrov 
[AL4] and Bakel'man [BAl]. There are several slightly differen t but 
equivalent ways of formulating the definition, depending on the 
structure of f For our purposes it suffices to assume that 
f E CO( Qx~x~n) and to adopt the following definition. A convex 
function u E CO( Q) is said to be a generalized solution of the 
equation (3.1) if for any positive function R E L\~n) n CO (~n) 
have 
(3. 30) Ix (E)R 
u 
IEf(X'U(X) ,Du(x»R(Du(x»dx 
we 
for each Borel set E c Q . Recall that if u is a convex function, 
then Du exists almost everywhere. 
If u E C2 (Q) is a convex solution of (3.1), then the gradient 
mapping Du: Q -+ ~n is one to one on {x E Q : det D2U(X) > O} 
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and !DU({X En : det D2U(X) = oJ) ! ° , so that a classical 
solution is a generalized solution. We note also that it is sufficient 
to make the definition with a fixe d function R. However, for 
different equations it turns out to be convenient to use different 
functions. 
LEMMA 3.7 Let n be a domain in lRn and {f} c cO (nx lRxlRn ) 
m 
a 
sequence of nonnegative functions converging to f 'Z-n ° n C (nx lRxlR) . 
Let u 
m 
(3.31) 
be a generalized solution of 
f (x,u ,DU) 'Z-n n 
m m m 
and suppose that {u } converges 'Z-n to a convex function 
m 
Then u 'Z-s a generalized solution of 
(3. 32) 
Proof 
2 det D u f(x,u,Du) 'Z-n n 
Let R E Ll(lRn) n cO ( lRn ) be a positive function . Since 
u . 
u -+ u 
m 
we have Du -+ Du almost everywhere, and because 
m 
we have for almost all 
lim f (x,u (x) ,Du (x)) R(Du (x)) 
m m m m 
f(x,u(x) ,Du(x))R(DU(X)) . 
Now l e t E cc n b e a Borel set . Then for any subdomain n ' such 
that E cc n ' cc n , we h ave 
sup!u ! < c(n ') , 
n' m 
with C independent of m, and hence 
sup!DU ! < 2C (n ')d(E, an ,)-1 . 
E m 
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Thus 
sup f (x,u (x),Du (x))R(Du (x)) <C , 
xEE m m m m 
where C is independent of m . By the dominated convergence theorem 
we have 
and since 
w(u ) (F) 
m 
lim J f (x,u (x) , Du (x))R(Du (x))dx 
m+oo E m m m m 
= J f(x , u(x) ,Du(x))R(Du(x))dx , 
E 
R= J f (x , u (x) ,Du (x))R(Du (x))dx (F) F m m m m 
for all Borel sets F en , and w(u) + w( u) m weakly on n , we 
obtain 
(3. 33 ) J f(x,u(x) , DU(X)) R(Du(x) )dx 
E 
for all Borel sets E cc n . 
Now let E c n be a Borel set and let 
E =En{xEn 
m 
d(x, an ) > !} . 
m 
Then (3 . 33) holds with E replaced 
by E 
m 
From this and the monotone convergence theorem we see that 
(3.3 3 ) holds for all Borel sets E en , so the lemma is proved . 
Remark If f has the form f(x,z , p) = g (x) /h(p) where g, h 
respectively , then a 
generalized solution of (3.1) may be defined to be a convex function 
II 
(3.34) Ix (E)h 
u 
for each Borel set E en . 
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A result analogous to Lemma 3 . 7 for 
these types of equations follows directly from Corollary 3 . 5. Namely, 
{gm } 
1 {h } e Ll (lRn ) if c L (n) and are sequences of positive 
m 
functions such that gm -+ g in L1 W) and h -+ h in L 1 (lRn ) and m 
u is a generalized solution of 
m 
det D2u g (x) /h (Du ) in n , 
m m m m 
and {u } converges in COW) to a convex function 
m 
a generalized solution of 
2 det D u g(x)/h(Du) 
3.2 Proof of Theorem 3.1 
in n . 
u , then 
We have now developed all the measure theory we require to 
u 
prove Theorem 3.1. The first step is to prove the existence of a 
generalized solution . 
Let {f} be a sequence of bounded positive functions in 
m 
1 d(x,an) > - , 
m 
convex solution 
satisfying 
u 
m 
u 
m 
f ::: ° , m,z 
f ::: f and 
m 
f = f 
m 
for 
By Theorem 2 . 18 there is a unique 
of the Dirichlet p roblem 
f (x,u ,DU) in n , 
m m m 
on an, 
and by Theorem 2.1, the sequence {u } m is uniformly bounded, so we 
is 
can choose a subsequence converging in CO(n) to a convex function u 
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which , by Lemma 3.7, is a generalized solution of the equation (3.1). 
It is clear that u satisfies the condition (3 . 4). 
Next , let v E C2 (Q) be a convex solution of det 02v = f(x,v,Ov) 
in Q satisfying lim sup v(x) < <jl (y) for all y E aQ . Then by the 
Y>"y 
comparison principle we have v < u in Q for all m 
m-+ co we obtain v S u in Q . 
It now remains only to show that u E C2 (Q) 
carried out in the following l emmas. 
by 
(3.35) H(p) min 
{l+:(P ) 
H is positive because 11 E Ll (lRn ) oc 
from (3.3) 
(3.36) 
and 
( 3 . 37) 
LEMMA 3 . 8 
( 3 . 38) 
(3 . 39) 
that for any Borel set E c 
For aU 
H 
(E) 
s t g 
Ix (E)H S IE 9 
u 
n-l 
H ~ Co. 
(l+1~12)n} 
and 
N , 
and 
since f 
m 
n-l \) E S 
and C depends on'ly on and H • 
m , so letting 
This will be 
< f we obtain , 
we have 
Proof 
Then 
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Let w be defined by 
H(p)dp 
inf H(q). 
\q\ S \p\ 
which gives the require d result. 
Before stating the next l emma we rec all the definition of the 
generalized Gauss map of a convex hypersurface. If M is a convex 
II 
hyper surface in lRn f the generalized Gauss image of a set E c · M is 
given by 
(3.40) G(E) U 
yEE 
n-l {n E S n is the outer unit normal to a 
supporting hyperplane of M at y} . 
Thus G is a set function. 
LEMMA 3.9 Assume that all the hypotheses of Theorem 3. 1 are 
satisfied and let Xo E an be a point such that 
(3.41) 
Then 
lim inf u(x) < ~ (xo) . 
x+xO 
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Proof Let 
M boundary of {(x , t) E n x lR: u (x) ::: t} , 
m m 
where {u} is the sequence of c 2 (n) n cO , l(n) approximations to u . 
m 
We also define the measures w(u) , w(u) 
(3 . 14) and (3 . 15) with R replaced by H 
defined for each u 
m 
Let 
(3.42) y 
* and w (u) on n by (3.13), 
Analogous measures are 
Then by the continuity of ~ , we have for some 0 > ° such that 
inf ~(x) - u(xO) 
xE annB 0 (xo) 
For convenience, we assume that u(xO) ° . 
sense that 
(3 . 43 ) 
and M contains the line segment 
We have M ~ M in the 
m 
° , 
Therefore , for all sufficiently large m, we have 
Let ( x ,y/4) 
rn 
be the point in 
u (x)-u (x ) 
rn rn rn 
Ix-x I rn 
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(fix{ y/4}) n M 
rn 
u (x) -u (x ) 
::: rn rn rn 
Ix-xol+lxo-xrnl 
for all rn sufficiently large , say rn::: rnO 
follows that 
nearest to 
Thus it 
(3. 44 ) x* (ann B (xo» c {p E lR
n
: Ipl::: y/4d 
u S 
rn 
for all rn ::: rnO ' and hence 
(3. 45 ) 
By (3 . 36 ) and Lemma 3.6 we have 
therefore 
(3.46 ) 
for all s E (0, 0) . 
n Cl (n,y) s 
* * w (u ) -+ W (u) 
rn 
weakly on n , 
Now assume that there is an affine function w such that 
and 
graph w is a supporting hyperplane of M at (xO,u(xO» and l et 
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u o and u > 0 in n . For t > 0 
let 
(3.47) f
t 
{x E n (x,t) E (nx{ t}) n M} , 
where M is defined by (3.6) with u replaced by u Then r
t is 
a closed convex n - 1 dimensional surface in n , and xo E r t for 
all t . Let BR(y) :> BR/2 (z) be balls such that n c BR/2 (z) and 
an n aBR(y) = an n aBR/ 2 (z) = {xC} Let Gt and G denote 
generalized Gauss maps of f t and r = aB R (y) respectively. 
for each t > 0 we have, by a simple geometric argument , 
Let z be an affine function such that graph z is a 
supporting hyperplane of M at 
provided Dz I 0, we have 
where t u(x) and hence 
(x,u (x)) E M n ( (Qn B ) XJR) 
E: 
- - n P } {} x- (n -B ) c {p E JR : T:::T E G (r-B) u 0 . 
U E IPI E: 
Since x- (n) = JRn, we then have 
u 
(3.48 ) 
and hence 
the 
Then 
Then, 
(3 . 49) 
so 
X (nnB ) :l OW + {p E :rn.n 
u E 
From (3.49) and Lemma 3 . S we obtain 
(3.50) f- _ H{p)dp 
X (nnB ) 
u E 
n-l 
:': C 2 (n , H , R, OW) E 
Combining (3.46) and (3.50), we now obtain for all E E (0 , 0 ) , 
(3.51) 
s Ilgll En (l-l/q ) 
Mq(N) 
This gives a contradiction for E sufficiently small, since q > n , 
so the lemma is proved. 
II 
The following lemma was proved by Pogorelov [PG4,6) using a 
very complicated argument . Here we p r esent a much simp l er proof 
which is taken from Cheng and Yau [CY2) and is based on an ide a of 
Nirenberg. 
LEMMA 3.10 Assume that all the hypotheses of Theorem 3. 1 are 
satisfied. Then every supporting hyperplane of graph u contains 
at most one point of the boundary of graph u . 
Proof Suppose not . Then there is a supporting hyperplane of 
graph u which contains a line segme nt joining two points of the 
bo undary of graph u From Lemma 3.9 , we deduce that if (xl,u{xl )) 
and and 
Let the supporting hyperplane in question be graph w • 
, 
, 
I 
~ 
: 
! 
I 
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By replacing u by u - w, we may assume that u satisfies 
2 
det D u = f(x,u+w,Du+Dw) in n in the generalized sense, and also, 
that the supporting hyperplane is {x E mn +l : xn+l = O}, and that 
the line segment [(xl ,u(xl )),(x2 ,u (x2 ))] is {(t,O, ... ,O) : It I S b} 
Since an is el,l there exists E > ° such that there are 
functions defined on 0, L x~ < d 
i>l 1 
such that the two components of an n {x E mn L x~ < E} are given 
i>l 1 
by { (n . (x2 ' . . . , x ), x2 ' . . . , x ) 1 n n L x~ < d , 
'i>l 1 
i = 1,2 
<P (n . (x2 ' ... , x ), x 2 ' ... , x ) . 1 n n 
Then <p. E el,l 
1 and <p. (0) 1 ° 
for i 1,2 . 
exist A, El > ° such that 
<p . (x2 , ••• , x ) S A 1 n 
'-j>l 
2 
x. ] 
for all I x~ < El , with equality holding only when j>l 
x 
n ° . Let 
Since u is convex, we have 
L x~ j>l on n' , 
Let 
Hence there 
and equality holds only when x 2 = x3 = ... = xn = ° . For each 
nil cc n , we have maximum modulus and gradient estimates for u on 
Thus for some E2 > ° we have 
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{x E Q 
and 
in Q" 
in the generalized sense for some positive const ant A . 
Let u be defined by 
U(Xl '···, Xn ) 
A 2 I 2 2n+l An- l xl + A x. j>l J 
Then > ClQ " u(O) u(O) 0 and 2- ! A u u on , = , det D u = Since 
ClQ " is compact , there exists 0 > 0 such that u - 0 > u on ClQ " . 
From the comparison principle for generalized solutions of 
(see [CY2] or Remark (ii) following Corollary 4 . 4 in 
the following chapter), we obtain u - 0 ::: u on Q" . This gives 
a contradiction because u(O) = u(O) Thus the lemma is proved . 
II 
We are now in a position to apply the estimates of the previous 
chapter to prove the regularity of u . Let Xo E Q We will show 
that u is of class c2 in a neighbourhood of Xo Since Xo is 
an arbitrary poin t of Q , it follows that u E C2 (Q) Let w be 
an affine function such that graph w is a supporting hyperplane 
By Lemma 3.10, we see that 
graph w n Cl (graph u) contains at most one point , say y , if there 
is s uch a point. By replacing u by u - w as usual , we may assume 
that w = 0 , and y = (a , O, ... , O) with a > 0 
Using the fact that u is lower semicontinuous on Q , we see that 
for € > 0 sufficiently small , z (x) = - €Xl defines an affine 
function such that graph z is a hyperplane passing through 
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and graph z n a (graph u) = ~ • Thus for 0 > 0 
s u fficiently small , U = {x E n : u(x) < z(x) + 4o} is an open set 
containing Xo , and U cc n . For all sufficiently large m , the 
sets {x E n 
subset of U , 
u (x) < z(x ) + 30 } are contained in a fixed compact m 
and {x En: u (x) < z(x) + o} contains a fixed 
m 
compact neighbourhood of Xo . We have uniform estimates for lu I 
m 
and lou I on {x E n : u (x) < z(x) + 30} for sufficiently large m m 
m . Using the interior second derivative estimate , Theorem 2.17 
with affine boundary values (see the remark following Theorem 2 . 17), 
and Theorem 2.6, we obtain uniform estimates for 102u I on 
m 
{x E n u (x) < z (x) + 2o} and then for 2 [0 u ] on m m a 
{x E n u (x) < z(x) + o} for sufficiently large m We therefore m 
have uniform estimates for l u I on a neighbourhood of Xo ' m 2 a from , 
which it follows that u is C2 on this neighbourhood . The proof 
of Theorem 3 . 1 is therefore complete. 
II 
For the special case of the equation of p rescribed Gauss 
c urvature (1. 9 ) we obtain the following 
COROLLARY 3 . 11 
and ~ E cl , l( n ) 
Let n be a cl,l uniformly convex domain in ffin 
Let K E cl,l( n ) n Mq( n ) ~ q > n ~ be a positive 
function satisfying 
(3. 52 ) 
Then there is a unique convex function u E c2 (n) n Loo (n ) satisfying 
(1 . 9) and ( 3 . 4 )~ and such that if v E c 2 (n ) is a convex unction 
solving (1 . 9 ) and lim sup v(x) ~ ~ (y) 
x~ 
v ~ u 7.-n n . 
or all yEan ~ then 
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A result for the equation of prescribed mean curvature (2.116), 
which is analogous to Corollary 3.11, has been proved by Giaquinta 
[GA1 , 2) . He proves that if ~ is a bounded Lipschitz domain in 
~ E CO(n) and H E CO,l(Q) satisfies the condition (2.117), then 
there is a function u E C2(~) minimizing the functional 
with respect to all v E BV( ~ ) 
Remarks (i) The hypotheses of Theorem 3.1 can be weakened slightly . 
We need only assume (3.3) to hold in a neighbourhood N of those 
points xo E an at which a barrier ensuring u(xO) 
be constructed, and rather than g E Hq (N) q > n , we may assume 
that and lim 
£:+0 
for each 
* * Notice that we still have w (u ) + W (u) weakly on N . 
m 
(ii) In the two dimensional case the solution is regular 
without assuming (3.3). In this case we do not need to assume that 
~ and a~ are of class cl,l either , since the regularity of the 
solution is automatically ensured by the regularity of f, which can 
in fact be weakened to f E CO,a(~x lRxlRn) for some a E (0,1) (see 
Remark (iv) following Theorem 2.17) 
(iii) In the proof of Lemma 3 . 8 we do not use the cl,l 
regularity of ~ or a~ In fact, it s uffices to assume only that 
However, since we cannot 
generally specify a priori on which parts of a~ the solution u 
does not attain the boundary values ~ , we cannot really weaken the 
hypotheses on ~ , except in the case ~ is an affine function (see 
Remark (i) at the end of Chapter 2). 
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(iv) Notice that no global continuity of the solution is 
asserted. If u attains the boundary values ~ in a neighbourhood 
of a point xo E an, and f satisfies appropriate structure 
conditions, then suitable barrier arguments yield modulus of 
continuity estimates for u at The results of the final 
chapter show that the solution u is Holder continuous in a 
neighbourhood of a point xo E an provided f satisfies suitable 
structure conditions, even in the r.ase u(xO) ~ ~ (xO) 
(v) A version of Theorem 3.1, yielding the existence of a 
unique generalized solution was proved by Bakel'man [BAl,6) using 
polyhedral approximation under the hypotheses that f has the form 
f(x,z,p) = g(x)/h(p) where g , h are positive functions in 
L l( r. ) 1 n " , Ll (lR) oc 
~ E cO(n) and n 
respectively and satisfy (2.7) and (2.8), 
is convex and bounded. 
(vi) Using the results of the next two chapters it is not 
difficult to construct examples showing that the solution in Theorem 
3.1 need not attain the prescribed boundary values anywhere on an 
In this case the solution is extremal in the sense of Chapter 4 . 
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CHAPTER 4 EXTREMAL SOLUTIONS 
In this chapt er we are concerned with Monge- Ampere equations 
of the form 
(4.1) 2 det 0 u g(x ,u,Du) /h(DU) 
where g , h are positive functions in 1 n Ll (nxJRxJR) , 
oc 
respectively, satisfying certain regularity and structure conditions 
to be explained below. Suppose that u E c2 (n ) is a convex solution 
of (4.1). Then the gradient mapping Du: n -+ JRn has Jacobian 
2 
det 0 u , so by integrating (4 . 1) and changing variables we obtain, 
since the gradient mapping is one to one on {x E n : det D2u(x) > o} 
and IDu({x En : det D2u(x) = a}) I = 0 , 
In g(x , u(x) , Du(x»dx I h(p)dp Du W ) 
::: f h(p)dp. 
JRn 
We therefore see that any convex C2 (n) solution of (4 . 1) satisfies 
(4.2) In g(x ,u( x ) ,Du(x) )dx 
and this is clearly also true if u is merely a generalized solution 
of (4.1). In this chapter we are primarily concerned with the 
extremal case 
(4 . 3 ) t g (x ,u(x) ,Du(x»dx 
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for which we clearly have Iffin-Du( n ) I = ° . Of particular interest 
is the equation of prescribed Gauss curvature (1.9), for which the 
condition (4.3) can be written as 
(4.4) w 
n 
This special case was discussed by Urbas [UR]. The methods we use 
for the more general case are similar to those used in [UR]. 
We shall use the following terminology. A convex function 
u E cO( n ) solving the equation (4.1) in the generalized sense, and 
satisfying the equality (4.3) is said to be an ex tremal solution of 
(4.1) on the domain n . 
We shall initially consider the case that g depends on ly on 
x, since this is somewhat simpler, and then consider the more general 
case g = g(x,u,Du) 
4.1 A Comparison Principle and Uniqueness Results 
In this section we shall prove a comparison principle, and 
from it, some uniqueness results for extremal solutions of certain 
types of Monge-Ampere equations. A version of this comparison 
principle is proved in [UR]. However, the proof given there is 
rather complicated. Instead, we present a simpler proof which is 
based on a method of Aleksandrov [ALl] (see also Pogorelov [PG1], 
Chapter 7, Theorem 3). The comparison principle will also be used 
in several barrier arguments in this and the following chapters, 
although for this purpose a weaker form, with a simpler proof, would 
suffice. 
In this section n will always denote a bounded domain in 
ffin, and nO will be the convex hull of n, so that nO is a 
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bounded convex domain in lRn If u E cO( n ) is a convex function, 
we define a convex extension u E cO( n
o
) of u by letting graph u 
be the lower boundary of the convex hull of {(x,t) En x JR: u(x) S t} . 
We then set 
M M(u) boundary of {(x ,t) E n O x lR: u(x) S t} , 
* and define X X and X by (3.8), (3.9) and (3.10) respectively. 
u u u 
We are interested in these set fun~tions only on the subsets of 
and we write their restrictions to these subsets simply 
as X X and u' u If R E L
I (lRn ) is a positive function we 
define the measures w (u) , w (u) and 
(3.1 3 ), (3.14) and (3.15) respectively. 
* w (u) 
If 
on n u ( annanO) by 
v E CO( n ) is another 
convex function we write w(u) ~ w (v) in n if for each Borel set 
E c n we have w(u) (E) ~ w(v) (E) . 
LEMMA 4.1 
Suppose that 
Let n be a bounded domain in lRn and r c an n ano 
are convex functions satisfying u,v 
u = v on an - r and u S v ~n n . Then 
(4.5) * X W) c X W) u X (r) 
v u u 
Proof If r = an , the result is trivial, so we suppose that this 
is not the case. By subtracting 
an affine function of slope p from u and v, we may assume that 
p = ° and v(xO) = 0 If u ~ 0 in n 
Otherwise , for some negative constant k , g(x) = k defines an affine 
function such that graph g is a supporting hyperplane of M(u) at 
(y,u(y)) for some point yEn Clearly, we cannot have 
* yEan - r, so that ° E Xu(n) u Xu(r) , which gives the required 
result. 
II 
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We are now ready to prove the comparison principle . 
THEOREM 4.2 Let n be a bounded domain in lRn and r c an n ano ~ 
o r f an . Suppose that u,v E C (nu (an-f») are convex functions such 
that u S v on an - r Let R E Ll(lRn) be a positive function 
and l et w(u) ~ w(v) and w * (v) be defined by (3.14) 
and suppose that w(u) :::: w(v) 1.-n n ~ * w (v) (f) = 0 ~ 
w(u) (E) > 0 f or each Borel set E c n with lEI > 0 . 
in n. 
Proof Suppose not. For each a:::: 0 let 
U 
a 
{x E n v (x) + a < u (x)} • 
By Lemma 4.1 we have 
* X (U ) c X (u ) u Xv(f) , 
u a v a 
from which we obtain 
w(u) (U ) 
a 
w(v) (U ) 
a 
and (3.15)~ 
and 
Then u S v 
for all a:::: 0 Since w(u) (Uo) < 00 and R is positive, we infer 
that for each a:::: 0, we have 
(4.6) 
Let 
at Xo and 
and V = {x 
(4.7) 
X (U ) X (U ) a.e. 
u a v a 
Xo E Uo be a point such that 
E 
DU(XO) f DV(XO) . 
n : v(x) 
X~ (V) 
u 
< U (x) } 
X~ (V) 
v 
Letting 
, we see 
a.e. 
u and v are differentiable 
u = u - u (xO) , v = v - v(x ) 0 
from (4.6) that 
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and Xo E aV Furthermore, since DU(XO) t DV(XO) , for any ball 
Let f be an affine function such that f(x
O
) 
p . Then W = {x E V : v(x) < f(x)} t 0 so for 
some positive constant k, graph (f-k) is a supporting hyperplane 
We now assert 
that for any positive € < k/ diam 'Q we have 
(4.9) * B (p) c X~ (V) u X~ (f) 
€ V V 
To prove this let q E B (p) and l e t g be an affine function such 
€ 
that g(yO) = "(YO) and Dg q Then either ~ > g on V so v _ , 
that q E Xv (YO) , or 
" 
< g somewhere in V In this case we 
see that for some positive constant kl 
supporting hyperplane of M(v) n (Vxm) 
graph (g-kl ) is a 
at (zO, V(zo)) for some 
Clearly we cannot have Zo E aV - r , since v = U ~ f > g 
on aV - r . * Thus q E Xv (V) u x,, (r) 
Next we show that 
(4.10) I B (p) -X~ (V) I > 0 • 
€ U 
Suppose this is false. Then we have 
(4.11) B (p) c X- (V) 
€ u 
a.e . . 
Since u is convex and differentiable at with p , 
there is a 0 > 0 such that 
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(4.12) 
From (4 . 11) and (4 .12) we therefore obtain 
a.e . , 
and hence, by Lemma 3.2, 
By the last hypothesis of the theorem we therefore have , 
which contradicts (4 . 8). We have therefore established (4.10) . 
Finally, from (4 . 7) and (4.10) we obtain 
I B (p) -X~ (v) I > 0 , 
E: V 
which contradicts (4.9) since Ix:(r) I 
v 
o . The theorem is therefore 
proved . 
Theorem 4.2 yields the following two uniqueness results. 
COROLLARY 4 . 3 Let n be a bounded convex domain in n lR ~ 
R EL
l ( lRn ) a positive function~ and Zet 
* w (v) be defined by (3.14) and (3 . 15) . 
* * 
* w(u) ~ w(v) ~ w (u) 
Suppose that w(u) 
and 
w(v) 
in n ~ w (u) (am = w (v) (am = 0 and w(u) (E) ~ w(v) (E) > 0 for 
each BoreZ set E c n with lEI > 0 . Then u - v is constant. 
II 
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Proof If not, then by adding a constant to v we may assume that 
u {x E Q u (x) < v (x)} t- 0 or Q and au = rl U r2 , where 
* * u v on r c Q 
1 and w (u) (r 2) w (v) (r 2) = 0 , where r2 c aQ 
Then from Theorem 4.2 we obtain u = v in Q , which is a 
contradiction. 
I I 
COROLLARY 4.4 Let Q be a bounded convex domain in lRn and g.> h 
positive functions in Lll (QxlR).> 
oc g 
increasing with respect to the seqond var iable . Suppose that u.> V 
ar e convex extr emal solutions of the equation 
( 4 .13) 2 det D u g(x ,u) / h(Du) in Q . 
Then u - v ~s constant . 
Proof Define U = {x E Q : u(x) > v(x)} and V = 
We consider two cases. First, if either of U or 
say U = Q then w (u) w(v) in Q where w(u) 
defined by (3.14) with R replaced by h , because 
w (u) (E) > w(v) (E) for some Borel set E c Q then 
{x E Q : u(x) < 
V is equal to 
and w (v) are 
if 
also 
w(u) (Q-E) < w(v) (Q-E) , and vice versa, contradicting the hypothesis 
that g is increasing with respect to the second variable. Thus 
u - v is constant by Corollary 4.3. 
In the second case, if U,V t- Q , then w(u) ~ w(v) in U, 
v(x)} 
Q 
and w(v) ~ w(u) in V, since g is increasing. Using Theorem 4.2 
we deduce that u S v in U and v S u in V, contradicting the 
definitions of U and V 
II 
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Remarks (i) If, in Theorem 4.2, we assume the stronger hypothesis 
w(u) (E) > w(v) (E) for all Borel sets E c Q with lEI > 0, we 
obtain the conclusion immediately from (4. 6). 
(ii) If r = 0 we can allow in Theorem 4 . 2 
by replacing v by v + £ for £ > 0 in the proof and letting £ 7 0 
at the end . 
4.2 Oscillation Estimates 
In this section we will prOve an a priori interior oscillation 
estimate for convex solutions of certain types of Monge -Ampere equations. 
This estimate is the key idea used to prove the existence of extremal 
solutions of (4.1). We first prove some preliminary lemmas . 
LEMMA 4.5 Let h ELI (JRn) be a positive function . 
a strictly increasing positive function ~ 0 h E C [0, (0 ) 
(4.14) 
and 
(4.15) 
Proof 
lim h (t) 
t 700 
00 
h(p)h(lpl)dp ::: f n h(p)dp 
JR 
For each natural number m we define 
a 
m 
00 
f h(p)dp . Bm(O)-Bm_l(O) 
Then there is 
such that 
Then a > 0 
m 
and I so by a well known theorem on 
m=l 
sequences and series of real numbers there is a strictly increasing 
sequence of positive numbers {b } 
m such that lim b m 
00 and 
00 
I 
m=l 
a b S 
m m 
where b O 
00 
I 
m=l 
a 
m 
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We now define h by 
° and t = (1-8) (m-l) + 8m E [m-l,m) 
see that h has all the required properties. 
It is easy to 
LEMMA 4.6 Suppose n is a domain 1.-n JRn and u E c2 (n) is a 
convex solution of 
(4.1 6) 2 det D u ~ A/h(Du) , 
where A 1.-S a positive constan& and h E Ll(JRn) i a positive 
function . Then there is a strictly increasing po itive ~unction 
h E CO[O , oo ) satisfying (4.1 4 ) and (4.15) such that 
(4.17) 
Proof 
LEMMA 4.7 
Let h be given by Lemma 4 . 5. Th en we have 
In h(IDul) S I- In det D2u h(DU)h(IDUI) 
S I- f h(p)h(lpl)dp 
JRn 
Let u be a convex function defined on a bounded domain 
n C JRn ~ and suppose that f or some s trictly increasing positive 
function _ 00 hELl (0, 00 ) 
oc 
satisfying ( 4.14)~ we have 
II 
II 
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(4 . 18) 
Then for any n' cc n we have 
(4.19) sup u ~ inf u + C , 
n ' n 
where c depends onZy on n , M , h , diam n and d(n ' , an ) . 
Proof We may assume that inf u = 0 
n 
e: = d m' , an) . For t > 0 we define 
At {x E n u(x) > t} , 
B
t {x E n IDU(X) I > t} , 
Ct {x E n 
Then 
I Ctl 
and 
h( IDU(X) I) 
M 
~ -t 
C 
h(t) 
> t} 
Let n ' cc n and 
By the convexity of u, since inf u = 0, we have 
n 
where d diam n . Thus 
t 
~ d' 
C 
h (t/ d) 
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~ - l [ 2M J dh --n I 
w e: 
n 
and for t?: to we have 
For t ?: to I let y E L = t {x E 51 : u(x) = t} and let T 
be an n - 1 dimensional supporting plane of L at y Let T+ t 
and T be the associated halfspaces. L
t is an n - 1 dimensional 
convex surface in 
hal fspaces , say 
If B (y) c 51 I p 
and therefore 
51 I and is therefore contained 
T Then by the 
then B (y) n T+ c p 
+ 
< I B (y) n T I p 
convexity 
A I and t 
d (x I an ) < e:} I 
of u 
hence 
from which (4.19) follows . 
in one 
I 
T+ 
Combining the above lemmas we obtain the following . 
of the 
n 51 c At 
THEOREM 4 . 8 Let 51 be a domain "n :mn and u E c2 W) a convex 
soZution of 
(4 . 20 ) 
where f satisfies 
2 det D u f(x/u/Du) I 
(4 . 21 ) f (x / z /P) ?: g (x/z /P) /h (p) for all n (X/Z / P ) E 51 x :m x :m 
for some positive functions g ~ h ~ with h ELI (:mn). Let 
51 " cc 51 ' cc 51 and suppose that 
II 
(4.22) 
Then we have 
(4. 23 ) 
AW ' ) 
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inf g > 0 . 
n' xJRXJRn 
sup u S inf u + C , 
n" n ' 
where C depends only on n , h , diam n' ~ AW ') and dW",aS1') . 
Remark In certain cases the condition (4.22) can be weakened. 
Suppose that u E c 2 (n) is a convex solution of (4.20), and for each 
n' cc n we have 
(4.24) 
for all (x,z,p) E n' x JR x JRn , 
where 13 > 1 is a constant , g is a nonnegative function .such that 
l/g E LSI (13-1) (n ') ~ <X> hELl (0,00) is a strictly increasing positive 
oc 
function satisfying (4.14) and h E Ll(JRn) is a positive function , 
13 , g , hand h all depending only on n' Then we have 
(4. 25 ) 
2 ]l /l3 [J ~ _ I3/(I3 _l)]l-l/l3 det 0 uh (Du) g 
n' 
Using Lemma 4.7 we can now obtain an oscillation estimate for u on 
any n" cc n' . 
........ 
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For the special case of the equation of prescribed Gauss 
curvature (1.9), for any S > 1 and y > 0 we have 
(4. 26 ) f
o
• (l+ I nul') YI' ~ (fR' K{l+1 Dul') Sy/' r lS (f O. K -1/ (S-l) r-1/S 
, [f
lRn 
(l+lpl') ~;+'_SY)/,J1/S[fo . K-1/ { S -1) ll-1/S . 
The first integral is bounded provided y is chosen so small that 
We therefore obtain a bound for f (1+IDUI 2)Y/2 , 
n ' 
Sy < 2 . 
provided (l/K)O E Ll(n ') for some 0 > 0, and hence, by Lemma 4.7, 
an oscillation estimate for u on any n il cc n ' . 
4.3 Existence of Extremal Solutions 
The oscillation estimate of the previous section enables us to 
establish the existence of extremal solutions of (4.1) under suitable 
hypotheses on g, h and n We first consider the case that g 
depends only on x, and we confine our attention to classical 
solutions. 
THEOREM 4.9 Let n be a bounded uniformly convex domain in Jfl ~ 
positive functions satisfying 
(4. 27 ) 
Then there is a convex function u E c 2 (n ) solving the equation 
(4.28) 2 det D u g(x)/h(Du) 'Z.-n 
and any two such functions differ by a constant . 
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Proof The uniqueness assertion is proved in Corollary 4 . 4 , so we 
need only prove existence and regularity. By Theorem 3.1 (see also 
Remark (iii) following the proof of Theorem 3.1), for each natural 
number m there exists a unique convex solution urn E C2 (Q) n Loo( Q) 
of the generalized Dirichlet problem 
(1 - ~)9(x)/h(DUm) in Q , 
where {c} is a sequence of constants to be chosen. 
m 
and fix the constants c
m 
so that um(x
o
) o for each m 
for any Q' cc Q with Xo E Q ' we have, by Theorem 4 . 8 , 
Then 
for a ll sufficiently large m, where C is independent of m. 
Thus a subsequence of {u } 
m 
converges uniformly on compact subsets 
of Q to a convex function u, which by Lemma 3.7 is a generalized 
solution of (4.28). 
We next prove that u E C2 (Q) Since u is clearly an 
extremal solution of (4.28), we automatically have 
(4.29) J * h 
X ( aQ ) 
u 
o . 
Arguing as in Lemma 3.9 (after (3. 46 ), observing that the proof uses 
only the uniform convexity of Q) , we deduce that if there is an 
affine function w such that graph w is a supporting hyperplane of 
where M is defined by (3. 6) and Xo E aQ , then 
for some positive constant C = C(n,h,Q,Dw) and all e: > 0 
sufficiently small, we have 
, 
.... .. 
(4. 30) n-l CE 
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~ "gil 
which gives a contradiction for E sufficiently small, since q > n . 
It follows that any supporting hyperplane of graph u has empty 
intersection with the boundary of graph u . If Yo E Q and z is 
an affine function such that graph z is a supporting hyperplane of 
graph u at (yo,u(yO» , then for 0 > 0 sufficiently small, 
u = {x E Q u(x) < z(x) + o} is an open set containing yO and 
U cc Q . We can now prove the regularity of u as in Theorem 3 . 1 . 
II 
Ra mark are 
positive functions satisfying (4.27) and inf g > 0 for all 
Q ' 
Q ' cc Q , 
where Q is an arbitrary domain in R n we can prove the existence 
of a convex generalized extremal solution u E CO( Q) of (4 . 28) . 
We simply extend g to be zero outside Q and take sequences 
{gm},{h
m
} c Cl,l(Rn) n Ll(Rn) of positive functions such that 
and 
We then obtain solutions u of the approximating generalized 
m 
Dirichlet problems 
2 det D u 
m 
g (x) /h (Du) in Bm(O) , 
m m m 
u c on aB (0) , 
m m m 
and pass to a limit as before (see the remark following Lemma 3 .7) . 
Q I cc Q 
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More generally, instead of assuming that inf g > 0 for each 
QI 
we may assume that for each Q I cc Q there exist a real 
number S > 1 , a nonnega t ive f unction g s uch that 
l/g E LS/ (S- l) (Q I) , a strictly increasing positive function 
h E Lool (0,00 ) satisfying (4 . 14) , and a positive function h E Ll(~n) oc 
s u ch that 
for all n (x , p) E Q I X ~ • 
Solving approximating Dirichlet problems as above and passing to a 
limit with the aid of the interior oscillation estimate in the 
remark followi ng Theorem 4 . 8, we obtain a convex generalized 
extremal solution u of (4 . 28) . However , we cannot generally deduce 
the regularity of u even if g and h are smooth, since the non-
positivity of g causes the ellipticity of the equation to degenerate . 
We now proceed to the existence of extremal solutions of (4 . 1) 
i n the case that g depends on z and p as well as x . 
THEOREM 4 . 10 Let Q be a boundEd uniformly convex domain in ~n ~ 
respectively such that 
(4 . 31) 
(4 . 32 ) g (x , z , p ) S g (x ) for all (x , z , p) E N x ~ x ~n , 
wher e g E Mq (N) for some q > n and N ~s a neighbourhood of aQ ~ 
and 
i 
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(4 . 33) inf g(x,z,p) > 0 
xHl ' 
z~N 
pEmn 
for aU n' cc n and N E m Suppose also that there exis t positive 
f unctions gl,g2 E L l(n) and real numbers Nl and N2 such that 
(4 . 34) 9(X,Nl , p) S gl (x) for aU (x,p) E n x mn , 
(4 . 35) g(x,N2 ,p) ~ g 2 (x) , for aU (x,p) E n x mn , 
In gl < f h 
mn 
(4.36 ) 
and 
(4.37) 
Then there is a convex function u E c 2 (n ) solving the equation ( 4 .1) 
and satisfying the equality (4 . 4). Furthermore ~ if 9 depends only 
on x and z ~ then any two such solutions dif er by a constant . 
Proof By ( 4 . 31), (4.32), (4.34) , (4.36) and Theorems 2 . 1 and 3 . 1 
(see also Remark (iii) following the proof of Theore m 3.1) for 
each natural number m there exists a unique convex solution 
u E c 2 (n) n Loo( n ) of the generalized Dirichlet proble m 
m 
(4 . 38) 
and we have 
(4 . 39 ) 
2 det 0 u 
m 
g(x,u ,Du ) / h(Du) in n , 
m m m 
u = m on an , 
m 
inf u ~ min{O , Nl } - C diam n , n m 
.... 
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where C is a constant inde pendent of m. 
Theorem 4.8 we have 
(4.40) 
for each n ' c c n , 
but is independent of 
osc u < C 
n' m 
where C depends on 
m . 
By (4 .33), (4.39) and 
n ' and other quantities, 
Now let E: > 
° 
and n = {x 
E: 
E n : d(x, an ) > d . Then for 
E: sufficiently small, we have, by (4.37) , 
(4.41) 
From (4.35) and (4.41) it follows that for each m there e xists a 
such that u (x ) < N2 
m m Combining this with (4. 39 ) 
and (4.40), we obtain for eac h n ' cc n , 
(4.42) 
with C independent of m. Thus a subse que nce of {u } 
m 
conve rge s 
in CO(n) to a convex function u, which by Lemma 3.7, is a 
generalized solution of (4 .1). 
Next we prove that u E c2 (n ) and that u is an extremal 
solution of (4.1). be 
defined by 
* We define the set functions Xu , Xu and Xu on n by (3.8) , (3.9) 
and (3.10) respectively, whe r e M is defined by (3.6) . We also 
w(u) * define the measures , w(u) and w (u) by (3.13) , (3.14) and 
- -~~ , 
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(3.15) respectively, with R replaced by H . Analogous measures 
are defined for each u 
m 
Now suppose that 
lim inf u(x) < 00 • 
x+xO 
Since {u} is an increasing sequence, we then have 
m 
lim inf Um(x) S u(xO) 
x+xO 
for all m, and hence, by the proof of Lemma 3 . 9 and (4 . 32) , 
* (4. 43 ) w (u ) (annB (x
o
» S 
m e: 
for all m sufficiently large and e: > 0 sufficiently small, where 
Cl is a positive con stant which is independent of m. By (4 . 32) , 
(4.43) and Le mma 3.6, we therefore have 
* (4.44) w (u) (annBe: ( x O» < 
for all e: > 0 sufficiently small . 
Next, if w is an affine function such that graph w is a 
supporting hyperplane of M at (xO,u(xo» , then for some positive 
constant C2 = C2 (n,H, n ,OW) , and all e: > 0 suffic i ently small, we 
have by the argument of Le mma 3.9, (4.32) and (4 . 44 ), 
(4. 45 ) 
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which gives a contradiction for € sufficiently small. We 
* therefore conclude that X ( an) 
u so u is an extremal solution 
of (4.1). The r egularity of u now follows as in Theorem 4.9. 
Finally , the uniqueness assertion is proved in Corollary 4.4 . 
II 
Remark The hypothesis in Theorems 4 . 9 and 4 . 10 that n be uniformly 
convex can be weakened to requiring n to satisfy an enclosing sphere 
condition at each point Xo E an ; i.e. for each Xo E an there is a 
More generally, it 
is evident from the proofs that even if n does not satisfy an 
enclosing sphere condition at some point Xo E an , but is convex, 
* we can still deduce that Xu(xO) ~ , provided we strengthen the 
hypotheses g E Mq(n) , q > n, in Theorem 4 .9, and (4 . 32) in 
Theorem 4.10. Conversely, these hypotheses can be weakened if we 
impose stronger conditions on n . 
4.4 Unboundedness of Extremal Solutions 
In this section we shall prove that under suitable hypotheses , 
extremal solutions are unbounded. It will be seen that these 
conditions are similar to those ensuring the solvability of the 
classical Dirichlet problem for arbitrary smooth boundary data . 
Conditions which ensure that the solutions are bounded will be 
discussed in the following chapter. 
We first discuss the unboundedness of the extremal solution 
obtained in Theorem 4.10 . 
THEOREM 4. 11 Let n ~ g and h be as in Theorem 4. 10 and let 
u E c 2 (n ) be the convex extremal solution of (4.1) obtained there . 
Let Xo E an and suppose that for each m the approximating solution 
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Urn E C2 (Q) n Loo( Q) of the generalized Dirichle t problem (4 . 38) 
satisfies 
(4 . 46 ) 
Then 
(4 . 47) 
Proof 
lim u (x) 
m 
x+xO 
x+Q 
lim u(x) 
x+x 
x+Q0 
m. 
00 
By Theorem 3 . 1, we have u
m
+l ~ urn and hence u ~ u for m 
all m , from which (4.47) follows. 
Remark 
problem 
The condition (4.4 6 ) holds for example if the Dirichlet 
2 det D u g(x,u,Du)/h(DU) in Q , 
u = <jl on aQ , 
is classically solvable for arbitrary <jl E cl , l( n ) 
II 
Theorem 4 . 11 is not applicable to the extremal solution obtained 
in Theorem 4 . 9 , and in particular, to extremal solutions of the equation 
of prescribed Gauss curvature (1 . 9) . The following result shows the 
unboundedness of certain extremal solutions obtained in Theorem 4 . 9 . 
We -first prove a simple geometric lemma . 
LEMMA 4 . 12 Let BR ::> BR/2 be two bans in lR
n with 
aBR n aBR/2 {xO} Let y E aBR/2 be the centre of BR . Then 
for each x E BR/2 we have 
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(4.48 ) 
Proof First suppose that ~ E aBR/2 • Then we have 
(4. 49 ) 
Since w(x) = Ix-xol2 - 2Rd (x, aBR, defines a convex function on 
BR/2' the result follows from (4.49). 
THEOREM 4 .13 Let Q be a bounded convex domain in lRn ~ r a 
relatively open portion of aQ and Xo E r Suppose that Q 
satisfies an enclosing sphere condition at Xo ~ and let u E C2 (Q) 
be a convex solution of 
(4 . 50 ) 2 det D u f(x ,u,Du) in Q , 
where f is a positive function satisfying either 
(4.51) 
or 
(4.5 2 ) 
for all (x, z ,p) E N x lR x lRn ~ where ~ , a , S are nonnegative 
constants such that a ~ n + 1 and S ~ a - n - 1 ~ d = d(x,aQ)~ and 
N c n is a neighbourhood of Xo . 
Then 
Suppose also that Ix*(r) I = 0 
u 
II 
(4.53) 
Proof Let 
lim u(x) 
x-+x 
xE nO 
B = BR(y) be an 
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00 
enclosing ball at Xo and let 
r (x) d(x,aB) = R - Ix-yl We first consider the case (4.51) . 
Let 
w Iji(r) a - b log r , 
where a and b are constants to be chosen . We may assume that 
provided 
Choosing b 
n n Be: (xO) c 
By choosing 
that u ~ w 
u ~ w in n 
2 det D w 
Then we have 
Iji"( _lji ' / lx_yl)n-l 
(1+1 1ji '12) a/2 
a -n -a/2 I-n jlb ::: 2 R • 
in this way, and then choosing e: E (0,1) so that 
N and an n Be: (xo) c r , we obtain 
2 2 det D w det D u in n Be: (xO) (1+IDwI 2) a/2 
~ 
(l+IDUI 2)a/2 
n . 
a so that a - b log e: ::: inf u , we can ensure 
N 
on aBe: (xo ) n n , so by Theorem 4 . 2 , we obtain 
n Be:(XO) , from which (4.53) follows. 
e: ::: b , 
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To treat the case (4 . 52) we let and be 
e nclosing balls a t Xo such that 
BR/2 (y) 
BR/2 (y) C BR (z) Then from (4 . 52) 
and Lemma 4.12 , we obtain 
(4 . 54 ) 
in N x JR x JRn where r(x) = d(x , aB (z)) 
R 
The above barrier argument can now be used to obtain the result . 
II 
Remark The condition (4 . 51) can be extended slightly if we assume that 
Q is Cl , l and uniformly convex, r = aQ and N is a neighbourhood 
of aQ We then require only a > nand B ~ a - n - 1 The 
only difference in the barrier argument is that now we use the 
function d (x ) = d(x , aQ ) rather than r(x) , and work in a neighbour-
h ood of aQ . This allows us to handle the case B < 0 . 
For the special case of the equation of prescribed Gauss 
c urvature , we obtain the following result from Theorems 4 .9 and 4.13 . 
COROLLARY 4 . 14 Let Q be a uniformly convex domain in JRn and 
K E Cl, l (Q) n Mq {Q) ~ q > n , a positive function such that 
(4 . 55 ) w 
n 
Then there is a convex function u E C2 (Q) solving the equation (1 . 9) 
and any two such functions differ by a constant . Furthermore ~ if 
for some point Xo E aQ ~ we have in a neighbourhood of Xo ~ either 
(4 . 56 ) K{x ) < IJd {x , am 
or 
(4 . 5 7) 
then 
llO 
lim u(x) co 
x+x 
xHI O 
Corollary 4.14 is analogous to a result of Giusti [GI2l for the 
equation of prescribed mean curvature (2.116) in the case 
(4.59) PW) 
and 
(4.60) 
for every measurable set A c rt which differs from n by a set of 
positive measure. The conditions (4.59) and (4.60) for the equation 
of prescrib ed mean curvature are analogous to the condition (4.55) for 
the equation of prescribed Gauss curvature. 
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CHAPTER 5 GLOBAL HOLDER ESTIMATES 
In this chapt er we shall prove global oscillation and Holder 
estimates for convex solutions of the equation 
(5.1) 2 det D u f(x,u,Du) in n, 
under suitable conditions on f and n . A particularly interesting 
feature of these estimates is the fact that they do not depend on any 
boundary data, and therefore imply nonexistence results for the 
classical Dirichlet problem. In fact, we show that the condition 
(2.13) is sharp, at least in terms of power functions. We use barrier 
functions of the type introduced by Serrin [SE] for proving nonexistence 
results for a class of quasilinear elliptic equations, including the 
equation of prescribed mean curvature (2.116). The key barrier 
argument was used in [TU1] to prove a nonexistence result for the 
classical Dirichlet problem for a class of Monge-Ampere equations , and 
in fURl to obtain a global oscillation estimate for convex solutions 
of the equation of prescribed Gauss curvature . The global Holder 
estimate is new, and it appears that no analogue of this has been 
proved for solutions of linear or quasi linear elliptic equations . Our 
proof uses the convexity of the solution at several points, and in 
particular, to obtain an interior estimate for the tangential gradient, 
relative to an , of the solution. 
Analogous barrier arguments can be applie d to certain types of 
quasilinear equations in special situations, for example, the equation 
of prescribed mean curvature (2.116 ) in a neighbourhood N of a 
point Xo E an where Han(y) < - IH(y) I for all yEan n N • However, 
we cannot generally deduce a Holder estimate because we lack an interior 
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tangential gradient estimate of a suitable type. Tangential gradient 
estimates, in the case that a prescribed boundary condition is not 
satisfied, have been proved only in special situations, see for 
example Simon [SI]. 
5.1 Global H~lder Estimates and Nonexistence Results 
In this section we shall prove the global Holder e stimate 
mentioned above. 
THEOREM 5.1 Let 1I be a c l , 1 bounded domain in lRn and 
u E C
2 (1I ) a convex solution of the equation ( 5 .1)~ where f is a 
positive function satisfying 
(5. 2 ) 
for aU n (x,z,p) E 1I x lR x lR , 
where ~ > a ~ a > n + 1 and B E [a, a -n-l) are cons tan ts . 
(5. 3 ) [U] A; lI S C , 
where A = min{(a-n-l-B) / (a+n-2) , ~ } ~ and C depends only on 
n , a , B , ~ and 1I . 
Then 
Theorem 5.1 will be proved in the following lemmas. Unless 
otherwise state d, all the hypothe s e s o f Theore m 5.1 are assumed to hold 
throughout this section. We first introduce some notation. Since 
all is cl,l, 1I satisfies a uniform interior sphere condition ; i.e. 
there is a positive number R such that for e ach x E all there is a 
ball B = BR(y) c 1I with all n aB = {x} We may assume without 
loss of generality that R S 1 . For any ~ E all and p E (a,R] , 
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* we let B U~) 
P denote the interior ball of radius p at ~ . 
Notice that this ball is unique since an is cl,l For t > 0 
we set 
{x E n d(x,a n ) < d 
and 
{x E n d(x, am d. 
The first step is to show that u is bounded in n . 
LEMMA 5.2 There bS a positive cons tant C ~ depending only on 
n , a , S , ~ , R and diam n ~ such that 
(5.4) 
Proof 
osc u S C . 
n 
By Theorem 4 . 8 we have 
for some constant Co depending only on n, a , S , ~ , Rand 
diarn n . To obtain (5.4) we use a barrier argument. Let B 
be an interior ball at Xo E an and let r(x) = d(x, aB) = R - /x- y/ . 
Now consider the barrier function w defined by 
w \j! (r) A - arY , 
where Y E (0,1) , a and A are constants to be chosen. For 
x E B satisfying /x-y/ ~ R/2, we obtain 
2 det D w 
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l/!"(-l/! ' /lx-yl)n-l 
(l+Il/!' 12)a/ 2 
f3 :s J.ld , 
provided we choose y and a so that 
(5.6) (a-n) (l-y) - 1 ::: f3 
and 
(5.7) J.l • 
We therefore have in and 
aw av = 00 on aB, where v is the outer unit normal to aB . By 
choosing 
A Co + inf u + aRY , 
n 
we ensure that u :s w on B n rR/2 , so by Theorem 4.2, we obtain 
u :s w in 
arbitrary. 
LEMMA 5.3 
(5. 8) 
where y 
and J.l 
from which (5.4) follows, since 
For al l sEan and 0 < a :s p/2 :s R/4 we have 
sup u :s 
B (s)nn 
a 
sup u 
B4 I-(S) nr yap a 
+ C Y (l-n)/(a-n) a p , 
(a-n-l- ~ )/(a-n) ~ and C depends only on n, a , f3 
is 
II 
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Proof Let t;, E an , o < (J S p/2 S R/4 and y E 
Then there exists a unique point z E an such that 
and d(y, an ) = Iy-zl < a Since 
It;,-zl S It;,-yl + Iy-zl < 2(J , 
we clearly have 
(5.9) n n 8 (t;,) c (J 8 (x) P 
* n n (J 
* 
8 (t;,) (J n n . 
y E 8 p 
* (z) n n 
Now let x E an n 82(J(t;,) and y E 8 (x) n r p (J Then by 
Lemma 4.12, we have 
ly-xl 2 S 4pd(y,an) 4(Jp 
and therefore 
It;,-yl S It;,-xl + Iy-xl < 4~ . 
Thus 
(5.10) 
We now proceed to bound sup u 
nn 8(J(t;,) 
We use the barrier 
argument of Lemma 5.2. Let y E an n 8
2a 
( t;, ) and consider in 
* given by set 8 (y) n n the function w P (J 
w 1jJ(r) sup u + A(aY-rY) , 
84 ra;(t;,)nr (JP a 
where A > 0 and Y E (0,1) are constants to be chosen, and 
the 
(J 
* d(x,dB (y ) ) p r = rex) 
obtain 
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Computing as in Lemma 5 . 2 , we then 
in B (y) p 
* n Q 
a 
provided (5.6) and (5.7) are satisfied . We therefore choose 
(5.11) 
and 
( 5 .12 ) 
We also have 
* dB p (y ) n Q a 
By Theorem 4 . 2 
( 5 .13) 
y 
u :::: w on 
where v 
we obtain 
s u p u 
* B (y) nQ 
p a 
(a-n-l-S) / (a -n) 
a -n 
_~fJ..!.Y __ P n - l 
2n - l (l - y ) 
* dW B (y) n f by (5.10) , and - = co on p a dV 
denotes the outer unit normal to dB p (y) 
* u :::: w in B (y) n p Q a and therefore 
:::: sup u C Y (l-n)/(a- n) + a p 
B4 r-(~) nf yap a 
* 
where C depends only on n, a , Sand fJ • We now obtain (5.8) 
from (5.9), (5.10) and (5.1 3 ). 
LEMMA 5 . 4 For all ~ E dQ and a < a :::: p/2 :::: R/4 we have 
(5.14) inf u 
B2 ( ~ ) nf a a 
:::: inf u 
B ( ~ ) nQ 
a 
+ Co , 
where C depends only on n ~ a ~ S ~ fJ ~ R and diam Q . 
Proof Let ~ E dQ , a < a :::: p/2 :::: R/4 and x E B (~) 
a 
n Q . 
Then there exist unique points xl xl (x) E dQ and x 2 = x 2 (x) 
such that x E [xl ,x2 ] , Ixl - x 2 1 = a and d(x,dQ ) = Ix-xli . 
E fa 
Let 
II 
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A U [Xl (x) , x 2 (x)] 
xEB ( ~)nQ 
cr 
Clearly, we have 
(5.15) B (~) n Q cAe Q 
cr cr 
and 
so we have 
(5.16) 
Now let g be an affine function such that 
Dg 
and 
g(X2 (x)) 
x 2 (x) -xl (x) 
I x 2 (x) -xl (x) I 
inf u 
B2 ( ~ ) nr cr cr 
* Let x3 = X3 (X) E dBR (xl(x)) be the unique point such that 
We assert that u(z) ~ g(z) for all z E [x
l
,x
2
] 
If not, then by the convexity of u, 
so that 
~ 2 osc u 
Q 
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which is a contradiction . Thus for all z E [x l ,x2 ] we have 
(5 .17) u(z) ~ g(z) ~ inf u 
B2 (s) nr 
a a 
The above argument is clearly valid for all x E B (s) n n , 
a 
so 
using (5 . 15), (5.16) and (5.17) and estimating osc u by Lemma 5.2 , 
n 
we obtain the estimate (5.14). 
Combining Lemmas 5.3 and 5 . 4 we obtain the following . 
LEMMA 5.5 For all s E an and 0 < a S p/2 < R/4 we ha e 
(5.18) osc u S osc U ( y (l-n) / ( - n) ) +C ap + a , 
B4 r- (sl nr yap a 
II 
wher e y is given by (5.111) and C depends only on n) a ) S J ~ ) 
R and diam n . 
The next step is the estimation of osc u 
B4/ap (sl nr a 
Since 
an is cl,l, the tangential gradient of u relative to an , is 
defined at each point of nR/2 and is denoted by eu. 
LEMMA 5 . 6 For each we have 
I • 
(5 . 19) I eu(x) I R- 2 d(x , am- ;; 
Proof Let Xo E an be such that d (x, am = Ix-xol Let 
\i = \i (xO) be the outer unit normal to an at Xo , and let T be 
any direction orthogonal to \i Let i be the line through x in 
the direction T , and let xl and x 2 be the points of 
* i n aBR(xO) Then by the convexity of u we have 
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(5. 20 ) ID u(x) I S max 
{Iu(xl)-U(X) I lu(x2)-u(x) It 
T 
Ix2- xl 
J Ixl-xi 
s Ix- xll - l osc u , 
Q 
since Ix- xli Ix-x21 . We also have 
(5. 21 ) Ix-xl l
2 R2 _ (R-lx-X
o
l)2 
(2R-lx-xDI) Ix- xol 
~ Rlx-xol 
Rd (x, am . 
Since T is an arbitrary direction orthogonal to v , the result 
follows from (5 . 20) and (5.21). 
II 
LEMMA 5 . 7 For all ~ E aQ and 0 < a S p/2 < R/4 we have 
(5. 22) I osc u S Cp l 
B4r-(~)nr yap a 
wher e C depends only on n ~ a ~ S ~ ~ and Q . 
Proof There is a constant M , depending only on Q , such 
that for any two points x,y E B4IOP(~) n ra there is a cl curve 
in with endpoints x and y and l ength bounded by 
M/crP . Using Lemma 5 . 6 we therefore obtain 
osc U s MICiP sup loul 
B4rap( ~ ) nr a r a 
I 
S Cp l . 
II 
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We can now comple te the p r oof of Theore m 5.1. For a ll 
sEan and 0 < a S p/ 2 S R/ 4 we have, b y Le mmas 5.5 and 5.7, 
(5.23) 
where C depends only on n, a , S , ~ and n , and y is given 
by (5.11). We now set a = (p/2 ) K for some constant K ~ 1 to 
be chosen. Then for all sE an a nd p E (0 , R/ 2] , we have 
(5.24) osc u 
B ( s ) nn 
(p/2 ) K 
We consider two cases . Fir st, if 
y + (l-n ) / (a - n) ~ t , 
we set K = 1 and obtain 
for all sEan and p E (0, R/2 ] , and h ence, by the convexity 
of u, 
[u] .L. n S C , 
2 , " 
where C depends only on n, a , S , ~ a nd n . 
Now consider the case 
y + (l-n)/(a-n) < t 
Then we can choose K ~ 1 so large that 
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KY + (l-n)/( a -n) I "2 , 
and hence, from (5.24) we obtain 
where A = 1/2K = (a-n-l-S) / (a+n-2) < I 
"2 , and c depends only on 
n , a , S , ~ and n . Theorem 5.1 is therefore proved. 
II 
The next theorem shows that the range of a and S can be 
extended slightly provided n is convex. 
THEOREM 5. 8 Let n be a c l , 1 bounded convex domain in lRn and 
u E c
2 (n ) a convex solution of (5 .1) ~ whel'e f is a positive 
function satisfying 
(5.25) 
for all (x ,z, p ) E n x lR x lRn , 
wher e ~ > 0 , a > n and S E [-l , a-n-l) are constants . Then 
(5.26) 
wher e A = min{(a-n-l-S)/(a+n-l) , t } , and C depends only on 
n , a , S , ~ and n . 
Proof We first obtain a global oscillation estimate. The proof 
of this is the same as in Le mma 5.2, except for the barrier a rgument, 
where we use the function d(x) = d(x,a n ) and work in a ne i ghbourhood 
of an , rather than using the distance to the boundary of an interior 
ball at each point of an. This allows us to handle the case 
S < 0 . 
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Once we have t he oscillation estimate , we a l so have 
I 
(l+IDu( x ) 12 ) 2" S (5. 27) - 1 Cd (x , Clrl ) 
for e a c h x E n , a nd hence 
(5 . 28 ) 
wh ere fJ. fJ./C • We can now apply Theor em 5 . 1 to obtain ( 5 . 26 ) . 
If the structure condition (5 . 2 ) holds only in a n e i g hbour hood 
of a boundary point , we obta in a corresponding loca l ve rs i o n of 
Th eorem 5 . 1 . 
COROLLARY 5 . 9 Let rl be a domain i n JRn and E "11"'1 Xo 0" a point 
such that for some s > 0 , Clrl n Bs (x
O
) is cl ,l Let u E c2 (n) 
be a convex soluti on of ( 5 . 1) where f i a positive ~unction uch 
that 
( 5 . 29 ) 
for all (x , z , p ) E (rln B (x )) x JR x JRn , 
s 0 
where fJ. > 0 , a > n + 1 and S E [O, a - n - l) are cons t ants . Then 
we have 
(5 . 30) 
where A = min{ (a - n-l-S) / (a+n- 2 ) , t } , and C depends only on 
II 
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Proof We construct a cl,l domain U c Q such that 
Q n Bs/2 (xO) cue Q n Bs(xO) , and U satisfies a uniform interior 
sphere condition with radius R, where R depends only on sand 
Then the structure condition (5.29) with d(x, aQ ) 
replaced by d(x,aU) is satisfied for all (x,z,p) E U x ~ x ~n, so 
the result follows from Theorem 5.1. 
It is clear that the above estimates imply nonexistence results 
for the classical Dirichlet proble,m. 
COROLLARY 5.10 Let Q be a c l , 1 bounded convex domain 7-n ~n 
and f a positive function s ati s f ying 
(5. 31 ) 
f or all (x,z,p) E N x ~ x JRn , 
wher e ~ > 0 ~ a > n and S E [-l,a-n-l) are constants and N is 
a neighbourhood of some point Xo E aQ . Then there exists a 
function 00 _ <p E C (Q) such that the c lassical Dirichlet problem (2 .1) 
is not so l vable . 
Proof If a > n + 1, the result follows immediately from 
Corollary 5.9 . If a E (n,n+l) , we choose s > 0 so small that 
Let 
the convexity of u we have 
sup u 
Q-Bs (XO) 
d(x) = d(x , aQ ) 
be a convex solution of (5.1) . By 
using the barrier argument of Lemma 5.2 with r replaced by d , 
we deduce that 
I I 
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+ C 
for some constant C, depending only on n, a , S , ~ , £ , n and 
N, from which the result follows immediately. 
II 
Theorem 5.1 and Corollaries 5.9 and 5.10 include the equation 
of prescribed Gauss curvature. We state here only the global Holder 
estimate for this s pecial case. 
COROLLARY 5. 11 Let n be a c1 , 1 bounded domain in JRn and K 
a positive function such that 
(5.32) 
for some constants ~ > 0 and S E [0 , 1) 
a convex solution of (1. 9 )~ we have 
(5 . 33 ) 
where I- (1-S) /2n ~ and C depends on l y on n , S , ~ and n . 
Remarks (i) From the proof of Theorem 5.1 it is clear that we need 
only assume that n is a bounde d domain satisfy ing a uniform inte rior 
sphere condition. 
(ii) The exponents obtained in Theor e ms 5 . 1 a nd 5 . 8 can be 
improved slightly in certain cases . If we a lready have a bound for 
[ull-; n for some I- E (0,1) , then in place of (5.19) we obtain 
(5.34) 
and hence, for all ~ E an and 0 < 0 S p/2 S R/4 , 
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(5 . 35) osc u 
B (O nr2 
a 
< C([ul a A/ 2p! + Y (l-n)/(a -n) ) Air2 a p + a . 
Now set K a = (p/2) , where K > 1 is a positive constant such that 
KY + (l-n)/(a-n) > 0 . 
Then we obtain 
where 
and since lim A(K) < A, we also obtain 
K-too 
where 
x sup min{ (K A+l)/2K,y+(1-n) /K (a -n) } . 
K:::l 
In certain cases this procedure gives A > A and it is possible to 
increase the exponent further by iteration. 
The exponent obtained in Theorem 5.8 can be improved similarly, 
because if we have a bound for [ul Ai r2 for some A E (0,1) , then 
also 
for all x E r2 , and hence , in place of (5 . 28 ) we have 
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(5.36) 
where ~ ~/c . By Theorem 5.1 we therefore have 
where ~ = min{(a+l/ (1-A)-n-2-S)/(a+l/(1-A)+n- 2) , t} , and C depends 
on n, a , S , ~ , A , Q and [U]A; Q 
(ii i) The g l obal nature of the barrier argument used to obtain 
a supremum estimate in the case a E (n,n+l] , S < 0 , precludes us 
from obtaining a local version of Theorem 5.8 . However, if we already 
have an estimate for lulo; Q ' then we can obtain a local version of 
Theorem 5.8 , with the bound on the Holder seminorrn depending on 
lulo; Q in addition to the other quantities , and with exponent 
A = min{(a-n-l-S)/(a+n-l) , t } This is the case for example if u 
is obtained by Theorem 3.1. The exponent can be improved a-s in (ii). 
(iv) In certain cases we can obtain Holder estimates under 
weaker regularity hypotheses on Q . Assume that Q is a CO , l 
bounded domain in lRn and u E C2 (Q) is a convex solution of (5.1), 
where f is a positive function satisfying 
(5.37) 
for all (x,z,p) E Q x lR x lRn , 
where ~ > ° and a > 2n are constants . For any y E (O,a-2n) we 
then have 
f 
n+y 1 f det 02u () loul < -
" - ~ Q (1+louI 2 ) (a -n-y ) /2 
< C(n,a,~,y) 
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Since u is locally integrable we can apply the global version of 
Morrey's lemma to deduce 
for any A E (O,(u-2n)/(u-n)) , where C depends only on n, u , ~ , 
A and rI . 
We can also obtain a result for the equation of prescribed 
Gauss curvature (1.9) on cO,l bounded domains in JR2 . Suppose 
u E C2 (rI) is a convex solution of (1.9) in this case and K satisfies 
(5.38 ) K(x) ~ ~d(x , am - S 
for some constants ~ > ° and S E (0,1) . Suppose furthermore 
that we have sup lui < M 
rI 
Then by (5.27) we have 
2 det D u 
where C depends only on M and S. 
proved above to deduce that 
[uJ A;rI < C 
We can now apply the result 
for all A E (O,S/(2+S)) , where C depends only on ~ , S , A, M 
and rI . 
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