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Introduction
Small and microenterprises, in both the informal and the formal sector, are typically an important source of income in the developing world. Particularly in countries with few formal employment opportunities -which is the case for most countries in Sub-Saharan Africainformal self-employment absorbs a large share of the otherwise unemployed. South Africa hereby marks an exception: using the expanded definition of unemployment (including people not actively searching for a job), 1 more than one third of the South African labor force was unemployed in 2015. At the same time, the business ownership accounted for only 14% of total employment -compared to on average 50% in other Sub-Saharan African countries.
2 Selfemployment, or business ownership more broadly, is also much more widespread in most parts of Asia and Latin America (International Labour Organization 2015; Statistics South Africa 2016) . Understanding the reasons for the small share of self-employment in South Africa is, therefore, essential to curbing the high level of unemployment in that country.
3 An often-heard argument in the literature is that South Africa's very high crime rate is the main reason for the small share of business ownership. Indeed, there are numerous examples in the literature that would support this hypothesis. Cullen and Levitt (1999) show for the US that crime can lead to urban flight. Rosenthal and Ross (2010) show, also for the US, that crime is an important determinant in the location decision of business owners.
In this paper we re-visit the impact of crime on business ownership by matching official crime statistics with individual level data from several rounds of the national census and a community survey, as well as from several waves of surveys on employers and the self-employed. Combining a fixed-effects model with an instrumental variable approach, we first analyze the impact of crime on self-employment. Second, we examine the impact of crime on business performance by focusing on sales, profits and investment behavior. Our identification strategy uses the variation of crime rates between and within municipalities or districts over time.
Crime had been neglected for a long time as a potential constraint on self-employment, but has increasingly attracted attention since the publication of the first official crime statistics ('Crime Stats') at the beginning of the 2000s. This report showed that South Africa ranks among the worst countries globally in terms of crime. This finding led to a number of studies that investigated the role of crime on self-employment in South Africa. Cichello et al. (2011) , for instance, identifiedbased on a survey on barriers to self-employment undertaken in the Khayelitsha township in Cape Town -crime as the single most important perceived constraint on starting a business and therefore as a bigger hindrance than lack of access to startup capital or risk of business-failure. Studying the cost of crime for businesses operating in the informal sector in the Diepsloot 3 township in the north of Johannesburg, Bhorat and Naidoo (2015) also found crime to be the biggest perceived obstacle for these businesses. Likewise, McDonald (2008) found in a survey of 466 small businesses in Cape Town, Durban and Johannesburg, that more than 50% of the owners perceived crime as a major constraint on their business. These results are also similar to an earlier study by Gough et al. (2003) on home-based enterprises ('HBEs') in Pretoria. Although only a small share of HBEs had been victims, Gough et al. (2003) found that many HBEs reported to limit their business activity (for instance closing before sunset) due to their fear of crime. They also documented that many of these HBEs reported to regularly face a shortage of inputs, as many suppliers would not be willing to deliver to areas with prevalent crime. These studies are also in line with previous findings by Chandra et al. (2002) on micro, small and medium-sized enterprises ('MSMEs') in Johannesburg. Only the findings provided by Skinner (2005) deviate from the former as she reports that informal business owners in Durban attribute only a moderate relevance to crime as a hindrance to their business.
Although most of these studies found a relatively large, negative impact of crime on selfemployment, they have two main limitations. First, the studies are based on surveys with a restricted regional scope and hence it is far from certain that these findings apply to South Africa as a whole. Second, the studies focus on perceptions and self-reported crime as a constraint to self-employment, rather than on the impact of actual crime rates on actual businesses performance. While we cannot ignore the fact that perceptions can have an effect on actions, the extent of the impact of these perceptions on actions, such as starting or expanding a business, is unclear.
In our analysis, we do not find any robust evidence for an impact of crime on self-employment. Although we find a statistically significant, negative relationship between crime and the decision to become self-employed -which is robust to alternative definitions of crime and selfemployment, alternative subsets of the data and other robustness checks -the impact is negligibly small. We also do not find robust negative effects on sales, profits and investment; if anything we find slightly positive effects. These results question the hypothesis that South Africa's high crime rate can explain the low share of self-employment. To our knowledge, this is the first study that analyzes this hypothesis in such detail.
Our paper also contributes to the general literature on the economics of crime. One strand of this literature does, as we do, analyze the labor market consequences of crime (see, e.g., Glaeser et al. 2010; Rosenthal and Ross 2010; Lens and Meltzer 2016) . Another strand considers the effects of local labor market conditions such as wages, unemployment and, more generally, economic growth on crime (see, e.g., Gould et al. 2002; Machin and Meghir 2004; Islam 2014) . Our study also adds to the literature that analyzes the constraints on start-up and expansion of small and micro enterprises (see, e.g., McPherson 1996; Blanchflower and Oswald 1998; Fajnzylber et al. 2006; McKenzie and Woodruff 2006; De Mel et al. 2008; McKenzie 2010; Banerjee and Duflo 2011, ch. 9) . Closely related is the study by Benyishay and Pearlman (2014) . Benyishay and Pearlman use data on microenterprises and their experience with crime from official victimization surveys and investigate the impact of property crime on expansion and income growth by microenterprises in Mexico. Using the variation of the number of home robberies between and within states (urban areas only) and over time, they found a robust negative correlation between robbery rates and the probability of a microenterprise expanding its business.
The remainder of this paper is structured as follows: In the next section we describe in more detail the context of the study. In section 3 we discuss the possible mechanisms linking crime to self-employment. These mechanisms will guide our empirical analysis. In section 4 we present 4 the empirical strategy, our database and the exact specifications. In section 5 we show and discuss the results and provide various robustness checks. We conclude in section 6.
Unemployment, self-employment and crime in South Africa

South Africa in an international comparison
In this section, we show that South Africa is indeed special with respect to the share of the workforce that is unemployed and self-employed. Table 1 lists a large set of countries situated in different regions of the developing world and with a GDP per capita very similar to the South African one. The first striking feature about South Africa is the high level of poverty, which in turn is obviously linked to the high level of inequality the country faces. Although the poverty figures are not fully comparable, as they are based on national and not international poverty lines, it is interesting to see that only Mexico has a similarly high rate. South Africa's labor force participation rate is, by international standards, also relatively low at just 57%. This feature, however, is also shared by countries in Northern Africa and probably includes a non-negligible share of discouraged job seekers who do not consider themselves as active anymore. The fourth column shows the unemployment rate which is, of course, not easy to compute in poor and emerging economies, but even considering a reasonable margin of error, the South African rate is higher -in most cases significantly higher -than in all the other countries listed in this table. Yet, despite this high rate, the share of people with informal jobs, i.e. without any working contract and/or social security (in the formal or informal sector, independent or as wageworkers) in relation to total non-agricultural employment is also very low. This share is reported to be 33%, which is well below neighboring Namibia and most countries in the Asia Pacific region and in Latin America, where in most cases the rate clearly exceeds 50% and often even 60%. This discrepancy does not change if only informal sector employment is considered. At the same time, self-employment (i.e., the share of own account workers and employers in relation to total employment) is comparably low in South Africa. While the self-employment rate in the majority of the considered countries is around 30%, it is only 14% in South Africa. This is only 'topped' by 10% of self-employment in Botswana and 12% in China. Finally, looking at crime rates as measured through homicides per 100,000 of the population, South Africa again stands out with a rate of 31 homicides per 100,000 of the population, with only Brazil and Colombia having similar levels of crime. Namibia and Botswana, which are both reputedly not particularly safe, have a rate which is 50% lower. Even Mexico ranks well below South Africa.
In conclusion, South Africa is not only special within Sub-Saharan Africa; it is also special in a worldwide comparison. Many people tend to argue that the high crime rate is the most important reason for the low level of entrepreneurship, and in particular informal entrepreneurship, despite the high level of unemployment. Perceptions data for different areas in South Africa seems to support this hypothesis (Chandra et al. 2002; Gough et al. 2003; Skinner 2005; McDonald 2008; Cichello et al. 2011; Bhorat and Naidoo 2015) . c Proportion of a country's working-age population (15-64 years old) actively engaged in the labor market, either by working or looking for work, in 2015.
d Share of the labor force that is without work but available for and seeking employment in 2015; modeled ILO estimate.
e Share of self-employed (i.e., own-account workers and employers) in relation to total employment in 2013 (exceptions: Botswana 2010 , Peru 2012 .
f Share of persons with informal jobs (in the formal or informal sector) in relation to total non-agricultural employment in 2013 (exceptions: Ecuador 2011 , South Africa 2010 , Indonesia and Sri Lanka 2009 , Botswana 2006 , Egypt 2005 and Algeria 2002 .
g Share of persons employed in the informal sector in relation to total non-agricultural employment in 2013 (exceptions as for informal employment).
h Number of homicides per 100,000 of the population in 2012 (exceptions: Botswana 2010, Egypt, Thailand 2011).
i Blanc et al. (2007) . j Including family workers.
k Six cities only. l Main cities/metropolitan areas only. 
Trends in unemployment, self-employment and crime in South Africa
In this subsection we show that the 'paradox' relating unemployment and entrepreneurship and the very high level of crime is not the result of very recent transitory developments, but rather is the result of longer term trends which are unlikely to dissappear in the near future. South Africa's unemployment rate has been at a very high level for a long time. It increased in the 1990s, decreased in the early 2000s, then increased again and is now stagnating at around 25% or even, according to the expanded definition (i.e., including individuals who are not actively looking for work), at around 35%. This is shown in Fig. 1 . However, the gap between male and female unemployment has at least narrowed. The strict definition of unemployment includes all people who are part of the labor force and capable of working, but -although actively searching for a job or trying to start an own business -do not have work. In the expanded definition of unemployment people who are willing to work, but who are not actively looking for a job -so-called discouraged job seekers -are also included. Fig. 2 presents the development of total, female and male self-employment -i.e., the share of formal and informal employers and own-account workers in relation to total employment -in 7 South Africa over the last seven years. Despite increasing unemployment rates since 2008, the share of the self-employed in relation to total employment is not only at a very low level, it even decreased -although only slightly -from 15% in 2008 to 14% in 2015. It is also notable that the gap between male and female self-employment is widening. While in 2008 self-employment for both sexes was around 15%, female self-employment dropped to 11% and male increased to 16% in 2015. This is in contrast to other developing and emerging countries, for instance India, where women in particular are the driving force behind increasing self-employment levels. Table 2 shows the changes in crime rates for the period 2005 to 2014. It can be noted that crime reduced slightly in almost all crime categories, in particular contact crimes (including murder and sexual assault) as well as in other crime categories (including culpable homicide and kidnapping). Crime incidents related to drugs and the possession of firearms (summarized as 'Crime detected as a result of police action'), however, experienced an average annual growth of 10% from 2005 to 2014. Overall, it remains clear that the crime level is still particularly high, even by Sub-Saharan African standards. In the following section we discuss a theoretical framework linking the exposure to crime and occupational choices. This framework will guide our empirical analysis.
Mechanisms linking crime and entrepreneurship
To understand through which channels crime -in particular property-related crime such as robbery, burglary and theft -may impact business ownership, it makes sense to distinguish between direct and indirect effects of crime on potential entrepreneurs as well as on already existing businesses.
The most distinct and direct impact of property-related crime on the victim could be the loss of or damage to property and capital. For existing businesses, the subsequent costs for repair or replacement of property may lead to lower profits and, thus, also to less capital being available for reinvestment. Obviously, a severe loss of property and capital could even push an existing firm into immediate bankruptcy (Edwards and Sundaram 2013) . There is some descriptive evidence that such direct effects might be relevant. McDonald (2008) notes that small enterprises in South Africa report facing crime-induced costs that correspond to up to 35% of their total sales. Indirectly, high crime levels may induce increased costs for crime prevention (e.g. CCTV surveillance, security staff, insurance premiums) for existing businesses. Potential entrepreneurs may forego business opportunities altogether as they may fear that the high risk of losing business assets will make their investment unsustainable, or equivalently, may estimate that the costs necessary for prevention will be too high relative to the expected revenues. Obviously, potential or actual entrepreneurs may also fear facing personal injury as a result of crimes such as robbery, burglary and theft -crimes which may be accompanied by physical violence or even murder (see e.g., Ahwireng-Obeng and Piaray 1999; McDonald 2008; Olawale and Garwe 2010) . In addition to these key channels, the literature evokes further effects of crime on businesses. Kahn (2010) , for instance, emphasized that crime may have a negative impact on (urban) agglomeration. Skilled workers in particular may avoid or leave crime-prone areas, which would then lead to a shortage of skilled labor for employers and consequently to lower productivity as well as a lower probability of starting or expanding a business (see also Mahadea and Pillay 2008) . Moreover, Gough et al. (2003) and McDonald (2008) point out that the fear of customers to buy from businesses located in areas with high crime rates may negatively impact the sales and profits of a business. Shorter opening hours, in particular the closure of the business before dusk, may additionally decrease their turnover. Suppliers may refuse, for the same reasons, to deliver to businesses in crime-prone areas.
Hence, if all these channels are relevant, we would expect to see the following: Firstly, in areas with relatively high crime rates we should observe that fewer people decide to start a business and that existing entrepreneurs are more likely to keep their business small or close down their business entirely. Econometrically speaking, we would expect a negative impact of crime on the share of self-employment, both across municipalities and across time. Secondly, we would expect in areas with relatively higher crime rates, the costs of doing business to be higher and entrepreneurs to be less willing to invest and, furthermore, to have less resources available for investment and activity expansion, implying lower average sales, profits and investment levels.
Yet, even if these channels sound plausible, it is of course possible that there are also offsetting effects. First, crime prevention may also create business. There is, for example, scope for the retail of certain goods such as video cameras, security doors and locks, as well as for security services. Second, if through the channels mentioned above crime also negatively affects the number of waged jobs that are available, those workers who do not find waged work would possibly seek to become self-employed. Hence, in this case a crime effect would, at first, be visible in relation to waged jobs, but not necessarily in relation to self-employment. The net effect of self-employment could even be positive if more workers entered than quitted because of crime.
Hence theoretically, the effects are unclear. As we have shown above, existing empirical work on South Africa seems to support the hypothesis that crime reduces entrepreneurship, but, again, these studies work with geographically limited samples and base their assessment largely on perception data. All this is reason enough to re-visit the question.
Data and empirical strategy
Data
To investigate the impact of crime on self-employment and business performance, we use four main data sources: official crime statistics from the South African Police Service, data from the Census, from the Community Survey, and from the Survey of Employers and the Self-Employed from Statistics South Africa.
The crime statistics from the South African Police Service ('SAPS'), the so-called 'Crime Stats', are annually published statistics on total reported incidents for 29 different crime categories such as murder, sexual crimes, burglary and robbery, in each of the (around) 1,140 police stations in South Africa. This data is available on an annual basis for the years 2004/05 to 10 2014/15.
4 To construct crime rates, i.e., the number of incidents per 100,000 of the population, we use population figures at the municipality and district levels for the years 2001 and 2011 that are published by Statistics South Africa ('Stats SA') and inter-and extrapolate these numbers for the missing years.
As our identification strategy will make use of the variation in crime rates between and within municipalities and districts over time, we now shed some light on these variations. When analyzing, for instance, robbery and burglary at residential and non-residential premises, 5 we find large differences across municipalities with rates ranging from 100 to almost 5,000 incidents per 100,000 of the population. Moreover, the changes in crime rates over the period 2007/08 to 2011/12 also differ significantly across municipalities. We do not find any correlation between the initial crime level and the change in crime rates over time. Even within urban areas, we find a high variation of crime rates, ranging from 180 to 2.100 incidents per 100,000 of the population and we find no common trend in robbery and burglary crime rates for municipalities with a high population density (the crime growth rate varies from -29% to 49% from 2007/08 to 2011/12 in these areas). Looking at the yearly changes across municipalities, we find strong fluctuations. For instance, while the robbery and burglary crime rate in Overstrand decreased from 2004/05 to 2005/06 by 31%, it increased in the next year by 11%, before it again decreased by 9%. These variations in year-to-year changes, however, can be observed across all municipalities. To smooth out these year-to-year fluctuations we will use aggregated crime rates for the previous two to three years in our estimations.
As Crime Stats reflect only reported crime incidents, actual crime numbers and rates might be different. As Kock et al. (2015) emphasized in their guide to South African crime statistics, particularly the unwillingness and inability of victims to report and of police officers to record a crime incident, lead to an underreporting of real crime rates. For instance, the so-called 'Victims of Crime Survey', conducted by Stats SA, asked households across South Africa about their experience of crime. They found that from April 2013 until February 2014 100% of all interviewed individuals who have been victims of car hijacking also reported this crime to the police, while only 31% of robbery and theft victims did so (Statistics South Africa 2014a). This underreporting of some crime types may give us a distorted picture of the actual crime level in a municipality. However, as long as underreporting does not vary within municipalities over time, accounting for municipality fixed-effects can deal with this problem. Time effects can capture general countrywide changes in underreporting. Classical measurement error may lead to a general downward bias in our estimates.
To test whether there is a significant difference in reporting behavior across locations, we use data from the Victims of Crime Survey for the years , 2011 , 2012 and 2013 /14 (Statistics South Africa 2003 , 2007b , 2011c , 2012 , 2014b . We measure underreporting by using the information on whether an individual reported a robbery to the police or not. We find no evidence for significant differences in reporting behavior across provinces (the data does not allow a disaggregation at the municipality level).
6 Yet this does, of course, not exclude the 4 Crime Stats are released annually in September and cover reported crime incidents from April 1 in the previous year to March 31 in the same year. For instance, the Crime Stats published in September 2015, i.e., Crime Stats 2014/15, covered crime incidents from April 1, 2014 until March 31, 2015.
5 The crime rate for robbery and burglary at residential and non-residential premises is an aggregated crime rate consisting of the Crime Stats crime types robbery at non-residential premises, burglary at non-residential premises, robbery at residential premises, burglary at residential premises, common robbery and robbery with aggravating circumstances. 6 In the Victims of Crime Survey, the lowest geographical area that can be identified is the province. No information on the district or the municipality of the respondent is given.
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possibility that there may be a systematic variation of underreporting at the municipality or district level. In general, the reporting rate may, for instance, be lower in municipalities with a high actual crime level, due to the victims' fear of revenge by the offender or because people who are used to crime do not feel the necessity to report an incident. They may also think that the police cannot, in any case, do much about it or does not want to do anything about it. Again, across provinces we do not find evidence for such a bias, as underreporting does not systematically vary across provinces. We may, of course, still face such a bias within provinces over time if, for example, with increasing crime levels, underreporting goes up. This would lead to a downward bias of our estimate of the effect of crime on self-employment. Again, we think such a bias is unlikely, as we do not even see significant differences in reporting behavior across provinces, despite the fact that crime rates differ strongly across provinces (see also Online Appendix, Fig. B1 ). More problematic for our analysis would be a situation in which changing policies at the municipality level, such as increased police presence or simplified modes of reporting a crime, would affect reporting behavior. Under such circumstances, a municipality with a constant actual crime rate could show an increase in the crime rate based on reported crimes. This would show up as an increase in crime in the Crime Stats and bias our estimates. We are not aware of such cases and such policies would anyway more likely affect entire provinces rather than single municipalities, but we can of course not fully rule out such cases.
The data on employment, specifically on entrepreneurial activities or self-employment, as well as other socio-economic characteristics, are drawn from the Census and the Community Survey. The Community Survey is a mini-census, i.e. the questionnaire is similar to the one used in the Census but it is conducted only on a sub-sample of all communities in South Africa. Next to these data, we use the Survey of Employers and the Self-Employed ('SESE'). The Census and Community Survey data allows measuring self-employment at the individual level and selfemployment shares at the municipality level. The SESE data additionally provide the characteristics and performance indicators of businesses.
The Census and the Community Survey are conducted by Stats SA. Data from the Census is publicly available for the years 1996, 2001 and 2011, from the Community Survey for the year 2007. Because of the different timing of the Crime Stats and the Census and Community Survey, we focus in particular on the Census from 2011 and merge it with the Community Survey from 2007. The publically available Census data is a 10% sub-sample (approx. 4.3 million observations). The Community Survey covers about 0.9 million observations. Both data are gathered at the individual level and allow for the identification of the location of respondents down to the municipality level. However, individuals cannot be tracked over time; the data is just a series of repeated cross-sections. Panel data analysis is, however, possible at a higher aggregation level.
The Census and the Community Survey data both contain up to 90 variables relating to the individual's socio-economic characteristics, such as sex, age, family situation, education, health and employment (e.g., employment status and annual income range). We code workers as selfemployed if they report either to be an employer or an own-account worker. In our analysis we restrict the dataset to individuals in the 16 to 59 age range and, moreover, exclude individuals who are currently attending school or -according to their own assessment -unable to work due to illness or disability. We thus reduce our dataset to 2.5 million observations for the years 2007 and 2011. See also Table 3 for an excerpt of the summary statistics of some of the key variables in the merged Census data (i.e., the merged data of the Community Survey For the sake of simplicity, we henceforth refer to the combined dataset of both sourcesCensus 2011 and Community Survey 2007 -as 'merged Census data'.
The Survey of Employers and the Self-Employed ('SESE') was conducted by Stats SA in the years 2001, 2005, 2009 and 2013 . In our analysis we consider the latest three waves only. The survey focuses on small and micro non-VAT paying businesses throughout South Africa. The surveys contain information on the business (e.g., financial information, type of business and industry, location and number of employees) as well as on its owner (e.g., age, gender and relationship status). The surveyed businesses are drawn from a representative sample provided by the so-called Quarterly Labour Force Survey, which is conducted every three months by Stats SA covering all of South Africa. In each of the three considered SESE waves, between 1,900 and 3,300 businesses were interviewed. We use the information on sales, profits and investment behavior of the businesses as dependent variables for our analysis. The summary statistics for the SESE data (Table 4) show that business performance indicators, such as sales and profits, haveafter correcting for inflation -increased over time. This growth can be observed across all municipalities and is not specific to particular municipalities. In all three years, around 50% of businesses are less than 3 years old, less than 50% of the business owners are male and less than 7 Between 16% and 24% of the owners started their business due to family tradition, existing skills and motivation for the business, or a business idea (dummy 'business motivation'). While no information is available on the business owners' highest achieved education level for the year 2005, in 2009 31% and in 2013 25% of the respondents have no formal education. Table 5 gives an overview of the number of observations per municipality and district (both including metro municipalities) for merged Census and SESE data. The average number of observations per municipality in the merged Census data is -with a mean of around 4,000 in 2007 and 18,500 in 2011 -relatively high. In addition, the lowest number of observations per municipality lies between 500 and 570 in both years. Consequently, we are certain that the number of observations per municipality is high enough to use the variance within municipalities and across time for our analysis. Turning to the SESE data, the number of observations per municipality is -with a mean of sixteen for 2005, eleven for 2009 and twelve for 2013 -relatively small. Moreover, while few municipalities, mostly large urban metro municipalities, have up to 135 observations each, in more than 50% of the municipalities less than ten observations each are available per year. We therefore prefer to focus on within-district differences across time instead of within-municipality differences when using the SESE data. The average number of observations per district is 65 for 2005, 38 for 2009 and 39 for 2013. However, in each of the three years there are some districts (one, ten and eight districts, respectively) with less than ten observations -these districts are excluded from our analysis. To use the data for our purpose, four datasets have been merged into two datasets: First, Crime Stats with the Census and Community Survey data to analyze the impact of crime on selfemployment, and second, Crime Stats with SESE data to analyze the impact of crime on the performance of businesses. For both merged datasets, substantial adaptation of the data was required.
Due to significant changes to the demarcations and names of both districts and municipalities over the last twenty years, the Census, Community Survey and SESE data had to be adapted to share a common set of administrative areas. Another need for adaptation was driven by the different geographical levels that can be identified in the datasets. As we intend to exploit the variation of crime over time and between administrative areas in our estimation, we had to identify the lowest possible geographical level across all datasets. Crime Stats are published at the police station jurisdiction and province level, however, the lowest geographical level that can be identified in the merged Census data is the municipality -which is a larger geographical area -and in the SESE data is the so-called sub place -which a smaller geographical area than the police station jurisdiction (see Appendix, Fig.  A1 ). Consequently, we needed to aggregate Crime Stats to the municipality level, the lowest possible geographical level that can be identified in both the merged Census and SESE data. To match the police stations to their respective municipality, we used the crime maps from the 'ISS CrimeHub' 8 as well as information on police station locations from the South African Police Service. Yet in some cases, police station jurisdictions are located not only in one but in two or sometimes even more municipalities. However, as this concerns only very few of the municipalities and as usually only small parts and not very densely populated areas fall into another municipality, this inaccuracy in matching does not significantly affect our analysis.
Empirical strategy
We test the hypothesis that crime influences the decision to set up a firm by estimating the impact of crime on 1) business ownership or being self-employed, and on 2) business performance.
Impact of crime on self-employment
In a first step, we use a linear probability model with municipality and time fixed-effects to estimate the impact of crime on self-employment using the dataset containing Crime Stats and merged Census data. Our model takes the following form:
( 1) where the subscript denotes the individual, the municipality, and the year.
We define our dependent variable for self-employment, , as a binary variable, which equals 1 if the individual is an employer or own-account worker and 0 otherwise (i.e., employed (formally or informally), unpaid family worker or unemployed).
9 As a proxy for the crime level, we include the independent variable . We generate a crime rate for burglary and robbery in residential and non-residential premises by aggregating the distinct Crime Stats for robbery at non-residential premises, burglary at non-residential premises, robbery at residential premises, burglary at residential premises, common robbery and robbery with aggravating circumstances. The crime variable is expressed as the log of crime incidents per 100,000 of the population for the two years before the point of observation. We prefer the twoyear aggregation as it smooths out short-term fluctuations.
is a vector of control variables including age, gender, education and the population group of the individual. The age (age squared) of the individual is included as a continuous variable. Gender is included as a dummy, which equals 1 if the individual is male. We also construct a dummy to control for education, which equals 1 if the person has no education or only primary education and 0 otherwise (i.e., secondary education or higher). In some specifications, we additionally include an interaction term of education and the crime rate as the effect of crime on self-employment may vary with education, for instance because individuals that are more educated may have a different level of access to information about crime or process this information differently. We also include a dummy for the population group, which equals 1 if the individual is white and 0 otherwise. To control for the effect of income we calculate the log average annual income per capita in the municipality the individual lives in . Municipality fixed-effects and year effects are denoted and respectively. In some of the specifications we also account for district-specific time trends (i.e., interact year with district dummies); this is more conservative than just accounting for general time trends. Standard errors of the fixed-effects regression are robust and clustered at the municipality level.
Although our approach allows accounting for many potential confounders, equation (1) might still be subject to reverse causality, i.e., business activities may attract crime, and may still be subject to an omitted variable bias. To deal with these problems, we additionally use an instrumental variable approach. We considered various potential instrumental variables, such as police expenditure, criminal law, incarceration rates and liquor stores regulations. However, either appropriate data was not available, or we could not explicitly attribute the observations to the different municipalities, or there was not enough variation between and within municipalities across time. Consequently, we use -as is frequently done in the literature on the economic effects of crime (e.g., Tita et al. 2006) 10 -data on other types of crime as an instrument. The identifying assumption is that municipalities with a high robbery and burglary crime rate are also likely to have a high overall crime rate, and therefore also a high level of contact and, more specifically, sexual crime. While there should be a strong correlation between the instrument (contact or sexual crime) and our robbery and burglary crime rate, the instrument should have no direct influence on the decision to start or close a business and on business performance, and, therefore, our dependent variable . Hence, in the first stage, we regress our potentially endogenous variable on the instrumental variable, , as well as on the already in equation (1) included controls:
Our instrument is the aggregated contact or sexual crime rate for the previous two years in the municipality in which the individual resides. Since the first stage uses only variation on both the left-and right-hand side of the equation at the level of municipalities, we estimate the first stage using the municipality as the observation unit. All control variables are municipality averages; this is denoted by a tilde above the variables. In the second stage we use the predicted variable of the burglary and robbery crime rate, , as the explanatory variable:
All variables, dependent and independent, are defined as in equation (1).
To further test the robustness of our results, we estimate a large set of alternative specifications and use alternative variables. Specifically, we test our hypothesis using other crime types as independent variables, such as the total crime rate or total property crime rate. We also vary crime rate calculations, e.g., we use the growth of the crime rate over the previous two years or, alternatively, the aggregated crime rate for the previous three years. In further checks, we use subsets of the data, such as data with men or urban areas only.
Impact of crime on business performance
In a second step, we estimate the impact of crime on business performance indicators, again using a linear model with fixed-effects and the dataset containing Crime Stats and SESE data. Our identification strategy uses the variation of crime rates within districts across municipalities and over time. Our model takes the following form: (4) where the subscript denotes the individual, the municipality, the district, and the year.
We measure businesses' performance ( ) by looking, alternatively, at sales, profits and total investment. Sales is defined as total sales in the last month and profit as average monthly profits in the last year (both in log). Total investment is a dummy variable, which equals 1 if the business has made any investment (i.e., in machinery, tools, vehicles, buildings or furniture) in the last year and 0 otherwise. The independent variable is defined -as before -as the log of the aggregated burglary and robbery crime rate (i.e., crime incidents per 100,000 of the population) in the municipality in which the business is located, for the two years before the point of time when the business was surveyed.
is a vector including the control variables age, gender and population group of the business owner. These variables are defined as in equation (1). further includes variables which capture the potential impact of firm age, ownership, motivation for self-employment, debt, startup capital, electricity expenses and firm size on the performance of the business. Firm age, ownership, motivation for self-employment, debt and startup capital enter as dummy variables (for a description of the variables see previous section). Electricity expenses enter as a continuous variable. We account for firm size through the categorical variable 'Employees', which equals 0 if the individual has no employee, 1 for one employee, 2 for two to four, 3 for five to ten and 4 for more than ten employees. We also include district, , and year effects, . Furthermore, in the last of our five specifications, we account for province-specific time trends. Standard errors in the fixed-effects regression are robust and clustered at the district level. Since some of the control variables are potentially endogenous but leaving them out could lead to an omitted variable bias, we test the robustness of the estimated effect associated with the crime rate by alternatively including or excluding these controls. If this is without implications for the effect associated with crime, it can be assumed that they will not bias our assessment.
As in our previous model, we re-estimate the model using the same instrumental variable strategy as before. We also conduct several robustness checks to test the sensitivity of our results with respect to alternative specifications and data subsets.
Results
Impact of crime on self-employment
Col. 1 of Table 6 shows the results for the OLS regression, while in cols. 2 to 5 we present, step-by-step including fixed-effects and additional control variables, the results for the fixedeffects model as described in equation (1) (for details see Online Appendix, Table B1 ).
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Table 6
Impact of crime on self-employment (merged Census) -OLS and fixed-effects regression results. The variables male (dummy), age, age squared, average income (ln), white (dummy) and no education (dummy) are included as control variables in each of the regressions. Robust standard errors clustered at municipality level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level.
Starting with the OLS regression (col. 1), we note that the coefficient for crime is negative and significant at the 1% level, indicating that a 1% increase in the crime rate leads to a decrease in the probability of being self-employed by 0.0066 percentage points. Put differently, an increase by one standard deviation in the crime rate leads to a decrease in self-employment by 0.05 percentage points. With respect to our controls, the probability of self-employment is higher for men and white individuals (0.03 and 0.09 percentage points, respectively) and slightly increases 11 We tested whether a random-effects estimation is more suitable for our model compared to a fixed-effects estimation, by running the Hausman test as well as another test of over-identifying restrictions developed by Schaffer and Stillman (2006) . The latter test allows us -in contrast to the Hausman test -to also include clustered robust standard errors. The results of both tests (see Appendix, Table A1) show that the use of a fixed-effects estimation is more appropriate for our model than a random-effects model. with age (but at a decreasing rate) and with education (self-employment is lower for individuals with no education by 0.01 percentage points). The average income level in a municipality has a positive impact on self-employment, i.e. a 1% increase in income leads to an increase of the probability of being self-employed by 0.02 percentage points.
When we include municipality fixed-effects (col. 2), the coefficient associated with crime more than doubles (from -0.0066 to -0.0135) and the precision of the coefficient is somewhat lower. It further decreases if we include year effects (col. 3). In the fourth specification (col. 4), we include the interaction term 'No education' interacted with 'Crime (ln)'. The coefficient of the no education-crime interaction is positive, indicating that crime has a less negative impact on selfemployment for individuals with no education compared to educated individuals. We can of course only speculate as to why this is the case. Maybe educated individuals are more aware of the prevalence of crime or are more risk-averse than non-educated individuals are, and as a consequence are less likely to become self-employed at a given level of crime. In the last specification (col. 5), district-specific time trends are included. In this estimation, the coefficient of crime becomes insignificant. Hence, based on the results shown in Table 6 , we must conclude that although the effect of crime on self-employment is negative, in terms of its economic significance it is negligibly small. If confirmed, this would suggest that crime is unlikely to beas it is often claimed -one of the major reasons for the low self-employment in South Africa.
To further deal with potential problems of omitted variables and reverse causality, we also apply an instrumental variable approach as specified in equations (2) and (3). We test two instruments -contact crime and sexual crime -and take the third fixed-effects specification (Table 6 col. 3) as the benchmark specification. The results are shown in Table 7 (for details see  Online Appendix, Table B2 ). We manually estimate the instrumental variable model. In the first stage, we use an aggregated dataset (i.e., one observation per municipality and per year) and regress the instruments on our crime rate of interest, Crime: Robbery & burglary (ln), to predict the crime variable. In the second stage we use the main dataset (i.e., disaggregated with many observations per municipality) and regress the business performance indicators on the predicted crime variable and other controls. The variables male (dummy), age, age squared, average income (ln), 20 white (dummy) and no education (dummy) are included as control variables in each of the regressions. Robust standard errors clustered at municipality level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level.
The first stage results (second part of Table 7 ), i.e., the regression of our robbery and burglary crime rate on the instruments, suggest a sufficiently strong correlation between robbery and burglary for both instruments. Moreover, the F statistics for both regressions are clearly above the required thresholds of roughly ten (Stock and Yogo 2005) , indicating that contact as well as sexual crime are relevant instruments in our context.
The results of the second stage of the instrumental variable approach are presented in the first part of Table 7 . To ease the comparison of the results from the instrumental variable approach with the results from the fixed-effects model, the results from our fixed-effects benchmark specification are also shown in this table.
It is noticeable that there is no considerable difference in the results from our instrumental variable approach (Table 7 cols. 2 and 3) compared to the results without instrumentation (Table  7 col. 1). The coefficients associated with the crime rate are just slightly lower when using contact or sexual crime as an instrument (-0.0088 and -0.0114 compared to -0.0128), but the significance level increases from 10% to 1%. The coefficients of the control variables all have the same signs as before. The associated coefficients are identical or almost identical.
To further test the robustness of our results, we also re-estimate the model using different definitions of the crime rate and alternative subsets of the data (for an overview of the robustness checks see Appendix, Table A2 and Table A3 ). As before, we use the third fixed-effects specification (Table 6 col. 3) as our benchmark specification.
When using the full dataset (Appendix , Table A2 ), but including the aggregated robbery and burglary crime rate for the previous three years as an explanatory variable -instead of the previous two years as in our benchmark specification -the sign and size of the crime rate coefficient as well as the significance level remain the same. Other robustness checks involve the inclusion of crime growth rates in the regression, as individuals might not only be sensitive to absolute levels of the crime rate, but also to changes in the crime rate. When including the growth rate of robbery and burglary levels for the previous two years as well as a variable for the crime level two years before that, the coefficients for both variables are negative, but insignificant. Also, the growth rate for the previous three years seems to have no significant impact on selfemployment, while the level of crime three years before that -included as control in the same regression -is significant at the 5% level and the coefficient has a similar size as in our benchmark specification. Both coefficients are negative. The results of our main analysis and these robustness checks suggest that the crime level, i.e. the number of burglary and robbery incidents per 100,000 of the population, has a statistically significant, though economically negligible, negative impact on self-employment. We also test to what extent other types of crime may impact self-employment. Using aggregated crime rates for the previous two years, our regression results show that total crime (i.e., all crime incidents, ranging from, e.g., insult to murder) does have a negative, but not significant impact on self-employment. Likewise, the aggregated crime rate for property crime, which includes, besides robbery and burglary, theft of motor vehicles and stock theft, does not significantly impact the probability of being selfemployed.
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To further test the robustness of our results, we construct various subsets of the data (Appendix , Table A3 ). On the one hand, we want to understand whether the impact of robbery and burglary is similar when excluding from our dataset individuals who are employed in the formal sector. We find no significant impact of crime on self-employment in this case. On the other hand, we test whether crime impacts self-employment when only considering selfemployment in the informal sector -in contrast to self-employment in both the formal and the informal sector as in our benchmark specification. Therefore, we exclude all individuals who are self-employed in the formal sector from our dataset, as we assume that these individuals are unlikely to become self-employed in the informal sector. We find a slightly positive impact of crime on self-employment in the informal sector. The coefficient is, however, not significant. We also tested whether crime reduces dependent wage work. Recall that a possible scenario could be that crime deters some people from self-employment, but that this reduction is offset by people who cannot find a job as a wageworker due to crime-induced labor demand shortages. Hence, these individuals move into self-employment, so that the net effect is small or insignificant. Again, we do not find any evidence for this scenario (see Online Appendix, Table B3 ).
When we exclude rural municipalities (defined as municipalities with less than 400 people per square kilometer) from our main sample, the coefficient associated with the crime rate is negative but again not significant. An estimation for men alone does also not yield different results. In another robustness check, we exclude all white individuals from the sample. Again, the results show a very small, albeit negative and significant (at 5%), effect. We also re-estimate the model only for those municipalities in which previous studies found a negative correlation between perceived crime levels and self-employment. 12 In fact, for these areas we find a slightly positive, significant effect but not -as one would expect -a negative effect. Moreover, we test our hypothesis by analyzing the impact of crime on self-employment at an aggregated level. To do this we collapse our data at the municipality level for each year. Again, we find no significant impact of crime on the share of self-employment using this specification (Appendix , Table A3 ).
Finally, we analyze the variation of the impact of crime on self-employment between low and high crime areas, by dividing the municipalities into quintiles and running separate estimations for the five groups. Our results (Appendix , Table A4 ) suggest a positive, though not significant, impact of crime for the first, third and fifth quintiles. For the second and fourth quintiles the coefficients are negative, but also not significant.
Overall, the significance and -in particular -the magnitude of the impact of crime on selfemployment suggests that crime does not deter individuals from self-employment. Although the coefficient associated with robbery and burglary is in some specifications negative and significant, the magnitude of the effect is negligible. Other types of crime play no role at all.
Impact of crime on business performance
In this subsection, we analyze whether crime affects the performance of businesses as measured by sales, profit and total investment (see equation (4)). The results are presented in Table 8 (for details see Online Appendix, Table B4 to Table B6 ). As before, we show in col. 1, 12 These municipalities are Johannesburg (Chandra et al. 2002; McDonald 2008) incl. Diepsloot township (Bhorat and Naidoo 2015) , Cape Town (McDonald 2008) incl. the township of Khayelitsha (McDonald 2008; Cichello et al. 2011) , Durban/eThekwini (Skinner 2005; McDonald 2008) and Pretoria/City of Tshwane (Gough et al. 2003) .
the OLS results, while cols. 2 to 5 show the results of the fixed-effects model using alternative specifications. 13 Robust standard errors are shown in parentheses and are clustered at the district level. (cols. 4-5) . Robust standard errors clustered at district level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level.
In the first part of Table 8 we present the results of the regression of sales in the last month on crime and other control variables. It can be seen that the coefficient associated with crime is positive in all five specifications, in particular in our preferred specification where we control for district fixed-effects and time effects (col. 3). The coefficient implies an increase in sales by 0.1918% for an increase in the crime rate by 1%, and is significant at the 1% level. The coefficient is also positive and significant if we introduce province-specific time trends (col. 5). As in the analysis of self-employment above, the coefficients of the control variables have, largely, the expected signs, which we also take as an indication that measurement error in reported sales is moderate. We see, for instance, that men generate higher sales than women, whites higher than blacks, older firms higher than younger firms and so on.
Turning to the regressions with average profits per month over the last year as the dependent variable (second part of Table 8), the OLS results are quite similar to the previous estimates based on sales. The coefficient associated with the crime rate is positive and significant at 1% when applying OLS, but becomes insignificant when including district fixed-effects (col. 2). However, the coefficient turns significant when we also account for time effects. If we include, in addition, province-specific time trends (col. 5), the effect of crime again becomes insignificant. The coefficients of the control variables are again largely as expected.
Finally, we use total investment as the dependent variable (third part of Table 8 ). Across four of the five specifications, the coefficient associated with crime is negative, but insignificant. There are no major changes with respect to the effects associated with the control variables.
To account for reverse causality and unobserved heterogeneity, we again use an instrumental variable approach. As in the previous analysis with merged Census data, we use two instruments -contact crime and sexual crime. We use the fixed-effects specifications in col. 3 of Table 8 as the benchmark specification. The instrumental variable regressions results are presented in Table  9 (for details see Online Appendix, Table B7 to Table B9 ). In the fourth part of Table 9 we show the first stage results; as before with the merged Census data, there is a strong correlation between our variable of interest and the instrumental variables. The second stage results show that, compared to the non-instrumented results, the impact of robbery and burglary on sales (first part of Table 9 ) slightly increases from 0.1918 (fixed-effects approach) to 0.2208 (contact crime as instrument) and 0.2106 (sexual crime as instrument). The statistical significance remains at 1% for both instruments. For the included control variables, the signs of the coefficients, their size and the significance levels remain more or less the same across the three specifications. We get similar results when using the instrumental variable model to estimate the impact of crime on average profits (second part of Table 9 ). Here as well the significance level is at 1% and the size of the coefficient increases when we instrument; from 0.1219 (fixed-effects) to 0.1988 (contact crime as instrument) and 0.1888 (sexual crime as instrument). Lastly, when we use the instrumental variable model to estimate the impact of robbery and burglary on total investment (third part of Table 9 ) we again find no impact. The coefficient of robbery and burglary remains negative and insignificant across all specifications. As before, the impact of all other included control variables is comparable to the results of our non-instrumented fixed-effects specification.
Based on these findings it seems that robbery and burglary crime rates may have no or even a slightly positive effect on sales and, to a lesser extent, on profits, but not a negative effect. To check again whether these results are sensitive to different specifications, we run various robustness checks, using the fixed-effects specifications from Table 8 col. 3 (including district fixed-effects and year effects) as our benchmark specifications. These robustness checks are shown in the Appendix, Table A6 and Table A7 .
We start with the robustness checks for sales in the last month as the dependent variable. Replacing the two years aggregated robbery and burglary crime rate -as used in our benchmark specification -with a variable for robbery and burglary aggregated for the previous three years, the impact of crime remains constant. The results indicate that a 1% increase in the crime rate in the previous three years leads to an increase of sales in the last month by 0.19% -compared to 0.19% when using the two years aggregated crime rate. The significance level remains at 1%. Crime growth rates seem to have no significant impact on sales, while the levels of crime two and three years before are significant at the 1% level each, indicating that a 1% increase in these crime levels leads to a 0.19% increase in sales. Testing the sensitivity of our benchmark specification to different types of crime, we again find a positive effect when we use total crime or aggregate all property crimes (i.e., robbery and burglary, as well as theft of motor vehicles and stock). The coefficients are significant at the 1% level. Using average profit as the dependent variable, we find similar results regarding the size of the coefficients, though at a lower significance level, i.e., 5%. The robustness checks for investment again indicate that crime does not have a robust impact on total investment.
When we restrict our dataset to male entrepreneurs only, we find a significant impact on sales (at the 1% level), indicating that a 1% increase in robbery and burglary levels in the previous two 25 years leads to an increase of sales by 0.24%. When we exclude white entrepreneurs from our dataset, the impact of robbery and burglary on sales is significant at the 1% level and the size of the coefficient is comparable to our benchmark fixed-effects specification (around 0.19). In a final robustness check, we aggregate the data at the municipality level and re-estimate the model. The results again suggest a positive, though not significant, impact of crime on sales per month. For average profit, the coefficients are all positive, though less significant (10% for male only, 5% when excluding white, and insignificant with aggregated data). We again cannot find any significant impact of crime on investment.
Overall, the results of our analysis suggest that there are -in contrast to reported perceptions by business owners -no substantial negative effects of crime on sales, profit and investment; if anything, the impact is slightly positive for sales and average profits. In our theoretical considerations we listed a few explanations why one may see a positive rather than a negative effect, but a definitive answer would need further analysis. The results may, of course, also reflect an omitted variables bias that our specifications is not able to address.
Conclusion
The high crime level in South Africa has often been mentioned as one of the main reasons for the country's low share of micro and small enterprises -low compared to other countries in SubSaharan Africa, but also compared to countries in Latin America and Asia with similar levels of GDP per capita. Previous papers studying this relationship are typically based on small datasets, with an often limited regional scope, and mostly focus on the perceptions of crime rather than on actual crime. There are also some papers that study the relationship in a panel cross-country framework, where unobserved variables and parameter heterogeneity make identification difficult. This paper contributes to the literature by linking official crime statistics with data from two rounds of the Census and the Community Survey and data from three waves of the nationwide Survey of Employers and the Self-Employed. Using the variation of crime rates within municipalities or districts over time, while controlling for year and municipality or district fixed-effects as well as a wide range of potential confounders, we study the impact of crime on the probability of being self-employed and on business performance indicators such as sales, profits and investment. To deal with potential problems of reverse causality and omitted variable bias, we use an instrumental variable approach in addition to the fixed-effects model.
We do not find any robust evidence that the high crime rates in South Africa can explain the low share of self-employment among the South African work force. We also do not find any substantial negative effect on businesses' performance. Although we find a negative relationship between robbery and burglary crime rates and self-employment, the impact is negligibly small. These results are robust to different specifications and estimations using various data subsets. We also do not find any negative impact on formal and informal wage workers. If we estimate the impact of crime on sales, profits and investment, we likewise find no substantial negative impact; if anything, we find a positive impact of crime on sales and average profit. Although our analysis cannot completely rule out any unobserved variable bias or any bias due to measurement error, we believe the consistency of the findings across outcomes, specifications and data subsets makes it unlikely that the high crime rate is the major cause of the low share of entrepreneurship. Also recall that systematic measurement error could only drive our results if the measurement error varied within municipalities over time. More generally, our results suggest that crime may not necessarily be a serious threat for small businesses in low and middle-income countries. 26 Hence, future research should investigate alternative hypotheses underlying the low level of self-employment in South Africa. The distance of many townships to the business centers of towns and cities (and corresponding transportation costs) is often cited as an alternative hypothesis. Some have speculated that high reservation wages might be behind the high rate of unemployment, but empirical evidence does not support this idea (Kingdon and Knight 2004) . Another explanation could be that in South Africa the formal sector is so developed that micro and small informal businesses find hardly any opportunities, i.e., compared to many other countries of a similar GDP per capita, the backward and forward linkages potentially connecting the informal sector to the formal sector might be very weak. Formal firms may simply not collaborate with informal firms. Moreover, the middle class, unlike in other countries with the same income level, may almost exclusively buy their products in the formal sector and not in the informal sector. Future research may explore whether these aspects are more relevant than crime. 
Table A1
Impact of crime on self-employment (merged Census) -Test of suitability of fixed-effects vs. random-effects model specification.
Results of fixed-effects vs. random-effects tests Specification from Table 6 (2) (3) (4) 11,000.00 P-value 0.0000 0.0000 0.0000 0.0000 Note: In each of the regressions the variable self-employment (dummy) is used as the dependent variable and the variables crime: robbery & burglary (ln), male (dummy), age, age squared, average income (ln), white (dummy) and no education (dummy) are included as explanatory or control variables. In cols. 4 and 5 we additionally included an interaction of no education and crime. In col. 2 we included municipality fixed-effects only, while in cols. 3 and 4 we added time effects, and in col. 5 additionally district-specific time trends. The variables male (dummy), age, age squared, average income (ln), white (dummy) and no education (dummy) are included as control variables in each of the regressions. Robust standard errors clustered at municipality level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. The variables male (dummy), age, age squared, average income (ln), white (dummy) and no education (dummy) are included as control variables in each of the regressions. Robust standard errors clustered at municipality level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. a For the regression in col. 2, the self-employment dummy is defined as the share of all individuals who are employers or own-account workers in the informal sector in relation to the total labor force (excluding individuals employed in the formal sector). In cols. 1 and 3 to 7 the self-employment share consists of all self-employed in the informal and the formal sectors (total labor force also including individuals employed in the formal sector).
b Urban is defined as a municipality with more than 400 residents per square kilometer.
c Only municipalities considered in which previous surveys found a negative impact of the perceptions of crime on self-employment. These are Johannesburg (Chandra et al. 2002; McDonald 2008) incl. Diepsloot township (Bhorat and Naidoo 2015) , Cape Town (McDonald 2008) incl. the township of Khayelitsha (McDonald 2008; Cichello et al. 2011) , Durban/eThekwini (Skinner 2005; McDonald 2008) and Pretoria/City of Tshwane (Gough et al. 2003) . Note: The variables male (dummy), age, age squared, average income (ln), white (dummy) and no education (dummy) are included as control variables in each of the regressions. Robust standard errors clustered at municipality level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. a The municipalities are allocated into quintiles according to the aggregated crime rate for the two years previous to 2007. The 1 st quintile includes the 20% of municipalities with the lowest crime rate, while the 5 th quintile the 20% of municipalities with the highest crime rate. As before, the crime rate for burglary and robbery in residential and nonresidential premises is used. The number of observations per quintile varies due to the different number of observations per municipality (particularly rural areas with high crime rates with a large number of observations).
Table A5
Impact of crime on business performance (SESE): Sales, profit and total investment -Test of suitability of fixed-effects vs. random-effects model specification.
Results of fixed-effects vs. random-effects tests Specification from Table 8 (2) (3) (4) (ln) , male (dummy), age, age squared, white (dummy), firm age < 3 years (dummy), single owner (dummy), business motivation (dummy), debt (dummy), startup capital needed (dummy), electricity expenses and employees (categorical) are included as explanatory or control variables in each of the regressions. In cols. 4 and 5 we additionally included an interaction of no education and crime. In col. 2 we included municipality fixed-effects only, while in cols. 3 and 4 we added time effects, and in col. 5 additionally province-specific time trends. The control variables male (dummy), age, age squared, white (dummy), firm age < 3 years (dummy), single owner (dummy), business motivation (dummy), debt (dummy), startup capital needed (dummy), electricity expenses and employees (categorical), as well as district and year fixed-effects are included in each of the regressions. Robust standard errors clustered at district level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. The control variables male (dummy), age, age squared, white (dummy), firm age < 3 years (dummy), single owner (dummy), business motivation (dummy), debt (dummy), startup capital needed (dummy), electricity expenses and employees (categorical), as well as district and year fixed-effects are included in each of the regressions. Robust standard errors clustered at district level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. Note: Robust standard errors clustered at municipality level in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. The variables male (dummy), age, age squared, average income (ln), white (dummy) and no education (dummy) are included as control variables in the regression. Robust standard errors in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level. Robust standard errors in parentheses. *** significant at the 1% level, ** significant at the 5% level, * significant at the 10% level.
