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1. Einleitung 
Die Wertschöpfung bei der Herstellung hochbeanspruchter Bauteile 
entlang der Prozesskette wird entscheidend von der Randschichthärtung 
mitbestimmt. Zum einen ermöglicht dieses Verfahren die wertsteigernde 
Verbesserung der Bauteileigenschaften in Bezug auf Dauerfestigkeit sowie 
Verschleißbeständigkeit und zum anderen verursacht der resultierende 
Verzug Nachbearbeitungskosten, die zu einer Wertminderung führen. 
Im Rahmen des Sonderforschungsbereiches 570 wurde die Thematik 
der Verzugsproblematik und die daraus resultierenden Kosten aufgegriffen, 
um nach der Identifikation der Wirkungsmechanismen entsprechende Ge-
genmaßnahmen zu entwickeln. Ein besonders wichtiges Hilfsmittel bei der 
Identifikation von Wirkungsmechanismen stellt die numerische Modellie-
rung dar, da oft keine messtechnischen Möglichkeiten zur Verfügung ste-
hen, gezielt Informationen aus dem Bauteilinneren während des Prozesses 
zu extrahieren. 
Im Rahmen des Graduiertenkollegs 1483 wird der Aspekt der Prozess-
kette sowie der gezielte Einsatz numerischer Modellierungsmöglichkeiten 
genutzt, um nicht nur Wirkungsmechanismen der einzelnen Prozesse zu 
identifizieren, sondern vielmehr Wechselwirkungen der Prozesse unterei-
nander aufzeigen zu können. Durch die optimale Abstimmung der Pro-
zessparameter entlang der Prozesskette soll eine Bauteiloptimierung er-
möglicht bzw. die Wertschöpfung maximiert werden. 
Als Alternative zum Randschichthärteverfahren Einsatzhärten weist die 
induktive Zweifrequenzrandschichthärtung gewisse Vorteile entlang der 
Prozesskette auf. Jedoch steht neben den erhöhten Kosten für die zerspa-
nende Bearbeitung eines höherfesten Werkstoffes auch das geringe Pro-
zessverständnis im Wege, um das volle Wertschöpfungspotential dieser 
noch sehr jungen Technologie zu entfalten. 
Mit der Zielsetzung ein Prozessmodell für die Beschreibung der induk-
tiven Randschichthärtung unter Verwendung einer oder mehrerer Frequen-
zen zu entwickeln, konnte eine Strategie erarbeitet werden, die eine kom-
plette Beschreibung unter Berücksichtigung prozessspezifischer Aspekte 
erlaubt. Am Beispiel des Werkstoffes 42CrMo4 im vergüteten Zustand 
kann durch ein Kalibrierungs- und Validierungsprozess gezeigt werden, 
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dass das entwickelte Modell den Prozess gut abbilden kann. Basierend auf 
Induktionshärteexperimenten wird jeweils ein Prozessparametersatz für die 
Mittel- und Hochfrequenz zur Kalibrierung verwendet. Die Validierung 
erfolgt nicht nur für die separaten Frequenzen, sondern auch für die 
Zweifrequenzmodellierung, wobei nur auf die Kalibrierung der jeweiligen 
Frequenz zurückgegriffen wird.  
Bauteilcharakteristika wie Eigenspannungs- und Härtetiefenverläufe 
werden von dem Modell abgebildet. Basierend auf der Modellierung kann 
gezeigt werden, dass die Abweichung der quantitativen Wiedergabe der 
Eigenspannungen auf der Unterschätzung der Umwandlungsplastizität 
während der martensitischen Umwandlung beruht. Der bereits bekannte 
Einfluss der Einhärtetiefe auf die Eigenspannungen bei gegebenem 
Durchmesser wird dargestellt. 
 
 
2. Kenntnisstand 
2.1 Induktionshärten 
Das Induktionshärten wird in der DIN Norm 10052 [1] unter dem Begriff 
Randschichthärten eingegliedert und stellt als rein thermisches Rand-
schichthärteverfahren eine Alternative zur durchgreifenden Wärmebehand-
lung in Form der thermochemischen Einsatzhärtung dar. Weitere Verfah-
ren, die nach DIN Norm 17022-5 [2] zu den Randschichthärteverfahren 
gehören, sind das Flamm-, Laser- und Elektronenstrahlhärten. Bei der 
Randschichthärtung beschränkt sich die Martensithärtung lokal auf die 
äußere Randschicht. Neben der hohen Härte, die eine Verbesserung der 
Verschleißbeständigkeit bzw. Walzfestigkeit bewirkt, ergeben sich durch 
die lokale Härtung zusätzlich dauerfestigkeitssteigernde Druckeigenspan-
nungen im Randbereich [3]. In Kombination mit einem zähen Kern (unbe-
einflusstes Gefüge) lassen sich beträchtliche Steigerungen der Wechsel- 
sowie Bauteilfestigkeit ähnlich dem Einsatzhärten erzielen [4].   
Aus industrieller Sicht gehört das Induktionshärten mit zu den bedeutends-
ten Randschichthärteverfahren. Die hohe Automatisierbarkeit ermöglicht 
eine einfache Integration in die Fertigungslinie und gewährleistet durch die 
Einzelteilfertigung ein hohes Maß an Reproduzierbarkeit [5]. Neben dem 
Härten von Wellen und Verzahnungen in der Automobil- und Flugzeug-
branche erstreckt sich das Anwendungsgebiet über eine Vielzahl verschie-
dener Bauteilgruppen (Nocken, Lagerringe, usw.) [6–11]. Schmelz- und 
pulvermetallurgisch hergestellte Bauteile sind mit diesem Verfahren eben-
so randschichthärtbar [12]. Verfahrensbedingte Verzüge sind dabei relativ 
gering, was auf der Stützwirkung des Kerns in Kombination mit einer im 
Verhältnis zur durchgreifenden Erwärmung geringen Wärmeeinbringung 
beruht [13], [14].  
Unter den Randschichthärteverfahren unterscheidet sich das Induktionshär-
ten maßgeblich durch die Art der Wärmeeinbringung. Die zur Erwärmung 
notwendige Energie muss nicht, wie beim Flamm-, Laser- sowie Elektro-
nenstrahlhärten, über die Oberfläche ins Bauteilinnere gelangen, sondern 
wird im Werkstoffvolumen in Form von Wirbelströmen induziert. Die 
Wärmeentwicklung beruht fast ausschließlich auf Ohm´schen Verlusten, 
wobei die Hystereseverluste nur eine untergeordnete Rolle spielen [15], 
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[16]. Volumenspezifisch lassen sich sehr hohe Leistungsdichten erreichen, 
die neben kurzen Heizzeiten hohe Einhärtetiefen ermöglichen. Abb.  2- gibt 
eine Übersicht zu verschiedenen Randschichthärte- bzw. verfestigungsver-
fahren sowie deren Wirkungstiefe.  
 
Abb.  2-1: Wirkungstiefe verschiedener Randschichtverfestigungsverfahren zur 
Steigerung der Schwingfestigkeit [17] 
Die Einhärtetiefe beim Induktionshärten wird maßgeblich über die Pro-
zessparameter Leistungsdichte, Heizzeit und Frequenz kontrolliert. Die 
Leistungsdichte beeinflusst lokal die Temperaturänderung, wohingegen die 
Heizzeit die eingebrachte Energie und den möglichen Wärmeabfluss durch 
Wärmeleitung bestimmt. Die Frequenz wirkt sich auf die Leistungseinbrin-
gung sowie -verteilung aus. Diese kann über die elektromagnetische Ein-
dringtiefe 	 charakterisiert werden und ist durch folgende Beziehung gege-
ben [18]: 
	 =  ∙∙∙∙ , (2.1) 
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wobei  die elektrische Leitfähigkeit ist,  die magnetische Permeabilität 
in Vakuum,  die relative magnetische Permeabilität und  die Frequenz. 
Hieraus folgt, dass die Eindringtiefe mit zunehmender Frequenz kleiner 
wird und die temperaturabhängigen Werkstoffeigenschaften einen merkli-
chen Einfluss haben. Dabei nimmt die relative Permeabilität  eine beson-
dere Rolle bei ferromagnetischen Werkstoffen ein. Mit Erreichen der Cu-
rie-Temperatur kann sich dieser Wert um ein Vielfaches gegenüber der 
elektrischen Leitfähigkeit ändern. Infolgedessen ergibt sich während der 
Erwärmung eine kontinuierliche Änderung der Leistungs- bzw. Wärme-
quellenverteilung.  
Innerhalb der elektromagnetischen Eindringtiefe werden 86,5 % der indu-
zierten Leistung in Wärme umgesetzt, was auf die exponentielle Verteilung 
der Stromdichte zurückzuführen ist. Die im Werkstück umgesetzte Leis-
tung ist über die Ohm´schen Verluste durch folgende Beziehung gegeben: 
 =  ∙  	, (2.2) 
wobei  die im Werkstück induzierte Leistung und   der induzierte 
Wirbelstrom sowie   der elektrische Widerstand des Werkstücks sind. 
Der induzierte Wirbelstrom   ist eine Funktion der magnetischen Feld-
stärke " und der Frequenz . Wird die Definition des elektrischen Wider-
stands herangezogen (vgl. Abb.  2-2), so ergibt sich bei gegebener Geomet-
rie folgende Proportionalitätsbeziehung: 
             ~ $%~&' ∙  ∙  ∙ (	, (2.3) 
wobei ( den spezifischen elektrischen Widerstand darstellt. Mit zuneh-
mender Frequenz nimmt die Eindringtiefe ab und führt zu einer Vergröße-
rung von  . Die Stromstärke steigt zudem mit der Frequenz an, da die 
Stromdichte konstant bleibt, jedoch die Querschnittsfläche aufgrund der 
Änderung der Eindringtiefe kleiner wird. Diese beiden Einflussgrößen 
führen zu einer deutlichen Erhöhung der Leistungsdichte. 
Somit ist die Frequenz die einzige frei wählbare Prozessgröße, die einen 
direkten Einfluss auf die Tiefenwirkung und Wärmeeinbringung ermög-
licht. Dies gilt vor allem bei der Randschichthärtung von Zahnrädern mit 
der Zweifrequenztechnik. Durch die Superposition eines mittel- und hoch-
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frequenten Leistungsanteils ist eine gezielte Erwärmung von Zahnfuß (Mit-
telfrequenz) sowie Zahnflanke und -spitze (Hochfrequenz) möglich [19].  
Abb.  2-2 verdeutlicht die randschichtnahe Verteilung der induzierten 
Strom- und Leistungsdichte. " stellt die magnetische Feldstärke an der 
Oberfläche dar und wird durch den Erregerstrom der Heizspule bzw. des 
Induktors erzeugt. ) ist die induzierte Wirbelstromdichte und  die indu-
zierte Leistung. 
 
Abb.  2-2: Darstellung der elektromagnetischen Eindringtiefe am Beispiel einer 
unendlich ausgebreiteten Halbebene 
Hinsichtlich der Anlagentechnik wird zwischen Serien- und Parallel-
schwingkreisen unterschieden, wobei der prinzipielle Aufbau in Abb.  2-3 
für beide Gültigkeit besitzt. Über den Gleichrichter wird die Netzleistung 
im Zwischenkreis als konstanter Gleichstrom (parallel) oder als konstante 
Gleichspannung (seriell) bereitgestellt. Über den Wechselrichter wird der 
Schwingkreis, bestehend aus Anpassglied (ein Kondensator), Heizspule 
und Werkstück, gespeist. Der Wechselrichter wird als lastgeführt bezeich-
net, da sich die Arbeitsfrequenz anhand der Schwingkreischarakteristik 
einstellt. Diese ändert sich während des Härteprozesses aufgrund der tem-
peraturabhängigen, elektromagnetischen Materialeigenschaften des Werk-
stücks und der damit verbundenen Kopplung mit der Heizspule [20]. Mit-
tels der Detektion dieser Änderung wird mit Hilfe der Kontrolllogik die 
Leistung nachgeregelt, da bei Erreichen der Curie-Temperatur ein deutli-
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cher Abfall der induzierten Leistung sowie Erwärmung auftreten würde 
[21], [22].   
 
Abb.  2-3: Schematischer Aufbau der Anlagen- und Härtetechnik beim induktiven 
Randschichthärten sowie optimierte Zeit-Temperatur-Führung 
In den meisten Anwendungen ist eine temperaturgeregelte Härtung unge-
eignet, da die zu härtenden Bauteile für eine homogene Temperaturvertei-
lung rotiert werden müssen [15]. Hinzu kommt die schlechte Zugänglich-
keit aufgrund der Heizspule, wie in Abb.  2-3 aus der Anordnung entnom-
men werden kann. Die Inhomogenität der Temperaturverteilung rührt von 
der magnetischen Feldverzerrung im Bereich der Zuleitung her. Magneti-
sche Feldkonzentratoren dienen der Reduktion von Streufeldern und er-
möglichen eine effizientere Erwärmung [23]. Das konturtreue Härten kom-
plexer Geometrien (z.B. Verzahnungen) ist ohne Feldkonzentratoren nur 
bedingt möglich, da die gezielte Einbringung der Leistung zur Vermeidung 
einer Durchhärtung nicht ohne weiteres gewährleistet werden kann.  
2 Kenntnisstand 
8 
Im Gegensatz zum Laser- und Elektronenstrahlhärten, bei denen eine mar-
tensitische Härtung durch Selbstabschreckung erreicht werden kann, ist bei 
der induktiven Randschichthärtung eine erzwungene Abschreckung not-
wendig. Meist kommen Abschreckbrausen mit Wasser-Polymer-
Gemischen zum Einsatz. Durch die Kombination des Durchflusses, der 
Polymerkonzentration sowie der Abschreckmitteltemperatur kann die Ab-
schreckintensität in weiten Bereichen kontrolliert werden. Während des 
Abschreckens bildet sich ein dünner Polymerfilm auf der Oberfläche, der 
beim Erreichen der Martensitstarttemperatur *+ eine isolierende Wirkung 
erzeugt und somit die Abschreckintensität reduziert [24]. Eine weitere 
Möglichkeit bietet das Abschrecken mittels Spraykühlung. Durch die 
Kombination des Wasser- und Luftdrucks kann die Abschreckintensität 
kontrolliert werden. In Untersuchungen an induktiv gehärteten Zahnrädern 
konnte gezeigt werden, dass diese Abschrecktechnik als Alternative in 
Betracht gezogen werden kann [25], [26]. 
2.2 Gefüge-Eigenschafts-Beziehung nach dem induktiven 
Randschichthärten 
Der schematische Härteverlauf in Abb.  2-4 ist nach DIN Norm 17022-5 
[2] charakteristisch für randschichtgehärtete Bauteile. Die Härtezone kann 
in eine vollständig sowie unvollständig austenitisierte Randschicht unter-
teilt werden. Ersteres liegt vor, wenn alle Karbide in Lösungen gegangen 
sind und der für die Härte maßgebliche Kohlenstoffgehalt vollständig im 
Austenit gelöst sowie homogen verteilt vorliegt. Dieser Gefügezustand 
wird auch als homogener Austenit bezeichnet und führt nach dem anschlie-
ßenden Abschreckprozess zu einer gleichmäßigen Härte der martensiti-
schen Randschicht. Liegen hingegen lokal ungelöste Restkarbide zum 
Zeitpunkt des Abschreckens im Austenit vor, so weist die gehärtete Rand-
schicht lokale Härteunterschiede aufgrund der Kohlenstoffinhomogenität 
auf. Bei zu hohen Temperaturen sowie langen Heizzeiten bei erhöhten 
Temperaturen tritt nach der Auflösung der Restkarbide Kornwachstum ein, 
was sich in einem Härteverlust bemerkbar machen kann.  
Die resultierende Härte der martensitisch umgewandelten Randschicht 
hängt von dem Zusammenspiel zwischen der Karbidauflösung, der Vertei-
lung der Legierungselemente sowie dem Kornwachstum ab [27]. Diese 
Vorgänge werden bei der induktiven Randschichthärtung durch den lokal 
auftretenden Temperatur-Zeit-Verlauf beeinflusst. Die Überlagerung der 
benannten Einflussgrößen führen trotz deutlicher Zunahme der Korngröße 
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bei Austenitisierungstemperaturen bis 1200 °C und Aufheizraten von 0,3-
300 K/s zu keinem merklichen Härteabfall, wie Untersuchungen zum in-
duktiven Randschichthärten zeigen [28].  
 
Abb.  2-4: Schematischer Härteverlauf randschichtgehärteter Bauteile in          
Abhängigkeit des Austenitisierungsgrades nach DIN Norm 17022-5 [2] 
Der Übergangsbereich zwischen der gehärteten Randschicht und dem un-
beeinflussten Kerngefüge weist zumeist eine hochangelassene Zone auf, 
die durch einen Härteabfall gekennzeichnet sein kann. Die Breite dieser 
Übergangszone hängt neben dem Ausgangsgefüge vom Temperatur-Zeit-
Verlauf ab [29].  
Untersuchungen zeigen, dass die Biegewechselfestigkeit glatter Probenstä-
be aus Ck 53 durch die induktive Randschichthärtung um 70 - 95 % gegen-
über dem Ausgangsgefüge gesteigert werden kann [30]. Bei 42CrMo4 liegt 
die Zunahme der Biegewechselfestigkeit bei 40 bis 55 %. Die Steigerung 
bei gekerbten Proben kann bis zu 150 % betragen, was auf den mehrachsi-
gen Spannungszustand zurückzuführen ist. Die Kerbwirkungszahl hängt 
maßgeblich von der Kernfestigkeit ab [31]. Nach [29] beeinflussen be-
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grenzte Gefügeinhomogenitäten in der gehärteten Randzone die Dauer-
schwingfestigkeit nicht. Schwingfestigkeitsversuche induktiv gehärteter 
Proben sind außerdem in [32–36] zu finden. In [36] wird keine Korrelation 
zwischen einer schmalen Übergangszone und einer abnehmender Schwing-
festigkeit festgestellt. Eine kritische Betrachtung der Kurzzeitaustenitisie-
rung in Bezug auf die Schwingfestigkeit ist in [37] zu finden. Der Autor 
stellt die Vermutung an, dass Heizzeiten unter sieben Sekunden zu einer 
stark abnehmenden Schwingfestigkeit führen können. 
Die Wälzfestigkeit induktiv gehärteter Prüfrollen aus 42CrMo4 nimmt 
nach [38] mit homogenerem Austenit bzw. zunehmendem gelösten Koh-
lenstoffgehalt zu. Im Fall des Werkstoffs 100Cr6 wird ebenfalls eine Zu-
nahme der Wälzfestigkeit festgestellt, die mit einem höheren Restausteni-
tanteil begründet wird. In [39] wird argumentiert, dass der Austenitsaum 
aufgrund unvollständiger Karbidauflösung ein Zerbrechen der Karbide 
unter mechanischer Belastung verhindert und die Verschleißeigenschaften 
verbessert. 
2.3 Eigenspannungen nach dem induktiven 
Randschichthärten 
Nach [40] ist das Schwingfestigkeitsverhalten induktiv gehärteter Bauteile 
maßgeblich vom vorliegenden Eigenspannungszustand abhängig. Eigen-
spannungen sind im temperaturausgeglichenen Bauteil vorhandene Span-
nungen, die ohne Anliegen äußerer Kräfte oder Momente vorliegen. Defi-
nitionsgemäß wird zwischen Mikro- und Makrospannungen unterschieden 
[41]. Im Folgenden wird allerdings nur auf die Makroeigenspannungen 
bzw. Eigenspannungen 1. Art eingegangen.   
Abb.  2-5 zeigt eine schematische Darstellung der Eigenspannungsentwick-
lung entlang des Härteprozesses. Unter den angegebenen Modellannahmen 
kann die Entwicklung der Eigenspannungen in der Randschicht erläutert 
werden, da der Kern während der Erwärmung als unbeeinflusst angenom-
men wird. Zunächst wird die Randschicht erwärmt und dehnt sich entspre-
chend des Ausdehnungskoeffizienten , aus. Der Kern hingegen wird nicht 
erwärmt, wodurch die Randschicht unter Druck gesetzt wird (1). Mit Errei-
chen der Stauchgrenze -. bei gegebener Temperatur wird die Zunahme 
der Spannung begrenzt. Bei weiterer Erwärmung entwickelt sich die 
Druckspannung entsprechend der Warmstauchgrenze (2). Während der 
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Austenitumwandlung werden die Druckspannungen aufgrund der Volu-
menabnahme abgebaut (3). 
Nach der vollständigen Austenitumwandlung bauen sich erneut 
Druckspannungen bis zum Erreichen der maximalen Austenitisierungstem-
peratur auf. Sofortiges Abschrecken führt zu einem parallelen Verlauf der 
Spannung in entgegengesetzter Richtung, da nun die Kontraktion zum 
Aufbau von Zugspannungen führt (4). Wie zuvor werden während des 
Abschreckens die maximal erreichbaren Zugspannungen durch die Warm-
streckgrenze  begrenzt (5). Während der martensitischen Umwandlung 
führt die Volumenzunahme zur Überkompensation der Zugspannungen, 
wobei die sich aufbauenden Druckspannungen durch die Umwandlungs-
plastizität begrenzt werden (6). Nach der Martensitbildung nehmen die 
Druckspannungen bis zum Erreichen der Raumtemperatur wieder leicht ab 
(7).  
 
Abb.  2-5: Schematische Darstellung der Eigenspannungsentwicklung während der 
induktiven Randschichthärtung in der Randschicht  
Trotz dieser einfachen Betrachtung kann abgeleitet werden, dass die sich 
aufbauenden Druckspannungen bis zum Ende der Martensitumwandlung 
sowie die Temperaturdifferenz zwischen Kern (nicht martensitsch umge-
wandelter Werkstoffbereich) und Randschicht Einfluss auf die resultieren-
den Eigenspannungen haben [42]. Zudem wird ersichtlich, dass eine erhöh-
te Warmstreckgrenze zu niedrigeren Druckeigenspannungen führen wird, 
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da sich vor Beginn der Martensitumwandlung höhere Zugspannungen 
ausbilden können, die zunächst kompensiert werden müssen [43]. Während 
der Martensitbildung führt die Umwandlungsdehnung zum Aufbau der 
Druckspannungen, wobei frühzeitiges plastizieren aufgrund der Umwand-
lungsplastizität eine limitierende Größe darstellt.  
Liegt nach der Umwandlung ein Temperaturunterschied zwischen Rand-
schicht und Kern vor, so wird der zusätzliche Druckspannungsaufbau, der 
durch die Kontraktion des Kerns hervorgerufen wird, umso größer, je höher 
diese Temperaturdifferenz ist. Wird die Temperaturdifferenz jedoch von 
Umwandlungen in tieferliegenden Randschichten überlagert, so werden die 
Druckspannungen in der Randschicht abgebaut. Dies führt bei gegebenem 
Durchmesser und zunehmender Einhärtetiefe zu einer Abnahme des 
Druckspannungsmaximums [44]. 
2.4 Werkstoffkundliche Betrachtung der induktiven 
Randschichthärtung 
Wie beim Härten besteht die induktive Randschichthärtung aus drei Teil-
prozessen, dem Erwärmen auf Austenitisierungstemperatur, einem eventu-
ellen Halten zur Homogenisierung des gebildeten Austenits sowie dem 
darauffolgenden Abschrecken. Durch Kurzzeitaustenitisierung wird der 
Werkstoffzustand maßgeblich beeinflusst, da sich der Gefügezustand vor 
dem Abschrecken direkt auf die resultierenden Werkstoffeigenschaften 
auswirkt [3]. Der Austenitisierungszustand kann über die Homogenität 
sowie die Korngröße definiert werden und ist in großem Maße vom Aus-
gangsgefüge sowie den Prozessparametern Temperatur und Zeit abhängig 
[45].  
Im Folgenden soll zunächst auf den Austenitisierungsprozess mit modera-
ten Erwärmungsgeschwindigkeiten eingegangen werden, um grundsätzli-
che Erkenntnisse zu erläutern. Daraufhin wird der Einfluss erhöhter Er-
wärmungsgeschwindigkeiten diskutiert. Das Halten wird nicht weiter be-
trachtet. Die Gefügeentwicklung während des Abschreckprozesses wird 
mittels martensitischer Umwandlung erläutert, da bei konturtreuem Rand-
schichthärten ausschließlich mit dieser zu rechnen ist. 
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2.4.1 Austenitisierung 
Der Austenitisierungsprozess besteht aus verschiedenen Zwischenschritten 
und hängt neben dem Ausgangsgefüge vom Temperatur-Zeit-Verlauf ab, 
wie in Abb.  2-6 dargestellt. Unter Berücksichtigung moderater Erwär-
mungsgeschwindigkeiten ist eine diffusionslose Umwandlung nur bei Rei-
neisen bzw. Armcoeisen zu erwarten, wie in [46] gezeigt werden konnte. 
Dieser Aspekt wird bei der Kurzzeitaustenitisierung nochmals aufgegriffen. 
Liegt ein metastabiles Gefüge in Form von Bainit und/oder Martensit vor, 
werden während der Erwärmung Anlassvorgänge aktiviert. Zunächst wer-
den Übergangskarbide in Form von Fe2,4C ausgeschieden, die zu einer 
teilweisen Reduktion der inneren Verzerrungsenergie führen. Während 
dieser ersten Anlassstufe bewirkt die Abnahme der Tetragonalität eine 
relativ geringe Minderung der Härte bei gleichzeitiger Verbesserung der 
Zähigkeit [47]. Der vollständige Abbau der Tetragonalität mit zunehmen-
der Temperatur hängt von der chemischen Zusammensetzung ab und äu-
ßert sich in Form von Karbidausscheidungen.   
 
Abb.  2-6: Schema zur Austenitbildung [48] 
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Mit Erreichen der gleichgewichtsnahen Umwandlungstemperatur /-, liegt 
ein ferritisch-karbidisches Ausgangsgefüge vor. Die Kohlenstoffkonzentra-
tion der sich bei dieser Temperatur bildenden Austenitkeime unlegierter 
Stähle beträgt entsprechend dem Phasendiagramm für Fe-Fe3C ca. 0,8 % 
und nimmt im Fall von untereutektoiden Stählen mit steigender Temperatur 
entlang der GS-Linie ab. Bei übereutektoiden Stählen nimmt indessen die 
Kohlenstoffkonzentration entlang der SE-Linie zu. Die Austenitkeimbil-
dung ist heterogen, da eine bevorzugte Keimbildung an den Phasengrenzen 
Ferrit-Karbid eintritt, weil die Karbide den notwendigen Kohlenstoff be-
reitstellen sowie zusätzliche Grenzflächenenergie vorliegt [47], [49]. Eine 
weitere Verringerung der Aktivierungsenergie wird von [50] in der Bildung 
kohärenter bzw. teilkohärenter Grenzflächen gesehen.  
Für verschiedene Ausgangsgefüge sind in Abb.  2-7 schematisch die be-
vorzugten Keimstellen dargestellt. In untereutektoiden Gefügen tritt die 
Keimbildung meist an Grenzflächen zwischen den Perlitkolonien und dem 
Ferrit an Zementitlamellen ein [51–53]. Weil die Oberflächenenergie eine 
Funktion der Kohärenz zwischen Kristallgittern ist, ist die Keimbildung an 
den Ferrit-Karbid-Grenzflächen des Perlits deutlich schwächer ausgeprägt 
[51]. Keimbildung ist dort am wahrscheinlichsten, wo vier Körner zusam-
menstoßen, gefolgt von Tripelpunkten und einfachen Korngrenzen [51]. Im 
Gegensatz zu einem ferritischen Gefüge spielt die Keimbildung an Ferrit-
Ferrit-Grenzflächen eine untergeordnete Rolle [54].  
Bei einem Anlassgefüge stellen die Karbidgrenzflächen den bevorzugten 
Keimort dar. Das Ausgangsgefüge beeinflusst durch die Verteilung der 
Karbide sowie deren Größe und Form die Keimbildungsrate. Mit steigen-
der Karbidoberfläche wird die Keimbildungsrate erhöht, wie in [55] an 
einer feiner werdenden Perlitstruktur gezeigt wird. Entsprechend nimmt 
diese auch bei einer feineren Verteilung der Karbide zu, was die deutlich 
trägere Keimbildung eines weichgeglühten Gefüges gegenüber einem an-
gelassenen Gefüge widerspiegelt [56]. Kaltverfestigung erhöht die Keim-
bildungsrate zusätzlich, was neben der geringeren Korngröße auf die ge-
speicherte Verformungsenergie zurückzuführen ist [57]. 
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Abb.  2-7: Austenitkeimbildung in Abhängigkeit verschiedener Ausgangsgefüge 
Die Bildung wachstumsfähiger Keime in Legierungen setzen unter Berück-
sichtigung der Thermodynamik voraus, dass sich deren chemische Zusam-
mensetzung von der Ausgangszusammensetzung unterscheidet. Dies gilt 
für den diffusionslosen und massiven Wachstumsmechanismus, wohinge-
gen die martensitische Umwandlung keine Änderung ermöglicht bzw. 
erfordert. Durch die neu gebildete Grenzfläche wird die freie Enthalpie der 
Produktphase erhöht, was zu einer Verschiebung des Gleichgewichts führt. 
Zusätzlich wird die freie Reaktionsenthalpie maximiert [58–60]. 
Mit dem Erreichen des kritischen Keimradius folgt die Wachstumsphase 
des Austenits (siehe Abb.  2-6). Untersuchungen von Speich et al. an nied-
riglegierten, untereutektoiden Ausgangsgefügen zeigen, dass das Wachs-
tum in zwei Phasen unterteilt werden kann [61]. Ein anfänglich schnelles 
Wachstum durch die vollständige Umwandlung des Perlits wird aufgrund 
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des hohen Kohlenstoffangebots ermöglicht. Daraufhin schließt sich ein 
langsameres Wachstum des Austenits in den primären Ferrit an. Dieses 
wird je nach Temperatur von der Diffusion des Kohlenstoffs bzw. der Sub-
stitutionsatome bestimmt.  
Für Anlassgefüge kommt es nach der Bildung eines Austenitsaums um die 
Karbide zu einem Wachstum in alle Richtungen. Das Wachstum des Aus-
tenits in den Ferrit wird ausschließlich von der Kohlenstoffdiffusion im 
Austenit bestimmt, wobei die sich auflösenden Karbide für den Nachschub 
an der α-γ-Grenzfläche sorgen [53]. Wie aus Abb.  2-8 ersichtlich ist, führt 
eine Temperaturerhöhung zu einem steileren Kohlenstoffgradienten, ge-
kennzeichnet durch 01,345 und 01,3, da der nötige Kohlenstoffgehalt für 
die Bildung von Austenit an der Grenzfläche entsprechend der GS-Linie 
zum Ferrit abnimmt. Nicht angekeimte Karbide stellen keine Hindernisse 
für das weitere Wachstum der Austenitkörner dar. Sie werden vom Auste-
nitkorn umschlossen und dienen im weiteren Verlauf des Wachstums als 
Kohlenstofflieferant, wobei sie sich nur langsam auflösen [62]. Die Kar-
bidauflösung in einer vollständig austenitisierten Matrix kann eine bis zu 
zehnfach längere Zeitspanne als während der Austenitwachstumsphase in 
Anspruch nehmen [63], [64]. 
 
Abb.  2-8: Schematische Darstellung der diffusionskontrollierten Karbidauflösung 
sowie der Einfluss der Temperatur 
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Faktoren, die eine Beeinträchtigung der Kohlenstoffdiffusion bzw. eine 
Verlängerung der Diffusionswege bewirken, beeinflussen das Umwand-
lungsverhalten. Neben der Korngröße im Allgemeinen sind dies der Lamel-
lenabstand im Perlit sowie Form, Größe und Verteilung der Karbide. Somit 
hängen die Keimbildung und das Keimwachstum gleichermaßen vom Aus-
gangsgefüge ab. Neuste Untersuchungen an niedrig-legiertem Stahl mit 1 
Ma.-% Chrom deuten bei isothermer Versuchsführung auf ein durch 
Chromdiffusion kontrolliertes Austenitwachstum hin [65].  
Die Phase des Austenitwachstums ist mit der vollständigen Umwandlung 
von Ferrit in Austenit abgeschlossen, wobei noch nicht vollständig aufge-
löste Restkarbide vorhanden sein können. Im Gegensatz zur Austenitbil-
dung führen die noch vorhandenen Restkarbide zu einer Hemmung des 
Kornwachstums durch die Behinderung der Korngrenzenbewegung. Somit 
laufen Kornwachstum und Austenithomogenisierung parallel zueinander ab 
(siehe Abb.  2-6). In [63] wird jedoch auch gezeigt, dass Restkarbide perli-
tischer C-Stähle keinen Einfluss auf das Kornwachstum haben.  
Die Karbidauflösung wird in der Literatur nicht eindeutig diskutiert. Nolfi 
et al. nimmt beim Vergleich zwischen experimentellen Daten und einem 
Auflösungsmodell von Fe3C an, dass der Prozess durch eine langsame 
Reaktion erster Ordnung an der Grenzfläche kontrolliert wird [66]. Dage-
gen kommen Hillert et al. bei der Berücksichtigung verschiedener Aus-
gangssituationen bezüglich der Karbidauflösung zu der Schlussfolgerung, 
dass keine Grenzflächenreaktion vorliegt und der Prozess lediglich über die 
Diffusion von Kohlenstoff und Legierungselementen erklärt werden kann 
[67]. In [68] wird die Auflösung von Zementit unter Berücksichtigung von 
Legierungselementen in drei Stufen unterteilt. Die erste Phase ist durch 
Kohlenstoffdiffusion geprägt, bis sich ein sogenanntes Paraequilibrium 
durch eine gleichmäßige Kohlenstoffaktivität einstellt. Die zweite Phase 
wird auf die Diffusion von Chrom im Zementit zurückgeführt, wobei fest-
gehalten wird, dass die Chromdiffusion in Zementit die gleiche Größen-
ordnung wie in Austenit aufweist [69]. Die letzte Phase wird durch die 
Chromdiffusion in Austenit, d. h. durch die Homogenisierung des Legie-
rungselements kontrolliert. Agren stärkt die Betrachtung einer rein diffusi-
onskontrollierten Karbidauflösung, wobei angemerkt wird, dass die Auflö-
sungsgeschwindigkeit in mit Legierungselementen angereicherten Karbi-
den deutlich vermindert wird [70]. Generell wirken härtbarkeitssteigernde 
Legierungselemente wie Chrom, Mangan und Molybdän karbidstabilisie-
rend und führen zu einer Verlängerung der Karbidauflösung [45], [71]. 
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Malecki et al. gehen davon aus, dass Kohlenstoffdiffusion allein nicht für 
den Auflösungsprozess ausreicht [72]. Es wird vermutet, dass Kohlenstoff- 
und Eisendiffusion beteiligt sind und die langsame Diffusion des Eisens zu 
Spannungen an der Grenzfläche führt. Diese werden durch eine unzu-
reichende Besetzung der sich im auflösenden Karbid bildenden Leerstellen 
hervorgerufen, weil das Volumenmissverhältnis nicht ausgeglichen werden 
kann und elastische Spannungen entstehen. Eine Verlangsamung der Reak-
tion führt zum Abbau dieser Spannungen. Zudem wird angenommen, dass 
die Legierungselemente dem sich neugebildeten Austenit zunächst vererbt 
werden und ein weiterer Abbau der Spannungen durch deren Diffusion in 
das umgewandelte Austenitgebiet ermöglicht wird. 
Mit Vervollständigung der Karbidauflösung liegt zunächst ein inhomoge-
ner Austenit vor. Eine gleichmäßige Verteilung der Legierungselemente ist 
nur durch Diffusion möglich. Gleichzeitig zum Konzentrationsausgleich 
tritt Kornwachstum ein, das, wie bei Rekristallisation, auf Minimierung der 
Grenzflächenenergie basiert [47]. Der zeitliche Ablauf der Austenithomo-
genisierung ist nicht nur vom Ausgangsgefüge, sondern auch von der che-
mischen Zusammensetzung und der Temperatur abhängig. Ein grobes 
Gefüge benötigt mehr Zeit, da die Diffusionswege deutlich länger sind. Die 
Diffusionsgeschwindigkeit nimmt mit steigender Temperatur zu und ver-
kürzt somit den Prozess. Die Homogenisierung wird durch die Diffusion 
der Legierungselemente kontrolliert, da deren Diffusionsgeschwindigkeit 
deutlich niedriger als die des Kohlenstoffs ist. 
2.4.2 Kurzzeitaustenitisierung 
Unter Berücksichtigung prozessspezifisch hoher Erwärmungsgeschwindig-
keiten bzw. kontinuierlicher Austenitisierung ergeben sich Besonderheiten, 
wobei die Zwischenschritte einer moderaten Erwärmung gleichen (siehe 
Abb.  2-6). Mit Zunahme der Erwärmungsgeschwindigkeit werden die 
Umwandlungstemperaturen erhöht, wie aus Abb.  2-9 hervorgeht. Neben 
den Umwandlungstemperaturen /6 (Beginn Austenitbildung) und /67 
(Ende Austenitbildung) wird auch die Temperatur zur Bildung eines ho-
mogenen Austenits /6,893 zu höheren Temperaturen verschoben. Der 
deutlich stärkere Temperaturanstieg für die Austenithomogenisierung hängt 
mit den noch vorhandenen Restkarbiden zusammen, deren Volumenanteil 
mit steigender Erwärmungsgeschwindigkeit zunimmt und eine entspre-
chend zeitliche Verlängerung der Austenithomogenisierung bewirkt [63]. 
Das mit der Austenithomogenisierung parallel ablaufende Kornwachstum 
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wird nach [63] auch von der Erwärmungsgeschwindigkeit beeinflusst, da 
sich die jeweils einstellenden gleichen Korngrößen mit zunehmender Er-
wärmungsgeschwindigkeit zu höheren Temperaturen verschieben. 
 
Abb.  2-9: Zeit-Temperatur-Austenitisierungsschaubild für 42CrMo4 im vergüteten 
Zustand [73] 
Als sogenannte Überhitzung ∆/6 wird die Verschiebung der Austenit-
keimbildung zu höheren Temperaturen bezeichnet. Diese wird durch fol-
genden Zusammenhang definiert: 
Δ/6 = /6 − /-. (2.4) 
Der Einfluss der Erwärmungsgeschwindigkeit ist in Abb.  2-10 schema-
tisch dargestellt. Neben der Aufheizgeschwindigkeit = hängt die Überhit-
zung vom Ausgangsgefüge ab und fällt für ein Anlassgefüge geringer ge-
genüber einem normalisierten Zustand aus, da eine höhere Karbidoberflä-
che vorliegt [28], [63].  
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Abb.  2-10: Schematische Darstellung der Überhitzung aufgrund erhöhter         
Erwärmungsgeschwindigkeiten 
In [74] wird ein funktionaler Zusammenhang zwischen der Überhitzung 
sowie der linearen Erwärmungsgeschwindigkeit gegeben, der in [75] an-
hand von Eisen mit niedrigem Kohlenstoffgehalten bestätigt wird: 
∆/6 = 0 ∙ = > , (2.5) 
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wobei ? ≈ 3 ist und ausschließlich der Parameter C den Einfluss des Aus-
gangsgefüges auf die Überhitzung wiedergibt. In [45] wird die Inkubati-
onszeit B (siehe Abb.  2-10) mit folgendem empirischen Ansatz definiert: 
B = C ∙ ∆/64. (2.6) 
Darin spiegelt C den Einfluss der Stahlsorte wider und D wird mit einem 
Wert zwischen 2 und 4 angegeben.  
Im Gegensatz zur /6-Temperatur ist die Verschiebung der /67-
Temperatur zu höheren Temperaturen nicht eindeutig in der Literatur ge-
klärt. Ein Abfall der /67-Temperatur bei höheren Erwärmungsgeschwin-
digkeiten (100-200 K/s) wird als Indiz für eine diffusionslose ,/F-
Umwandlung gedeutet [63], [76], [77]. In [45] hingegen kommen die Auto-
ren zu der Schlussfolgerung, dass die Austenitbildung bei unter- und über-
eutektoiden Stählen für Erwärmungsgeschwindigkeiten bis 1,25×105 K/s 
diffusionskontrolliert ablaufen. 
In-situ-Untersuchungen zum Austenitisierungsverhalten verschiedener 
Stähle mittels Hochtemperatur-Konfokalmikroskopie sind in [46], [78], 
[79] zu finden. Am Beispiel Eisen konnte die grenzflächenkontrollierte 
Austenitbildung durch die entwickelte Analysetechnik in-situ messbar 
gemacht werden [80]. Weitere Untersuchungen bei erhöhten Erwärmungs-
geschwindigkeiten zeigen, dass mit Überschreiten der G-Temperatur bei 
allen Kohlenstofflegierungen eine Zunahme der Grenzflächenfortbewe-
gungsgeschwindigkeit zu beobachten ist. Ab dieser Temperatur ist aus 
thermodynamischer Betrachtung eine Massivumwandlung möglich. An 
ferritisch-perlitischen Ausgangsgefügen konnte bei einer maximalen Auf-
heizrate von 20 K/s gezeigt werden, dass die Fe-C-X-Legierungen einen 
Mechanismenwechsel von diffusions- zu grenzflächenkontrolliertem 
Wachstum beim Erreichen der G-Temperatur aufweisen.  
Für den in dieser Arbeit verwendeten Werkstoff 42CrMo4 wird in [76] 
anhand experimenteller Ergebnisse darauf geschlossen, dass bei beschleu-
nigten Erwärmungsgeschwindigkeiten ab 100-200 K/s eine diffusionslose 
Austenitbildung in Form der Massivumwandlung auftritt, die jedoch auch 
bei Erwärmungsgeschwindigkeiten von 600 K/s parallel zur diffusionskon-
trollierten Austenitbildung abläuft. Neuste Untersuchungen in [81] zeigen 
im Einklang mit [73] hingegen, dass die Umwandlungstemperaturen /6 
und /67 kontinuierlich überhitzbar sind. 
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2.4.3 Martensitbildung 
Die martensitische Härtung wird nach dem Austenitisierungprozess durch 
das Abschrecken ermöglicht. Die Abschreckgeschwindigkeit muss bis zum 
Erreichen der Martensitstarttemperatur *+ oberhalb der sogenannten kriti-
schen Abschreckgeschwindigkeit liegen, um diffusionskontrollierte Um-
wandlungen zu unterbinden [82]. Die *+-Temperatur kann mit Hilfe der 
Thermodynamik aus den freien Enthalpien der Austenitphase und der met-
astabilen Martensitphase hergeleitet werden. Bei der Temperatur G sind 
die freien Enthalpien beider Phasen identisch, was durch den Schnittpunkt 
der Enthalpieverläufe (H1 	und HI) in Abb.  2-11 gezeigt wird, wobei zur 
vereinfachten Darstellung ein linearer Verlauf der freien Enthalpien unter-
stellt wird.  
 
Abb.  2-11: Thermodynamische Betrachtung der martensitischen Umwandlung 
unter Berücksichtigung der Kohlenstoffkonzentration sowie einer mechanischen 
Belastung (z.B. thermische Spannungen) – schematische Darstellung 
Ab dieser Temperatur ist die Martensitbildung thermodynamisch möglich. 
Das Einsetzen der Umwandlung tritt jedoch erst mit Erreichen der Trieb-
kraft ∆H1→I ein, weil die Bildung von Martensitkeimen sowie deren an-
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schließendes Wachstum Energie zur Erzeugung von Grenzflächen, Gitter-
baufehlern und elastischen Verzerrungen in Anspruch nimmt [83]. Die 
Triebkraft ergibt sich beim Unterkühlen unter die G Temperatur (∆G =G −*+) durch die Enthalphiedifferenz ∆H1→I. Liegt während der Abküh-
lung eine Spannung vor, so kann diese zu einer Martensitbildung bei höhe-
ren Temperaturen führen, da sich die resultierende Triebkraft aus den 
thermodynamischen ∆H1→I	und mechanischen ∆H3-68  Anteilen zusam-
mensetzt und somit die zur Umwandlung benötigte Triebkraft schon bei 
höheren Temperaturen vorliegt [84].  
Die *+-Temperatur nimmt mit zunehmendem Kohlenstoffgehalt ab (siehe 
Abb.  2-11), da die freie Enthalpie HIKLM des Martensits stärker gegen-
über des Austenits erhöht wird, was mit der Verzerrungsenergie zur Einla-
gerung der Kohlenstoffatome in den verschieden Kristallgittern zusam-
menhängt. Die Zunahme von ∆H1→IKLM gegenüber einem niedrigeren 
Kohlenstoffgehalt beruht auf der Zunahme der Tetragonalität. Diese führt 
folglich zu einer größeren Verzerrung, die für die Abscherung während der 
martensitischen Umwandlung notwendig ist [85]. Die Mechanismen dieser 
Verformung sind Versetzungsgleiten oder Zwillingsbildung, welche zur 
Reduktion der Verzerrungsenergie führen [86]. Der Verformungsmecha-
nismus hängt direkt mit dem Kohlenstoffgehalt und indirekt mit der *+-
Temperatur zusammen. Bei niedrigen Kohlenstoffgehalten liegt eine hohe *+-Temperatur vor. Die für die Anpassverformung notwendige Einsatz-
spannung ist im Falle des Gleitens niedriger. Mit zunehmendem Kohlen-
stoffgehalt werden die Gleitprozesse behindert und die *+-Temperatur 
sinkt ab, wohingegen die Gleitprozesse noch überwiegen. Ab einer gewis-
sen Kohlenstoffkonzentration bzw. *+-Temperatur treten die Anpass-
verformungen durch Zwillingsbildung in den Vordergrund, da deren Ein-
satzspannung nun unterhalb derer für Gleitung liegt, wie in Abb.  2-12 
schematisch dargestellt ist [87]. 
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Abb.  2-12: Schematische Darstellung der Temperatur- bzw. Kohlenstoff-
abhängigkeit der für Zwillingsbildung oder Gleitung benötigten Fließspannung [83]  
Die resultierende Martensitmorphologie wird durch die beiden Abscher-
prozesse charakterisiert. Bis 0,5 Ma.-% Kohlenstoff liegt Lattenmartensit 
mit einer hohen Versetzungdichte vor [83]. Darüber hinaus führt der gelös-
te Kohlenstoff zu einer Absenkung der Martensitfinishtemperatur * bis 
unterhalb der Raumtemperatur. Die Folge ist Restaustenit und die Zwil-
lingsbildung nimmt verstärkt zu.  
Die *+-Temperatur wird neben dem Kohlenstoff auch durch die Korngröße 
des Austenits beeinflusst. Diese steigt mit Zunahme der Korngröße [88], 
[89]. In [90] wird gezeigt, dass die Umwandlungsrate mit abnehmender 
Korngröße zu Beginn der Umwandlung höher ist und sich mit zunehmen-
dem Martensitanteil an die Umwandlungsrate bei größeren Körnern an-
passt. Der Einfluss des inhomogenen Austenits auf die martensitische Um-
wandlung wird aus Abb.  2-13 ersichtlich. Aufgrund einer inhomogenen 
Verteilung des Kohlenstoffs im Gefüge liegen lokal unterschiedliche *+-
Temperaturen vor. In Karbiden gebundener Kohlenstoff führt zu einer 
Verminderung des gelösten Kohlenstoffs. Die Restaustenitmenge hängt 
von der Karbidauflösung bzw. Homogenisierung ab, da der hohe Kohlen-
stoffgehalt um die Karbide zu einer Absenkung der *+- und *-
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Temperatur und zu einer Restaustenitzunahme führt. Die erreichbare Härte 
ist eine Funktion des Restaustenitgehalts und ist beim Übergang von voll-
ständiger Karbidauflösung zur Homogenisierung am niedrigsten. 
Abb.  2-13: Einfluss unvollständiger Kurzzeitaustenitisierung auf das resultierende 
Gefügen nach dem Abschrecken [64] 
2.5 Umwandlungsplastizität während Austenitisierung 
Die Umwandlungsplastizität ist ein Phänomen, welches in Zusammenhang 
mit einer Phasenumwandlung auftritt und zu einer anisotropen, inelasti-
schen Verformung führt [91]. Liegt während einer Phasenumwandlung 
eine Spannung (z.B. hervorgerufen durch thermische Gradienten) vor, 
deren äquivalente Spannung unterhalb der Streckgrenze der weicheren 
Phase liegt, tritt trotzdem eine plastische Verformung auf. Dieses Phäno-
men wird grundsätzlich durch die beiden Ansätze von Greenwood-Johnson 
[92] und Magee [93] beschrieben. In der ersten Arbeit wird die Plastizie-
rung darauf zurückgeführt, dass die weichere Phase während der Phasen-
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umwandlung die Volumenänderung durch plastische Verformung kompen-
siert. Hieraus leiten die Autoren folgenden Zusammenhang ab [92]: 
NOP~ QR ∙ S∙T
∆U U> V
WXYZ  , 
(2.7) 
wobei NOP die umwandlungsplastische Dehnung (TRIP-Dehnung), [ die 
uniaxiale Spannung, ∆\ \>  die Volumenänderung und -+]  die Streckgrenze 
der weicheren Phase sind. Hieraus wird ersichtlich, dass die umwandlungs-
plastische Dehnung linear mit der Spannung steigt. Dies gilt jedoch nur bis 
zur Hälfte der Streckgrenze der weicheren Phase, weil die Vernachlässi-
gung nichtlinearer Terme bei der Herleitung von Gleichung (2.7) darauf 
beruht, dass NOP < ∆\ \>  gilt und dies bei höheren Spannungen nicht mehr 
gewährleistet ist. In [94] wird auf die Berücksichtigung des nichtlinearen 
Verlaufs bei höheren Spannungen näher eingegangen. Außerdem wird in 
[92] angemerkt, dass die umwandlungsplastische Dehnung keinen Einfluss 
auf das Verfestigungsverhalten hat. In Magee`s Arbeit wird ausschließlich 
die martensitische Umwandlung betrachtet. Dabei wird die Umwandlungs-
plastizität durch die Ausrichtung der Martensitplatten in Richtung der an-
gelegten Spannung und der daraus resultierenden erhöhten Scherung des 
Austenits begründet, da bei einer spannungsfreien Umwandlung mit einer 
stochastischen Orientierung zu rechnen wäre. Eine ausführliche Beschrei-
bung der Mechanismen sowie deren mikromechanische Beschreibung kann 
in [95], [96] gefunden werden. 
Obwohl Greenwood und Johnson schon im Jahre 1965 die umwandlungs-
plastische Dehnung während der Austenitisierung an einem C40 bestimm-
ten, wird deren Einfluss in der numerischen Prozessmodellierung erst seit 
2010 explizit berücksichtigt [97]. In [98] wird neben der experimentellen 
Bestimmung der Umwandlungsplastizitätskonstante _ während der bainiti-
schen sowie martensitischen Umwandlung auch jene während der Auste-
nitbildung bestimmt. Zur Bestimmung wird die Probe kurz vor der Phasen-
umwandlung belastet und vor Umwandlungsende wieder entlastet. Es wird 
davon ausgegangen, dass kein Kriechen auftritt. Die Auswertung liefert 
eine lineare Zunahme der TRIP-Dehnung mit Zunahme der Spannung. 
Außerdem ist die Umwandlungsplastizitätskonstante während der Auste-
nitisierung im Vergleich zur Martensitbildung deutlich größer.  
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Die Entwicklung der umwandlungsplastischen Dehnung während der Pha-
senumwandlung wird in der Literatur als nichtlinear angenommen und 
überwiegend durch das Model nach Leblond beschrieben [99]: 
N̀aOP = 7 ∙ _ ∙ ba ∙ c´KM ∙ `, (2.8) 
wobei NaOP der umwandlungsplastische Dehnungstensor, _ die Umwand-
lungsplastizitätskonstante, ba  der Spannungsdeviator, cKM die Sättigungs-
funktion und  die sich neu bildende Phase darstellen. In der Literatur sind 
verschiedene Ansätze für die Sättigungsfunktionen zu finden [100]. In 
[101] wird davon ausgegangen, dass die Sättigungsfunktion neben der sich 
neu bildenden Phase auch von dem Spannungsdeviator abhängen muss. 
Basierend auf einem für diffusionskontrollierte Umwandlungen entwickel-
ten Ansatz [102], wird in [103] das plastische Verhalten unter Druckbelas-
tung während der Austenitisierung beschrieben. Die Umwandlungsplastizi-
tät wird durch ein beschleunigtes Kriechmodell dargestellt, welches auf 
Coble-Kriechen basiert und sich somit auf Leerstellendiffusion zurückfüh-
ren lässt: 
N`OP = 7 %e O Sfghi ∙ LU ∙ jkl m− nghio, (2.9) 
wobei p die Anfangskorngröße, 	 die Grenzflächenbreite,  die neu bil-
dende Phase, [ die anliegende Spannung, Ωr das Leerstellenvolumen und LU die anfängliche Anzahl der Leerstellen sind. Das Modell kombiniert 
das Konzept der induzierten Umwandlungsplastizität aufgrund der Um-
wandlungsgrenzflächenwanderung (Migration of Transformation Interface 
induced Plasticity) mit der Umwandlungskinetik. Dieses Modell basiert 
nicht auf dem Konzept der inneren Spannungen, die in Folge von Volu-
menänderungen wie bei Greenwood-Johnson auftreten, sondern auf Diffu-
sionsmechanismen entlang der Grenzfläche. 
In [104] werden Austenitisierungsversuche unter elastischer Druckbelas-
tung an einer Fe-2.96 at.% N-Legierung durchgeführt. Hierbei stellen die 
Autoren fest, dass eine Erhöhung der Last eine Verschiebung der Umwand-
lungstemperaturen zu höheren Temperaturen sowie eine Verkürzung der 
Umwandlungsdauer bewirkt. Der Grund für dieses zunächst widersprüchli-
che Verhalten ist die einachsige Belastung [105]. Eine Druckspannung 
müsste die Umwandlung aufgrund der Volumenabnahme dem zufolge 
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beschleunigen. Die Behinderung der Umwandlung in den zur Belastungs-
richtung parallelen Hauptrichtungen (radial bei zylindrischer Probe) über-
wiegt jedoch, so dass eine Verschiebung in entgegengesetzter Richtung 
messbar wird. Dieses Verhalten gilt allerdings nur unter einachsiger Belas-
tung der Probe.  
Bei Untersuchungen zum Einfluss der Umwandlungsplastizität während 
der Austenitbildung beim Einsatzhärten kommen die Autoren in [97] zu der 
Erkenntnis, dass diese keinen signifikante Größe hinsichtlich der Span-
nungsentwicklung dargestellt. Während des Austenitsierungsprozesses 
werden jegliche Spannungen durch Kriechen abgebaut. Bei der Berech-
nung des Verzugsverhaltens hingegen kann die Vernachlässigung zu größe-
ren Fehlern führen, weil sich die inelastischen Dehnungen direkt auf das 
Verzugsverhalten auswirken.  
In [106] wird ausführlich auf die Bestimmung der Umwandungsplastizität 
während der Austenitisierung eingegangen. Aufgrund der relativ niedrigen 
Erwärmungsgeschwindigkeiten von maximal 5 K/s, die zur Vermeidung 
von Temperaturgradienten erforderlich sind, tritt während der Beanspru-
chung Kriechen auf. Mit sinkender Erwärmungsgeschwindigkeit sowie 
höheren Lasten tritt verstärkt Kriechen auf. In der beschrieben Vorgehens-
weise werden Kriechversuche für die verschiedenen Phasenanteile durch-
geführt. Bei der Auswertung werden die Kriechanteile mit Hilfe eines ent-
sprechenden Kriechmodells herausgerechnet. Die Temperaturabhängigkeit 
des Kriechmodells wird für die Extrapolation während der Phasenumwand-
lung genutzt. Durch Subtrahieren der elastischen und kriechbedingten 
Dehnung sowie unter Zuhilfenahme der spannungsfeien Dilatometerkurve 
kann die Entwicklung der Umwandlungsplastizität bestimmt werden. Mo-
delle zur Beschreibung der zeitlichen Entwicklung der Umwandlungsplas-
tizität werden unter anderem in [100] diskutiert. Zur Modellierung der 
Kriechdehnung, als auch zur umwandlungsplastischen Dehnung, wird auf 
einen Ansatz, der die Rückspannung berücksichtigt, zurückgegriffen. In 
[101] werden die Vorteile eines solchen Modells diskutiert. 
2.6 Numerische Modellierung  
Die numerische Modellierung industrieller Prozesse ist von großer Bedeu-
tung, da dadurch der Prozess in seiner zeitlichen Entwicklung abgebildet 
werden kann. Hieraus lassen sich Entwicklungsstrategien ableiten sowie 
ein tieferes Prozessverständnis entwickeln, wodurch Zusammenhänge 
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zwischen Prozessparametern und Bauteileigenschaften zu korreliert werden 
können. Dies wird am Beispiel Verzug in [107] gezeigt. 
2.6.1 Wärmebehandlung 
Die numerische Modellierung der Wärmebehandlung beschränkte sich 
lange ausschließlich auf den Abschreckprozess, da dort die Hauptursache 
des Verzugs sowie der resultierenden Eigenspannungsverteilung gesehen 
wurde [108–110]. Seit einigen Jahren hat sich etabliert, dass der Austeniti-
sierungs- bzw. Erwärmungsprozess auch Einfluss auf den Verzug haben 
können [97], [111]. [112] gibt eine Übersicht der wichtigsten Arbeiten in 
diesem Bereich und zeigt die stetige Entwicklung auf.  
Die Modellierung der Wärmebehandlung besteht grundsätzlich darin, die 
physikalischen Zusammenhänge in Folge thermischer Einwirkung hinsicht-
lich des mechanischen Verhaltens unter Berücksichtigung von Phasenum-
wandlung abzubilden. Hieraus ergeben sich drei physikalische Felder, die 
während der Wärmebehandlung miteinander in Verbindung stehen, wie in 
Abb.  2-14 dargestellt.  
 
Abb.  2-14: Graphische Darstellung der physikalischen Interaktionen während der 
Wärmebehandlungssimulation 
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Lokale Temperaturunterschiede führen zu thermischen Spannungen (1). 
Überschreiten die Spannungen die Streckgrenze, kommt es aufgrund der 
Plastizierung zu einer Wärmeentwicklung (2). Diese wird grundsätzlich 
nicht berücksichtigt, da die plastischen Dehnungen während einer Wärme-
behandlung mit ungefähr 2 % relativ klein ausfallen [113]. Auf der anderen 
Seite treten durch die Temperaturänderung Phasenumwandlungen auf (3). 
Während der Erwärmung muss hierfür zusätzlich Wärme zugeführt sowie 
beim Abschrecken kompensiert werden (4). Dies liegt in der Änderung der 
Kristallstruktur begründet und wird durch entsprechende Umwandlungs-
wärmen abgebildet. Zusätzlich zu den thermischen Dehnungen treten wäh-
rend der Phasenumwandlung Umwandlungsdehnungen auf (5). Diese kön-
nen in reine Umwandlungsdehnungen aufgrund der Dichteänderung sowie 
in Dehnungen aufgrund der Umwandlungsplastizität unterschieden werden. 
Spannungen beeinflussen wiederum die Phasenumwandlungen (6).  
In [114] wird davon ausgegangen, dass nur der deviatorische Spannungsan-
teil Einfluss auf diffusionskontrollierte Perlitbildung hat. Bei der martensi-
tischen Umwandlung bewirkt der hydrostatische Druck eine Absenkung 
der *+-Temperatur, da die Volumenzunahme behindert wird. Unter ein-
achsiger, elastischer Beanspruchungen im Zug- oder Druckbereich wird die *+-Temperatur hingegen erhöht und kann durch das Zusammenspiel der 
Scherspannungskomponente und der Scherverformung erklärt werden 
[115]. Neben der Spannung wirkt sich auch die plastische Dehnung auf die *+-Temperatur aus, da eine Verfestigung des Austenits durch eine voran-
gegangene Plastizierung zur Austenitstabilisierung führen kann, was sich in 
einer Verschiebung zu einer niedrigeren *+-Temperatur ausdrückt [84]. In 
[116] wird angenommen, dass der Einfluss auf die *+-Temperatur aus-
schließlich von dem Spannungszustand herrührt, da die auftretenden plasti-
schen Dehnungen zu verhältnismäßig kleinen Absenkungen der *+-
Temperatur führen. Spannungen nahe der Streckgrenze des Austenits hin-
gegen führen zu einem deutlich stärkeren Anstieg der *+-Temperatur. 
Modelle zur Berücksichtigung des Korngrößeneinflusses auf die Umwand-
lungskinetik können unter anderem in [111], [117], [118] gefunden werden.  
Besonders bei der Betrachtung thermochemischer Prozesse ist der Einfluss 
der chemischen Zusammensetzung zu beachten, da neben dem Umwand-
lungsverhalten auch die mechanischen sowie thermophysikalischen Eigen-
schaften davon abhängig sind [119].  
Für die Berechnung des Verzugs spielt zudem die Anisotropie aufgrund 
von Inhomogenitäten in Form von Seigerungen eine Rolle [97], [120–122]. 
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Außerdem wird dem während des Austenitisierungsprozesses stattfinden-
den Kriechens in [97], [122] eine weitaus größere Rolle bezüglich seines 
Verzugspotentials zugesprochen, als zuvor angenommen wurde. Eine Zu-
nahme der Duktilität sowie der Maßgenauigkeit wird durch einen Anlass-
prozess nach dem Härten erreicht. Obwohl dieser Prozessschritt im Grunde 
zur Wärmebehandlungsmodellierung dazugehört und Einfluss auf den 
Verzug haben kann, wird dieser Aspekt nur in [123] berücksichtigt. 
2.6.2 Induktive Randschichthärtung 
Die numerische Modellierung der induktiven Randschichthärtung unter-
scheidet sich von der konventionellen Wärmebehandlung ausschließlich 
durch die hohen Aufheizraten wie beim Laser- oder Elektronenstrahlhärten, 
sowie der Art der Wärmeeinbringung. Letzteres macht die Modellierung 
deutlich komplizierter, da nicht wie beim Laser- oder Elektronenstrahlhär-
ten mit einer analytischen Lösung der Temperaturverteilung [124] oder 
einer Energieverteilung [71] als Randbedingung gearbeitet werden kann. 
Aus diesem Grund muss eine zusätzliche Kopplung zwischen dem elektro-
magnetischen und thermischen Feld erfolgen, und die Wärmequellen müs-
sen durch Lösung der Maxwell´schen Gleichungen bestimmt werden. Hie-
raus ergeben sich weitere Zusammenhänge, wie in Abb.  2-15 dargestellt.  
Die induzierten Wärmequellen (7) werden durch Ohm´sche Verluste auf-
grund der Wirbelströme hervorgerufen. Durch die Erwärmung (8) ändern 
sich die elektromagnetischen Eigenschaften und somit auch die Verteilung 
der induzierten Wirbelströme. Untersuchungen zum Einfluss des Magnet-
feldes auf die Phasenumwandlung (9) bzw. die entstehenden Morphologien 
sind in der Literatur zu finden [125], [126]. Diese beziehen sich jedoch 
ausschließlich auf die Abkühlung. Die erforderlichen Magnetfelder sind 
dabei deutlich höher als die hier relevanten. Die Phasenumwandlung beein-
flusst das elektromagnetische Feld (10) durch den Übergang vom ferro-
magnetischen zum paramagnetischen Zustand nicht direkt. Die Verzerrung 
des Kristallgitters würde jedoch bei einem martensitischen Ausgangsgefü-
ge zu einer Verringerung der magnetischen Permeabilität führen, da der 
Magnetisierungsprozess erschwert wird [127]. Außerdem wirkt sich die 
Versetzungsdichte auf den elektrischen Widerstand aus. Die Einwirkung 
plastischer Verformungen auf die magnetischen Eigenschaften wurde in 
[128] untersucht. Neben der plastischen Verformung führen auch Span-
nungen (12) aufgrund des magnetomechanischen Effekts zu einer Beein-
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trächtigung der magnetischen Permeabilität, die wiederum eine Änderung 
der Erwärmung bedingen kann [129].  
 
Abb.  2-15: Graphische Darstellung der induktiven Randschichthärtung und deren 
Integration in die konventionelle Modellierung der Wärmebehandlung  
Eine Vielzahl an Veröffentlichungen thematisiert die numerische Modellie-
rung der induktiven Randschichthärtung [130–142]. Melander untersuchte 
die Stand- und Vorschubhärtung sowie deren Wirkungen auf die Eigen-
spannungsentwicklung [137], [138]. Neben den magnetischen Eigenschaf-
ten wurde auch die Verschiebung der Umwandlungstemperatur aufgrund 
hoher Aufheizraten implementiert [143]. In [131] wird die induzierte Leis-
tung mittels der Randelementemethode (BEM) berechnet und die thermo-
mechanische Kopplung mit der FEM gelöst. Unter Verwendung der BEM 
ist eine Vernetzung der Umgebungsluft wie bei der FEM nicht nötig, was 
zu einer sehr zeiteffizienten Berechnung führt [144]. Magnabasco et al. 
simulieren die induktive Härtung zylindrischer Proben im Zeitbereich. 
Hierzu wird für die magnetische Berechnung die Simulation in Unterschrit-
te aufgeteilt, die eine Diskretisierung der Frequenz sowie der nichtlinearen 
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Abhängigkeiten erlauben. Der Abgleich mit Experimenten hinsichtlich der 
Härtetiefenverläufe zeigt eine gute Übereinstimmung. Coupard et al. be-
rechnen die Eigenspannungsverteilung in zylindrischen Proben nach der 
induktiven Randschichthärtung, wobei neben der magnetischen Nichtlinea-
rität auch ein Austenitisierungsparameter berücksichtigt wird. Die Überein-
stimmung zwischen gemessenen und berechneten Eigenspannungen ist 
besonders bei Tiefen kleiner 1/10 des Probendurchmessers gut. Die Abwei-
chungen tieferliegender Eigenspannungswerte werden neben der Problema-
tik des Materialabtrags auf die verwendeten Materialdaten sowie die Ver-
nachlässigung der Umwandlungsplastizität zurückgeführt. Eine interessante 
Weiterentwicklung stellt die Arbeit von Takagaki und Toi dar, die ein 
analytisches Schädigungsmodel nach Lemaitre und Chaboche implementie-
ren, um eine mögliche Rissinitierung aufgrund innerer Spannungen vorher-
sagen zu können [139].   
Die erste Zweifrequenzsimulation an einem Zahnradausschnitt wird in der 
Arbeit von Inoue präsentiert. Die Frequenzen werden in dieser Arbeit nicht 
simultan, sondern nacheinander berücksichtigt. Anhand der Simulationen 
kommen die Autoren zu der Schlussfolgerung, dass der Verzug durch die 
Zweifrequenzerwärmung geringer gegenüber einer konventionellen Einfre-
quenzerwärmung ist, da eine konturtreuere Härtung unter der Verwendung 
zweier verschiedener Frequenzen möglich ist. Ein Vergleich zwischen 
Experiment und Simulation zeigt Tendenzen auf, jedoch kann nicht von 
einer guten Übereinstimmung gesprochen werden.  
Ein wichtiger Beitrag im Bereich der Modellierung der induktiven 
Zweifrequenz stellt die Arbeit von Wrona dar [140]. Die elektromagne-
tisch-thermische Modellierung wird mit einer Optimierung gekoppelt, 
wodurch die optimalen Frequenzen in Abhängigkeit eines geforderten 
Temperaturprofiles ermittelt werden können. Die Umsetzung der pseudo-
simultanen Zweifrequenzerwärmung wird durch eine Art Treppenfunktion 
realisiert. Die Ergebnisse geben einen besseren Einblick in die zeitliche 
Wärmequellenverteilung. Dieser Lösungsansatz führt allerdings zu einer 
Oszillation der Temperatur, die sich negativ auf die Phasenumwandlung 
auswirken kann. In [136] wird der gleiche Ansatz für die Modellierung der 
Zweifrequenzerwärmung verwendet. 
 
 
 
 
 
3. Versuchswerkstoff, Versuchseinrichtungen 
und Versuchsdurchführung 
3.1 Versuchswerkstoff 
Die durchgeführten Experimente dienen neben der Bestimmung von Ein-
gabedaten für das Werkstoff- und Prozessmodell auch als Validierungsgrö-
ßen. Für alle Experimente wurde der Vergütungsstahl 42CrMo4 mit der 
chemischen Zusammensetzung aus Tabelle 3-1 verwendet. Der Werkstoff 
liegt in einem vergüteten Ausgangszustand mit einer Mikrohärte von 370 
HV01 vor.  
 
Chemische Zusammensetzung in Ma.-% 
C Si Mn P S Cr Ni Mo Sn Al 
0,425 0,309 0,702 0,019 0,013 1,014 0,098 0,198 0,013 0,021 
Tabelle 3-1: Chemische Zusammensetzung des untersuchten                             
Vergütungsstahles 42CrMo4 
Die Einstellung des Ausgangsgefüges erfolgte durch eine Austenitisierung 
bei 860 °C für 30 min mit anschließender Ölabschreckung. Der Anlasspro-
zess wurde bei 570 °C für 3 h durchgeführt und anschließend erfolgte eine 
Ofenabkühlung auf Raumtemperatur. Wie aus der lichtmikroskopischen 
Aufnahme in Abb.  3-1(a) zu entnehmen ist, liegt ein Vergütungsgefüge 
mit feinverteilten Ferritkörnern vor, die die ehemalige Martensitstruktur 
erahnen lassen. Im Folgenden wird das Ausgangsgefüge als ferritisch-
karbidisch (F/K) bezeichnet. Untersuchungen mit dem Rasterelektronen-
mikroskop (b) zeigen die Ferritmatrix mit den vorhandenen Karbiden. Die 
stabförmigen Karbide sind vom Typ Fe3C (mit I gekennzeichnet), wohin-
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gegen die Mischkarbide aufgrund der Legierungselemente Cr, Mo sowie 
Mn in globularer Form (mit II gekennzeichnet) vorliegen. 
  
a) b) 
Abb.  3-1: Lichtmikroskopische (a) und rasterelektronenmikroskopische (b) 
Aufnahme des ferritisch-karbidischen Ausgangsgefüges des verwendeten 
Werkstoffes 42CrMo4 
3.2 Probengeometrien 
3.2.1 Induktionshärteexperimente 
Für die Induktionshärteversuche wurden zylindrische Proben aus 42CrMo4 
verwendet. Die Proben wurden aus Stangenmaterial mit einem Durchmes-
ser von 25 mm durch Drehen hergestellt. Für die Temperaturmessung wur-
den in die Proben über Funkenerosion Bohrungen eingebracht, wie in Abb.  
3-2 dargestellt. Die Anordnung der Bohrungen zueinander dient der Mini-
mierung ihres gegenseitigen Einflusses bei der Temperaturmessung. 
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Abb.  3-2: Probengeometrie der zylindrischen Proben für die                             
Induktionshärteversuche  
Über Vorversuche wurden die Positionen der Bohrungen für die Mittel-, 
Hoch- und Zweifrequenzversuche festgelegt, wie in Tabelle 3-2 aufgelistet. 
Die Abmessungen geben die Distanz von der Probenoberfläche bis zur 
Bohrungsmitte wieder.  
 TE1 TE2 TE3 TE4 TE5 
Mittelfrequenz Oberfläche 0,7 mm 1,2 mm 1,7 mm 4,0 mm 
Hochfrequenz Oberfläche 0,7 mm 0,9 mm 1,1 mm 4,0 mm 
Zweifrequenz Oberfläche 0,7 mm 0,9 mm 1,1 mm 4,0 mm 
Tabelle 3-2: Positionierung der Thermoelemente für Temperaturmessung 
3.2.2 Dilatometerversuch 
Dilatometerversuche wurden mit verschiedenen Probengeometrien durch-
geführt. Zur Bestimmung von Umwandlungsdehnungen sowie den thermi-
schen Ausdehnungskoeffizienten wurden zylindrische Hohlproben (vgl. 
Abb.  3-3) verwendet. 
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Abb.  3-3: Dilatometerprobe zur Bestimmung der Umwandlungsdehnung und der 
thermischen Ausdehnungskoeffizienten 
Für Austenitisierungsversuche unter Belastung wurden zylindrische Voll-
proben mit verschiedenen Durchmessern verwendet (vgl. Abb.  3-4 und 
Abb.  3-5). 
 
Abb.  3-4: Druckprobe mit 5 mm Durchmesser 
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Abb.  3-5: Druckprobe mit 8 mm Durchmesser für Belastungen bei - 5 MPa 
3.2.3 DSC Versuch 
Für die dynamische Differenzkalorimetrie wurde eine zylindrische Probe 
mit den Abmessungen aus Abb.  3-6 verwendet. 
 
Abb.  3-6: Probengeometrie zur Messung der spezifischen Wärmekapazität 
3.2.4 Warmzugversuch 
Die Bestimmung der Fließkurven für den Ausgangszustand bis 500 °C 
wurden mit Warmzugproben wie in Abb.  3-7 gezeigt durchgeführt. 
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Abb.  3-7: Probengeometrie für Warmzugversuche 
Die Fließkurven des unterkühlten Austenits wurden mit der Probengeomet-
rie aus Abb.  3-8 ermittelt. Die Wandstärke im Messbereich beträgt 1 mm. 
 
Abb.  3-8: Probengeometrie zur Bestimmung der Fließkurven von                   
unterkühltem Austenit  
3.2.5 Magnetisierungskurven 
Die Bestimmung der magnetischen Eigenschaften wurden an einer Ring-
probe mit den Abmessungen aus Abb.  3-9 durchgeführt.  
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Abb.  3-9 Ringprobe zur Bestimmung der Magnetisierungskurven 
3.3 Versuchseinrichtung und -durchführung der 
Induktionshärteexperimente 
Die Induktionshärteversuche wurden in Zusammenarbeit mit der Firma 
Eldec Schwenk Induction GmbH durchgeführt. Zur Verfügung stand eine 
SDF 450 kW Zweifrequenzhärteanlage mit 250 kW Hochfrequenzleistung 
(HF) und 200 kW Mittelfrequenzleistung (MF). Die Versuchsanlage er-
möglicht sowohl eine separate als auch eine simultane Erwärmung mit den 
jeweiligen Leistungsanteilen. Für die Versuche wurde eine spezielle Reg-
lung verwendet, mit der eine stromgeregelte Durchführung der Experimen-
te ermöglicht wurde. Hierzu musste extra ein sogenanntes „Steuerprint“ 
angefertigt werden. Die Charakterisierung der Induktorströme für MF und 
HF wurde mittels Heizzyklen unterschiedlicher Stromvorgabe durchge-
führt. Die Strommessung erfolgte mittels einer Rogowski-Spule Typ CWT 
30XB der Firma Power Electronic Measurements Ltd und die Datenauf-
zeichnung mit einem Oszilloskop vom Typ TPS2024 der Firma Tektronix 
Inc. Der schematische Aufbau des Generators sowie der Messstelle zur 
Erfassung des Induktorstroms kann Abb.  3-10 entnommen werden. Alle 
Messungen wurden automatisch ab einem Triggerwert von 120 Ampere 
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über das Oszilloskop ausgelöst. Eine Messung direkt am Induktor war 
aufgrund des geringen Koppelabstandes sowie der Bauweise des verwende-
ten Induktors nicht möglich gewesen. Jedoch kann davon ausgegangen 
werden, dass der gemessene Strom nur unwesentlich vom Induktorstrom 
abweicht. 
 
Abb.  3-10: Schematische Darstellung des Generatoraufbaus sowie Messstelle zur 
Erfassung des Induktorstroms 
Die Versuche zur Bestimmung des Induktorstroms wurden separat zu den 
Induktionshärteversuchen durchgeführt. Für die Versuche zur Strommes-
sung wurden die Proben aus Abb.  3-2 verwendet, um die Prozessparameter 
mit der erreichbaren Temperatur in Verbindung zu bringen. Die Tempera-
turmessungen im Bauteilinneren wurden mit Mantelthermoelementen Typ 
K (NiCr-Ni) mit einem Durchmesser von 0,5 mm durchgeführt. An der 
Oberfläche (TE1 in Abb.  3-2) wurde ein Typ K-Thermodraht mit 1 mm 
Durchmesser angeschweißt. Basierend auf diesen Messungen wurden ver-
schiedene Härteparameter für Mittel-, Hoch- und Zweifrequenzhärtungen 
(ZF) ausgewählt, die in Tabelle 3-3 aufgelistet sind. Die Stromkalibration 
musste durchgeführt werden, wie noch dargestellt wird, da durch die Ver-
wendung des speziellen Steuerprints nur eine Vorgabe in Prozent möglich 
gewesen ist, da im Normalbetrieb eine Leistung in Prozent der maximalen 
Leistung der Anlage für die jeweilige Frequenz vorgegeben wird. Für den 
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Versuch ZF9,32/1,18_500 wurde keine Temperaturmessungen, jedoch eine 
Bauteilcharakterisierung durchgeführt. Die Wahl der Heizzeiten wurde in 
Anlehnung an die vorhandenen Versuchsdaten aus [81] mit Erwärmungs-
geschwindigkeiten ≥ 1000 K/s ausgewählt und stimmen mit den verfah-
renstypischen Heizzeiten der Zweifrequenzhärtung überein, die in [19] mit 
unter 1000 ms angegeben werden.  
Bezeichnung 
Frequenz 
[kHz] 
Vorgabe 
Strom [%] 
Strom 
kalibriert [kA] Heizzeit 
[ms] 
MF HF MF HF MF HF 
MF7,49_1000 12 - 32 - 7,49 - 1000 
MF12,5_500 12 - 51 - 12,5 - 500 
MF12,5_400 12 - 51 - 12,5 - 400 
HF2,42_1000 - 325 - 45 - 2,42 1000 
HF3,45_500 - 325 - 65 - 3,45 500 
HF4,16_400 - 325 - 80 - 4,16 400 
ZF9,32/1,18_500 12 325 40 20 9,32 1,18 500 
ZF6,73/2,21_1000 12 325 30 40 6,73 2,21 1000 
ZF6,73/2,73_500 12 325 30 50 6,73 2,73 500 
ZF6,73/3,24_400 12 325 30 60 6,73 3,24 400 
Tabelle 3-3: Bezeichnung der Versuchsvariationen mit Prozessparametervorgaben 
Während den Temperaturmessungen können die Proben nicht rotiert wer-
den. Zur Reduzierung der inhomogenen Erwärmung, hervorgerufen durch 
die Feldschwächung an der Zuleitung der Heizspule (siehe Abb.  3-10), 
wurde darauf geachtet, die Messpositionen durch geeignete Probenpositio-
nierung möglichst weit entfernt von dieser zu platzieren. Indessen wurden 
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die Proben während der Härteversuche mit einer Drehzahl von 800 U/min 
rotiert, die beim Abschrecken auf 50 U/min reduziert wurde. Als Polymer-
konzentrat wurde SERVISCOL 98 der Firma Burgdorf GmbH und Co. KG 
Abschreckhärtetechnik eingesetzt. Der Polymergehalt des Abschreckmit-
tels betrug 8% bei einer Temperatur von 28 °C und einem Durchfluss von 
20 l/min. 
Der schematische Versuchsaufbau ist Abb.  3-11 zu entnehmen. Der Kop-
pelabstand D zwischen der Probe und dem Induktor betrug 2,25 mm. Die 
Induktorhöhe entspricht der Probenlänge und beträgt 32 mm. Der Wasser-
kanal dient zur Kühlung der Kupferspule, die während des Härteprozesses 
aufgrund der Ohm´schen Verluste sowie Wärmestrahlung/-konvektion 
einer thermischen Belastung ausgesetzt ist. Die Heizspule wird von einem 
magnetischen Feldkonzentrator umschlossen und besteht aus Ferrotron 
559H der Firma Fluxtrol Inc. Zur Abschreckung werden Heizspule und 
Abschreckbrause mit einer Verfahrgeschwindigkeit von 10.000 mm/min in 
die entsprechende Abschreckposition nach unten verfahren. Die resultie-
rende Abschreckverzögerung beträgt ca. 0,5 Sekunden. Die Abschreckdau-
er betrug 20 Sekunden, um einen vollständigen Temperaturausgleich auf 
RT zu gewährleisten. Die Proben wurden im Anschluss nicht angelassen.   
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Abb.  3-11: Schematische Darstellung der Versuchsanordnung der                    
Induktionshärteexperimente sowie Temperaturmessung (ohne Rotation) 
3.4 Dilatometerversuch 
3.4.1 Bestimmung der thermischen Ausdehnungs-
koeffizienten sowie Umwandlungsdehnungen 
Für die Bestimmung der thermischen Ausdehnungskoeffizienten der F/K-
Ausgangsphase sowie dem Martensit und Austenit wurden Versuche mit 
einem Abschreckdilatometer DIL 805 A/D der Firma Bähr-Thermoanalyse 
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GmbH durchgeführt. Der schematische Aufbau ist in Abb.  3-12 gezeigt. 
Die Probe (vgl. Abb.  3-3) wird zwischen zwei Schubstangen eingespannt 
und über den induktiven Wegaufnehmer wird die Längenänderung bzw. 
Längendifferenz zu der vorderen, fixen Schubstange bei einer maximalen 
Auflösung von 0,05 µm gemessen. Über ein Thermoelement Typ S aus 0,1 
mm Pt-Pt/Rh 10% Thermodraht, welches mittig auf der Probe ange-
schweißt wird, kann die Temperatur geregelt werden. Die Abschreckung 
der Hohlprobe geschieht zum einen von außen über die Abschreckspule 
sowie zum anderen intern durch die hohle Schubstange. Als Abschreckme-
dium wird Helium verwendet, wobei ein maximaler Durchfluss von 456 l/h 
möglich ist.  
 
Abb.  3-12: Schematische Darstellung des Abschreckdilatometers zur Bestimmung 
der thermischen Ausdehnung und der Umwandlungsdehnungen 
Die Proben wurden mit einer Erwärmungsgeschwindigkeit von 1 K/s und 
10 K/s auf 950 °C bzw. 1000 °C erwärmt und danach in 5 sec auf Raum-
temperatur (RT) abgeschreckt. Der darauffolgende Anlasszyklus dient der 
Bestimmung der thermischen Ausdehnung des Martensits, da mit keinem 
größeren Einfluss der Anlasseffekte auf die Dehnungsentwicklung bis 
Temperaturen um die 150 - 200 °C gerechnet wird. Der entsprechende 
Temperatur-Zeit-Verlauf ist in Abb.  3-13 wiedergegeben. Für beide Er-
wärmungsgeschwindigkeiten wurden jeweils 3 Versuche durchgeführt. Des 
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Weiteren wurde eine separate 10 mm Probe im Temperaturbereich zwi-
schen 200 und 550 °C zyklisch mit einer Erwärmungsgeschwindigkeit von 
1 K/s erwärmt und abgekühlt, um den Ausdehnungskoeffizienten des Aus-
gangsmaterials genauer zu bestimmen. 
 
Abb.  3-13: Schematischer Temperatur-Zeit-Verlauf zur Bestimmung der         
thermischen Ausdehnungskoeffizienten und Umwandlungsdehnungen 
3.4.2 Bestimmung der Umwandlungsplastizität während der 
Austenitisierung 
Zur Bestimmung der Umwandlungsplastizität wurden Austenitisierungs-
versuche unter Belastung durchgeführt. Als Versuchseinrichtung kam ein 
Abschreck- und Umformdilatometer DIL 805 A/D der Firma Bähr-
Thermoanalyse GmbH zum Einsatz. Die servohydraulische Belastungsein-
heit kann bis zu einer minimalen Kraft von 200 N geregelt werden. Der 
schematische Versuchsaufbau kann Abb.  3-14 entnommen werden. Die 
Belastungseinheit drückt den linken Quarzstempel mit einer definierten 
Kraft gegen die Probe, wobei über den induktiven Wegaufnehmer die 
Wegdifferenz zwischen dem beweglichen (links) und fest eingespannten 
Quarzstempel (rechts) gemessen wird. Die Molybdänplättchen dienen der 
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Kompensation des Wärmeabflusses über den Quarzstempel. Wie bei den 
Versuchen zuvor wird die Temperaturregelung über ein aufgeschweißtes 
Thermoelement ermöglicht.  
 
Abb.  3-14: Schematischer Aufbau des Belastungsdilatometers  
Der schematische Versuchsablauf für die Austenitisierungsversuche unter 
Belastung kann Abb.  3-15 entnommen werden. Die Proben wurden zu-
nächst auf eine Temperatur unterhalb der Anlasstemperatur erwärmt (550 
°C) und anschließend wurde während einer Haltezeit von 30 Sekunden die 
Kraft aufgebracht. Im Anschluss wurden die Proben mit einer Erwär-
mungsgeschwindigkeit von 1 K/s auf 950 °C erwärmt. Die Erwärmungsge-
schwindigkeit von 1 K/s stellt einen Kompromiss zwischen der Reduzie-
rung eines übermäßigen Kriechens sowie der Temperaturhomogenität in 
der Probe dar. Zum Vergleich wurden zwei Versuche bei einer Erwär-
mungsgeschwindigkeit von 0,5 K/s ohne und mit 10 MPa Belastung durch-
geführt. Für die spannungsfreien Versuche wurde das Abschreckdilatome-
ter ohne Belastungseinheit verwendet (vgl. Abb.  3-12).  
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Abb.  3-15: Schematische Darstellung des Temperatur- und Kraftverlaufs für    
Austenitisierungsversuche unter Belastung 
Tabelle 3-4 gibt eine Übersicht zu den Versuchen sowie den entsprechen-
den Kräften die während den Versuchen konstant gehalten wurden. Für die 
Belastung bei - 5 MPa wurde die Probe mit einem Durchmesser von 8 mm 
aus Abb.  3-5 verwendet, was zu der höheren Kraft gegenüber der - 10 MPa 
Belastung führt. 
Bezeichnung Kraft F Spannung σ Aufheizgeschwindigkeit 
- 5 MPa; 1K/s 256 - 5 1 
- 10 MPa; 1K/s 200 - 10 1 
- 15 MPa; 1K/s 295 - 15 1 
- 20 MPa; 1K/s 393 - 20 1 
- 25 MPa; 1K/s 490 - 25 1 
- 30 MPa; 1K/s 589 - 30 1 
- 10 MPa; 0,5K/s 200 - 10 0,5 
Tabelle 3-4: Versuchsparameter der Austenitisierungsversuche unter Belastung 
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3.5 Warmzugversuch 
Zugversuche bei Raumtemperatur sowie erhöhten Temperaturen wurden 
zur Charakterisierung des elastisch-plastischen Werkstoffverhaltens des 
Ausgangsgefüges durchgeführt. In Anlehnung an die DIN Norm 10002-5 
(1992) [145] wurde die Probengeometrie (vgl. Abb.  3-7) verwendet. Die 
Prüftemperaturen betrugen 20, 100, 300 und 500 °C. Je Versuchstempera-
tur wurden drei Versuche durchgeführt. Für die Zugversuche wurde eine 
elektromechanische Universalprüfmaschine der Bauart Zwick mit einer 
Maximalprüfkraft von 100 kN verwendet.  
 
Abb.  3-16: Schematische Darstellung der Universalprüfmaschine für            
Warmzugversuche 
Zur Erwärmung der Probe entlang der Messstrecke wurde ein Spiegelofen 
verwendet, wohingegen zwei Widerstandsöfen für die Fassungen zum 
Einsatz kamen, um den in der DIN Norm vorgeschriebenen maximalen 
Temperaturgradienten nicht zu überschreiten. Die Gewährleistung der 
Temperaturhomogenität wird mittels dreier Typ-K Thermoelemente si-
chergestellt, wobei nur das mittige Thermoelement zum Regeln der Tempe-
ratur verwendet wird. Die Zugversuche wurden bei konstanter Traversen-
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geschwindigkeit durchgeführt. Die Dehnrate im Bereich der elastischen 
Verformung betrug N` ≈ 0,003	}~? und war somit im Einklang mit der 
in der DIN Norm 10005-2 vorgeschriebenen Dehnrate (0,001 min-1 ≤ N` ≤ 
0,005 min-1). 
Die Warmzugversuche an unterkühltem Austenit wurden an einer Univer-
salprüfmaschine mit integrierter Erwärmungs- und Abschreckeinrichtung 
durchgeführt. Eine Vakuumkammer ermöglichte die Durchführung unter 
Vakuum beziehungsweise Schutzgas. Der schematische Aufbau der Prü-
feinrichtung ist in Abb.  3-17 dargestellt.  
 
Abb.  3-17: Prüfeinrichtung zur Bestimmung der Fließkurven                                 
an unterkühltem Austenit 
Die Erwärmung der Probe erfolgt induktiv, wobei über ein angeschweißtes 
Thermoelement vom Typ K die Temperatur geregelt wird. Die Tempera-
turhomogenität entlang der Messtrecke wurde im Vorfeld für die verschie-
denen Versuchstemperaturen überprüft und betrug ≤ +/- 20 K. Das Ab-
schrecken auf Prüftemperatur wird durch ein Wasser-Luft-Gemisch durch 
die Innenbohrung der Probe ermöglicht. In der Innenbohrung befindet sich 
ein Röhrchen mit kleinen Bohrungen auf Höhe der Messstrecke, um eine 
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homogene Abschreckung zu gewährleisten. Die Kraft F wird während der 
Versuchsführung bis zum Zugversuch auf Null geregelt. Die Dehnungs-
messung geschieht über einen kapazitiven Ansatzdehnungsaufnehmer. Für 
den Zugversuch wird ausgehend von der Längsmessung mittels Dehnungs-
aufnehmer eine Verfahrstrecke von 1 mm vorgegeben. Bei einer Kalibrie-
rung der Schenkelabstände von 13 mm entspricht dies einer Dehnung von 
≈ 7,7 %. Aufgrund der relativ begrenzten Zeit bis zum Eintreten der Pha-
senumwandlung wurde die Dehnung innerhalb einer Sekunde realisiert. In 
Abb.  3-18 ist der Versuchsablauf schematisch dargestellt. Neben dem 
unterkühlten Austenit wurde zusätzlich die Fließkurve des Ausgangsgefü-
ges bei 700 °C bestimmt, indem in 5 Sekunden auf 700 °C erwärmt und 
nach 2 Sekunden Haltezeit der Zugversuch durchgeführt wurde.  
Für die Versuche am unterkühlten Austenit wurde die Probe innerhalb von 
15 Sekunden auf eine Austenitisierungstemperatur von 900 °C gebracht 
und dort für 30 Sekunden gehalten, um einen homogenen Austenit einzu-
stellen. Im Anschluss wurde die Probe innerhalb von 2 Sekunden auf die 
entsprechende Prüftemperatur abgeschreckt und für weitere 2 Sekunden 
gehalten, damit eine möglichst homogene Temperaturverteilung vorlag, 
wie der schematisch dargestellten Versuchsführung in Abb.  3-18 zu ent-
nehmen ist. Die Versuche wurden zwischen 400 und 900 °C in Schritten 
von 100 °C durchgeführt. 
 
Abb.  3-18: Schematische Darstellung zum Versuchsablauf bei der experimentellen 
Bestimmung der Fließkurven für unterkühlten Austenit von 42CrMo4 
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3.6 Dynamische Differenzkalorimetrie 
Dynamische Differenzkalorimetriemessungen wurden zur Bestimmung der 
spezifischen Wärmekapazität  am verwendeten Werkstoff durchgeführt. 
Die thermische Analyse wurde an 3 Proben (vgl. Abb.  3-6) mit einem 
DSC 404 F1 Pegasus der Firma Netzsch durchgeführt. Die Proben werden 
in einem Siliziumkarbidtiegel bei einer Erwärmungs- und Abkühlge-
schwindigkeit von 10 K/min gegen eine Referenzprobe (Saphir) gemessen. 
Hierbei werden die Proben gleichmäßig aufgeheizt bzw. einem gleichför-
migen Wärmestrom ausgesetzt. Die messbare Temperaturdifferenz zwi-
schen den beiden Proben ist proportional zur Differenz der spezifischen 
Wärmekapazität.  
3.7 Versuchsaufbau zur Bestimmung der temperatur-
abhängigen Magnetisierungskurven 
Zur Bestimmung der temperaturabhängigen Magnetisierungskurve wurde 
der Messaufbau aus Abb.  3-19 verwendet. Die Erregerspannung wird über 
einen Leistungsverstärker der 7700 Serie der Firma AE Techron Inc. mit 
einer Ausgangsleistung von 5 kW über einen 3 Ω Widerstand bereitgestellt. 
Über den Signalgenerator wird der Leistungsverstärker angesteuert, wel-
cher als Stromquelle für die Primärspule dient. Die Regelung des Signalge-
nerators ist so ausgelegt, dass eine sinusförmige Spannung in der Sekun-
därspule über ein Spannungsmesser V - auch Fluxmeter genannt - gemes-
sen wird. Die Temperaturregelung des Vakuumofens wurde über ein 
Thermoelement des Typ K realisiert. 
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Abb.  3-19: Messaufbau zur Bestimmung der temperaturabhängigen                 
Magnetisierungskurven von 42CrMo4 (Ringmethode) 
Der Ringkern aus 42CrMo4 (vgl. Abb.  3-9) wurde mit einem mittleren 
Radius  = 45	}} gefertigt. Nach [146] sollte das Verhältnis zwischen 
Außen- zu Innendurchmesser den Wert 1,1 nicht überschreiten, damit die 
radiale Änderung der magnetischen Feldstärke " klein gehalten wird. Die 
magnetische Feldstärke " wird von dem Strom in der Primärspule erzeugt 
und kann über folgende Beziehung ermittelt werden: 
"KBM = ∙KOM∙∙ , (3.1) 
wobei  die Anzahl der Windungen ist und KBM der zeitveränderliche 
Strom zur Erzeugung einer resultierenden, sinusförmigen Spannung in der 
Sekundärspule. Die in der Sekundärspule induzierte Spannung wird mit 
dem Fluxmeter gemessen und ergibt durch Integration den magnetischen 
Fluss Φ. Mit diesem kann unter Berücksichtigung der Sekundärwindungen  und dem Querschnitt / des Ringkernes die magnetische Flussdichte 
berechnet werden: 
KBM = ∙] ∙  \KBM ∙ pB = ∙]. (3.2) 
3.7 Versuchsaufbau zur Bestimmung der Magnetisierungskurven 
55 
Obwohl der Messaufbau eine sehr sorgfältige Präparation erfordert, muss 
bei geschlossenen Magnetkreisen keine Rücksicht auf einen Entmagnetisie-
rungsfaktor genommen werden, wie dies bei stabförmigen Proben der Fall 
ist [127]. In [147] wird ein Messaufbau unter Verwendung stabförmiger 
Proben diskutiert, der im Vergleich mit einer Ringprobe gute Ergebnisse 
erlaubt. Jedoch wird nicht auf den Entmagnetisierungsfaktor und dessen 
Materialabhängigkeit eingegangen. Abb.  3-20 zeigt den Aufbau der Ring-
probe mit Primär- und Sekundärspule. 
  
Abb.  3-20: Aufbau der Primärspule (links) und der Sekundärspule (rechts) 
Die Magnetisierungskurven wurden in Temperaturschritten von 100 °C bis 
600 °C gemessen und danach in 10 °C Schritten bis zum Erreichen der 
Curie-Temperatur (768 °C bei reinem Eisen), da die Änderung der Perme-
abilität in diesem Bereich sehr groß sein kann. Auf mikrostrukturelle Ein-
flüsse wurde keine Rücksicht genommen, weil experimentell keine Mög-
lichkeit bestand, eine Veränderung gegenüber dem vergüteten Zustand 
beim Messen um den Curie-Punkt zu verhindern. Tabelle 3-5 beinhaltet 
alle relevanten Daten bezüglich der Abmessungen und des Versuchsauf-
baus. 
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Beschreibung Bezeichnung Wert 
Anzahl der Primärwicklungen #$ 43 Windungen 
Anzahl Sekundärwicklungen # 27 Windungen 
Mittlerer Radius Probe  45 mm 
Querschnittsfläche Probe ' 94,6 mm2 
Abtastrate - 10 kHz 
Tabelle 3-5: Abmessungen und Spulenparameter des verwendeten Versuchsaufbaus 
3.8 Bestimmung der Bauteilcharakteristika 
3.8.1 Makroschliffe 
Zur Gegenüberstellung der Härtezone, hervorgerufen durch den Indukti-
onshärteprozess, mit der numerisch modellierten Martensitverteilung wur-
den Makroschliffe in Längsrichtung angefertigt, wie Abb.  3-21 verdeut-
licht. Die Proben wurden kalt eingebettet, in mehreren Stufen geschliffen 
und abschließend poliert. Die Ätzung erfolgte mit einer Lösung aus Etha-
nol mit 2 % Salpetersäure (Nital).  
 
Abb.  3-21: Verdeutlichung der Härte- und Eigenspannungsmessungen sowie der 
Makrostrukturuntersuchungen 
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3.8.2 Mikrohärteprüfung 
Die Mikrohärtemessungen wurden mit einem Kleinlastprüfgerät HMV-
2000 der Firma Shimadzu an den induktiv gehärteten Proben durchgeführt. 
Die Prüflast der Härteeindrücke beträgt 100 g, was nach DIN EN 6507-1 
[148] der Bezeichnung HV 0,1 entspricht. Die Härtetiefenverläufe wurden 
auf halber Zylinderhöhe in Radialrichtung, wie in Abb.  3-21 angedeutet, 
aufgenommen. Die Einwirkdauer sowie die Abstände einzelner Härteein-
drücke wurden im Einklang mit DIN EN 6507-1 durchgeführt.  
3.8.3 Eigenspannungsmessung 
Eigenspannungstiefenverläufe wurden an den gehärteten Zylinderproben 
erstellt. Die röntgenographische Bestimmung der Eigenspannungen basiert 
auf dem sin2Ψ-Verfahren [149] an den {211}-Gitterebenen der α-Phase 
sowie tetragonal verzerrten α-Phase (Martensit) mit einer CrKα-Strahlung 
unter der Verwendung eines Ψ-Diffraktometers „Karlsruher Bauart“. Die 
Wellenlänge betrug 2,29 Å, was einer mittleren Eindringtiefe von 5-6 µm 
entspricht. Primärseitig kam eine Lochblende mit einem Durchmesser von 
1 mm zum Einsatz und sekundärseitig wurde vor dem Detektor eine Sym-
metriesierungsblende für die {211}-Interferenzlinie verwendet [150]. Für 
die Bestimmung der Gitterdehnung wurde ein spannungsfreier Bragg-
Winkel von 2θ0 = 156,39° vorausgesetzt. Der 2θ Bereich wurde von + 146° 
≤ θ ≤ +166° abgefahren, wobei die Schrittweite ∆2θ für Martensit = 0,2° 
und α = 0,15° betrug. Der Kippwinkel Ψ wurde im Bereich von – 60° ≤ Ψ 
≤ +60° in 11 Schrittweiten von ∆Ψ = 10° variiert. Unter der Annahme 
eines isotropen Materialverhaltens wurde für die Auswertung des Elastizi-
tätsmodul E{211} = 219911 MPa und die Querkontraktionszahl ν{211} = 0,28 
herangezogen. Die Eigenspannungstiefenverläufe wurden durch sukzessi-
ves, elektrolytisches Abtragen des Materials ermöglicht. Als Elektrolyt 
wurde die Mixtur A2 der Firma Struers GmbH verwendet. Die Abtragtie-
fen für die Eigenspannungstiefenverläufe wurden in Anlehnung an die 
Härteverläufe (vgl. Abb.  3-21) ausgewählt. 
 
 
 
 
 
4. Simulationsmodell 
Die zentrale Fragestellung der Arbeit befasst sich mit der Entwicklung 
eines numerischen Simulationsmodells, welches in der Lage ist, die Induk-
tionshärtung unter Verwendung einer Frequenz und zweier Frequenzen 
abbilden zu können. Die Modellierung wurde durch die Kopplung der 
beiden Finite Elemente Pakete MSC.Marc Version 2010r und 
Abaqus/Standard Version 6.91 umgesetzt, wobei MSC.Marc ausschließlich 
für die Berechnung der induktiven Erwärmung verwendet wurde. Die in 
MSC.Marc berechnete Temperaturentwicklung wird in Abaqus/Standard 
als thermische Randbedingung vorgegeben, um das mechanische Verhalten 
während der Erwärmung zu berücksichtigen. Nach diesem Teilprozess 
wird die weitere Temperaturentwicklung durch das thermomechanisch-
metallurgische Modell in Abaqus/Standard berechnet. Aus diesem Grund 
wird in den folgenden Abschnitten genauer auf die Modellierung einge-
gangen. Zunächst wird die Kopplung der beiden Softwarepakete erläutert, 
um im darauffolgenden Schritt eine möglichst gute Übersicht über die 
verwendeten Modelle und Abstraktionen geben zu können. 
4.1 Kopplung zwischen MSC.Marc und Abaqus/Standard 
Die Kopplung zwischen MSC.Marc und Abaqus/Standard liegt in der 
elektromagnetischen Berechnung begründet, da diese während der Ent-
wicklung des vorliegenden Modells nicht in Abaqus/Standard möglich 
gewesen ist. Bei Vernachlässigung mechanischer Einflüsse auf die Um-
wandlungskinetik sowie Wärmeentwicklung kann die mechanische Be-
rechnung entkoppelt werden und muss bei der induktiven Erwärmung in 
MSC.Marc nicht berücksichtigt werden. 
Die Kopplung der beiden Finite Elemente Codes geschieht über die zeitli-
che Temperaturentwicklung wie in Abb.  4-1 dargestellt. Mit jedem Zeit-
schritt in MSC.Marc erfolgt die Konvergenzabfrage hinsichtlich der Tem-
peratur. Ist diese erfüllt, wird der entsprechende Zeitpunkt sowie das Tem-
peraturfeld an den Knoten des Werkstückes in einer externen Ausgabedatei 
gespeichert. Nachdem die Simulation in MSC.Marc beendet ist, wird die 
zeitliche Entwicklung der Temperatur sowie die entsprechenden Zeitpunkte 
in Abaqus/Standard eingelesen und über die Subroutine DISP als thermi-
sche Randbedingung verwendet.   
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Abb.  4-1: Graphische Darstellung zur Übertragung der Temperaturgeschichte 
aufgrund der induktiven Erwärmung 
Die Übertragung der Temperatur bzw. anderer Zustandsgrößen zwischen 
zwei identischen Modellen mit der gleichen Vernetzung kann durch Abb.  
4- erläutert werden. Für einen beliebigen Knoten beträgt die Temperatur G 
zum Zeitpunkt B einen bestimmten Wert, wie in Abb.  4- (a) schematisch 
dargestellt. Ist dieser Verlauf gegeben, so kann mittels der Wertepaare 
Temperatur und Zeitpunkt anhand einer linearen Interpolation die Tempe-
raturberechnung in Abaqus/Standard Abb.  4- (b) durchgeführt werden. Für 
jeden Zeitschritt in Abaqus/Standard wird der Zeitschritt B davor sowie B 
danach ermittelt und die Temperatur entsprechend berechnet. Die Zeit-
schritte in Abaqus/Standard sind durch diese Vorgehensweise unabhängig 
von denen aus MSC.Marc ermittelten. 
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Abb.  4-2: Graphische Darstellung der Temperaturübertragung des diskretisierten 
Temperaturverlaufs aus MSC.Marc (a) über die Interpolation in               
Abaqus/Standard (b) 
Neben der Übertragung der Zustandsgröße Temperatur zwischen zwei 
identischen Vernetzungen wurde zusätzlich die Möglichkeit umgesetzt, die 
Ergebnisse aus MSC.Marc auf ein feineres Netz in Abaqus/Standard zu 
übertragen. Diese Vorgehensweise erlaubt eine weitaus feinere Diskretisie-
rung des betrachteten Bauteils gegenüber dem Modell in MSC.Marc. Diese 
ist aufgrund der Umgebungsluft sowie der Heizspule limitiert. Die feinere 
Vernetzung ermöglicht außerdem die Überprüfung der Netzunabhängig-
keit. Des Weiteren ist es denkbar, im Rahmen der Prozesskettensimulation 
auch steile Eigenspannungsgradienten z.B. nach der Zerspansimulation auf 
das Netz aufzuprägen. In Abb.  4-3 sind beide Vernetzungen dargestellt. 
Für beide wurde die Elementdichte im randnahen Bereich erhöht. Dies ist 
beim groben Netz deutlich zu erkennen. Die Übergangstiefe von feiner zu 
gröberer Vernetzung basiert auf der maximal erwartbaren Einhärtetiefe. 
Die Vorgehensweise zur Übertragung der Temperatur auf ein feineres Netz 
ist in Abb.  4-4 wiedergegeben. Zunächst wird jeder Knoten des neuen 
Netzes einem Element des alten Netzes zugeordnet und dessen lokale Ko-
ordinaten berechnet. Mit diesen Koordinaten kann über die Formfunktion 
des verwendeten Elementtyps die Temperatur berechnet werden. Dies 
entspricht der Vorgehensweise zur Berechnung von Knotenwerten an In-
tegrationspunkten. Eine Gegenüberstellung des Temperaturverlaufes vor 
und nach dem Übertragen ist in Abb.  4-5 gezeigt. 
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Abb.  4-3: Vernetzung des Werkstückes 
 
Abb.  4-4: Schematische Darstellung zur Übertragung der MSC.Marc Ergebnisse 
auf ein feineres Netz in Abaqus/Standard zur feineren Auflösung der Spannungen 
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Abb.  4-5: Gegenüberstellung der Temperaturverläufe vor und nach dem Übertra-
gen von MSC.Marc auf Abaqus/Standard bei gleichem Netz (a) und feinerem Netz 
in Abaqus/Standard (b) 
4.2 Elektromagnetisches Modell in MSC.Marc 
Die Energieübertragung bei der Induktionserwärmung basiert auf der 
Wechselwirkung elektrisch leitender Medien mit elektromagnetischen 
Feldern. Die entsprechenden Beziehungen können durch die Max-
well´schen Gleichungen beschrieben werden [151]. In den meisten An-
wendungen wird die zeitharmonische Approximation gegenüber dem zeit-
diskreten Ansatz bevorzugt, da der mögliche Verlust an Genauigkeit durch 
die Zeiteffektivität mehr als kompensiert wird [152]. Zu dessen Herleitung 
werden zunächst konstante Werkstoffeigenschaften unterstellt. Im Fall der 
induktiven Erwärmung dienen ausschließlich die folgenden Beziehungen 
zur Lösung der elektromagnetischen Feldgleichungen [153]: 
B = − ∙ "B  (Induktionsgesetz nach Faraday), (4.1) 
B" = )+ B  (Durchflutungsgesetz nach Ampère). (4.2) 
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Der Term 

O  auf der rechten Seite des Durchflutungsgesetzes kann ver-
nachlässigt werden, da in der induktiven Erwärmung [152] die Stromdichte 
) aufgrund der hohen elektrischen Leitfähigkeit  im Verhältnis sehr groß 
ist. Zwischen den Feldgrößen bestehen außerdem noch folgende Zusam-
menhänge: 
) =  ∙  , (4.3) 
 =  ∙  ∙ " , (4.4) 
wobei  das elektrische Feld, " die magnetische Feldstärke,  die magne-
tische Flussdichte,  die magnetische Permeabilität in Vakuum und  die 
relative Permeabilität darstellen. Hieraus folgt für das Durchflutungsgesetz 
unter Berücksichtigung von (4.4): 
B" =  ∙  . (4.5) 
Als weiterer Schritt kann nun noch die Quellenfreiheit des magnetischen 
Feldes herangezogen werden: 
p~= = 0 , (4.6) 
welche in Kombination mit der Divergenzfreiheit eines Rotationsfeldes zur 
Einführung des sogenannten magnetischen Vektorpotentials / führt: 
p~=TB/V = 0 . (4.7) 
Aus Gleichung (4.6) und (4.7) sowie der Coulomb-Eichung p~=/ = 0 kann 
folgender Zusammenhang abgeleitet werden: 
 = B/ . (4.8) 
Wird nun Gleichung (4.8) in (4.1) eingesetzt, so kann die elektrische Feld-
stärke hergeleitet werden: 
 = − ]O − DpK\M , (4.9) 
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wobei \ das elektrische Potential darstellt. Unter der Annahme zeitharmo-
nischer Felder, die sich periodisch und sinusförmig mit der Zeit verändern, 
kann mit 

O =  die folgende Differentialgleichung aufgestellt werden: 
B  ∙ B/ = − ∙ / + DpK\M . (4.10) 
 stellt in diesem Fall die Kreisfrequenz dar. Das elektrische Potential 
stellt die Spannung an der Heizspule dar und ist somit die felderregende 
Größe. Durch Multiplikation mit der elektrischen Leitfähigkeit ergibt sich 
die Erregerstromdichte ) in der Heizspule und die Gleichung (4.10) ergibt: 
B  ∙ B/ = −/ + ) . (4.11) 
Anhand Gleichung (4.11) können alle relevanten Größen über das magneti-
sche Vektorpotential definiert werden: 
 = B/, (4.12) 
" = 1  ∙ > ∙ , (4.13) 
 = −/, (4.14) 
) =  ∙ . (4.15) 
Über die Berechnung des elektrischen Feldes innerhalb des Werkstückes 
(4.14) kann über die Beziehung (4.15) auf die induzierte Stromdichte und 
Leistung geschlossen werden.  
Aus den Gleichungen (4.10) und (4.11) geht hervor, dass das magnetische 
Vektorpotential / durch die Vorgabe eines elektrischen Potentials \ oder 
einer Erregerstromdichte ) berechnet werden kann. In dieser Arbeit wird 
die Erregerstromdichte in der Heizspule vorgegeben, da eine Spannungs-
messung an dieser nicht möglich ist. Diese wird zusätzlich zu der Frequenz 
auch von der Wechselwirkung mit dem magnetischen Feldkonzentrator 
sowie dem Werkstück beeinflusst. Der magnetische Feldkonzentrator be-
wirkt eine Konzentration des Magnetfeldes und führt dadurch zu einer 
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konzentrierteren Leistungseinbringung, wie aus Abb.  4-6 ersichtlich ist. 
Die Feldberechnung bei einer Frequenz von 2 kHz verdeutlicht die Strom-
verdrängung in der Heizspule.  
 
Abb.  4-6 Elektromagnetische Berechnung zur Darstellung des Einflusses eines 
magnetischen Feldkonzentrators auf die Leistungs- bzw. Stromdichteverteilung in 
der Heizspule [154] 
Die im Werkstück induzierten Wirbelströme verursachen ihrerseits ein 
Magnetfeld, welches zu einer induzierten Spannung in der Heizspule führt 
und somit die Stromverteilung in dieser beeinträchtigt. Diese Art der 
Wechselwirkung wird als Nachbarschaftseffekt oder Proximity-Effekt 
bezeichnet [15], [16], [18]. Die Berücksichtigung dieser Einflüsse auf die 
exakte Stromverteilung in der Heizspule sind in MSC.Marc nicht möglich 
und müssen durch entsprechende Abstraktionen angenähert werden, wie im 
späteren Verlauf gezeigt wird.      
Aus der Annahme zeitharmonischer Felder wird ersichtlich, dass bei den 
Beziehungen (4.3) und (4.4) ein linearer Zusammenhang gewährleistet sein 
muss, was aus mechanischer Sicht mit der Annahme einer rein elastischen 
Betrachtung vergleichbar ist. Im Fall ferromagnetischer Materialien ist die 
relative Permeabilität  jedoch nichtlinear und führt zu dem nicht-
harmonischen Verlauf wie in Abb.  4-7 dargestellt.  
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Abb.  4-7: Grafische Darstellung der resultierenden Verläufe für das H- und B-
Feld unter Berücksichtigung des nichtlinearen Zusammenhangs 
Unter Berücksichtigung eines linearen Zusammenhangs muss für die 
Verwendung des zeitharmonischen Ansatzes eine geeignete Linearisie-
rung der Permeabilität ermöglicht werden, die neben der Leistungsumset-
zung auch auf deren Verteilung Einfluss nimmt. In [155] ist eine Vorge-
hensweise beschrieben, die in diesem Rahmen implementiert wurde. Die 
Fläche unter der Magnetisierungskurve, wie in Abb.  4-8 zu sehen, be-
schreibt die magnetische Energie. Diese stellt im Fall der realen Magneti-
sierungskurve eine Obergrenze dar, da der Scheitelwert und nicht der 
Effektivwert zum Tragen kommt. Im Gegensatz dazu kann die Linearisie-
rung wie in Abb.  4-8 gezeigt als Untergrenze aufgefasst werden. Die 
Mittelung der beiden Anteile erlaubt nach [155] eine gute Approximation 
der effektiven Energie  -: 
 - = ¡¢£¡¤ , (4.16) 
wobei  9 die obere und  ¥  die untere Energiegrenze sind. Die beiden 
Grenzen lassen sich wie folgt berechnen: 
 9 =  C ∙ pℎ§¨e©  , (4.17) 
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 ¥ = 3 ∙ "3  , (4.18) 
mit 3 als magnetische Flussdichte am Punkt i im Material und "3
  als 
die fiktive Feldstärke. C stellt die magnetische Flussdichte in Abhängig-
keit der Magnetfeldstärke ¦ dar, was eine analytische Beschreibung not-
wendig macht. Diese wird im späteren Verlauf zusammen mit den Mag-
netisierungskurven diskutiert. 
 
Abb.  4-8: Berücksichtigung der nichtlinearen Permeabilität durch Überlagerung 
der harmonischen und realen Energiedichte 
Die fiktive Permeabilität 
  kann iterativ mittels der folgenden Beziehun-
gen berechnet werden: 
 
 
 

 ∙ 
 ∙ T"3
 V

 . (4.19) 
Hierzu wird der Permeabilität zunächst ein beliebiger Wert zugeordnet und 
eine elektromagnetische Berechnung durchgeführt. Anhand der resultie-
renden Feldstärke kann über die analytische Beschreibung der Magnetisie-
rungskurve die magnetische Flussdichte  sowie die beiden Teilenergien 
 9 und  ¥ berechnet werden. Hieraus kann ein neuer Wert für die Per-
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meabilität abgeleitet und im nächsten Schritt der Neuberechnung verwen-
det werden. Da der iterative Prozess eine Neuberechnung der magnetischen 
Feldstärke erfordert, wird eine Submodellierung durchgeführt, wie aus 
Abb.  4-9 zu entnehmen. Die elektromagnetische Simulation besteht im 
Grunde aus einer elektromagnetisch-thermisch gekoppelten Simulation, da 
nur so ein direkter Zugriff auf die resultierenden Wärmequellen möglich 
wird. Jedoch werden während der Simulation alle thermischen Aspekte 
konstant gehalten. Jede Submodellierung besteht aus 15 Iterationsschritten, 
nach denen geprüft wird, ob die Abweichung der fiktiven Energie einen 
Schwellwert von einem Prozent unterschritten hat.  
 
Abb.  4-9: Schematischer Ablauf der elektromagnetischen Berechnung unter   
Berücksichtigung der magnetischen Nichtlinearität 
4.3 Thermisches Modell in MSC.Marc und Abaqus/Standard 
Die Kopplung zwischen dem elektromagnetischen und thermischen Feld 
geschieht anhand der Wärmeleitungsgleichung, die in ihrer generellen 
Form wie folgt lautet: 
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LP ∙ (U ∙ iO − p~=Tª ∙ DpKGMV = «̀¬-+ , (4.20) 
wobei LP die spezifische Wärmekapazität, (U die spezifische Dichte, ª die 
thermische Leitfähigkeit, G die Temperatur und «̀¬-+ die Wärmequellen-
dichte sind. Der erste Term auf der linken Seite von Gleichung (4.20) spie-
gelt die zeitliche Veränderung des Temperaturfeldes wider und der zweite 
Term charakterisiert die Wärmeausbreitung. Mit Gleichung (4.14) sowie 
der Beziehung für die im Bauteil induzierte, spezifische Leistung l =  ∙
­­ folgt: 
l =  ∙  ∙ ­/­ . (4.21) 
Hieraus wird ersichtlich, dass die umgesetzte Leistung von der elektrischen 
Leitfähigkeit und der Frequenz abhängt. Die Wärmequellen- oder senken in 
Form von «̀¬-+ können im Allgemeinen durch folgenden Ausdruck wieder-
gegeben werden [112]: 
«̀¬-+ =  ∙  ∙ ­/­®¯̄ °¯̄ ±
ǹe²³
+ [a ∙ N̀aP´®̄ °̄ ±
ǹ¨Xµ¶
+ ∑ ∆"h ∙ ¸Oh¹º84+-®¯̄ ¯̄ ¯°¯̄ ¯̄ ¯±
ǹ»¶¼Y
 , (4.22) 
wobei «̀3-68 die Wärmequelle durch plastische Verformung darstellt und 
im Falle der induktiven Erwärmung vernachlässigt werden kann [113]. Der 
letzte Term auf der rechten Seite beschreibt den Einfluss der Phasenum-
wandlung. Beim Erwärmen wird dem System durch die Umwandlung in 
die austenitische Phase Wärmeenergie entzogen (endotherme Reaktion), 
wohingegen bei der Rückumwandlung Wärme freigesetzt wird (exotherme 
Reaktion).  
Für die Berücksichtigung der Umwandlungswärme während der induktiven 
Erwärmung in MSC.Marc wird ein Ansatz nach [110] gewählt, wobei eine 
fiktive spezifische Wärmekapazität LP∗ verwendet wird: 
LP∗ = LP + `G̀ ∙ ∆"¾→1 (4.23) 
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und ∆"¾→1 stellt die Umwandlungswärme beim Übergang des Ausgangs-
gefüges in Austenit dar. Außerdem ist ` die Ableitung nach dem Phasenteil 
des Austenits. Für die Berechnung der fiktiven spezifischen Wärmekapazi-
tät wurden die spezifischen Wärmekapazitäten für das Ausgangsgefüge und 
den Austenit durch einen linearen Ansatz an die gemessene spezifische 
Wärmekapazität des verwendeten Werkstoffes angepasst, wie Abb. 4-10 
zeigt. Für die Umwandlungswärme wird der Wert ∆"¾→1 = 624 J/kgK 
verwendet [81]. Die Berücksichtigung der Umwandlungswärme in 
Abaqus/Standard während der Haltezeit sowie der Abschreckphase ist über 
den Ansatz aus Gleichung (4.22) implementiert.  
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Abb. 4-10: Phasenanteilige Linearisierung der spezifischen Wärmekapazität zur 
Berücksichtigung in der elektromagnetisch-thermischen Modellierung der        
induktiven Erwärmung 
Für die Berechnung des Temperaturfeldes in Abaqus/Standard werden die 
thermo-physikalischen Eigenschaften über eine lineare Mischungsregel 
berücksichtigt: 
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      -+ =	∑ h ∙ hh¹º84+- KGM, (4.24) 
wobei -+ die resultierende Werkstoffeigenschaft an einem Integrations-
punkt darstellt und hKGM die temperaturabhängige Eigenschaft einer Phase 
ist. Die lineare Mischungsregel gilt neben den thermo-physikalischen 
Werkstoffeigenschaften auch für alle weiteren phasenabhängigen Eigen-
schaften. Die Berechnung des Temperaturfeldes in Abaqus/Standard findet 
erst nach der Erwärmung statt, da zuvor die Temperaturentwicklung auf-
grund der induktiven Erwärmung durch die thermische Randbedingung 
aufgeprägt wird. 
4.4 Mechanisches Modell in Abaqus/Standard 
Die Berechnung der zeitlichen Eigenspannungsentwicklung während der 
Randschichthärtung geschieht anhand der Gesamtdehnung, die sich wie 
folgt zusammensetzt [112], [156]: 
Na¬-+ = Na-´ + NaP´ + NaO8 + NaO + NaOP . (4.25) 
Darin bedeuten Na-´ die elastische, NaP´ die plastische, NaO8 die thermische, NaO 
die umwandlungsbedingte und NaOP die transformationsinduzierte plastische 
Dehnung. Aufgrund auftretender plastischer Verformungen muss unter 
Berücksichtigung kleiner Verzerrungen eine inkrementelle Betrachtung 
herangezogen werden [157]: 
pNa¬-+ = pNa-´ + pNaP´ + pNaO8 + pNaO + pNaOP	. (4.26) 
Das elastische Dehnungsinkrement Na-´ ist über die Hooke‘sche Beziehung 
gegeben [158]: 
pNa-´ = ¿ ÀK1 + ÁM ∙ p[a − Á ∙ p[hh ∙ 	aÂ −									¿¿ ÀK1 + =M ∙ [a − = ∙ [hh ∙ 	aÂ +r
¿ À[a − [hh ∙ 	hÂ , 
(4.27) 
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mit [a als Spannungstensor, 	a dem Kroneckersymbol,  dem E-Modul, Á 
der Querkontraktionszahl und [hh der Spur bzw. den summierten Diago-
nalelementen des Spannungstensors. Die thermomechanische Kopplung ist 
durch die Temperaturabhängigkeit des E-Moduls und der Querkontrakti-
onszahl gegeben.  
Der durch plastische Verformung hervorgerufene inkrementelle Dehnungs-
anteil pNaP´ kann durch folgende Beziehung wiedergegeben werden [159]: 
pNaP´ = 7 ∙ Ãg
»Ä
SgÅ ∙ ba  . (4.28) 
Hierbei stellt pNrP´ die inkrementelle Vergleichsdehnung nach von Mises 
dar: 
pNrP´ = 2 3> ∙ pNaP´ ∙ pNaP´ , (4.29) 
sowie [rI die Vergleichsspannung nach von Mises. Entsprechend wird die 
Vergleichsspannung nach von Mises:  
[rI = 3 2> ∙ ba ∙ ba  , (4.30) 
als Fließkriterium unterstellt und lässt sich über den Spannungsdeviator ba  
definieren. 
Die thermische Dehnung NaO8 entsteht aufgrund der Temperaturänderung 
und der damit verbundenen Volumenänderung. Für die Berechnung ist eine 
Bezugs- bzw. Referenztemperatur G-  nötig, da die Volumenänderung 
eine relative Änderung darstellt. Zur Vereinfachung wird G-  = 0 °C (273 
K) gesetzt. Hieraus ergibt sich folgende Beziehung: 
NaO8 = ,O8 ∙ G ∙ 	a , (4.31) 
mit ,O8 als Wärmeausdehnungskoeffizient der jeweiligen Phase. Unter der 
Annahme eines konstanten Wärmeausdehnungskoeffizienten ergibt sich in 
inkrementeller Schreibweise folgender Ausdruck für ein Phasengemenge: 
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pNaO8 = ∑ ,hO8 ∙ G ∙ ph + h ∙ ,hO8 ∙ pGh¹  , (4.32) 
wobei h den Phasenanteil der Phase Ç und ,hO8 deren Wärmeausdehnungs-
koeffizient darstellt. Zur thermisch verursachten Volumenänderung kommt 
bei der Phasenumwandlung infolge der Gitterstrukturänderung eine soge-
nannte umwandlungsbedingte Dehnung hinzu, deren Definition aus Abb.  
4-11 entnommen werden kann. Die Umwandlungsdehnungen des betrach-
teten Werkstoffs wurden mittels Dilatometerversuche bestimmt und kön-
nen Abschnitt 5.1 entnommen werden. In inkrementeller Form ergibt sich: 
pNaO = ∑ 7 ∙ 	a ∙ N´→h ∙ phh¹  . (4.33) 
N´→h ist die Umwandlungsdehnung durch Umwandlung der Phase l zu k 
und h stellt den Phasenanteil der neugebildeten Phase k dar.  
 
Abb.  4-11: Schematische Darstellung zur Definition der Umwandlungsdehnung 
aufgrund unterschiedlicher Phasenumwandlungen sowie der entsprechenden    
Wärmeausdehnungskoeffizienten 
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Die thermischen und umwandlungsbedingten Dehnungen sind isotrop und 
wirken sich ausschließlich auf die Volumenänderung bzw. Maßänderung 
aus. Dagegen führt die anisotrope, umwandlungsplastische Dehnung NaOP, 
die nur während einer Phasenumwandlung auftritt, auch zu einer Gestalt- 
bzw. Formänderung. Die Dehnung wird wie folgt berücksichtigt [118]: 
NaOP = _´→h ∙ ∅K́ M ∙ ba , (4.34) 
wobei _´→h die Umwandlungsplastizitätskonstante der Umwandlung dar-
stellt und ~ die Produktphase kennzeichnet. Die Funktion ∅K́ M spiegelt die 
Entwicklung der umwandlungsplastischen Dehnung mit fortschreitender 
Umwandlung wider und muss somit die Bedingungen ∅K0M = 0 und ∅K1M = 1 erfüllen. Nach [157] ergibt sich für den Werkstoff 42CrMo4 bei 
der martensitischen Umwandlung die inkrementelle Form mit ∅K́ M =K2 − ́ M ∙ ́  zu: 
pNaOP = 3 ∙ _]→I ∙ ba ∙ K1 − IM ∙ pI . (4.35) 
Für die Berücksichtigung der Umwandlungsplastizität während der Auste-
nitisierung wird der Ansatz nach Tanaka mit ∅KM =  gewählt, woraus 
sich der inkrementelle Dehnungsanteil wie folgt ergibt [100]: 
pNaOP = 3 2> ∙ _É/Ê→] ∙ ba ∙ p] . (4.36) 
4.5 Metallurgisches Modell 
Die Modellierung der Phasenumwandlung sowie die Berechnung der resul-
tierenden Härte basiert auf der Arbeit von [160]. Für die Austenitisierung 
wird folgender Ansatz verwendet: 
Z
O = ? ∙ CKGM ∙ Ë? m Zo
 > ∙ K1 − ]M , (4.37) 
was der differentiellen Schreibweise des Avrami-Ansatzes entspricht. Für 
die Temperaturabhängigkeit von C sind verschiedene Ansätze in der Litera-
tur zu finden [161–163]. Nach der klassischen Theorie von Keimbildung 
und -wachstum unter Berücksichtigung von Keimsättigung sowie einer 
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hohen Überhitzung, ergibt sich die Temperaturabhängigkeit für ein diffusi-
ons- oder grenzflächenkontrolliertes Wachstum in folgender Form [164], 
[165]: 
CKGM =  ∙ jkl m− nÌh∙io 			CÍ .			= ∙ jkl m− nÏh∙io. (4.38) 
Dabei ist Ç jeweils die Boltzmann-Konstante und G die Temperatur. Im 
Fall eines diffusionskontrollierten Wachstums wird die Grenzflächenge-
schwindigkeit von dem Diffusionskoeffizienten  und der Aktivierungs-
enthalpie für Diffusion « bestimmt, wohingegen bei einem grenzflächen-
kontrollierten Wachstum = die temperaturunabhängige Grenzflächenge-
schwindigkeit beschreibt und «Ð  die Aktivierungsenthalpie für das Wachs-
tum ist. Hieraus wird ersichtlich, dass sich die Temperaturabhängigkeit, 
basierend auf der klassischen Theorie, nur in den Größenordnungen der 
Geschwindigkeitskonstante sowie der Aktivierungsenthalpie unterscheiden. 
Dieser allgemeingültige Ansatz kann unter anderem in [166], [167] gefun-
den werden.  
Der Vorteil dieses Ansatzes liegt darin, dass keine Differenzierung zwi-
schen diffusionskontrolliertem und diffusionslosem Wachstum gemacht 
werden muss, da beide Terme identisch sind. Durch Anpassung der Para-
meter ?, ∆" und 0 konnte für die betrachteten Erwärmungsgeschwindig-
keiten von 1000 - 10.000 K/s eine gute Übereinstimmung gefunden werden 
[166]. Unter diesen Voraussetzungen ist dieses Modell jedoch nur im Be-
reich der untersuchten Erwärmungsgeschwindigkeiten gültig. Die gewähl-
ten Versuchsbedingungen zur Validierung der Simulation erfüllen die 
Randbedingungen bezüglich der Erwärmungsgeschwindigkeiten. Durch die 
Implementierung des Austenitisierungsmodells in MSC.Marc wird die 
Berechnung der Umwandlungswärme berücksichtigt und ein Informations-
verlust durch die Entkopplung vermieden. 
Das Modell zur Beschreibung der Martensitbildung basiert auf einem Mo-
dell aus [168], bei dem neben der *+-Temperatur auch die *-Temperatur 
wie folgt berücksichtigt wird: 
I = I,345 ∙ Ñ1 − Ò iI©IYI©ÓÔ
4
, (4.39) 
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wobei D generell im Bereich zwischen 2 und 3 liegt [169]. Der Unterschied 
zum klassischen Modell nach Koistinen und Marburger [170] liegt in der 
expliziten Berücksichtigung der *-Temperatur, die eine klare Definition 
des Umwandlungsendes erlaubt. In [81] wird dieses Modell um den Ein-
fluss der maximalen Austenitisierungstemperatur G],345 , sowie den Er-
wärmungs- und Abschreckgeschwindigkeiten =8-Õ  und =hü8´  erweitert, um 
den Einfluss einer inhomogenen Austenitisierung auf die Martensit-
umwandlung zu integrieren.  
Die Härteberechnung basiert auf einem Modell nach [171], wobei die 
Vickershärte des Martensits wie folgt berechnet wird: 
"I 
 150 + 1667 ∙ K0	~?	*D.−%M − 926 ∙ K0	~?	*D.−%M. (4.40) 
Der in Gleichung (4.40) notwendige Kohlenstoffgehalt wird über die *+-
Temperatur bestimmt, da diese den Einfluss der inhomogenen Austenitisie-
rung beinhaltet. Über die Differenz der berechneten Umwandlungstempera-
tur zur Gleichgewichtstemperatur (homogener Austenit) kann über einen 
funktionalen Zusammenhang der Kohlenstoffkonzentration und der *+-
Temperatur auf den jeweiligen Kohlenstoffgehalt geschlossen werden. Die 
resultierende Härte wird über eine Mischungsregel, wie in [171] beschrie-
ben, berücksichtigt. 
4.6 Modellierung der Zweifrequenzerwärmung 
Die Vorgehensweise für die Berechnung der induktiven Zweifrequenzer-
wärmung soll anhand Abb.  4-12 erläutert werden. Zuvor soll jedoch der 
Grundgedanke der Zweifrequenzmodellierung erklärt werden. Unter der 
Annahme eines unendlich ausgedehnten Halbraumes kann die ortsabhängi-
ge Leistungsdichte durch folgende Gleichung wiedergegeben werden: 
lKkM =  ∙  ∙ j5 %⁄  . (4.41) 
 ist das Quadrat der effektiven, elektrischen Feldstärke an der Oberflä-
che und k ist die Distanz zur Oberfläche (vgl. Abb.  2-2). Die Frequenzab-
hängigkeit des Leistungsabfalls ins Bauteilinnere (Dämpfung) ist über die 
Eindringtiefe 	 gegeben. Werden nun zwei Leistungsanteile unterschiedli-
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cher Frequenz betrachtet, so ergibt sich für die Leistungsdichte durch Su-
perposition folgender Ausdruck [140]: 
l-+KkM = DIÉ ∙ j5 %ÅÜ⁄ + D§É ∙ j5 %ÝÜ⁄ , (4.42) 
wobei DIÉ  und D§É die jeweiligen Maximalwerte der Leistungsdichte an 
der Oberfläche für die Mittel- und Hochfrequenz darstellen.  
 
Abb.  4-12: Flussdiagramm zum Ablauf der Zweifrequenzmodellierung 
Der Ablauf der Modellierung wird über ein zentrales Pythonskript gesteu-
ert, in welchem die Eingabedaten sowie Anfangs- und Randbedingungen 
definiert werden. Mit Beginn eines Zeitschrittes ∆B wird zunächst eine 
pseudo-elektromagnetisch-thermische Simulation zur iterativen Bestim-
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mung der relativen magnetischen Permeabilität für den Mittel- und Hoch-
frequenzanteil durchgeführt. Während dieses iterativen Prozesses wird das 
Temperaturfeld konstant gehalten. Die Kopplung mit der thermischen Be-
rechnung erlaubt die direkte Berechnung der Wärmequellen, die bei Errei-
chen des Konvergenzkriteriums in einer Ausgabedatei (Wämequellen.txt) 
gespeichert werden.  
Die berechneten Wärmequellen werden in der thermisch-metallurgischen 
Berechnung als Randbedingung durch Überlagerung der beiden Anteile 
vorgegeben. Der relevante Zeitschritt ∆B ergibt sich nach der Initialisierung 
durch die thermo-metallurgische Berechnung, da die Zeitschritte an das 
Konvergenzkriterium der erlaubten Temperaturänderung angepasst werden. 
Überschreitet die Temperaturänderung den Schwellwert von 10 K, so wird 
der Zeitschritt verkleinert und die Berechnung erneut durchgeführt. Eine 
Vergrößerung des Zeitschrittes erfolgt, wenn das Konvergenzkriterium in 
zwei aufeinanderfolgenden Zeitschritten erfüllt wird. Die Anpassung des 
Zeitschrittes soll eine möglichst effiziente Laufzeit ermöglichen. 
Mit Erreichen des Konvergenzkriteriums wird überprüft, ob die Gesamt-
dauer des Erwärmungsprozesses erreicht wurde. Ist dies nicht der Fall, 
werden das neu berechnete Temperaturfeld sowie die entsprechenden Ma-
terialparameter als Randbedingungen für die pseudo-elektromagnetisch-
thermische Berechnung zur Neubestimmung der Permeabilität sowie der 
daraus resultierenden Wärmequellen verwendet. Hieraus wird ersichtlich, 
dass die Rückkopplung einer schwachen Kopplung entspricht, da nach 
Erreichen der Temperaturkonvergenz keine Kontrolle bezüglich des Ein-
flusses der Temperaturänderung auf die Wärmequellendichteverteilung 
durchgeführt wird. Die Temperaturänderung von 10 K wurde aufgrund der 
Rechenzeit gewählt und kann ohne weiteres auch adaptiv im Bereich der 
Curie-Temperatur sowie der Phasenumwandlung umgesetzt werden.   
Mit jedem Zeitschritt wird die Gesamtdauer aufsummiert und mit der vor-
gegebenen Berechnungszeit verglichen, um eine automatische Zeit-
schrittanpassung zu gewährleisten. Außerdem wird die Temperatur zu 
dieser Zeit in der Berechnung in einer Ausgabedatei (Temperaturfeld.txt) 
gespeichert, die mit dem Erreichen der Gesamtzeit an das Modell in 
Abaqus/Standard weitergegeben wird. 
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4.7 Modellierung der Induktionshärtung und 
Randbedingungen 
Die Induktionshärtung der zylindrischen Probe kann aufgrund der Symmet-
riebedingungen mit einem rotationssymmetrischen 2-D Modell abgebildet 
werden. Bei der Berechnung mittels Finiter-Elemente-Methode muss die 
Luft auch vernetzt werden, was zu einer deutlichen Erhöhung der Rechen-
zeit führt, zumal die Anzahl der Elemente für diesen Bereich überwiegt. Im 
Gegensatz zur Modellierung in MSC.Marc kann in Abaqus/Standard ein 
feineres Netz verwendet werden, da nur das Werkstück modelliert werden 
muss. Die Anzahl der Elemente für die verschiedenen Modellkomponenten 
in MSC.Marc und Abaqus/Standard sind in Abb.  4-13 aufgelistet.  
 
Abb.  4-13: Übersicht zu den elektromagnetischen Randbedingungen und der  
Anzahl der Elemente für MSC.Marc und Abaqus/Standard Modelle  
4.7 Modellierung der Induktionshärtung und Randbedingungen 
81 
Auf der rechten Seite ist die Randbedingung für die Stromdichteverteilung 
für MF und HF gezeigt. Aufgrund des Skin- und Nachbarschaftseffekts 
kommt es zu einer Stromverdrängung innerhalb der Heizspule, wie bereits 
zuvor gezeigt wurde [15], [18]. Diese kann bei der Verwendung einer 
Stromdichte als Randbedingung nicht berechnet werden. Bei der Abstrakti-
on der Stromverdrängung wurde zunächst die Eindringtiefe aufgrund der 
Betriebsfrequenz herangezogen. Unter der Annahme, dass sich die Heiz-
spule während dem Härteprozess nicht erwärmt, ergibt sich bei einem spe-
zifischen Widerstand von Kupfer (Ê¥P- = 1,78 × 10à	Ω} eine Ein-
dringtiefe für MF mit 	IÉ 
 0,614	}} und für HF mit 	§É 
 0,124	}}. 
Die Elementhöhe im Bereich der Stromaufprägung beträgt 0,2 mm. Aus 
diesem Grund wurde die Stromverteilung bei der HF über eine Elementrei-
he aufgeprägt und für die MF entsprechend über drei. Zudem wurde die 
Stromverdrängung zu den Ecken hin (vgl. Abb.  4-6) durch sogenannte 
Eckelemente (siehe Abb.  4-13) berücksichtigt. Der Einfluss der Stromver-
drängung zu den Ecken hin wurde durch die Kalibration bzw. dem Ab-
gleich mit der Härtezone für die Versuche MF12,5_500 und HF3,45_500 
durchgeführt. Anstatt eine konstante Stromdichte über alle Elemente vor-
zugeben, wurde eine Gewichtung vorgenommen, um den kompletten Be-
reich des Prozessparameters Stromstärke und dessen Einfluss auf die Ver-
teilung in der Heizspule abbilden zu können. Hierzu wurde ein gewisser 
Stromanteil auf alle Elemente gleichmäßig verteilt und die Differenz den 
Eckelementen gleichmäßig zugewiesen. Diese Stromverlagerung wurde in 
Kombination mit dem Wirkungsgrad iterativ für die beiden Kalibrierungs-
versuche durchgeführt, um zum einen die gemessene Endtemperatur an der 
Oberfläche um +/- 10 °C zu erreichen und zum anderen die Verlagerung 
der Stromdichte sowie deren Auswirkung auf die Ausprägung der Härtezo-
ne zu berücksichtigen.  
Die Ergebnisse des Kalibrationsvorgangs sind in Tabelle 4- aufgelistet. Bei 
den Berechnungen der Zweifrequenzanwendungen wurden die Parameter 
der einzelnen Frequenzen verwendet, um eine Allgemeingültigkeit der in 
dieser Arbeit gewählten Vorgehensweise zu ermöglichen. Der Wirkungs-
grad wird bei der thermischen Analyse implementiert, indem die Wärme-
quelle mit dem in Tabelle 4-1 angegebenen Parameter multipliziert wird. 
Die Stromverdrängung wird über die Definition der Stromdichte in Form 
der Randbedingung berücksichtigt. 
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Wirkungs-
grad 
Anzahl 
Basiselemente 
Anzahl 
Eckelemente 
Anteil Strom 
Basiselemente 
Anteil Strom 
Eckelemente 
MF 0,7 444 54 80 % 20 % 
HF 1,0 156 6 95 % 5 % 
Tabelle 4-1: Kalibrierungsparameter für numerische Simulation 
Elektromagnetische Randbedingungen sind an den Modellgrenzen vorzu-
geben, wobei die Grenzen grundsätzlich so gewählt werden, dass die Feld-
größen magnetisches Vektorpotential und elektrisches Potential als abge-
klungen betrachtet werden können. Die entsprechende Wahl der umgeben-
den Luft dient der Erfüllung dieser Annahme. An der Symmetrieachse 
muss keine Randbedingung vorgegeben werden, da diese normal zum 
magnetischen Vektorpotential ist.  
Wie im Versuchsaufbau (vgl. Abb.  3-2) gezeigt, wird die Probe über zwei 
Reitstöcke zentriert, wobei der obere über eine Federkraft gespannt wird 
und somit eine Verschiebung in y-Richtung zulässt. Die daraus resultieren-
den mechanischen Randbedingungen sind in Abb.  4-14 dargestellt. Sämt-
liche Knoten entlang der Symmetrieachse werden in x-Richtung fixiert. 
Zusätzlich ist der unterste Knoten in y-Richtung unbeweglich, wie durch 
den starren Reitstock gegeben.  
Der Einfluss der Wärmeverluste durch Konvektion und Wärmestrahlung 
spielt bei der betrachteten Anordnung eine untergeordnete Rolle, wie aus 
Abb.  4-15 ersichtlich wird. Wird ein Emissionsgrad N = 0,8 vorausgesetzt, 
so beträgt die Verlustleistung bei 1300 °C nur 500 Watt, wohingegen die 
induzierte Leistung um Größenordnungen größer ist. Trotz dieser vernach-
lässigbar geringen Verlustleistung wurden thermische Randbedingung an 
der Mantelfläche berücksichtigt. Für den Emissionsgrad wurde der Wert 
0,3 verwendet und für den Wärmeübergangskoeffizienten ¦ 

50á } ∙ _⁄  angenommen [132].  
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Abb.  4-14: Mechanische Randbedingungen für das numerische Modell in 
Abaqus/Standard 
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Abb.  4-15: Graphische Darstellung der Wärmeverluste durch Konvektion und 
Strahlung für unterschiedliche Bedingungen 
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Für die Berechnung der Abschreckung in Abaqus/Standard wurde auf Da-
ten aus [172] zurückgegriffen. In dieser Arbeit wurde der Einfluss ver-
schiedener Abschreckparameter wie Durchfluss, Temperatur sowie Poly-
mergehalt auf die Abschreckwirkung untersucht, um herauszufinden, wie 
sich diese nach längerem Gebrauch ändert. In der Simulation wurden die 
Daten für ein 15 prozentiges Polymer-Wasser-Gemisch bei einer Tempera-
tur von 22 °C und einem Durchfluss von 20 l/min verwendet. Wie aus Abb.  
4-16 hervorgeht, wird der Wärmeübergangskoeffizient für Temperaturen 
ab 850 °C angegeben. Aufgrund der Abschreckverzögerung beim Verfah-
ren in die Abschreckposition von circa 0,5 Sekunden bewirkt die Wärme-
leitung ins Bauteilinnere eine derartige Abschreckwirkung an der Oberflä-
che, dass der angegebene Wertbereich ausreicht.     
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Abb.  4-16: Wärmeübergangskoeffizient beim Brauseabschrecken mit               
Polymer-Wasser-Gemisch [172]  
 
 
5. Bestimmung der Eingabeparameter für 
die Materialmodellierung 
5.1 Bestimmung der Ausdehnungskoeffizienten und 
Umwandlungsdehnungen 
Für die Berechnung der Eigenspannungen spielen die thermischen Ausdeh-
nungskoeffizienten sowie die Umwandlungsdehnungen eine wichtige Rol-
le. In Abb.  5-1 sind die gemessenen Dehnungen während der Erwärmung 
von Raumtemperatur auf 950 °C bzw. 1000 °C für die verschiedenen Er-
wärmungsgeschwindigkeiten gegenübergestellt.  
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b) 
Abb.  5-1: Gemessene Dehnung während dem Erwärmungszyklus für verschieden 
Erwärmungsgeschwindigkeiten von 1 K/s (a) und 10 K/s (b) 
Bei beiden Versuchsreihen ist eine leichte Verschiebung der einzelnen 
Versuche zueinander erkennbar. Die Dehnungen für die beiden Erwär-
mungsgeschwindigkeiten stimmen sehr gut überein, was darauf schliessen 
lässt, dass keine Beeinflussung durch Temperaturgradienten in Längsrich-
tung vorliegt. Gradienten in Radialrichtung werden aufgrund der Dünn-
wandigkeit der Proben ausgeschlossen. Vor der eigentlichen Phasenum-
wandlung, die nicht unterhalb der eutektoiden Temperatur von ungefähr 
730 °C auftreten kann, flacht die Dehnungszunahme leicht ab. Dieses Ver-
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halten wird Anlasseffekten zugeschrieben, da der Werkstoff beim Vergüten 
bei 570 °C angelassen wurde und somit ein Einfluss ab dieser Temperatur 
gegeben ist. Nach der Phasenumwandlung ist ein annähernd linearer An-
stieg der Dehnung aufgrund der thermischen Ausdehnung des Austenits zu 
sehen. Der thermische Ausdehnungskoeffizient des Austenits wird in die-
sem Bereich bestimmt und kann Tabelle 5-1 entnommen werden. 
In Abb.  5-2 sind die entsprechenden Dehnungsverläufe während des Ab-
schreckens von Austenitisierungstemperatur auf Raumtemperatur wieder-
gegeben. Wie zuvor sind leichte Abweichungen vorhanden. Die Steigung 
der thermischen Dehnung des Austenits während des Abschreckens weist 
eine stetige Zunahme auf, die sich durch eine leichte Krümmung bemerk-
bar macht. Ein Störeinfluss könnte hierbei die Abschreckung darstellen. In 
keinem der Versuche lag ein deckungsgleicher Verlauf der Dehnung wäh-
rend der Erwärmung und Abschreckung vor. Die Verschiebung der Kurve 
während des Abschreckens erfolgt immer nach links bzw. zu niedrigeren 
Temperaturen. Aus diesem Grund wurden diese Steigungen bei der Be-
rechnung des thermischen Ausdehnungskoeffizienten nicht berücksichtigt.  
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b) 
Abb.  5-2: Gemessene Dehnung während dem Abschrecken für verschiedenen 
Erwärmungsgeschwindigkeiten von 1 K/s (a) und 10 K/s (b) 
Eine während des Abschreckens voranschreitende Austenitbildung, die zu 
einer Abnahme der Dehnung führen würde, kann ausgeschlossen werden, 
da die verwendeten Erwärmungsgeschwindigkeiten in Kombination mit 
den Austenitisierungstemperaturen einen homogenen Austenit gewährleis-
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ten sollten. Eine plausiblere Erklärung könnte ein Temperaturgradient in 
Axialrichtung aufgrund der Abschreckung im Inneren der Hohlprobe dar-
stellen. Zum einen könnte die Abschreckintensität in Axialrichtung variie-
ren, wobei diese zu Beginn höher liegen wird und zum anderen besteht die 
Möglichkeit, dass die Hohlprobe beim Durchströmen des Gases eine An-
griffsfläche bietet und somit eine erhöhte Abschreckintensität auftritt.  
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Abb.  5-3: Zyklischer Temperaturverlauf zur Bestimmung des thermischen      
Ausdehnungskoeffizienten für den vergüteten Ausgangszustand von 42CrMo4  
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Abb.  5-4: Bestimmung des thermischen Ausdehnungskoeffizienten von Martensit 
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Thermischer 
Ausdehnungskoeffizient 
in 10-6 1/K 
Ausgangs- 
gefüge 
Austenit Martensit 
Bainit 
[81] 
Min 15,367 23,01 12,25  
Mittelwert 15,44 23,26 12,40 16,00 
Max 15,492 23,45 12,65  
Tabelle 5-1: Ermittelte thermische Ausdehnungskoeffizienten für den                
Stahl 42CrMo4 
Umwandlungsdehnung 
[%] 
âãääåæ → çèéæãêåæ çèéæãêåæ→ ëìäæãêéåæ 
Min 0,892 0,945 
Mittelwert 0,919 0,954 
Max 0,949 0,96 
Tabelle 5-2: Ermittelte „ lineare“ (nicht volumenbezogene) Umwandlungsdehnung 
für den Stahl 42CrMo4 
5.2 Umwandlungsplastizität während der Austenitisierung 
5.2.1 Austenitisierungsversuche unter Belastung 
Die Dehnungsverläufe der Austenitisierungsversuche unter Druckbelastung 
sind Abb.  5-5 zu entnehmen. Aufgrund der Versuchsführung wurden die 
Dehnungen auf die Temperatur T = 550 °C normiert, nachdem die konstan-
te Kraft aufgebracht wurde. Mit zunehmender Belastung tritt Kriechen 
stärker in den Vordergrund, was sich durch einen verstärkten Dehnungsab-
fall vor und nach der Phasenumwandlung äußert. Vor der Umwandlung 
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weisen die Kurven mit - 10 und - 15 MPa sowie - 20 und - 25 MPa einen 
relativ ähnlichen Verlauf auf. Ein deutlicher Unterschied tritt erst nach der 
Phasenumwandlung auf. Bei - 30 MPa führt Kriechen zu einer kontinuier-
lichen Abnahme der Dehnung.  
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Abb.  5-5: Gemessene Dehnung während der Austenitisierung unter               
Druckbelastung bei einer Erwärmungsgeschwindigkeit von 1 K/s 
Außerdem ist die Verschiebung der Anfangs- und Endtemperatur der Um-
wandlung zu höheren Temperaturen erkennbar, wie bereits angesprochen 
wurde. Unter einachsiger Belastung wirkt die Druckspannung nur in eine 
der drei Hauptrichtungen und würde somit die Umwandlung nur in diese 
Richtung begünstigen. Jedoch wirken die anderen beiden Hauptrichtungen 
senkrecht dazu und werden aufgrund der Querkontraktion von der einach-
sigen Belastung in Axialrichtung behindert. Diese führt letztendlich zu der 
Verschiebung zu höheren Temperaturen, obwohl zunächst eine gegenläufi-
ge Tendenz zu erwarten wäre.  
Wie jedoch aus Abb.  5-5 auch ersichtlich wird, ist eine Auswertung bezüg-
lich des Austenitanteils relativ schwierig, da das Hebelgesetz nicht wie bei 
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spannungsfreien Dilatometerversuchen eingesetzt werden kann. Abb.  5-6 
zeigt beispielhaft den Dehnungsverlauf bei einer Belastung von - 10 MPa 
sowie die verwendeten Tangenten zur Bestimmung des Umwandlungsan-
fangs und -endes. Für das Ausgangsgefüge ist die Wahl einer geeigneten 
Tangente deutlich schwieriger, da im Gegensatz zum Austenitgebiet keine 
lineare Steigung vorhanden ist, die auf die thermische Ausdehnung des 
Austenits zurückführbar ist. Der Dehnungsverlauf bei einer Belastung von - 
30 MPa in Abb.  5-5 lässt den Beginn der Phasenumwandlung bei der 
leichten Unstetigkeit des Verlaufes annehmen. Dieses Verhalten ist bei 
allen Versuchen unter Belastung erkennbar. Unter dieser Voraussetzung 
stellt die Bestimmung der Anfangstemperatur sowie auch des Austenitan-
teils ein gewisses Fehlerpotential dar. Die anschliessende Auswertung 
erfolgt durch das Hebelgesetz unter Verwendung der Steigungen aus dem 
spannungsfreien Versuch (siehe Tabelle 5-3). 
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Abb.  5-6: Vorgehensweise zur Bestimmung der Anfangs- und End-temperatur 
sowie dem Austenitanteil über der Temperatur 
In Abb.  5-7 sind die Verläufe des Austenitanteils in Abhängigkeit von der 
Temperatur dargestellt, wobei aufgrund der Übersichtlichkeit nicht alle 
Lasthorizonte berücksichtigt werden. Die Anfangs- und Endtemperaturen 
verschieben sich zu höheren Temperaturen, jedoch ist keine verkürzte 
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Umwandlungsdauer wie in [104] zu erkennen. Bei Versuchen mit einer 
noch langsameren Erwärmungsgeschwindigkeit von 0,5 K/s ergab die 
Auswertung eine ähnliche Entwicklung, wie in Abb.  5-8 gezeigt. Für beide 
Erwärmungsgeschwindigkeiten wird die Endtemperatur deutlich stärker zu 
höheren Temperaturen verschoben, als dies für die Anfangstemperatur 
geschieht.  Bei der Anfangstemperatur beträgt die Verschiebung bis zu 15 
K, wohingegen bis zu 35 K für die Endtemperatur festgestellt werden kön-
nen. Der größere Einfluss der Spannung auf die Endtemperatur der Um-
wandlung wird beim Vergleich des spannungsfreien Versuchs mit demje-
nigen bei - 10 MPa Belastung deutlich sichtbar. Bei Belastungen von - 20 
und - 30 MPa sowie einer Erwärmungsgeschwindigkeit von 1 K/s zeigt 
sich bei der Auswertung eine schnellere Umwandlung zu Beginn für die - 
30 MPa Belastung. Im mittleren Umwandlungsbereich liegen beide Kurven 
aufeinander, wobei eine verlangsamte Umwandlung gegen Ende für die 
höhere Belastung ausgemacht werden kann. 
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Abb.  5-7: Austenitanteil als Funktion der Temperatur in Abhängigkeit der Belas-
tung bei einer Erwärmungsgeschwindigkeit von 1 K/s  
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Abb.  5-8: Austenitanteil als Funktion der Temperatur in Abhängigkeit der Belas-
tung bei einer Erwärmungsgeschwindigkeit von 0,5 K/s 
Abb.  5-9 beinhaltet einen direkten Vergleich zwischen den Verläufen des 
Austenitanteils für die unterschiedlichen Erwärmungsgeschwindigkeiten. 
In beiden Fällen ergibt die Auswertung sehr ähnliche Verläufe, unabhängig 
von der Erwärmungsgeschwindigkeit. Zu erkennen ist, dass bei der höhe-
ren Erwärmungsgeschwindigkeit die Anfangstemperatur etwas höher liegt, 
jedoch die Endtemperatur dafür früher erreicht wird. Dies gilt sowohl für 
den spannungsfreien als auch spannungsbehafteten Versuch. Für die weite-
re Auswertung zur Berechnung der Umwandlungsplastizitätskonstante 
werden nur die Versuche bei der Erwärmungsgeschwindigkeit von 1 K/s 
betrachtet.  
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Abb.  5-9: Direkter Vergleich der Austenitanteile in Abhängigkeit der Temperatur 
für verschiedene Erwärmungsgeschwindigkeiten  
Während der Austenitisierungsversuche liegt überwiegend Primärkriechen 
vor, was eine Kriechverfestigung zur Folge hat. Diese würde zu einer Er-
höhung der Versetzungsdichte führen und dadurch eine zusätzliche Trieb-
kraft für die Phasenumwandlung darstellen. Die niedrigere Anfangstempe-
ratur im Falle der langsameren Erwärmung bei einer Belastung von - 10 
MPa könnte darauf hinweisen. Jedoch zeigt sich, dass die aufgeprägten 
Spannungen einen größeren Einfluss auf die Umwandlung haben und somit 
tendenziell zu einer Erhöhung mit steigender Spannung führen.  
5.2.2 Auswertung der TRIP Dehnung 
Die Auswertung der Austenitisierungsversuche unter Belastung zur Be-
stimmung der TRIP-Dehnung beruhen auf Ansätzen aus [106]. Wie bereits 
gezeigt werden konnte, spielt Kriechen eine wichtige Rolle, da die gemes-
sene Dehnung stark beeinflusst wird. Jedoch ist eine alleinige Beschrei-
bung der Kriechdehnung NÊ als Teil der gemessenen Dehnung N-5P nicht 
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ausreichend, da der verwendete Werkstoff 42CrMo4 im vergüteten Aus-
gangszustand vorlag und somit bei einer Erwärmungsgeschwindigkeit von 
1 K/s zusätzlich Anlasseffekte zu berücksichtigen sind. Aus diesem Grund 
wurden keine Kriechversuche wie in [106] zur Beschreibung herangezo-
gen, sondern eine Parameteridentifikation anhand der thermischen Deh-
nung durchgeführt, wie im weiteren Verlauf noch gezeigt wird.  
Bevor jedoch auf die Auswertung eingegangen wird, werden die restlichen 
Annahmen erläutert. Die gemessene Dehnung N-5P (vgl. Abb.  5-5) ergibt 
sich durch Aufsummierung der einzelnen Dehnungsanteile wie folgt: 
N-5PKBM = NO8KBM + NOKBM + N-´KBM + NÊKBM + NOPKBM, (5.43) 
wobei die NO8KBM die thermische Dehnung, NOKBM die umwandlungsbeding-
te Dehnung, N-´KBM die elastische Dehnung, NÊKBM die Kriech- sowie An-
lassdehnung und NOPKBM die TRIP-Dehnung sind. Basierend auf der Aus-
wertung der Umwandlungskinetik (vgl. Abb.  5-7) wird der Einfluss der 
einachsigen Belastung bei der Bestimmung der einzelnen Dehnungsanteile 
berücksichtigt, da die Dehnungsanteile über den gesamten Temperaturbe-
reich beschrieben werden müssen.   
Die thermische und umwandlungsbedingte Dehnung wird aus der span-
nungsfreien Dilatometerkurve extrahiert, indem die thermischen Ausdeh-
nungskoeffizienten sowie die lineare Umwandlungsdehnung bestimmt 
werden. Es wurde nicht auf die Daten in Abschnitt 5.1 zurückgegriffen, um 
mögliche Probeneinflüsse auszuschließen. Aus der spannungsfreien Dila-
tometerkurve ergaben sich folgende Parameter: 
Therm. Ausdehnungskoeffizient F/K 15,72×10-6 1/k 
Therm. Ausdehnungskoeffizient A 22,67×10-6 1/k 
Umwandlungsdehnung F/K → A 0,0085 
 Tabelle 5-3: Thermische Ausdehnungskoeffizienten und lineare                       
Umwandlungsdehnung zur Auswertung der TRIP-Dehnung 
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Mit den Parametern aus Tabelle 5-3 können die beiden Dehnungsanteile 
berechnet und von den gemessenen Dehnung abgezogen werden, wie in 
Abb.  5-10 dargestellt. 
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Abb.  5-10: Gemessene Dehnung ohne thermische und                                      
umwandlungsbedingte Dehnung 
Als nächster Schritt muss die elastische Dehnung aufgrund der aufgebrach-
ten Belastung eliminiert werden. Hierzu wurden die Elastizitäts-Module für 
das Ausgangsgefüge und den Austenit temperaturabhängig wie folgt be-
rücksichtigt: 
É/Ê,]KGM 
 DÉ/Ê,] ∙ G + CÉ/Ê,], (5.1) 
wobei die lineare Anpassung der Elastizitäts-Module auf den Daten in [81] 
beruht. Aufgrund der im Vergleich niedrigen Spannungen sowie hohen 
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Elastizitäts-Modulen verschieben sich die Dehnungsverläufe aus Abb.  
5-10 nur leicht nach oben, wie aus Abb.  5-11 ersichtlich wird.  
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Abb.  5-11: Gemessene Dehnung ohne thermische, umwandlungsbedingte und 
elastische Dehnung 
Zur Bestimmung der reinen TRIP Dehnung muss noch die Kriech- und 
Anlassdehnung berücksichtigt werden. Beide Anteile werden vereinfacht 
durch einen Kriechansatz aus [106] beschrieben, der in seiner allgemein-
gültigen Form wie folgt lautet:   
N̀aÊ = 7 ∙ / ∙ ÑSgÅSeíîeí
ï
ï Ô
3
∙ +eíîeíï∗ï ∙ bÊP , (5.2) 
wobei die Materialparameter / > 0 und } > 0 neben der Temperatur auch 
von anderen Größen wie der akkumulierten Kriechdehnung bÊ  abhängen 
können. [rI stellt die Vergleichsspannung nach von Mises dar, ñåòóä ist der 
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Rückspannungstensor und Ê  der sogenannte „drag stress“. Dieser wird in 
der Modellierung vernachlässigt und auf 1 MPa gesetzt. Dasselbe gilt für 
den Rückspannungstensor, sodass der Parameter l den Kriechbereich defi-
niert und für das Primärkriechen < 0 sein muss.  
Hieraus ergibt sich unter Berücksichtigung einachsiger Versuchsführung 
folgende Gleichung für die Kriechrate N`Ê:  
N`Ê = / ∙ [3 ∙ bÊh , (5.3) 
wobei [ die einachsige Spannung aus dem Versuch darstellt. Die Tempera-
turabhängigkeit von / wird über einen Arrhenius-Ansatz beschrieben: 
/ = / ∙ jkl m− nhio. (5.4) 
Darin stellt / eine Konstante dar und « ist die Aktivierungsenthalpie des 
Kriechprozesses. Die akkumulierte Kriechdehnung bÊ  kann wie folgt 
wiedergegeben werden: 
bÊ = ô |NÊ` KöM| ∙ pö
O

 (5.5) 
und entspricht der gemessenen Kriechdehnung in Abhängigkeit der Zeit bei 
konstanter Spannung. Die Parameter } und Ç werden als temperaturab-
hängig angenommen und mit einem linearen Ansatz beschrieben. Die Be-
stimmung der aus diesem Ansatz resultierenden sechs Anpassparameter 
erfolgt durch die Minimierung der Fehlerquadratsumme. Hierzu wurde die 
Dehnungsdifferenz zu einem horizontalen Verlauf vor und nach der Pha-
senumwandlung für die Dehnungen aus Abb.  5-11 entsprechend mit dem 
Kriechansatz angepasst. Die resultierenden Anpassparameter für die ver-
schiedenen Lasthorizonte sind in Tabelle 5-4 aufgelistet. 
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Ausgangsgefüge (F/K) 
Belastung in MPa 
Austenit (A) 
Belastung in MPa 
 - 5 - 10 - 15 - 20 - 25 - 30 - 5 - 10 -15 - 20 - 25 - 30 
ç÷ 1948,809804 0,964645776 
ø÷ -0,47509233 -0,041696254 
øù 0,009400875 0,00112192 
ú÷ 6,194642086 0,945867839 
úù -0,004189471 -0,000241561 
û÷ 2,227 2,232 2,267 2,2524 2,454 2,441 1,446 1,346 1,782 1,346 1,306 1,256 
Tabelle 5-4: Fitparameter zur Anpassung der Kriech- und Anlassdehnung  
Die Bestimmung der Anpassungsparameter für das Ausgangsgefüge und 
Austenit wird vor und nach der Umwandlung durchgeführt, da in diesen 
Temperaturintervallen nur die thermische und die elastische Dehnung 
wirksam ist, die über die bereits gezeigten Ansätze berücksichtigt werden 
kann. Somit muss sich bei einer optimalen Beschreibung nach Abzug aller 
Dehnungen mit Ausnahme der TRIP-Dehnung ein horizontaler Dehnungs-
verlauf einstellen, wie in Abb.  5-12 gezeigt. Während der Umwandlung 
werden Kriechdehnungen aufgrund der verschiedenen Phasen wie bereits 
bei der elastischen Dehnung berücksichtigt. 
Aus Abb.  5-12 geht hervor, dass die Beschreibung der Kriechdehnung 
einen nahezu horizontalen Verlauf der Dehnung vor und nach der Um-
wandlung ergibt. Mit zunehmender Belastung sind größere Abweichungen 
zu erkennen, vor allem nach der Umwandlung. Bei einer Belastung von - 
30 MPa weist die Beschreibung der Kriechdehnung des austenitischen 
Gefüges keinen horizontalen Verlauf auf. Hierbei ist zu bedenken, dass bei 
Temperaturen um die 900 °C die Warmstreckgrenze bei ca. 30 MPa liegt 
und somit die Berücksichtigung eines plastischen Dehnungsanteils not-
wendig sein könnte. Für die Versuche bis - 15 MPa ist ein annähernd hori-
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zontaler Verlauf im Austenitgebiet zu erkennen. Für Druckspannungen von 
- 20 und - 25 MPa weicht der Verlauf ab einer Temperatur von 850 °C 
immer stärker vom horizontalen Verlauf ab. 
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Abb.  5-12: Gemessene Dehnung ohne thermische, umwandlungsbedingte, elasti-
sche und kriech- sowie anlassbedingte Dehnung 
Die Bestimmung der TRIP Dehnung ergibt sich aus der Differenz der hori-
zontalen Dehnungsverläufe vor und nach der Umwandlung, wie aus Abb.  
5-12 ersichtlich wird. Die Umwandlungsplastizitätskonstante _ kann durch 
Auftragen über der Spannung abgeleitet werden. Zu der gemessenen TRIP-
Dehnung, die durch die vorangegangene Auswertung abgeleitet wurde, 
sind auch die berechneten TRIP Dehnungen in Abb.  5-13 angegeben, 
deren Herleitung noch erörtert wird. Für die Bestimmung von _ wurden 
zwei Ausgleichgeraden bestimmt, da bei höheren Spannungen erwartet 
werden kann, dass die Auswertung womöglich auch zu größeren Abwei-
chungen bei der Bestimmung der TRIP-Dehnung führt. Wie aus Abb.  5-13 
hervorgeht, unterscheiden sich die Umwandlungsplastizitätskonstanten nur 
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wenig voneinander und ergeben unter der Betrachtung aller Spannungen K 
= 1,024×10-4 MPa-1 sowie nur für die Spannungen von - 5 MPa bis - 20 
MPa einen leicht größeren Wert von K = 1,098×10-4 MPa-1. 
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Abb.  5-13: Bestimmung der Umwandlungsplastizitätskonstante K 
Die Berechnung der TRIP-Dehnung beruht auf der Integration der Dehn-
rate N`OP, die unter einachsiger Belastung wie folgt beschrieben werden 
kann [106]:   
N`OP = _ ∙ [ ∙ ü ∙ `. (5.6) 
Für die Auswertung wurde der Ansatz nach Tanaka mit cKM =  verwen-
det [100], womit die Dehnrate folgende Form annimmt: 
N`OP = _ ∙ [ ∙ `. (5.7) 
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Die Berechnung der TRIP-Dehnung mit Gleichung (5.7) und K = 
1,024×10-4 MPa-1 führt zu den Verläufen in Abb.  5-14, die den „Gemesse-
nen“ gegenübergestellt sind. Bei einer Belastung von - 5 MPa wird die 
TRIP-Dehnung leicht überschätzt und bei den besagten Spannungen von - 
25 und - 30 MPa, bei denen eine Auswertung relativ schwierig ist, sind 
größere Abweichungen erkennbar. Die Entwicklung der TRIP-Dehnung 
während der Phasenumwandlung wird bei der Auswertung von den An-
nahmen zu den einzelnen Dehnungsanteilen überlagert, jedoch zeichnet 
sich für die niedrigeren Spannungen eine zufriedenstellende Übereinstim-
mung ab.  
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Abb.  5-14: Gegenüberstellung der gemessenen und berechneten TRIP Dehnung 
Die abschließende Gegenüberstellung der gemessenen und berechneten 
TRIP Dehnung in Abb.  5-15 zeigt, dass die größten Abweichungen bei den 
Spannungen von - 25 und - 30 MPa auftreten. Für die mittleren Span-
nungshorizonte bewegen sich die Abweichungen in einem zufriedenstel-
lenden Streuband zwischen circa 1 bis 20 %.  
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Zusammenfassend lässt sich sagen, dass der ermittelte Wert für die Um-
wandlungsplastizitätskonstante _ während der Austenitisierung, im Ein-
klang mit der Literatur, größer als bei der martensitischen Umwandlung ist 
(K = 4,2×10-5 MPa-1). Im Vergleich mit anderen Literaturwerten ist eine 
Einschätzung zur Richtigkeit des ermittelten K-Wertes nicht möglich, da 
die Literatur keine eindeutige Aussage zulässt. Für 100Cr6 liegt der K-
Wert mit K = 2,1×10-4 MPa-1 [106] höher als für 20MnCr5 mit K = 
1,24×10-4 MPa-1 [97], wohingegen für den französischen Stahl 16MND5 
(vergleichbar 16MnNiMo5) ein Wert ähnlich des 100Cr6 mit K = 2×10-4 
MPa-1 angegeben wird [98]. Im Unterschied zu allen anderen Arbeiten, und 
in Übereinstimmung mit [104], zeigt sich eine Verschiebung der Umwand-
lungstemperaturen, auch wenn deren exakte Bestimmung aufgrund der 
Überlagerung des Kriechens mit einem gewissen Fehler verbunden ist.   
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Abb.  5-15: Differenz zwischen gemessener und berechneter TRIP Dehnung 
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5.3 Warmzugversuch 
5.3.1 Ausgangsgefüge 
Die Ergebnisse zur Charakterisierung des Ausgangsgefüges in Form von 
Fließkurven sind in Abhängigkeit der jeweiligen Versuchstemperatur in 
Abb.  5-16 dargestellt. Bei allen Versuchen wurde die Rp0,1-Dehngrenze für 
eine genauere Bestimmung des Übergangs vom elastischen zum plasti-
schen Materialverhalten herangezogen.  
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d) 
Abb.  5-16: Fließkurven für Ausgangszustand des 42CrMo4 im vergüteten Zustand 
für 20 °C (a), 100 °C (b), 300 °C (c), und 500 °C (d) 
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Bei Raumtemperatur (20°C) sind nur minimale Unterschiede im Verlauf 
der einzelnen Fließkurven erkennbar. Mit Erreichen der Rp0,1 -Dehngrenze 
nimmt die Spannung mit zunehmender plastischer Dehnung stark zu, was 
einer hohen Verfestigung gleichkommt. Ab einer wahren Spannung von 
1000 MPa steigt die für eine weitere Plastizierung nötige Spannung nur 
noch flach an. Bei höheren Temperaturen ist der Anfangsbereich des Steil-
anstiegs deutlich ausgeprägter und erstreckt sich über einen größeren Deh-
nungsbereich als bei Raumtemperatur. Für die Prüftemperaturen 100 und 
300 °C sind Schwankungen in den Messergebnissen erkennbar, wobei der 
qualitative Verlauf erhalten bleibt. Die Abweichungen sind auf die Ver-
suchsdurchführung zurückzuführen. Bei 500 °C fiel die Nennspannung 
schon bei sehr geringen Dehnungen von 1,8 % ab. Dies führt im Vergleich 
mit den niedrigeren Prüftemperaturen zu relativ kleinen Dehnungsberei-
chen, ist jedoch für die Verwendung bei der numerischen Berechnung 
ausreichend. 
In Abb.  5-17 sind neben den temperaturabhängigen Fließkurven des Aus-
gangsgefüges auch die Rp0,1 -Dehngrenzen wiedergegeben. Die Fließkurve 
bei 700 °C wurde mit der Prüfeinrichtung aus Abb.  3-17 bestimmt. Der 
annähernd lineare Abfall der Rp0,1 –Dehngrenze mit der Temperatur spricht 
für die Validität der ermittelten Fließkurve bei 700 °C. Wie bereits bei 
einer Prüftemperatur von 500 °C, ist eine Auswertung nur bis zu einer 
wahren plastischen Dehnung von 1 % möglich.  
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b) 
Abb.  5-17: Fließkurven für vergüteten 42CrMo4 im Ausgangszustand (a) sowie 
Rp0,1-Dehngrenzen in Abhängigkeit der Temperatur (b) 
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5.3.2 Unterkühlter Austenit 
Die Ergebnisse der temperaturabhängigen Fließkurven der austenitischen 
Phase von 42CrMo4 sind zusammen mit den entsprechenden Rp0,1 -
Dehngrenzen in Abb.  5-18 wiedergegeben. Mit sinkender Temperatur 
nimmt die Festigkeit des Austenits zu. Bei einer Temperatur von 600 °C 
konnte der Abfall der Spannung bei 1% wahrer plastischer Dehnung in 
mehreren Versuchen reproduziert werden. Bei einer niedrigeren Dehnrate 
konnte eine schwächere Ausprägung festgestellt werden. Unter Berücksich-
tigung der Temperatur sowie der Dehnrate kann der Einfluss auf die stati-
sche Reckalterung durch Substitutionsatome zurückgeführt werden. Wäh-
rend der Austenitisierung bei 900 °C können die Substitutionsatome zu den 
Versetzungen hin diffundieren und Fremdatomwolken bilden. Während 
dem Zugversuch ist die Diffusionsgeschwindigkeit zu niedrig und die Ver-
setzungen lösen sich von den Fremdatomwolken, was sich in einer erhöh-
ten Streckgrenze sowie einem unstetigen Fließen im Spannungs-Dehnungs-
Diagramm bemerkbar macht.  
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b) 
Abb.  5-18: Temperaturabhängige Fließkurven (a) und Rp0,1-Dehngrenzen (b) für 
unterkühlten Austenit  
Aus dem Verlauf der Rp0,1 -Dehngrenze über der Temperatur wird ersicht-
lich, dass ein annähernd linearer Zusammenhang vorliegt, wie bereits in 
anderen Untersuchungen festgestellt werden konnte [173]. Durch eine 
lineare Extrapolation wurden die Werte für 200 und 300 °C berechnet, da 
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eine experimentelle Bestimmung aufgrund der martensitischen Umwand-
lung ab 340 °C nicht möglich ist.   
5.4 Dynamische Differenzkalorimetrie 
Die aus dynamischen Differenzenkalorimetriemessungen ermittelte spezifi-
sche Wärmekapazität LP ist in Abb.  5-19 dargestellt. Zunächst steigt die 
spezifische Wärmekapazität stetig an, bis bei ungefähr 600 °C ein sehr 
leichtes Abflachen erkennbar ist, was womöglich auf den vergüteten Gefü-
gezustand und den damit verbundenen Gefügeänderungen zurückzuführen 
ist. Mit dem Erreichen der Curie-Temperatur wird das Maximum der spezi-
fischen Wärmekapazität erreicht, da der Werkstoff paramagnetisch wird. 
Danach fällt die spezifische Wärmekapazität steil ab und steigt nur noch 
sehr flach mit zunehmender Temperatur an. Die Messungen weisen eine 
sehr gute Übereinstimmung auf. Das Maximum wird bei einer Temperatur 
um die 775 °C gemessen, was leicht über der Curie-Temperatur reinen 
Eisens liegt.   
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Abb.  5-19: Spezifische Wärmekapazität für vergüteten 42CrMo4 
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5.5 Magnetisierungskurven 
5.5.1 Experimentelle Ergebnisse 
Abb.  5-20 zeigt exemplarisch den experimentell bestimmten Verlauf der 
magnetischen Hysteresekurve für 42CrMo4 bei einer Temperatur von 25 
°C. Deutlich zu erkennen ist der stufenförmige Verlauf entlang der steigen-
den und fallenden Flanke. Dieser hängt mit der Polarisation des Werkstof-
fes unter Einfluss eines externen Magnetfeldes zusammen und ist auf die 
Bewegung der Blochwände zurückzuführen, die nicht kontinuierlich ab-
läuft [174]. Während der Messungen konnte eine leichte Verschiebung der 
magnetischen Hysteresekurve festgestellt werden, wie im unteren Bereich 
der Abb.  5-20 ersichtlich wird. Diese hat jedoch keinen signifikanten Ein-
fluss auf die Auswertung. Wenn die Leistungsquelle geregelt wird, um eine 
Sinusform des Stromes zu ermöglichen, kann eine Spannungsdifferenz 
zwischen den einzelnen Peaks auftreten, die zu einer Verstärkung des 
Magnetfeldes führt und somit einen Offset hervorruft.  
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Abb.  5-20: Magnetische Hysteresekurve für den Werkstoff 42CrMo4 (25 °C) 
Aus Abb.  5-21 sind magnetische Hysteresekurven für 42CrMo4 in Abhän-
gigkeit der Temperatur zu entnehmen. Zur Übersichtlichkeit werden nicht 
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alle Messungen dargestellt. Im unteren Temperaturbereich bis 400 °C ist zu 
erkennen, dass die Fläche unter der magnetischen Hysteresekurve schmaler 
und die magnetische Sättigung früher erreicht wird. Erst bei einer Tempe-
ratur von 600 °C ist eine deutlich Abnahme der Sättigung zu erkennen, was 
sich im parallelen Verlauf im Sättigungsbereich bei einer niedrigeren 
Flussdichte verdeutlicht. Mit abnehmender Differenz zur Curie-Temperatur 
wird die Absenkung der Sättigung verstärkt. Die Hysteresekurve bei 780 
°C weist immer noch kein vollständig paramagnetisches Verhalten auf.  
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Abb.  5-21: Repräsentative Übersicht der gemessenen Hysteresekurven 
Über die magnetische Hysteresekurve kann auf die Magnetisierungskurve 
geschlossen werden, wobei diese die sogenannte Neukurve darstellt, die 
beim erstmaligen Magnetisieren bis zur Sättigung auftreten würde. Für die 
Bestimmung der Magnetisierungskurve wird die magnetische Hysterese-
kurve gemittelt, wobei nur die positiven Werte der magnetische Flussdichte  berücksichtigt werden. Die resultierenden Magentisierungskurven sind in 
Abb.  5-22 wiedergegeben.  
Im Bereich höherer Magnetfeldstärken um die 3000 A/m ist bei einigen 
Kurven eine leichte Unstetigkeit im Verlauf erkennbar. Aufgrund der Kor-
rektur der Verschiebung zueinander, hervorgerufen durch die Spannungs-
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differenz zwischen den einzelnen Peaks, entsteht bei der Mittelung eine 
Verlagerung. Dies wirkt sich nur im Bereich höherer Feldstärken auf die 
Auswertung in Form eines leichten Anstiegs aus. Zudem ist in Abb.  5-20 
zu erkennen, dass der Offset bei höheren Feldstärken leicht größer ist. 
Aufgrund der angesprochen Problematik konnten maximale Feldstärken 
von 5000 A/m realisiert werden. Die Ergebnisse der magnetischen Hystere-
sekurven zeigen jedoch, dass der Werkstoff bei diesen Feldstärken bereits 
in Sättigung ist und somit eine vollständige Beschreibung des nichtlinearen 
Verhaltens möglich ist.   
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Abb.  5-22: Magnetisierungskurven für 42CrMo4 
5.5.2 Analytische Beschreibung 
In Kapitel 4.2 wurde auf die Berücksichtigung der magnetischen Nichtline-
arität eingegangen. Hierbei wurde angemerkt, dass für die Berechnung der 
magnetischen Energie der realen Magnetisierungskurve eine analytische 
Beschreibung notwendig ist. In [155] wird die sogenannte Frohlich-
Gleichung verwendet, da diese als guter Kompromiss zwischen Genauig-
keit und Einfachheit angesehen wird: 
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­­ = ­§­¾£ý∙­§­, (5.8) 
wobei , und þ Konstanten darstellen. In [178] werden die Konstanten in 
Abhängigkeit von der Temperatur beschrieben und durch eine lineare In-
terpolation zwischen Stützpunkten berücksichtigt. Um jedoch einen funkti-
onalen Zusammenhang in Abhängigkeit der magnetischen Feldstärke " 
und der Temperatur G zu haben, wurde ein analytisches Modell aus [176] 
implementiert. Dieses wird als analytische Sättigungskurve bezeichnet und 
kann wie folgt geschrieben werden:   
T­"­, GV 
  ∙ ­"­ + ∙ ∙ DLBD? m∙KM∙∙­§­∙Y o ∙																							1 − jkl mii

o, 
(5.9) 
wobei + die Polarisation bei Sättigung darstellen soll,  die Anfangs-
steigung der Magnetisierungskurve bei RT und G  die Curie-Temperatur. 
Der Parameter 0 ist ein Fitparameter. Für die eigenen Simulationen wurden + und  ebenfalls aus den Messungen durch Parameteridentifikation in 
Matlab abgeleitet. Dabei ergaben sich für + = 1,4	G,  
 2500, 
G 
 785	°0 und 0 
 60	°0. Eine Gegenüberstellung mit den experimen-
tellen Daten ist in Abb.  5-23 zu finden.  
Bei niedrigen Temperaturen bis 400 °C gibt das Modell eine annähernd 
gleichbleibende Kurve wieder, die leicht unterhalb des experimentellen 
Verlaufs liegt. Im Bereich der Sättigung sollten die Kurven von Experi-
ment und Modell parallel zueinander Verlaufen, was aufgrund der ange-
sprochenen Unstetigkeit jedoch nicht der Fall ist. Der Vergleich bei 600 °C 
zeigt, dass das Modell eine relativ gute Beschreibung ermöglicht, da neben 
der Anfangssteigung auch die Sättigung gut wiedergegeben wird. Zusam-
menfassend ist das Modell in der Lage, den Einfluss der magnetischen 
Feldstärke sowie der Temperatur gut wiederzugeben.  
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Abb.  5-23: Gegenüberstellung experimenteller Daten und dem Modell zur Be-
schreibung der Magnetisierungskurven 
 
 
 
 
6. Induktionshärteexperimente zur Validierung 
der Simulation 
6.1 Prozesskenngrößen 
6.1.1 Induktorstrom 
Für die Berechnung der induktiven Erwärmung wird eine Erregerquelle in 
Form einer Randbedingung benötigt. Für die experimentellen Induktions-
härteexperimente stand ein Zweifrequenzgenerator zur Verfügung. Auf-
grund der Schwingkreisanordnung ist eine Spannungsmessung an der Spule 
nicht möglich. Der Strom wurde, wie in Abschnitt 3.3 erläutert, am Aus-
gang des Wechselrichters gemessen, um in der numerischen Modellierung 
als Stromdichte vorgegeben zu werden. Abb.  6-1 zeigt beispielhaft den 
gemessenen Strom zu Beginn der induktiven Erwärmung.  
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Abb.  6-1: Exemplarischer Stromverlauf beim induktiven Erwärmen 
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Zunächst wird der Schwingkreis angeregt, um die Resonanzfrequenz zu 
finden. Dieser Vorgang ist durch den anfänglichen Ausschlag gekenn-
zeichnet. Nach einer gewissen Totzeit beginnt der Einschwingvorgang des 
Schwingkreises, gekennzeichnet durch den exponentiellen Anstieg des 
Spitzenstromes bis hin zu dem vorgegebenen Wert. 
Wie aus dieser Darstellung ersichtlich, besteht grundsätzlich die Notwen-
digkeit, das Einschwingverhalten in der numerischen Modellierung zu 
berücksichtigen, da zu Beginn der Erwärmung nicht mit voller Leistung 
gearbeitet werden kann. Auf diesen Aspekt wird im nächsten Abschnitt 
nochmals eingegangen. Für die Charakterisierung des Erregerstromes im 
Induktor wird nur der stationäre Zustand zur Bestimmung der Stromstärke 
herangezogen. Hierzu wurden die gemessenen Daten mittels Matlab aus-
gewertet, indem durch Integration der Effektivwert (RMS) der Stromstärke WI. über folgende Gleichung berechnet wurde: 
WI. = O ∙  ~OO KöM ∙ pö, (6.1) 
wobei B die Zeit darstellt und ~ der zeitabhängige Strom ist. Mit der Ro-
gowski-Spule konnte nur der halbe Schwingkreisstom gemessen werden 
und das Übersetzungsverhältnis des Ausgangstransformators betrug 6:2. 
Somit musste der berechnete Wert mit dem Faktor 6 multipliziert werden. 
Die entsprechenden Werte sind in Abb.  6-2 wiedergegeben. Wie zu erwar-
ten besteht ein linearer Zusammenhang zwischen dem vorgegebenem 
Strom in % sowie dem gemessenen. Die Gleichungen der Ausgleichsgera-
den wurden mittels Minimierung der Fehlerquadratsummen bestimmt. Für 
die MF-Versuche liegt ein deutlich kleineres Streuband vor. Dies kann auf 
den gemessen Offset bei den HF-Versuchen zurückgeführt werden. Bei 
allen Messungen wurde der Nullpunkt in den negativen Bereich verscho-
ben. Aus diesem Grund musste bei der Auswertung zunächst der Nullpunkt 
bestimmt werden. Dieser wurde anhand des Mittelwertes berechnet und 
kann bei unsymmetrischem Verlauf des gemessenen Stromes zu Fehlern 
führen.   
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Abb.  6-2: Auswertung der gemessenen Schwingkreisströme und Korrelation zu 
vorgegebenem Wert 
6.1.2 Temperaturmessung 
Die Temperaturmessung dient der Kalibrierung sowie Validierung der 
Wärmeumsetzung im Bauteil. Für die Kalibrierung der MF- und HF-
Modelle wurde die maximale Oberflächentemperatur für die Versuche 
MF12,5_500 und HF3,45_500 verwendet. Alle weiteren Messungen dienen 
der Validierung hinsichtlich des Temperaturverlaufes über der Zeit sowie 
der Spitzentemperatur an den verschiedenen Messstellen, die während des 
Härteprozesses erreicht werden. Im Folgenden werden nur die relevanten 
Messdaten diskutiert. 
Abb.  6-3 zeigt den Verlauf der gemessenen Oberflächentemperaturen für 
die verschiedenen MF-Versuche (a) sowie die dazugehörigen Spitzentem-
peraturen an den Messstellen im Bauteilinneren (b). Deutlich erkennbar ist 
der deckungsgleiche Verlauf für die Versuche MF12,5_500 und 
MF12,5_400. Dies spricht für die gute Reproduzierbarkeit dieses Verfah-
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rens, da die Messungen unabhängig voneinander gemacht wurden. Bei dem 
Versuch MF7,49_1000 wirkt sich die Curie-Temperatur und der damit 
verbundene Abfall der Erwärmungsgeschwindigkeit deutlich stärker aus als 
dies bei dem höheren Strom der Fall ist. Gut zu erkennen ist auch der steile 
Abfall nach abgeschlossener Erwärmung, hervorgerufen durch Wärmlei-
tung ins Bauteilinnere. Der Verlauf bzw. die Temperaturmessung zu Be-
ginn und während des Abschreckprozesses wird durch das angeschweißte 
Thermoelement beeinflusst. Dies wird vor allem durch den undefinierten 
Verlauf zu Beginn des Abschreckens sichtbar.  
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Abb.  6-3: Verlauf der gemessenen Oberflächentemperaturen (a) sowie Maximal-
temperaturen an den Messstellen (b) für die MF-Versuche 
Die Spitzentemperaturen für die MF7,49_1000 und MF12,5_500 sind bis 
zu einer Tiefe von 1,7 mm annährend gleich, jedoch liegt die Temperatur 
bei 4 mm unterhalb der Oberfläche bei MF7,49_1000 um circa 200 K hö-
her. Für MF12,5_400 liegen die gemessenen Temperaturen im Randbereich 
um bis zu 200 K unterhalb der anderen beiden Versuche. Bei einem Ab-
stand von 4 mm ist eine höhere Temperatur gegenüber dem Versuch 
MF12,5_500 zu verzeichnen. 
Bei den HF-Versuchen ist der Abfall der Erwärmungsgeschwindigkeit 
wesentlich stärker ausgeprägt, wie Abb.  6-4 zu entnehmen ist. Der Tempe-
raturabfall während der Erwärmung wie für den Versuch HF2,42_1000 
ersichtlich, ist theoretisch möglich, kann aber auch an der Temperaturmes-
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sung selbst liegen. Bei allen Versuchen ist der Einfluss der Curie-
Temperatur erst bei Temperaturen oberhalb der 800 °C festzustellen. Dies 
spricht für die sehr komplexe Überlagerung der lokal unterschiedlichen 
Eigenschaften und deren Einfluss auf die Wärmeeinbringung. Mit steigen-
dem Strom bzw. steigender Leistungsdichte fällt der Abfall der Erwär-
mungsgeschwindigkeit, hervorgerufen durch die Entmagnetisierung, weni-
ger ins Gewicht.  
Entsprechend nimmt die Erwärmungsgeschwindigkeit mit steigender 
Stromstärke auch zu. Für den Versuch HF4,16_400 beträgt die mittlere 
Erwärmungsgeschwindigkeit bis 1000 °C etwa 12700 K/s. Die Abschreck-
geschwindigkeit im Bereich der Haltedauer beträgt bei dem selbigen Ver-
such circa 1000 K/s. Die Abnahme der Abschreckwirkung mit sinkender 
Spitzentemperatur verdeutlicht den Einfluss des Temperaturgradienten auf 
den Wärmefluss ins Bauteilinnere.   
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Abb.  6-4: Verlauf der gemessenen Oberflächentemperaturen (a) sowie Maximal-
temperaturen an den Messstellen (b) für die HF-Versuche  
Aus dem Vergleich der Spitzentemperaturen für die HF-Versuche in Abb.  
6-4 (b) geht hervor, dass höhere Temperaturen für HF4,16_400 erzielt 
werden, wohingegen die Temperaturen unterhalb der Oberfläche für die 
Versuche HF2,42_1000 und HF3,45_500 keine großen Unterschiede auf-
weisen. Bei 4 mm unterhalb der Oberfläche ist die gemessene Temperatur 
für HF4,16_400 jedoch im Vergleich niedriger. 
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Für die Zweifrequenzversuche (ZF) tragen die Leistungsanteile der beiden 
Frequenzen simultan zur Werkstückerwärmung bei. Für ZF6,73/2,73_500 
und ZF6,73/3,24_400 sind Temperaturverläufe an der Oberfläche sowie die 
gemessenen Spitzentemperaturen sehr ähnlich, wie aus Abb.  6-5 zu ent-
nehmen ist. Für den Versuch ZF6,73/2,21_1000 wird aufgrund der langen 
Heizzeit eine vergleichsweise hohe Temperatur erreicht, was sich auch in 
den Spitzentemperaturen widerspiegelt. Die Versuche ZF6,73/2,21_1000 
und ZF6,73/2,73_500 weisen bei den Temperaturverläufen an der Oberflä-
che während der Erwärmung zwei Knickpunkte auf, wohingegen für den 
Versuch ZF6,73/3,24_400 nur derjenige aufgrund der Curie-Temperatur 
zum Vorschein kommt. Die Ursache ist möglichweise dem Verhalten des 
Schwingkreises zuzuschreiben. 
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Abb.  6-5: Verlauf der gemessenen Oberflächentemperaturen (a) sowie Maximal-
temperaturen an den Messstellen (b) für die SDF-Versuche 
6.1.3 Effektive Heizzeit 
Wie bereits angemerkt, führt das Einschwingverhalten, welches während 
des Erwärmungsprozesses auftritt, effektiv zu einer kürzeren Heizzeit, da 
aufgrund des niedrigeren Stromes nicht die volle Leistung über die kom-
plette Dauer der Heizzeit bereitgestellt werden kann. Um nicht den kom-
pletten Schwingkreis simulativ abbilden zu müssen, wurden die Tempera-
turmessungen zur Ermittlung einer effektiven Heizzeit herangezogen. Die 
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Temperaturmessung an der Oberfläche mittels angeschweißtem Thermo-
element erlaubt eine gezielte Bestimmung der effektiven Zeit vom Beginn 
einer merklichen Erwärmung bis zum Beginn der Haltezeit, charakterisiert 
durch den raschen Temperaturabfall aufgrund der Wärmeleitung ins Bau-
teilinnere. Die effektiven Heizzeiten der verschiedenen Experimente sind 
in Tabelle 6-1 aufgelistet. Das Einschwingverhalten des Generators weist 
nach Aussage des Herstellers generell eine kürzere Einschwingphase bei 
der HF-Erwärmung auf. Die genaue Einschwingdauer hängt neben der 
Frequenz außerdem von der Schwingkreiseigenschaft in Form der Heizspu-
le und der Probe ab. Wie in Abschnitt 3.3 angesprochen, liegen für den 
Versuch ZF9,38/1,18_500 keine Temperaturmessungen vor, jedoch wurde 
eine Bauteilcharakterisierung durchgeführt. Diese Probe sollte als Kon-
trollprobe dienen.  
 
 Bezeichnung 
Vorgegebene 
Heizzeit 
[ms] 
Effektive 
Heizzeit 
[ms] 
MF 
(12 kHz) 
MF7,49_1000 1000 932 
MF12,5_500 500 450 
MF12,5_400 400 351 
HF 
(325 kHz) 
HF2,42_1000 1000 941 
HF3,45_500 500 481 
HF4,16_400 400 381 
SDF 
(12 + 325 
kHz) 
ZF6,73/2,21_1000 1000 980 
ZF6,73/2,73_500 500 486 
ZF6,73/3,24_400 400 384 
Tabelle 6-1: Effektive Heizzeiten für die numerische Modellierung 
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6.2 Bauteilcharakteristika 
6.2.1 Mikrohärtemessungen 
Die Mikrohärtetiefenverläufe dienen der Validierung des implementierten, 
metallurgischen Modells, welches neben der Beschreibung der Phasenum-
wandlungen auch den Einfluss einer inhomogenen Austenitisierung auf die 
resultierende Härte beinhaltet. In Abb.  6-6 sind die Mikrohärtetiefenver-
läufe der jeweiligen MF-Versuche einander gegenübergestellt. Die größte 
Einhärtetiefe liegt bei dem Versuch MF7,49_1000 vor. Für die Versuche 
MF12,5_500 und MF12,5_400 ist ein tendenziell abfallender Verlauf vom 
Rand bis hin zur Übergangszone zu beobachten. Demgegenüber weisen die 
Mikrohärtemessungen für MF7,49_1000 niedrigere Werte bis zu einer 
Tiefe von circa 500 µm auf. Der Härteabfall bzw. -gradient in der Über-
gangzone ist für alle drei Beispiele annähernd gleichbleibend. 
Angemerkt sei hierbei, dass nicht die Definition der Einhärtetiefe nach dem 
Randschichthärten gemäß DIN EN 10328 mit dem 0,8 fachen des Min-
destwertes der Oberflächenhärte verwendet wird, sondern stattdessen die 
Definition des Härtewertes für die Einsatzhärtetiefe nach DIN EN ISO 
2639 [177] gewählt wurde, um eine einfachere Übersicht zu ermöglichen. 
Nach der besagten DIN EN ISO Norm wird die Einhärtetiefe (Eht) bei 
einem Abfall der Härte bis zu einem Wert von 550 HV 1 bestimmt. Aus 
beiden Normen geht hervor, dass die zu verwendende Prüfkraft über der in 
dieser Arbeit verwendeten liegt und somit keine Bestimmung nach DIN 
vorlag. Die Prüfkraft von 100 g (HV0,1) entspricht der maximalen Last bei 
der Mikrohärteprüfung, die für die Bestimmung der Härteverläufe gewählt 
wurde. 
Bemerkenswert ist die Abnahme der Einhärtetiefe aufgrund der verringer-
ten Heizzeit von 500 auf 400 ms. Diese nimmt bei einer Reduzierung der 
Heizzeit von 100 ms um 0,7 mm ab (30%). Die starke Abhängigkeit der 
resultierenden Einhärtetiefe von der Heizzeit veranschaulicht die Sensitivi-
tät des Härteergebnisses von den Prozessparametern. Auf der anderen Seite 
kann die von 1000 ms auf 500 ms verkürzte Heizzeit beinahe durch die 
erhöhte Stromstärke kompensiert werden, wie der Vergleich zwischen 
MF7,49_1000 und MF12,5_500 zeigt. Die Eht unterscheidet sich nur um 
0,3 mm (≈10%). Die Kombination zwischen Heizzeit und Stromstärke 
bzw. Leistung erlaubt eine Vielzahl an Prozessparameterkombinationen, 
die zu einer gleichen Eht führen. Wie jedoch noch gezeigt wird, führt die 
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Stromstärke neben der Tiefenwirkung auch zu einer Verbreiterung der 
Härtezone entlang der Zylinderhöhe.   
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Abb.  6-6: Mikrohärtetiefenverläufe für die MF-Versuche 
Für die Versuche mit HF ist für alle drei eine abfallende Härte von der 
Oberfläche hin zur Übergangszone zu beobachten, wie aus Abb.  6-7 her-
vorgeht. Dieser Abfall scheint für den Versuch HF4,16_400 niedriger zu 
sein, was mit einer möglichen Kornvergröberung aufgrund der sehr hohen 
Temperaturen von 1270 °C (vgl. Abb.  6-4) zusammenhängen kann. Auf 
der anderen Seite ist jedoch kein Härteminimum nahe der Oberfläche anzu-
treffen, wie dies in [81] beim Laserhärten der Fall ist. Ein direkter Ver-
gleich ist selbstverständlich nicht möglich, da eine Verlagerung der Wär-
mequellen während des Prozesses vorkommt und nicht wie beim Laserhär-
ten nur über die Oberfläche stattfindet. Neben der Temperatur ist auch die 
Zeit von Bedeutung, da der Prozess der Kornvergröberung auch von der 
Kinetik abhängt.  
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Im Vergleich zu den MF-Versuchen liegen die Einhärtetiefen erwartungs-
gemäß niedriger, obwohl ein direkter Vergleich nicht zulässig ist, da unter-
schiedliche Leistungen und Heizzeiten verwendet wurden. Für die Versu-
che HF2,42_1000 und HF3,45_500 wird die Reduzierung der Heizzeit 
durch den erhöhten Strom nahezu kompensiert, wie aus den Temperatur-
messungen in Abb.  6-4 hervorgeht. Im Einklang mit den Temperaturmes-
sungen führt die höhere Energieeinbringung in Versuch HF4,16_400 zu 
einer Erhöhung der Einhärtetiefe. Die steileren Härtegradienten für die HF-
Versuche hängen womöglich mit Temperaturgradienten zusammen. Unter 
Berücksichtigung der Temperaturmessungen weisen gerade die Versuche 
MF7,49_1000 und HF4,16_400 einen flachen Härteverlauf auf, bei denen 
Kornwachstum am wahrscheinlichsten vorzufinden ist. 
0 500 1000 1500 2000 2500 3000 3500 4000
0
100
200
300
400
500
600
700
800
900
1000
M
ik
ro
hä
rt
e 
[H
V
0,
1]
Abstand zur Oberfläche [µm]
 HF2,42_1000
 HF3,45_500
 HF4,16_400
Einhärtetiefe
Härte Grundgefüge
 
 
 
Abb.  6-7: Mikrohärtetiefenverläufe für die HF-Versuche 
Bei den Härteverläufen der ZF-Versuche in Abb.  6-8 zeigt sich ein einheit-
liches Bild in Bezug auf den Härteabfall innerhalb der Einhärtetiefe. Die 
Versuche ZF9,32/1,18_1000 sowie ZF6,73/2,73_500 ergeben nahezu iden-
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tische Einhärtetiefen, wohingegen diese bei dem Versuch ZF6,73/3,24_400 
um 0,1 mm geringer ausfallen. Diese Abnahme deckt sich mit den Ergeb-
nissen der Spitzentemperaturen in Abb.  6-5. 
Eine hochangelassene Übergangszone, charakterisiert durch einen Härteab-
fall unter die Ausgangshärte, lässt sich nur bei den HF-Versuchen erahnen. 
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Abb.  6-8: Mikrohärtetiefenverläufe für die ZF-Versuche 
6.2.2 Eigenspannungsmessungen 
Die Bauteilcharakterisierung der zylindrischen Proben hinsichtlich der 
resultierenden Eigenspannungen nach dem induktiven Randschichthärten 
geschieht anhand experimentell bestimmter Eigenspannungstiefenverläufe, 
wobei nur die Komponente in Umfangs- bzw. Tangentialrichtung betrach-
tet wird. Eigenspannungsumlagerungen aufgrund des Materialabtrags wur-
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den in den folgenden Ergebnissen nicht korrigiert, was zu dem einheitli-
chen Bild der Eigenspannungszunahme bis hin zum Übergang der Druck- 
zu Zugeigenspannungen führt.   
Für die MF-Versuche tritt der Einfluss der Eigenspannungsumlagerung vor 
allem für den Versuch MF7,49_1000 in Abb.  6-9 in den Vordergrund, da 
aufgrund der großen Abtragtiefe fast keine Zugspannungen vorzufinden 
sind. Mit abnehmender Einhärtetiefe, und somit auch Abtragtiefe, nimmt 
der Einfluss der Umlagerung auf die messbaren Zugeigenspannungen im 
Übergangs- und Kernbereich ab. Für MF7,49_1000 werden niedrigere 
Druckeigenspannungen gemessen, wohingegen der Unterschied der beiden 
anderen Versuche nur sehr gering ist, obwohl ein deutlicher Unterschied in 
der Einhärtetiefe (vgl. Abb.  6-6) vorliegt. Für MF12,5_400 werden Zug-
spannungen um die 500 MPa über einen Bereich von mehr als 0,5 mm 
gemessen. Diese werden vom Kerngefüge direkt an der Übergangszone 
aufgenommen.   
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Abb.  6-9: Eigenspannungstiefenverläufe der Eigenspannungskomponente in   
Umfangsrichtung für die MF-Versuche 
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Bei den HF-Versuchen in Abb.  6-10 ergibt sich nur für den Versuch 
HF4,16_400 ein zu den MF-Versuchen vergleichbarer Verlauf im Druck-
bereich, wohingegen die anderen Verläufe zu Beginn einen starken Gradi-
enten zu noch höheren Druckeigenspannungen aufweisen und anschließend 
bis zur Übergangszone stetig zunehmen. Die höchsten Druckeigenspan-
nungen wurden an der HF2,42_1000-Probe gemessen, die laut Mikrohär-
temessungen (vgl. Abb.  6-7) die niedrigste Einhärtetiefe aufweist.  
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Abb.  6-10: Eigenspannungstiefenverläufe der Eigenspannungskomponente in 
Umfangsrichtung für die HF-Versuche 
Die Eigenspannungstiefenverläufe der ZF-Versuche in Abb.  6-11 sind 
vom qualitativen Verlauf mit den MF-Versuchen vergleichbar. In Überein-
stimmung mit den Mikrohärtemessungen (vgl. Abb.  6-8) sind die Tiefen-
verläufe für die Versuche ZF9,32/1,18_500 und ZF6,73/2,73_500 nahezu 
identisch bis zu einer Tiefe von 2500 µm.  
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Abb.  6-11: Eigenspannungstiefenverläufe der Eigenspannungskomponente in 
Umfangsrichtung für die ZF-Versuche 
Aus den Messungen geht hervor, dass sich der Einfluss der Eigenspan-
nungsumlagerung ab einer bestimmten Einhärtetiefe ändert. Kleine Einhär-
tetiefen führen bei der experimentellen Ermittlung der Eigenspannungstie-
fenverläufen zu einem Plateau, wohingegen größere Eht eine Zunahme der 
Druckspannungen nach innen bewirken.  
6.2.3 Makroschliffe 
Die Makroschliffe der gehärteten Proben sind in Abb.  6-12 wiedergege-
ben. Für alle drei MF-Versuche wird keine vollständige Härtung in Längs-
richtung erreicht. Durch die Stromerhöhung wird die Härtezone in die 
Breite gezogen. Die unsymmetrische Härteverteilung ist auf die ungenaue 
Positionierung der Probe zurückzuführen. Da die Probe und die Heizspule 
die gleiche Höhe besitzen, macht sich eine kleine Abweichung deutlich 
bemerkbar, wie aus den Schliffen hervorgeht.  
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a) 
 
b) 
 
c) 
Abb.  6-12: Makroschliffe der induktiv gehärteten Proben für einen direkten Ver-
gleich der Härtezone mit der numerisch berechneten Martensitverteilung für MF 
(a), HF (b) und ZF (c) 
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Hieraus wird ersichtlich, dass die genau Positionierung während dem Här-
teprozess reproduzierbar eingestellt werden muss, um eine Abweichung der 
Härtezone zu verhindern, zumal der in dieser Arbeit verwendete Koppelab-
stand von 2,25 mm als relativ groß betrachtet werden kann. 
Die HF führt zu einer gleichmäßigeren Einhärtung entlang der Probe und 
weist nur im Auslauf zu den Kanten hin eine geringere Einhärtung auf. Bei 
allen drei HF-Proben ist der Einfluss einer unsymmetrischen Positionierung 
erkennbar. Der Vergleich der ZF-Proben gibt den Einfluss der unterschied-
lichen Leistungsanteile wieder. 
 
 
 
7. Ergebnisse der numerischen Modellierung 
7.1 Eingabedaten 
7.1.1 Elektromagnetisches Modell 
Für die elektromagnetische Modellierung zur Bestimmung der Wärmequel-
len wird neben der relativen Permeabilität (siehe Abschnitt 5.5.1) auch die 
temperaturabhängige Beschreibung der elektrischen Leitfähigkeit benötigt. 
Hierzu wurde auf Ansätze aus Eckstein zurückgegriffen, der den spezifi-
schen elektrischen Widerstand für Stahl bei Raumtemperatur (Wi  mit fol-
gender Gleichung angibt [178].  
(Wi = 0,001 + 0,283 ∙ 0 + 0,17 ∙ ~ + 0,0387 ∙ *? − 0,1295 ∙ + 0,0702 ∙ /Ë + 0,00272 ∙ 0 + 0,0335 ∙ 0 + 0,0333∙ * + 0,0193 ∙ ~	~?	[Ω}] 
wobei die Legierungselemente in Masse-% angegeben sind. Basierend auf 
dem spezifischen elektrischen Widerstand bei Raumtemperatur wird die 
Temperaturabhängigkeit definiert: 
20 °C < T ≤ 800 °C (KGM = 1,026 ∙ (Wi + 1,4 ∙ 107 ∙ G − 1,3
∙ 107 ∙ (Wi ∙ G − 0,028 
800 °C < T ≤ 1200 °C 
(KGM = 3,8 ∙ 10
 ∙ G − 0,8 
Der entsprechende Verlauf ist in Abb.  7-1 dargestellt. 
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Abb.  7-1: Elektrische Leitfähigkeit für 42CrMo4 nach Ansätzen aus [178] 
7.1.2 Thermisches Modell 
Für das thermische Modell wird neben der spezifischen Wärmekapazität 
(siehe Abb.  5-19) die Wärmeleitfähigkeit benötigt. Für die induktive Er-
wärmung wurde der temperaturabhängige Verlauf aus Abb.  7-2 verwen-
det. Die thermische Leitfähigkeit bis 1000 °C wurde am damaligen For-
schungszentrum Karlsruhe am Institut für Materialforschung I bestimmt, 
wohingegen die Daten bis 1300 °C aus [179] stammen. Die Daten für die 
thermische Leitfähigkeit für Temperaturen größer 1000 °C wurden außer-
dem in Abaqus/Standard für die Austenitphase verwendet.  
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Abb.  7-2: Thermische Leitfähigkeit für 42CrMo4 
7.1.3 Mechanisches Modell 
Neben den Daten aus Abschnitt 5.3 wurde zur Beschreibung des plasti-
schen Verhaltens von Martensit auf Fließkurven in [180] zurückgegriffen. 
Die Temperaturabhängigkeit des E-Moduls von Austenit wurde aus den 
Zugversuchen extrahiert und ist vergleichbar mit Werten aus [173]. Für 
Bainit wurde vereinfachend ideal elastisch-plastisches Verhalten ange-
nommen. Vergleichsrechnungen mit Fließkurven für Bainit aus [181] ha-
ben gezeigt, dass dies bei der Prozessführung zu keinem Unterschied führt. 
Die Eingabedaten bezüglich Umwandlungsdehnungen und thermischen 
Ausdehnungskoeffizienten sind Abschnitt 5.1 zu entnehmen. 
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7.1.4 Zusammenfassende Übersicht relevanter 
Eingabegrößen 
In Tabelle 7-1 sind zur Übersicht nochmals wichtige Werkstoffkennwerte 
zusammengefasst. Grau unterlegte Zahlen unterscheiden sich von denen 
aus [81] und wurden experimentell bestimmt bzw. aus der Literatur er-
gänzt. Bei Werkstoffkennwerten, für die keine Literaturwerte bzw. experi-
mentellen Daten vorlagen, wurde eine lineare Extrapolation bzw. ideal 
elastisch-plastisches Materialverhalten vorausgesetzt. Bei der volumenspe-
zifischen Wärmekapazität (LP wurde für die Dichte des Ausgangszustan-
des (F/K) ein Wert von 7850 kg/m3 sowie die des Austenits von 8150 
kg/m3 angenommen [181]. Die Eingabeparameter zur Berechnung der 
Phasenumwandlung bei hohen Erwärmungsgeschwindigkeiten sowie der 
resultierenden Mikrohärte stammen aus [81].  
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Tabelle 7-1: Übersicht der verwendeten Werkstoffparameter in der numerischen 
Simulation für den Werkstoff 42CrMo4 
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7.2 Einfrequenzsimulation 
Die Ergebnisse der numerischen Modellierung basieren auf einem Kalibrie-
rungs- und Validierungsprozess. Neben der Stromverdrängung in der Heiz-
spule erfordert auch die im Werkstück induzierte Leistung eine Kalibrie-
rung der MF- und HF-Modelle. Hierzu wurde jeweils ein Parametersatz 
(MF12,5_500 und HF3,45_500) ausgewählt und der Parameter für die 
induzierte Leistung über die gemessene Endtemperatur an der Oberfläche 
angepasst. Die Berücksichtigung der Stromverdrängung wurde über den 
jeweiligen Makroschliff kalibriert, indem die Gewichtung der Stromvertei-
lung angepasst wurde. Basierend auf dieser Kalibrierung wurden neben den 
Einfrequenzsimulationen auch die Zweifrequenzsimulationen durchgeführt, 
um eine Gültigkeit der in diesem Rahmen verfolgten Lösungsstrategie zu 
gewährleisten. 
7.2.1 Mittelfrequenz 
Temperaturentwicklung 
Für die Temperaturentwicklung wird jeweils die Oberflächentemperatur 
während der Erwärmung sowie während einem anschließenden Zeitraum 
von circa fünf Sekunden dargestellt, um die berechnete Erwärmung auf-
grund der elektromagnetisch-thermischen Modellierung in MSC.Marc 
sowie der verwendeten Abschreckbedingungen zu diskutieren. Zusätzlich 
werden die gemessenen und berechneten Spitzentemperaturen an den ver-
schiedenen Messstellen miteinander verglichen, da diese Aufschluss über 
die ins Bauteil eingebrachte Gesamtenergie geben können. 
In Abb.  7-3 ist die zeitliche Entwicklung der Temperatur für den Versuch 
MF7,49_1000 dargestellt. Zu Beginn der Erwärmung stimmen die Tempe-
raturverläufe überein, jedoch treten nach kurzer Zeit deutliche Abweichun-
gen im Temperaturbereich zwischen 200 – 800 °C auf. Im Gegensatz zur 
Simulation zeigt sich bei der Messung eine deutliche Abnahme der Erwär-
mungsgeschwindigkeit mit Erreichen der Curie-Temperatur. Somit kann 
vermutet werden, dass während des realen Prozesses die Stromverteilung in 
der Heizspule eine geringer ausgeprägte Verdrängung zu den Ecken hin 
aufweist. Ab 800 °C stimmen die Temperaturverläufe wieder überein. 
Während der Haltezeit wird der Temperaturabfall gegenüber der Messung 
leicht überschätzt. Der Temperaturunterschied zu Beginn der Abschre-
ckung gleicht sich im weiteren Verlauf an die gemessene Temperatur an.   
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b) 
Abb.  7-3: Zeitlicher Verlauf der Oberflächentemperatur für Versuch MF7,49_1000 
während der Erwärmung (a) und einschließlich der Abschreckung (b) 
Für die Kalibrierungsprobe MF12,5_500 zeigt sich in Abb.  7-4, dass sich 
zu Beginn der Erwärmung eine Abweichung einstellt und diese mit fort-
schreitender Erwärmung ausgeglichen wird. Gegen Ende der Erwärmung 
stimmen beide Verläufe sehr gut überein. Der Temperaturabfall während 
der Haltezeit liegt unterhalb der gemessen Kurve und wie zuvor ist mit 
Eintritt der Abschreckung eine große Abweichung erkennbar. Diese gleicht 
sich im weiteren Verlauf der Abschreckphase aus und zum Zeitpunkt t = 3 
s stimmen beide Verläufe überein. 
Der berechnete Temperaturverlauf aus Abb.  7-5 (a) entspricht bis zur ent-
sprechend kürzeren Heizzeit dem von MF12,5_500, da die vorgegebene 
Stromstärke identisch ist. Unterschiede sind vor allem während dem Ab-
schrecken (b) erkennbar. Zu Beginn gibt das Modell den steilen Abfall der 
Temperatur wieder, jedoch verlängert sich gleichzeitig die Zeitspanne, bis 
sich die berechnete und gemessene Temperatur annähern. 
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b) 
Abb.  7-4: Zeitlicher Verlauf der Oberflächentemperatur für Versuch MF12,5_500 
während der Erwärmung (a) und einschließlich der Abschreckung (b) 
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b) 
Abb.  7-5: Zeitlicher Verlauf der Oberflächentemperatur für Versuch MF12,5_400 
während der Erwärmung (a) und einschließlich der Abschreckung (b) 
Der Vergleich zwischen den Spitzentemperaturen in Abb.  7-6 zeigt für alle 
drei Versuche eine gute Übereinstimmung. Für MF7,49_1000 (a) kann eine 
leichte Abweichung 1,7 mm unter der Oberfläche festgestellt werden, wo-
bei die gemessene Temperatur höher liegt. Bei MF12,5_500 (b) treten 
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Unterschiede bei 1,7 und 4 mm zum Vorschein, wobei die Messung bei 
Ersteren höher liegt und beim Letzteren niedriger. Im Falle des Versuches 
MF12,5_400 (c) weichen die Temperaturen bei 0,7 und 1,2 mm stärker 
voneinander ab, wobei von einem Messfehler auszugehen ist, wie durch die 
Härtemessung bestätigt wird. Die Temperaturabweichung 4 mm unterhalb 
der Oberfläche für Versuch MF12,5_500 ist wie zuvor auf einen Messfeh-
ler zurückzuführen, da die Spitzentemperatur bei 1,7 mm deutlich höher 
liegt.  
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c) 
Abb.  7-6: Vergleich der Spitzentemperaturen in radialer Richtung ins Bauteilinnere 
MF7,49_1000 (a), MF12,5_500 (b) und MF12,5_400 (c) 
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Mikrohärtetiefenverläufe 
Die berechneten und gemessenen Mikrohärteverläufe sind in Abb.  7-7 
gegenübergestellt. Die maximale Härte, die mit dem implementierten Mo-
dell erreicht werden kann, beträgt 805 HV. Für den Versuch MF7,49_1000 
nimmt die berechnete Härte bis zur Übergangszone leicht ab. Der Härte-
gradient wird von der Berechnung leicht unterschätzt, wohingegen die 
berechnete Einhärtetiefe (Eht) mit der gemessenen übereinstimmt. Für die 
Versuche MF12,5_500 und MF12,5_400 ergibt sich ein ähnlicher Verlauf 
bis zur Übergangszone, da auch hier die Härte geringfügig abnimmt. Für 
beide Versuche wird die Einhärtetiefe unterschätzt, was sich durch den 
deutlich früheren Abfall der Härte auf die Ausgangshärte bemerkbar macht. 
Der Härtegradient über die Breite der Übergangszone stimmt mit dem 
gemessenen annähernd überein. Die Gegenüberstellung zeigt, dass der 
qualitative Einfluss der Prozessparameter trotz leichter Unterschätzung der 
Einhärtetiefe bei den geringeren Eht wiedergegeben werden kann.  
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Abb.  7-7: Mikrohärteverläufe der MF-Versuche 
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Eigenspannungstiefenverlauf 
In Abb.  7-8 sind die Eigenspannungstiefenverläufe für die Spannungs-
komponente in Umfangs- bzw. Tangentialrichtung wiedergegeben. Die 
Korrektur des Eigenspannungstiefenverlaufs, verursacht durch Eigenspan-
nungsumlagerung beim Abtragen, wird durch sukzessives Löschen der 
Elemente erreicht. Zur Vereinfachung wurden alle Elemente entlang der 
Längsachse bei einem simulativen Abtragsschritt gelöscht und nicht, wie 
bei der experimentellen Bestimmung, nur lokal um die Messstelle abgetra-
gen. Im Folgenden werden nur die korrigierten Eigenspannungstiefenver-
läufe mit den experimentell bestimmten verglichen.  
Für den Versuch MF7,49_1000 (a) werden die Eigenspannungen in der 
Härtezone um bis zu 200 MPa überschätzt, wobei der qualitative Verlauf 
nach dem simulativen Abtragen gut wiedergegeben wird. Mit Erreichen der 
Übergangszone nähern sich die gemessenen und berechneten Werte an. Die 
Simulation weist einen steileren Gradienten in der Übergangszone als der 
experimentelle Verlauf auf. Der Einfluss der Eigenspannungsumlagerung 
im Zugbereich führt zu einer Abnahme auf 500 MPa, was aber dennoch 
einen deutlich höheren Wert als im Experiment darstellt.   
Wie schon bei den Mikrohärtetiefenverläufen gezeigt (vgl. Abb.  7-7), 
werden auch die Eigenspannungstiefenverläufe hinsichtlich der Tiefenwir-
kung durch das Modell unterschätzt, wie aus MF12,5_500 (b) und 
MF12,5_400 (c) ersichtlich wird. Aufgrund der geringeren, berechneten 
Einhärtetiefe ist die Differenz zwischen gemessenen und berechneten Ei-
genspannungswerten größer, da die Druckeigenspannungen in der Härtezo-
ne mit der Einhärtetiefe abnehmen. Dies wird durch die größere Differenz 
im Falle von für MF12,5_400 bestätigt. Im Bereich der Zugeigenspannun-
gen fällt die Abweichung vom experimentellen Verlauf deutlich geringer 
aus, da die Eigenspannungsumlagerungen aufgrund der Abtragtiefe eine im 
Vergleich zu MF7,49_1000 geringere Auswirkung haben.  
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c) 
Abb.  7-8: Eigenspannungstiefenverläufe für die Versuche MF7,49_1000 (a), 
MF12,5_500 (b) und MF12,5_400 (c) im Vergleich mit experimentell              
bestimmten Verläufen 
Martensitverteilung 
Die berechnete Martensitverteilung ist in Abb.  7-9 den Makroschliffen 
gegenübergestellt. Das Modell gibt den Einfluss der Prozessparameter auf 
die resultierende Härtezone bzw. Martensitverteilung wieder. Die Reduzie-
rung der Stromstärke vom Kalibrierungsversuch MF12,5_500 (b) auf die 
Stromstärke in MF7,49_1000 (a) führt zu einer schmaleren, jedoch tieferen 
Einhärtezone, wie auch im Experiment zu sehen ist. Für die Versuche 
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MF12,5_500 und MF12,5_400 (c) liefert die berechnete Martensitvertei-
lung eine schmalere sowie flachere Härtezone, wie bereits aus dem Ver-
gleich der Mikrohärte hervorging. 
a) b) 
 
c) 
Abb.  7-9: Makroschliffe der gehärteten Proben MF7,49_1000 (a), MF12,5_500 (b) 
und MF12,5_400 (c) 
7.2.2 Hochfrequenz 
Temperaturentwicklung 
In Abb.  7-10 ist der zeitliche Verlauf der Oberflächentemperatur für den 
Versuch HF2,42_1000 wiedergegeben. Das Modell bildet die Erwärmung 
(a) des gemessenen Temperaturverlaufs bis zur Curie-Temperatur ab, bei 
der ein markanter Abfall der Erwärmungsgeschwindigkeit eintritt. Im wei-
teren Verlauf nimmt die Temperatur nur langsam zu. Der Temperaturver-
lauf währender der Haltedauer (b) stimmt mit der gemessenen Temperatur 
7 Ergebnisse der numerischen Modellierung 
142 
überein. Die Abschreckung führt zunächst zu einem steileren Temperatur-
abfall, dieser flacht jedoch schon nach kurzer Zeit ab. 
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b) 
Abb.  7-10: Zeitlicher Verlauf der Oberflächentemperatur für Versuch 
HF2,42_1000 während der Erwärmung (a) und einschließlich der Abschreckung (b) 
Der Temperaturverlauf für den Kalibrierungsversuch HF3,45_500 ist in 
Abb.  7-11 dargestellt. Hierbei wurde der Wirkungsgrad sowie die Strom-
verdrängung kalibriert, um eine möglichst gute Übereinstimmung zu erzie-
len. Während der induktiven Erwärmung (a) ist außer einer geringen Ab-
weichung beim Übergang zum paramagnetischen Zustand ein nahezu de-
ckungsgleicher Verlauf mit der gemessenen Temperaturkurve zu verzeich-
nen. Die Temperaturentwicklung weist auch über die Haltedauer sowie mit 
eintretender Abschreckung (b) eine gute Übereinstimmung auf. Vergleich-
bar zu HF2,42_1000 liegt mit einsetzender Abschreckung zunächst ein 
steilerer Abfall vor, der im weiteren Verlauf abflacht und dann oberhalb 
der gemessenen Temperatur liegt. 
Für den Versuch mit der höchsten Stromstärke sowie der geringsten Heiz-
zeit sind Abweichungen nach Überschreiten der Curie-Temperatur sowie 
zum Ende der Erwärmungsphase sichtbar, wie aus Abb.  7-12 (a) hervor-
geht. Mit Überschreiten der Curie-Temperatur tritt aufgrund der hohen 
Leistungseinbringung keine sofortige Abnahme der Erwärmungsgeschwin-
digkeit auf, was durch das Modell abgebildet wird. Der berechnete Tempe-
raturverlauf gibt während der Halte- und Abschreckperiode den experimen-
tellen Verlauf gut wieder.  
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b) 
Abb.  7-11: Zeitlicher Verlauf der Oberflächentemperatur für Versuch HF3,45_500 
während der Erwärmung (a) und einschließlich der Abschreckung (b) 
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b) 
Abb.  7-12: Zeitlicher Verlauf der Oberflächentemperatur für Versuch HF4,16_400 
während der Erwärmung (a) und einschließlich der Abschreckung (b) 
Der Vergleich zwischen den gemessenen und berechneten Spitzentempera-
turen an verschiedenen Messstellen im Bauteilinneren ist in Abb.  7-13 
zusammengefasst. In Übereinstimmung mit den Temperaturverläufen lie-
gen die berechneten und gemessenen Spitzentemperaturen nahe beieinan-
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der. Für alle drei Parametersätze liegt die Spitzentemperatur 4 mm unter-
halb der Oberfläche über der gemessenen Temperatur. Für die Versuche 
HF2,42_1000 (a) und HF3,45_500 (b) wurden zwei Messungen durchge-
führt.  
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c) 
Abb.  7-13: Vergleich der Spitzentemperaturen in radialer Richtung ins Bauteil-
innere für HF2,42_1000 (a), HF3,45_500 (b) und HF4,16_400 (c) 
Mikrohärtetiefenverlauf 
Der Vergleich der Mikrohärteverläufe in Abb.  7-14 zeigt, dass die berech-
neten Verläufe gut mit den gemessenen übereinstimmen. Für alle drei Ver-
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suche wird der Härtegradient unterschätzt, was sich in dem flacheren Ver-
lauf vom Plateauwert der Randschichthärte hin zur Kernhärte äußert. Der 
Unterschied der Einhärtetiefe zwischen HF2,42_1000 und HF3,45_500 ist 
in der Berechnung stärker ausgeprägt als dies aus der Messungen ersicht-
lich ist.  
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Abb.  7-14: Mikrohärteverläufe der HF-Versuche 
Eigenspannungstiefenverlauf 
Die berechneten Eigenspannungstiefenverläufe sind den gemessenen in 
Abb.  7-15 gegenübergestellt. Auch hier gibt die Korrektur der berechneten 
Eigenspannungen um das simulative Abtragen den Verlauf der Messungen 
wieder. In der Härtezone liegt für alle eine annähernd konstante Span-
nungsdifferenz zwischen dem gemessenen und berechneten Verlauf vor. 
Für HF2,42_1000 (a) liegt diese Differenz um die 250 MPa, für 
HF3,45_500 (b) bei 330 MPa und für HF4,16_400 (c) im Bereich von 310 
MPa. Die Modellierung spiegelt den Einfluss der Einhärtetiefe auf die 
Eigenspannungsmaxima wider. Mit zunehmender Einhärtetiefe, sprich von 
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Versuch HF2,42_1000 hin zu HF4,16_400, nimmt das Eigenspannungsma-
ximum ab. 
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c) 
Abb.  7-15: Eigenspannungstiefenverläufe für die Versuche HF2,16_1000 (a), 
HF3,45_500 (b) und HF4,16_400 (c) im Vergleich mit experimentell               
bestimmten Verläufen 
 
Martensitverteilung 
Der Vergleich zwischen der berechneten Martensitverteilung und dem 
dazugehörigen Makroschliff ist in Abb.  7-16 zu finden. Für HF2,42_1000 
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(a) resultiert die Berechnung in einer unvollständigen Martensitbildung im 
Bereich der Stirnseiten. Unter Berücksichtigung einer unsymmetrischen 
Zentrierung der Probe im Experiment ist eine vergleichbare Härtezone zu 
erwarten. Mit zunehmender Stromstärke weist die Modellierung eine Zu-
nahme der Einhärtung im Stirnbereich auf, wobei die Einhärtung immer 
geringer als in der Mitte der Probe ausfällt. Obwohl eine eindeutige Aussa-
ge anhand der Makroschliffe schwierig ist, kann diese Tendenz abgeleitet 
werden.  
a) b) 
 
c) 
Abb.  7-16: Vergleich zwischen berechneter Martensitverteilung und Makroschliff 
für HF2,16_1000 (a), HF3,45_500 (b) und HF4,16_400 (c) 
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7.2.3 Zusammenfassende Diskussion zur 
Einfrequenzmodellierung 
Die Ergebnisse der MF- und HF-Modellierung zeigen, dass das entwickelte 
Modell mit der vorgenommenen Kalibrierung grundsätzlich in der Lage ist, 
den Prozess der induktiven Randschichthärtung abzubilden. Die Überein-
stimmung zwischen Experiment und Simulation ist für die höhere Frequenz 
(HF) besser als für die niedrigere (MF). Die Abweichungen im Falle der 
MF-Simulation hängen mit der Stromverdrängung zusammen, zumal die 
Temperaturverläufe zwischen Experiment und Simulation eine gute Über-
einstimmung aufweisen. Die MF-Experimente zeigen, dass sich mit Erhö-
hung der Stromstärke eine veränderte Stromverteilung einstellt, was sich 
durch die Verbreiterung der Härtezone in Längsrichtung äußert. Die vorge-
nommene Abstraktion durch Kalibration eines Versuches ist jedoch im Fall 
der MF nicht ausreichend, um den komplexen Zusammenhang in diesem 
Frequenzbereich vollständig wiedergeben zu können. Die geringere Einhär-
tetiefe kann einer geringeren induzierten Leistung zugesprochen werden. 
Der in dieser Arbeit verwendete Ansatz führt mit zunehmender Stromstär-
ke zu einer stärkeren Stromverdrängung, wie die numerischen Ergebnisse 
belegen. Jedoch ist die Übereinstimmung nicht so gut wie für die HF. Hier 
zeigt sich eine deutlich schwächere Abhängigkeit von der Stromstärke, 
zumal der Bereich, in dem die Stromstärke variiert wurde, größer ist als für 
die MF. Durch die Wechselwirkung zwischen Werkstück und Heizspule 
wird der Strom in der Heizspule beeinflusst, weil der im Werkstück indu-
zierte Wirbelstrom seinerseits zur Induktion von Strömen in der Heizspule 
führt und diesen entgegengerichtet ist. Die Stromverdrängung ist somit als 
Abschwächung des fließenden Stroms in der Heizspule zu interpretieren, 
die sich in Abhängigkeit der Frequenz zur Mitte hin konzentriert (MF) und 
sich mit zunehmender Frequenz gleichmäßiger entlang der Heizspule aus-
wirkt. Hieraus lässt sich erklären, dass mit steigender Stromstärke eine 
Verbreiterung der Härtezone zum Vorschein kommt. Der deutlich schwä-
chere Einfluss dieser Wechselwirkung bei der HF geht auch aus der Kalib-
ration hervor, die bei der HF einen Wirkungsgrad von 1 ergibt. 
Ein direkter Vergleich der Spitzentemperaturen (vgl. Abb.  7-6) zeigt für 
MF12,5_500 (a), dass die gemessene Temperatur 1,7 mm entfernt von der 
Oberfläche um circa 80 K höher liegt und somit auch in tieferliegenden 
Bereichen eine ausreichend hohe Temperatur für die Austenitisierung zu 
erwarten ist. Selbstverständlich sind die Temperaturmessungen im Bauteil-
inneren auch fehlerbehaftet. Bei den Temperaturmessungen kann davon 
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ausgegangen werden, dass zu niedrige Spitzentemperaturen gemessen 
werden, wie dies in Abb.  7-6 (c) der Fall ist. Wäre die gemessene Tempe-
ratur 1,2 mm von der Oberfläche entfernt fehlerfrei, so müsste die Einhär-
tetiefe deutlich niedriger sein. Die größte Fehlerquelle bei der Tempera-
turmessung mit ummantelten Thermoelementen stellt die Kontaktierung 
dar. Ein Einfluss aufgrund der induktiven Erwärmung ist hingegen auszu-
schließen, da das Werkstück eine Art Schirmung darstellt.  
Abb.  7-17 zeigt die Entwicklung der Phasenanteile für HF3,45_500, 1,1 
mm von der Oberfläche entfernt. Aus dem Temperatur-Zeit-Verlauf wird 
ersichtlich, dass die Kombination aus Zeit und Temperatur zu einer unvoll-
ständigen Austenitisierung führen sollte und von dem implementierten 
Modell abgebildet wird. Die rund 40 % Austenitanteil, die sich während 
der Erwärmung bilden, werden mit Erreichen der entsprechenden *+-
Temperatur vollständig in Martensit umgewandelt. 
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Abb.  7-17: Berechnung der Phasenanteile  
Als eine weitere Validierung der implementierten Modelle bezüglich der 
Netzunabhängigkeit dient die Berechnung der Eigenspannungen mittels 
eines verfeinerten Netzes, wie in Abschnitt 4.1 diskutiert wurde. Die Ver-
gleichsrechnung wurde wie zuvor am Beispiel HF3,45_500 durchgeführt. 
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Wie aus Abb.  7-18 hervorgeht, treten lediglich minimale Abweichungen 
zu Beginn und zum Ende des Eigenspannungsüberganges auf. Der Eigen-
spannungsgradient sowie der Verlauf in der gehärteten Randschicht und im 
Kern sind identisch zu den Ergebnissen mit regulärem Netz. Damit ist die 
Netzunabhängigkeit nachgewiesen und Einflüsse numerischer Art können 
ausgeschlossen werden. 
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Abb.  7-18: Validierung der Netzunabhängigkeit 
Generell wird der resultierende Eigenspannungstiefenverlauf von dem 
Modell gut wiedergegeben, wobei die Druckspannungen in der gehärteten 
Randschicht und die Zugspannungen am Rand der Übergangszone zum 
Kern überschätzt werden. Für die Zugspannungen kann keine genaue Aus-
sage getroffen werden, weil die Eigenspannungsumlagerung bei der expe-
rimentellen Bestimmung der Tiefenverläufe Einfluss nimmt. Zudem wird 
das Abtragen in der Simulation vereinfacht berücksichtigt. Für die Umlage-
rung der Druckspannungen liefert diese Vorgehensweise hingegen zufrie-
denstellende Ergebnisse. 
Die Differenz der berechneten Eigenspannungen in der gehärteten Rand-
schicht zu den gemessenen beträgt maximal 20 - 30 %. Bei der numeri-
schen Modellierung des Einsatzhärtens konnte in [97] gezeigt werden, dass 
sich die Umwandlungsplastizität während der Erwärmung nicht merklich 
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auf die Eigenspannungen, sondern vielmehr auf den Verzug aufgrund der 
zusätzlichen Dehnung auswirkt. Durchgeführte Vergleichsrechnungen 
zeigen (siehe Abb.  8-3), dass auch bei der induktiven Erwärmung nur 
geringe Änderungen am Eigenspannungstiefenverlauf in Erscheinung tre-
ten, wenn die Umwandlungsplastizität berücksichtigt wird. 
Eine weitaus plausiblere Ursache für die Abweichung stellt die umwand-
lungsplastische Dehnung während der martensitischen Umwandlung dar. 
Die implementierte Modellierung der umwandlungsplastischen Dehnung 
basiert auf den Daten von [157]. Die Versuche bei Spannungen zwischen 
+/- 170 MPa ergaben eine lineare Proportionalität zwischen Spannung und 
umwandungsplastischer Dehnung. Während des Abschreckens liegen die 
Spannungen deutlich über den Versuchsdaten. Zudem weicht die umwand-
lungsplastische Dehnung mit Erreichen der Streckgrenze vom linearen 
Verlauf ab und würde unter dieser Annahme unterschätzt werden. Zur 
Verdeutlichung zeigt Abb.  7-19 am Beispiel MF7,49_1000 (a) und 
HF2,42_1000 (b) den Einfluss einer erhöhten UP-Konstante auf den resul-
tierenden Eigenspannungstiefenverlauf.   
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b) 
Abb.  7-19: Einfluss der Umwandlungsplastizität auf den Eigenspannungstiefen-
verlauf für MF7,49_1000 (a) und HF2,42_1000 (b) 
7 Ergebnisse der numerischen Modellierung 
152 
7.3 Zweifrequenzsimulation 
Nachdem gezeigt werden konnte, dass die Modellierung der MF- und HF-
Erwärmung zufriedenstellend abgebildet werden kann, soll im Folgenden 
auf die Ergebnisse zur Modellierung der Zweifrequenzhärtung eingegangen 
werden. Die Randbedingungen für die Stromverteilung sowie den Wir-
kungsgrad basieren auf den Werten der Kalibrierungsversuche.   
7.3.1 Temperaturentwicklung 
Abb.  7-20 gibt den Temperaturverlauf an der Oberfläche für den Versuch 
ZF6,73/2,21_1000 wieder. Das Modell stimmt während der Erwärmung (a) 
bis circa 400 °C mit dem experimentellen Verlauf überein, bis eine plötzli-
che Reduzierung der Erwärmung im experimentellen Verlauf eintritt. Die-
ser kann vom Modell nicht abgebildet werden. Eine fälschliche Tempera-
turmessung kann ausgeschlossen werden, da ein ähnliches Verhalten in 
Abb.  7-21 (a) sowie weiteren Temperaturmessungen festgestellt werden 
konnte.  
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b) 
Abb.  7-20: Zeitlicher Verlauf der Oberflächentemperatur für Versuch 
ZF6,73/2,21_1000 während der Erwärmung (a) und einschließlich der              
Abschreckung (b) 
Die Endtemperatur hingegen wird um circa 100 °C vom Modell unter-
schätzt. Eine gute Übereinstimmung liegt während der Haltezeit und des 
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Abschreckens vor. Bei der Messung der Oberflächentemperatur während 
der Erwärmung macht sich womöglich der Einfluss des Schwingkreises 
bemerkbar, der durch die gleichzeitige Speisung der Heizspule bei der 
Zweifrequenz noch schwieriger zu erfassen ist.   
Wie zuvor weist auch der experimentelle Verlauf in Abb.  7-21 (a) einen 
abrupten Abfall der Erwärmung bei 400 °C auf. Bis zu dieser Temperatur 
wird der Verlauf vom Modell abgebildet. Am Ende der Heizzeit unter-
scheiden sich die gemessene und berechnete Temperatur geringfügig. Der 
Einfluss der Wärmeleitung während der Haltezeit wird abgebildet und der 
Abschreckprozess wird, wie bereits gezeigt, zu Beginn leicht überschätzt.  
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b) 
Abb.  7-21: Zeitlicher Verlauf der Oberflächentemperatur für Versuch 
ZF6,73/2,73_500 während der Erwärmung (a) und einschließlich der                
Abschreckung (b) 
In Abb.  7-22 (a) zeigt sich ein anderes Bild bezüglich der Temperaturent-
wicklung. Modell und Messung stimmen bis 700 °C annähernd überein. Ab 
diesem Punkt weist die Temperaturmessung deutlich früher als das Modell 
eine Abnahme der Erwärmungsgeschwindigkeit auf. Im weiteren Verlauf 
ist eine Zunahme der Erwärmungsgeschwindigkeit im Falle der Messung 
beobachtbar, wohingegen das Modell zu einer leichten Abnahme tendiert. 
Wie schon bei den Einfrequenzsimulationen stimmen die Endtemperaturen 
meist überein. Vom Zeitpunkt der Spitzentemperatur bis hin zu 1,25 Se-
kunden gibt das Modell den gemessen Verlauf wieder und weicht im An-
schluss nur leicht ab. 
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b) 
Abb.  7-22: Zeitlicher Verlauf der Oberflächentemperatur für Versuch 
ZF6,73/3,24F_400 während der Erwärmung (a) und einschließlich der             
Abschreckung (b) 
Der Vergleich der Spitzentemperaturen in Abb.  7-23 zeigt zum Teil große 
Abweichungen zwischen den berechneten und gemessenen Werten. Für (a) 
liegen die berechneten Temperaturen für die Oberfläche sowie 0,7 mm 
darunter unterhalb der gemessenen, wohingegen die restlichen Temperatu-
ren annähernd gleich sind. Die Vergleiche aus (b) und (c) weisen eine 
Übereinstimmung für die Oberflächentemperatur auf, wohingegen die 
weiteren Messpunkte bei der Berechnung zu höheren Werten führen. Hier-
bei ist von fehlerbehafteten Messungen auszugehen, wie durch die Härte-
messungen gezeigt wird. Fehlerbehaftete Temperaturmessungen, besonders 
im Bauteilinneren, sind überwiegend auf eine schlechte Kontaktierung 
zwischen Thermoelement und Probe zurückzuführen. Die Thermoelemente 
werden über eine Strecke von 16 mm ins Bauteil eingebracht und müssen 
eine möglichst gute Kontaktierung mit der Probe haben, damit eine genaue 
Messung gewährleistet werden kann. Da die Messungen jedoch nicht unter 
Laborbedingungen durchgeführt wurden, kann eine Reproduzierbarkeit der 
Temperaturmessungen nicht immer gewährleistet werden.   
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c) 
Abb.  7-23: Vergleich der Spitzentemperaturen in radialer Richtung ins Bauteil-
innere für ZF6,73/2,21_1000 (a), F6,73/2,73_500 (b) und ZF6,73/3,24_400 (c) 
7.3.2 Mikrohärtetiefenverläufe 
Aus den Mikrohärteverläufen in Abb.  7-24 geht hervor, dass für den Ver-
such ZF9,32/1,18_500 der Härtegradient entlang der Übergangszone zu-
friedenstellend übereinstimmt, die Modellierung jedoch zu einer Unter-
schätzung der Einhärtetiefe führt. Für die anderen beiden Versuche stim-
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men die Einhärtetiefen überein, wohingegen die Berechnung einen flache-
ren Verlauf des Härtegradienten ergibt.  
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Abb.  7-24: Mikrohärteverläufe der ZF-Versuche 
7.3.3 Eigenspannungstiefenverläufe 
Die Eigenspannungstiefenverläufe in Abb.  7-25 sind vergleichbar mit 
denen der MF- und HF-Versuche. Für den Versuch ZF6,73/3,24_400 ist 
die Differenz der gemessen Zugeigenspannungen zu den korrigierten rela-
tiv gering und der Abfall nach dem Maximum stimmt mit den Messwerten 
annähernd überein.  
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c) 
Abb.  7-25: Eigenspannungstiefenverläufe für die Versuche ZF9,32/1,18_500 (a), 
ZF6,73/2,73_500 (b) und ZF6,73/3,24_400 (c) im  Vergleich mit experimentell 
bestimmten Verläufen 
7.3.4 Martensitverteilung 
Aus der Martensitverteilung in Abb.  7-26 geht hervor, dass die Superposi-
tion der Wärmequellen von MF und HF den realen Prozess der Zweifre-
quenzerwärmung entsprechend widerspiegelt. Für den Versuch 
ZF9,38/1,18_500 (a) überwiegt der MF-Anteil, was zu einer unvollständi-
gen Einhärtung nahe der Stirnseiten führt. Im Gegensatz hierzu zeigt sich 
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mit überwiegendem HF-Anteil die zunehmende Einhärtung zu den Stirnsei-
ten.    
c) b) 
 
c) 
Abb.  7-26: Vergleich zwischen berechneter Martensitverteilung und Makroschliff 
für ZF),32/1,18_500 (a), ZF6,73/2,73_500 (b) und ZF6,73/3,24_400 (c) 
7.3.5 Zusammenfassende Diskussion der 
Zweifrequenzmodellierung 
Aus den Ergebnissen geht hervor, dass die Überlagerung der Leistungsan-
teile zu einer guten Wiedergabe der aus dem Experiment bestimmten Bau-
teilcharakteristika führt. Während den Zweifrequenzversuchen wurden 
ungewöhnliche Temperaturverläufe gemessen, die nicht bei allen Versu-
chen auftraten, wie der Versuch ZF6,73/3,24_400 zeigt. Dementsprechend 
kann das Modell solch einen Verlauf nicht abbilden. Obwohl die Tempera-
turverläufe nur zu Beginn der Erwärmung mit den Messdaten überein-
stimmen, gibt das Modell zumindest die Endtemperatur relativ gut wieder. 
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Aus den Mikrohärtetiefenverläufen sowie der Martensitverteilung zeigt 
sich, dass das entwickelte Zweifrequenzmodell den Prozess abbilden kann. 
Obwohl die Einhärtetiefe für den Versuch ZF9,32/1,18_500 leicht unter-
schätzt wird, stimmt die Martensitverteilung zufriedenstellend mit dem 
Makroschliff überein. Dies wird durch die Eigenspannungstiefenverläufe 
gestärkt. Die Abweichungen in der Härtezone zu den gemessenen Eigen-
spannungswerten liegen in der gleichen Größenordnung, wie für die Ein-
frequenzsimulationen bei MF und HF. 

 
 
8. Zusammenfassende Bewertung der 
Modellierung 
Anhand des Vergleiches zwischen den experimentell bestimmten Bau-
teilcharakteristika sowie der Temperatur konnte gezeigt werden, dass das 
entwickelte Modell die induktive Randschichthärtung unter Verwendung 
einer oder mehrerer Frequenzen abbildet, wie Abb.  8-1 verdeutlicht. Über 
einen breit gestreuten Prozessparameterraum weicht die berechnete Einhär-
tetiefe nicht mehr als 16,3 % vom gemessenen Wert ab, wobei mehr als die 
Hälfte der Ergebnisse unter 3 % Abweichung liegen.    
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Abb.  8-1: Übersicht zu gemessenen und berechneten Einhärtetiefen  
Für die Modellierung der Mittelfrequenzhärtung konnte festgestellt werden, 
dass die vereinfachte Berücksichtigung der Stromverdrängung in der Heiz-
spule (vgl. Abb.  4-13) eine Abbildung zulässt, jedoch auch mit den größ-
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ten Abweichungen zu rechnen ist, wie auch aus Abb.  8-1 hervorgeht. Die 
mit Abstand größten Abweichungen zum Modell weisen die Prozesspara-
meterpaarungen auf, bei denen der MF-Leistungsanteil bestimmend ist. Die 
Modellierung mit HF zeigt indessen, dass die im realen Prozess auftretende 
Stromverdrängung in der hier betrachteten Konstellation sehr gut mit der 
vereinfachten Abstraktion abgebildet werden kann.  
Bei der Betrachtung der Temperaturverläufe an der Oberfläche für die 
einzelnen Frequenzen stimmen die Verläufe für MF und HF mit den ge-
messenen meist überein. Größere Abweichungen treten zum Teil bei der 
MF-Modellierung auf, jedoch stimmen die Verläufe über größere Bereiche 
überein. Zudem wird die Endtemperatur gut abgebildet, wobei größere 
Abweichungen nur für den Versuch HF4,16_400 auftreten. Über den Ein-
fluss der kontinuierlichen Veränderung der Schwingkreischarakteristika 
und deren Wirkung auf die Stromverdrängung im Induktor und somit auch 
in der Probe kann anhand dieses Modells keine Aussage getroffen werden, 
da diese Aspekte nicht abgebildet werden. 
Die Betrachtung der Temperaturentwicklung während der Zweifre-
quenzerwärmung machte eine Bewertung schwierig, da die Temperatur-
messungen für mehrere Prozessparametersätze durch einen doppelten Ein-
bruch der Erwärmungsgeschwindigkeit gekennzeichnet sind, wie aus Abb.  
7-20 ersichtlich. Das Modell ist in der Lage, die Temperaturentwicklung zu 
Beginn der Erwärmung erfassen zu können, jedoch ist nach Erreichen des 
Knickpunktes keine weitere Abbildung der Temperatur möglich. Des Wei-
teren wird die Erwärmungsgeschwindigkeit oberhalb der Curie-Temperatur 
vom Modell unterschätzt, wie aus Abb.  7-20 und Abb.  7-21 hervorgeht. 
Für den Versuch ZF6,73/3,24_400 stimmt die Modellierung bis etwa 700 
°C mit dem Experiment überein, jedoch weist auch hier das Modell eine 
Überschätzung des weiteren Temperaturverlaufs auf. 
Der Vergleich der Temperaturverläufe lässt darauf schließen, dass neben 
der Vernachlässigung bzw. vereinfachten Darstellung der Stromverdrän-
gung auch das Einschwingverhalten des Generators zu Abweichungen 
zwischen Experiment und Modell führt. Ein weiterer Aspekt, der in der 
Modellierung keine Berücksichtigung findet, ist die lokal resultierende 
Magnetfeldstärke. In der Modellierung wird die Wärmequellendichte der 
einzelnen Frequenz jeweils separat bestimmt, wobei die Berücksichtigung 
der relativen Permeabilität auf dem Magnetfeld der entsprechenden Fre-
quenz beruht. In einem weiteren Schritt wäre noch der Einfluss der lokal 
wirkenden Feldstärke zu untersuchen, um herauszufinden, ob bei der Be-
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stimmung der Wärmequellendichte die lokale maximale Feldstärke ver-
wendet werden sollte oder die der jeweiligen Frequenz als Approximation 
genügt. 
Die implementierte Vorgehensweise bezüglich der magnetischen Nichtli-
nearität am Beispiel der HF-Simulation stellt eine gute Approximation des 
realen Materialverhaltens dar. Die Ergebnisse für HF3,45_500 ermöglichen 
die Abbildung der Temperaturentwicklung an der Oberfläche sehr genau, 
was im direkten Zusammenhang mit den Wärmequellen und somit auch der 
relativen Permeabilität steht.  
Als Grundvoraussetzung zur Modellierung der induktiven Randschichthär-
tung zählt die Temperaturentwicklung während der Erwärmung. Jedoch 
spiegelt dies nur einen Prozessabschnitt wider. Des Weiteren wurden im 
Ergebnissteil nur Endzustände in Bezug auf die Bauteilcharakteristika 
miteinander verglichen, da eine experimentelle Bestimmung während des 
Prozesses nicht möglich ist. Gerade diese Problematik kann mit der nume-
rischen Modellierung umgangen werden. In Abb.  8-2 ist exemplarisch der 
Verlauf der Tangentialspannung an der Oberfläche für den Versuch 
ZF6,73/2,73_500 wiedergegeben. Die Wahl zur Darstellung der Span-
nungsentwicklung an der Oberfläche erlaubt die Diskussion bezüglich der 
in Abb.  2-5 dargestellten Modellvorstellung zur Spannungsentwicklung. 
Aus Abb.  8-2 ist zu entnehmen, dass sich zu Beginn der Erwärmung 
Druckspannungen bis zum Erreichen der entsprechenden Warmstauchgren-
ze aufbauen. Diese werden bis zum Erreichen der Austenitbildung abge-
baut, da die Festigkeit des Werkstoffes mit steigender Temperatur ab-
nimmt. Die Austenitbildung führt zu einer Verlagerung der Spannungen bis 
in den Zugbereich. Diese Spannungsumlagerung wird von der thermischen 
Ausdehnung überlagert, was dazu führt, dass ein erneuter Aufbau von 
Druckspannungen vor Beendigung der Austenitumwandlung eintritt. Nach 
vollständiger Austenitbildung bauen sich weiter Druckspannungen bis zum 
Erreichen der Endtemperatur auf. Aufgrund der abrupten Selbstabschre-
ckung während der Haltezeit, gekennzeichnet durch einen sehr steilen 
Temperaturabfall (vgl. Abb.  7-21), gehen die Druckspannungen in Zug-
spannungen über. Während dem weiteren Verlauf der Haltephase nehmen 
die Zugspannungen bis zum Eintreten der Abschreckungsphase nur leicht 
zu. Mit dem Einsetzen der Abschreckung wird die Kontraktion der Ober-
fläche sprunghaft beschleunigt und führt in der Modellierung zu einer 
sprunghaften Zunahme der Zugspannungen. Dies hängt wiederum mit der 
sprunghaften Zunahme der Festigkeit der Austenitphase mit sinkender 
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Temperatur zusammen, da wie auch bei der Erwärmung die Warmstreck-
grenze in Abhängigkeit der plastischen Dehnung als spannungslimitierende 
Größe fungiert. Hier wird auch deutlich, dass die Zugspannungen zu Be-
ginn der martensitischen Umwandlung Werte über 250 MPa aufweisen. 
Die Volumenausdehnung, hervorgerufen durch die martensitische Um-
wandlung, führt im weiteren Verlauf zum Aufbau der Druckspannungen. 
Bis zur Beendigung der Martensitbildung stimmt der qualitative Verlauf 
mit der Modellvorstellung aus Abschnitt 2.3 überein. Im weiteren Verlauf 
der Abschreckung wird der Temperaturausgleich zwischen Rand und Kern 
erreicht. Dieser führt zu einer größeren Kontraktion des wärmeren Kernes 
und somit einem weiteren Aufbau von Druckspannungen in der bereits 
umgewandelten Oberfläche. Die Höhe der Druckspannungen wird neben 
dem thermischen Ausdehnungskoeffizienten der Ausgangsphase von der 
Temperaturdifferenz zwischen Rand und Kern bestimmt. Somit würde sich 
in der Modellvorstellung unter Berücksichtigung des Kerneinflusses kein 
Abbau der Druckspannungen einstellen, sondern eine weitere Erhöhung 
erfolgen.   
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Abb.  8-2: Zeitliche Entwicklung der Tangentialspannungen sowie des             
Austenitanteils an der Oberfläche für ZF6,73/2,73_500 
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Wie aus dem Vergleich der Eigenspannungstiefenverläufe hervorgeht, 
stimmt nach dem Abtragen der qualitative Verlauf sehr gut mit dem ge-
messenen überein. Somit zeigt sich, dass das numerische Modell die Eigen-
spannungsentwicklung zuverlässig abbilden kann. Quantitativ liegen die 
Abweichungen im Bereich von 20-30%, was unter Berücksichtigung der 
Komplexität als gut betrachtet werden muss. Einflussgrößen zur Abwei-
chung sollen im Folgenden diskutiert werden. 
Die Umwandlungsplastizität (UP) während der Erwärmung kann als Ein-
flussfaktor ausgeschlossen werden, was aus Abb.  8-3 hervorgeht. Bei der 
Vergleichsrechnung mit und ohne Umwandlungsplastizität während der 
Erwärmung sind minimale Unterschiede im Übergang vom Druck- zum 
Zugbereich erkennbar.  
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Abb.  8-3 Vergleichsrechnung zum Einfluss der Umwandlungsplastizität während 
der Erwärmung auf die resultierenden Eigenspannungen beim                            
induktiven Randschichthärten 
Im Gegensatz hierzu kann die UP während der martensitischen Umwand-
lung entscheidenden Einfluss haben. In [173] konnte gezeigt werden, dass 
die UP mit Erreichen der Fließgrenze des Austenits keinen linearen Anstieg 
in Abhängigkeit der Spannung aufweist. Die Zunahme ähnelt dem Verlauf 
der analytischen Lösung der Greenwood-Johnson-Beschreibung, deren 
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vollständige Lösung in [94] gegeben ist und ohne die Vereinfachungen von 
Greenwood-Johnson hergeleitet wurde. Unter der Voraussetzung, dass der 
verwendete Werkstoff eine vergleichbare Abhängigkeit der UP von der 
Spannung wie in [173] aufweist, so würde der implementierte Ansatz zu 
einer Unterschätzung der resultierenden TRIP-Dehnung führen und gleich-
bedeutend mit einer zu hohen Eigenspannungsberechnung sein. Dies konn-
te in Abb.  7-19 durch die Erhöhung der UP-Konstante gezeigt werden.  
Einen weiteren Einfluss könnte die Kerntemperatur darstellen, da sich beim 
Vergleich der Spitzentemperaturen bei 4 mm im Bauteilinneren grundsätz-
lich eine höhere Temperatur in der numerischen Modellierung einstellt und 
somit die Druckspannungen aufgrund des kontraktierenden Kernes auch 
größer ausfallen würden. Eine genaue Einschätzung ist momentan nicht 
möglich. Jedoch zeigt sich bei dem Versuch MF7,49_1000, dass trotz an-
nähernd gleicher Kerntemperatur die resultierenden Eigenspannungen 
überschätzt werden. 
Aus dem zeitlichen Verlauf der Eigenspannungsentwicklung in Abb.  8-2 
geht hervor, dass eine mehrfache Spannungsänderung zu einer zyklischen 
Werkstoffbeanspruchung führt. Die Berücksichtigung des damit verbunde-
nen Bauschingereffekts anhand eines kinematischen Verfestigungsmodells 
könnte womöglich zu einer besseren Beschreibung beitragen, da das der-
zeitige Materialmodell auf einer rein isotropen Verfestigung beruht.    
Hinsichtlich der Werkstoffparameter konnte festgestellt werden, dass die 
thermischen Ausdehnungskoeffizienten sowie die Umwandlungsdehnung 
von Austenit zu Martensit eine wichtige Rolle in Bezug auf die resultieren-
den Eigenspannungen haben. Die Umwandlungsdehnung sorgt für den 
Aufbau von Druckspannungen, die durch die umwandlungsplastische Deh-
nung limitiert werden. Nach abgeschlossener Umwandlung sind aus-
schließlich die thermischen Dehnungen für die weitere Spannungsentwick-
lung von Bedeutung. 
 
 
9. Zusammenfassung 
Das Ziel dieser Arbeit bestand darin, ein numerisches Berechnungsmodell 
zur Abbildung der induktiven Randschichthärtung von vergütetem 
42CrMo4 unter Berücksichtigung der Zweifrequenzerwärmung zu entwi-
ckeln sowie eine Validierung anhand experimentell bestimmter Bauteilcha-
rakteristika durchzuführen. Der Fokus der Arbeit lag neben der Bestim-
mung prozessrelevanter Eingabegrößen auf der Entwicklung einer geeigne-
ten Methodik, um den Härteprozess hinsichtlich der Zweifrequenzerwär-
mung abbilden zu können. 
Der entwickelte Lösungsansatz besteht aus einer Kopplung der Finite Ele-
mente Pakete MSC.Marc und Abaqus/Standard. Die Umsetzung und Vali-
dierung wurde am Beispiel einer zylindrischen Probe durchgeführt. Die 
induktive Erwärmung wird in MSC.Marc berechnet. Seitens der elektro-
magnetischen Modellierung wurde das nichtlineare magnetische Verhalten 
des Werkstoffs 42CrMo4 implementiert, um eine Abhängigkeit der indu-
zierten Wirbelströme von der Temperatur und der magnetischen Feldstärke 
zu ermöglichen. Das thermische Modell beinhaltet die Modellierung der 
Kurzzeitaustenitisierung für vergüteten 42CrMo4 und erlaubt somit die 
Berücksichtigung der Umwandlungswärme.  
Der gesamte Härteprozess wird wiederum in Abaqus/Standard berechnet, 
wobei die thermische Entwicklung aus MSC.Marc als thermische Randbe-
dingung der Erwärmung dient. Die Vernachlässigung mechanischer Ein-
flüsse auf das Temperaturfeld und die Phasenumwandlungen in der Model-
lierung mit Abaqus/Standard erlaubt einen verlustfreien Transfer des ther-
mischen Zustandes. Das mechanische Modell in Abaqus/Standard wurde 
um die Berücksichtigung der Umwandlungsplastizität während der Erwär-
mung erweitert. 
Die Zweifrequenzmodellierung wird durch die Überlagerung der Leis-
tungsanteile bestehend aus MF und HF umgesetzt. Ausgehend von der 
separaten Berechnung der jeweiligen Wärmequellen wird eine Überlage-
rung in der thermischen Berechnung in MSC.Marc durchgeführt. Mittels 
Pythonskript wird der gesamte Simulationsprozess gesteuert und automa-
tisch durchgeführt. 
Für die Modellierung der magnetischen Nichtlinearität wurde das magneti-
sche Verhalten von 42CrMo4 in Abhängigkeit von der Temperatur be-
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stimmt. Die Umwandlungsplastizität während der Erwärmung sowie die 
thermischen Ausdehnungskoeffizienten und Umwandlungsdehnungen 
wurden mittels Dilatometerstudien ermittelt. Für die thermische Berech-
nung wurden die spezifische Wärmekapazität und die Wärmeleitung be-
stimmt. Temperaturabhängige Fließkurven wurden für die Ausgangsphase 
sowie für unterkühlten Austenit experimentell ermittelt. 
Induktionshärteversuche an zylindrischen Proben mit einer und mehreren 
Frequenzen wurden neben der Generierung notwendiger Prozessparameter 
auch für die Validierung der numerischen Modellierung durchgeführt. Die 
Proben wurden im Anschluss durch Härte- und Eigenspannungsmessungen 
charakterisiert. Makroschliffe in Längsrichtung dienten einer Beurteilung 
der Härtezone. Temperaturmessungen wurden neben der Kalibrierung als 
Validierungsgrößen verwendet.  
Für die HF Modellierung der Einfrequenzhärtung stimmen die numerischen 
Ergebnisse im Vergleich mit den MF-Simulationen besser mit den experi-
mentellen Daten überein. Als Ursache wird die Abstraktion der Stromver-
teilung in der Heizspule zur Berücksichtigung der Stromverdrängung gese-
hen. Bei der Mittelfrequenzanwendung kann die Änderung der Stromver-
teilung in der Heizspule mit steigender Stromstärke nur bedingt abgebildet 
werden, da die Wechselwirkungen im realen Prozess deutlich komplexer 
sind. Bei der Einhärtetiefe ist eine maximale Abweichung von 16% zu 
verzeichnen. Bei der Zweifrequenzsimulation zeigt sich, dass die Abwei-
chung bei einer höheren MF-Leistung größer ist. Jedoch sind auch hier die 
Abweichungen nicht größer und stimmen überwiegend mit den experimen-
tellen Verläufen überein.  
Die Eigenspannungstiefenverläufe nach der induktiven Randschichthärtung 
werden von dem entwickelten Modell sehr gut wiedergegeben. Quantitativ 
überschätzt das Modell die gemessenen Werten um 20-30 %. Bei der Be-
trachtung der zeitlichen Spannungsentwicklung kann festgestellt werden, 
dass die Zugspannungen zu Beginn der martensitischen Umwandlung nahe 
der Fließgrenze liegen und somit der implementierte Ansatz nach Green-
wood-Johnson zu einer Unterschätzung der umwandlungsplastischen Deh-
nung führt, was im Einklang mit den zu hohen Druckeigenspannungen 
stünde. 
Die zu Beginn erläuterte Modellvorstellung zur Entstehung der Eigenspan-
nungen während der induktiven Randschichthärtung kann anhand der nu-
merischen Ergebnisse durch den Einfluss des Kernes erweitert werden. 
Nachdem der Rand vollständig martensitisch ist, wird dieser aufgrund der 
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darauffolgenden Kontraktion des Kernes weiter unter Druck gesetzt. Dabei 
spielt neben dem thermischen Ausdehnungskoeffizienten des Kerngefüges, 
vor allem die Temperaturdifferenz zwischen Rand und Kern eine wichtige 
Rolle. 
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Berücksichtigung gefunden hat.
M
. S
C
H
W
EN
K
M
o
de
lli
er
un
g 
de
r 
in
du
kt
iv
en
 E
in
- u
nd
 Z
w
ei
fr
eq
ue
nz
ra
nd
sc
hi
ch
th
är
tu
ng
ISSN 2192-9963 
ISBN 978-3-86644-929-9 9 783866 449299
ISBN 978-3-86644-929-9
