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The covariance matrix (or its inverse, the precision matrix) is central to many che-
mometric techniques. Traditional sample estimators perform poorly for high‐dimen-
sional data such as metabolomics data. Because of this, many traditional inference
techniques break down or produce unreliable results. In this paper, we selectively
review several modern estimators of the covariance and precision matrix that
improve upon the traditional sample estimator. We focus on 3 general techniques:
eigenvalue‐shrinkage estimation, ridge‐type estimation, and structured estimation.
These methods rely on different assumptions regarding the structure of the covari-
ance or precision matrix. Various examples, in particular using metabolomics data,
are used to compare these techniques and to demonstrate that in concert with, eg,
principal component analysis, multivariate analysis of variance, and Gaussian graph-
ical models, better results are obtained.
KEYWORDS
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1 | INTRODUCTION
Many contemporary experiments in chemistry and related
fields give rise to an ever‐increasing amount of measurement
data, originating from multiple advanced analytical
technologies. Examples include infrared spectroscopic data
for food authentication,1 Raman data in industrial process
monitoring,2 nuclear magnetic resonance (NMR) or liquid
chromatography–mass spectrometry (LC‐MS)–based meta-
bolomics data for biomarker discovery experiments, or a
combination of data types in personalized health care.3,4
The availability of such high‐dimensional data has
reshaped statistical thinking and data analysis resulting in,
for example, the emergence of data‐driven research.5–7 An
absolute necessity in this respect is the use of powerful
multivariate statistical techniques such as principal compo-
nent analysis (PCA), multivariate analysis of variance
(MANOVA), linear discriminant analysis (LDA), or Gaussian
graphical Models (GGM) to make sense of the data.8–10 These
methods, however, were originally developed for traditional
data sets where the number of samples (n) is (much) larger
than the number of variables (p). Nowadays, the opposite is
often encountered (n<< p), andmanymultivariate techniques
break down or their estimates are not reliable.
The poor performance of many traditional statistical
methods for high‐dimensional data can be readily understood
when considering the sample covariance matrix. This matrix,
or its inverse (the precision matrix), is an essential element of
many multivariate techniques such as PCA, LDA, and
MANOVA.8,9 Typically, the sample estimator is used in these
models. However, it is well known that as soon as n< p, the
sample covariance matrix loses full rank as a growing
number of eigenvalues become 0, amongst other issues.11,12
Because of this, the poor performance of statistical tech-
niques based on the covariance matrix is no surprise.
For high‐dimensional data, the sample covariance matrix
is not a good estimator of the population covariance
matrix.11,12 A (naïve) strategy to obtain a more efficient
estimator can be to consider an estimator with a lot of
structure imposed. For example, one could assume that all
variables are uncorrelated, giving rise to a diagonal covari-
ance matrix.8 Clearly, relevant information might be
discarded from the data when correlations are ignored.
Another (perhaps more often used) strategy in chemometrics
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to obtain more efficient estimates is to assume that the covari-
ance matrix has a low‐dimensional structure.9 This means
that a few principal components (PCs) explain a large
percentage of variance, and the analysis is restricted to this
low‐dimensional space. Again, relevant information might
be contained in the discarded PCs. Larger and noisier data,
such as encountered in –omics, are less likely to completely
respect this assumption of low dimensionality. Additionally,
the estimate of the explained variance for each PC is based
on the sample eigenvectors of the covariance matrix. It is well
known that these are usually grossly overestimated in high‐
dimensional data meaning that the percentage of explained
variance of the corresponding component is overoptimis-
tic.13,14 This further hampers selection of the relevant PCs.
In recent years, much effort in fields such as statistics,
machine learning, and econometrics has focused on develop-
ing improved (regularized) estimators of covariance or
precision for high‐dimensional data.12,15,16 This paper
provides a selective overview of 3 families of regularization
approaches (see Figure 1). The term regularization refers to
the fact that these methods effectively constrain the solution
space thereby reducing the risk of overfitting. These reviewed
methods offer alternative (or complementary) strategies to
deal with high‐dimensional data in chemometrics. Many of
the discussed estimators are computationally inexpensive
and can be (or are) easily combined with well‐known multi-
variate statistical techniques in high‐dimensional problems
to potentially obtain more interpretable and/or improved
(in some relevant sense) models. This is demonstrated for
analysis of 3 metabolomics data sets.
The paper is structured as follows. Section 2 first briefly
reviews the properties of the sample covariance matrix in
the high‐dimensional setting. Next, an overview of the
regularization strategies discussed in this paper is presented.
Sections 3 to 6 subsequently present an overview of eigen-
value‐shrinkage estimators, ridge‐type estimators, sparse
estimators of the covariance matrix, and sparse estimators
of the precision matrix, respectively. In each section, an
application of the estimators for the analysis of metabolomics
data is presented. Section 7 discusses software availability.
Finally, a summary and some suggestions for further research
are presented in Section 8.
2 | THE SAMPLE COVARIANCE MATRIX
The covariance matrix (Σ) and its inverse, the precision
matrix (Σ−1), play a central role in many chemometric
techniques.8–10 Examples include canonical correlation
analysis, GGM, hierarchical clustering, ordinary least squares
regression, LDA, (generalized) partial least squares regres-
sion, PCA, MANOVA, mixture modelling, quadratic
discriminant analysis (QDA), soft independent modelling of
class analogy (SIMCA), and multivariate statistical process
control (MSPC) techniques.8–10 Usually, the sample estimate
of the covariance matrix is used as an estimate of the popula-
tion covariance matrix, which is given by
S ¼ 1
n−1
XTcXc; (1)
where Xc corresponds to the mean‐centred data matrix
(samples in rows and variables in columns) and n indicates
the total number of samples.10,12 This estimator has a number
of desirable properties in the low‐dimensional setting.10,12
For example, it is unbiased, closely related to the maximum
likelihood estimator (see below), and its eigenvalues and
eigenvectors are closely related to their population counter-
parts. Additionally, S is invertible, and therefore, the sample
estimate of the precision matrix (S−1) can easily be obtained.
2.1 | The sample covariance estimator is a poor
estimator for high‐dimensional data
Estimation of the covariance matrix requires the determina-
tion of (p2+ p)/2 parameters (p is the number of variables
in the data). Therefore, the sample estimator suffers from
significant drawbacks in the high‐dimensional and/or small
sample setting where the number of samples is similar to,
or much smaller, than the number of variables.12,17 This is
also true for the precision matrix. Usually, the so‐called
FIGURE 1 An overview of the 3 families of covariance and precision matrix estimators that are discussed in this paper
2 of 19 ENGEL ET AL.
concentration (c= n/p) is used to characterize the difficulty of
covariance (and precision) estimation, since the effects of
sample size and dimensionality are interdependent. Small
values for c indicate small sample sizes and/or high
dimensionality.
For small values of c, the covariance matrix is potentially
estimated with large error.12,17,18 For example, consider the
eigenvalues of S in Figure 2.18 A systematic error can be
observed even when c=10 (the data contain 10 times more
samples than variables): the large eigenvalues are
overestimated and the small eigenvalues are underestimated.
This effect is generally obtained in high‐dimensional data
and becomes more severe when c becomes smaller.17–20
When c is not much larger than 1, the sample estimate is
numerically ill conditioned, ie, inverting it to estimate the
precision matrix will amplify estimation error. Additionally,
when c<1, matrix S loses full rank. This can be seen in
Figure 2 as a growing number of eigenvalues are 0. This
has several undesirable consequences. First, S is not positive
definite anymore, and second, it cannot be inverted as S
becomes singular.18
The systematic error of the sample eigenvalues has a
negative impact on many chemometric techniques. For
example, estimates of percentage of explained variance in
PCA (and therefore principal component selection rules such
as screeplots) or estimates of within‐group variance in MSPC,
LDA, and MANOVA might be misleading since they are
based on the sample eigenvalues.10 Moreover, techniques that
use the precision matrix such as MSPC, LDA, and MANOVA
are not applicable at all when c<1 since the sample covari-
ance matrix cannot be inverted.8–10 Not only the eigenvalues
of S are estimated with error for low concentrations c but also
the direction of the sample eigenvectors can differ greatly
from their population counterparts.21,22 This is clearly prob-
lematic in PCA where the sample eigenvectors correspond to
the loadings of the PC. Another example can be found when
considering the matrix elements sij (indices i and j indicate
the ith row and jth column in S) or s−1ij themselves. These
can be very noisy (estimated with large error), which can,
for example, be problematic when constructing network
models based on correlations or partial correlations.22
2.2 | Approaches to covariance and precision matrix
estimation
In recent years, a wide variety of methods for improving
(in some relevant sense) upon the sample covariance estima-
tor (or the precision matrix estimator) have been proposed in
the literature.12,15,16 As shown in Figure 1, this paper selec-
tively covers the families of eigenvalue‐shrinkage estimators,
ridge‐type estimators, and structured estimators. The
methods are relatively straightforward to understand, applica-
ble to high‐dimensional data, computationally inexpensive,
and easy to combine with many chemometric techniques.
An overview of other approaches such as Bayesian
approaches and methods based on the generalized linear
model can be found in the following articles and references
therein.12,15,16,23
2.3 | Eigenvalue‐shrinkage estimators
As shown earlier in Figure 2, the sample eigenvalues of the
covariance matrix tend to be overdispersed for high‐dimen-
sional data. Shrinkage approaches retain the sample eigen-
vectors but aim to adjust (shrink) the sample eigenvalues in
a data‐dependant manner to correct for their overdispersion
(bias).11,24 This results in an improved covariance matrix
(and precision matrix) estimate. Shrinkage estimators are
rotationally invariant: rotating the data in some way leads to
the same rotation being applied to the shrinkage estimate.
This property is preferable when no a priori information of
the structure of the covariance matrix is available. However,
the methods rely on the (debatable) premise that the
eigenvector basis is estimated correctly.
2.4 | Ridge‐type estimators
Often, it is reasonable to assume that the covariance (or
precision) matrix has a particular structure that can be taken
advantage of. In this scenario, it seems natural to apply regu-
larization directly to the elements of the matrix. Ridge‐type
estimators take a “weighted average” of the sample estimate
with a target matrix, ie, the elements of the sample matrix
are shrunk towards the values in the target.25 The target is a
FIGURE 2 Boxplots of the eigenvalues of the sample covariance matrix for simulated data with 10 variables and, A, 5 samples, B, 20 samples and, C, 100
samples over 100 simulations. The dashed line indicates the population eigenvalues. The simulated samples were drawn from a multivariate Gaussian
distribution with zero mean and the identity matrix as covariance matrix
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low‐variance high‐bias estimator of the covariance matrix.
Therefore, ridge‐type regularization can be seen as optimiza-
tion of the bias‐variance trade‐off.18 An example of a target
matrix is the identity matrix. In this case, ridge‐type regular-
ization is closely related to shrinkage of eigenvalues.11
Ridge‐type estimators, however, allow for other targets and
therefore allow for improving the estimates of the eigenvec-
tors as well.
2.5 | Structured estimators
An alternative way to come up with improved estimators is to
directly incorporate prior knowledge of structure in the esti-
mation process. This way, the space of possible solutions is
reduced mitigating the risk of overfitting. Structured estima-
tors can assume different kinds of structures such as sparse-
ness, bandedness, or a low‐dimensional structure.12,26,27 It is
hoped that the true underlying matrices indeed conform to
these structures. Especially, the development of sparse estima-
tors has received a lot of attention in the literature. Here, it is
assumed that many elements in the population covariance or
precision matrix are zero.12,26,27 In the context of multivariate
Gaussian data, a zero in the covariance matrix corresponds to
a pair of variables that are marginally (linearly) independent,
while a zero in the precision matrix corresponds to a pair of
variables that are linearly independent conditional on the
other variables.28 Therefore, sparse estimators offer a useful
tool for exploring the variable dependence structure in the
data (see Section 6.5 for more details). Note that although
ridge‐type estimators may shrink towards a sparse target, they
do not generally produce sparse estimates. In contrast to
ridge‐type estimators, however, not all structured estimators
are guaranteed to provide well‐conditioned estimates, which
can be problematic in practical applications. Finally, the spar-
sity notion is not adaptable to strongly correlated data sets.
2.6 | Penalized estimation of the covariance and
precision matrix
Improved estimators for the covariance or precision matrix
for high‐dimensional data can be derived in different ways.
One popular approach is to specify the estimator as a
constrained (penalized) minimization or maximization prob-
lem.12,16 The penalty effectively constrains the solution
space, thereby mitigating the risk of overfitting. By using dif-
ferent penalties, estimators from each of the families of
methods shown in Figure 1 can be obtained. For example,
minimization of the following log likelihood (the loss
function) leads to the maximum likelihood estimate of the
covariance matrix (bΣML ¼ n−1n S):
bΣ ¼ arg min
Σ
L Σ; Sð Þ ¼ arg min
Σ
log Σj j þ tr Σ−1S ; (2)
whereL Σ; Sð Þ indicates the kernel of the log likelihood func-
tion. Here, the log likelihood function is based on the
assumed Gaussian distribution of the data.10,29 An improved
estimator can be obtained by adding a penalty function:
bΣ δð Þ ¼ arg min
Σ
L Σ; Sð Þ þ pδ Σð Þ; (3)
where pδ(Σ) is a penalty and δ is a tuning parameter that con-
trols the “strength” of the penalty. For example, Equation 3
with penalty pδ(Σ) = δtr(Σ−1) essentially corresponds to an
eigenvalue‐shrinkage estimator of the covariance matrix
(see Sections 3.1 and 4).30 Larger values for δ lead to a larger
adjustment of the sample eigenvalues. In contrast, the use of
an L1‐norm penalty (pδ(Σ)= δ‖Σ‖1=∑i , j|σij|) leads to a
sparse estimator for the covariance matrix.31 Larger values
for δ lead to sparser estimates. Increasing values for δ lead
to estimators with lower variance (better behaved in high‐
dimensional data), but at the same time, relevant structure
in the matrix might be lost. Many options for choosing an
optimal value for the tuning parameter are available such as
cross‐validation (eg, with respect to the original loss in
Equation 2), or a model‐selection approach such as the
Bayesian information criterion. Clearly, other criteria such
as cross‐validated classification accuracy can be used as well
when the regularized estimator is used in combination with a
specific chemometric technique such as LDA.
A disadvantage of likelihood‐based approaches is that the
estimators tend to perform worse if the data do not meet the
distributional assumption, typically a multivariate Gaussian
distribution.12 Additionally, the penalized likelihood function
is not always convex/concave (for example, Expression 3
with L Σ; Sð Þ ¼ log Σj j þ tr Σ−1S  in combination with an
L1‐norm penalty), which increases the computational
complexity of the estimator.31 The Frobenius loss function
is a popular alternative to the likelihood loss function to deal
with these problems12:
bΣ δð Þ ¼ arg min
Σ
1
2
S−Σk k2F þ pδ Σð Þ: (4)
Here, ∙k k2F corresponds to the squared Frobenius norm of
its matrix argument. Frobenius loss has a number of attractive
properties such as being convex (easy to solve with low
computational complexity), nonparametric (no knowledge
of distributional assumptions required), and its ease of
implementation (quite often an analytical solution to the
penalized problem is available).
3 | SHRINKAGE APPROACHES
Shrinkage of eigenvalues is the oldest approach to regulariza-
tion of the covariance matrix.32 No specific assumptions
regarding the structure of the covariance matrix are made
by these techniques. Instead, shrinkage approaches aim to
correct the distorted eigenvalues structure of S (and S−1).11
The term shrinkage refers to these methods essentially
pulling (shrinking) the highest sample eigenvalues
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downwards and the lowest eigenvalues upwards. As men-
tioned above, the sample eigenvectors are not changed.
Because of this, shrinkage estimators are invariant to rota-
tions of the data.11
Consider the spectral decomposition of the sample
covariance matrix given by12
bΣ ¼ PΛPT ¼ ∑p
i¼1
λieieTi ; (5)
where Λ is a diagonal matrix of eigenvalues λi, and P is an
orthogonal matrix of normalized eigenvectors ei (column
vectors). This decomposition is familiar from techniques such
as PCA where ei are the loadings of the PCs and λi is the
explained variance. Shrinkage approaches aim to regularize
the covariance matrix by applying a linear or nonlinear
function ϑ(.) to the sample eigenvalues such that their
estimation error is reduced (see Figure 2). Relatively little
work has been performed on estimating the precision matrix
directly, and in practical application, often the inverse of the
shrunken covariance estimate is used.18,33
3.1 | Linear shrinkage
One of the first (and most popular) shrinkage methods for
high‐dimensional data was introduced by Ledoit and
Wolf.11,34 The Ledoit–Wolf linear shrinker (LW‐LIN) shrinks
the sample eigenvalues towards a central value in a linear way:
ϑ λi; δð Þ ¼ δ λ
−þ 1−δð Þλi; (6)
where λ
−
indicates the average sample eigenvalue. Note that
this approach pulls the highest sample eigenvalues down-
wards and the lowest ones upwards. In Figure 3, it can be seen
that the shrunken eigenvalues are much closer to the “true”
values compared to those of the sample covariance matrix.
The tuning parameter δ (0≤ δ≤ 1) controls the amount of
shrinkage that is applied. When the bias in the sample eigen-
values increases, we expect δ to increase. When δ=0, the
sample eigenvalues are used, and when δ=1, all eigenvalues
are set to the average eigenvalue. The (data dependent)
optimal amount of shrinkage is most likely somewhere in
between these extremes and can, for example, be determined
by cross‐validation.25,35 Unfortunately, such an approach is
relatively computationally intensive.
Ledoit and Wolf showed that an analytical expression for
the optimal amount of shrinkage can be obtained using a loss
function very similar to the Frobenius loss shown in Equation
4.11,34 This way, the optimal amount of shrinkage can easily
be determined in a data‐driven manner. Also, the resulting
estimate is guaranteed to be positive definite.11 The LW
approach, however, requires information on the unknown
population covariance matrix Σ.11 Schafer and Strimmer
show that in practice, the unknown information from Σ can
well be approximated from the sample estimate (S).18
The linear eigenvalue‐shrinkage estimator (Expression 6)
has 2 alternative interpretations (see Section 4): (1) It can also
be seen as a bias‐variance trade‐off between using the sample
covariance matrix as covariance estimate or a multiple of the
identity matrix (an estimate that assumes that all variables are
uncorrelated)11 and (2) it can also be viewed as a penalized
maximum likelihood estimate.30 The likelihood‐based frame-
work allows for likelihood‐based approaches to optimize the
shrinkage parameter such as cross‐validation (with respect
to the original likelihood, see Equation 2).30 Using the
penalized likelihood framework, van Wieringen et al show
that linear shrinkage of eigenvalues not only improves upon
the sample covariance estimator but also greatly improves
estimation of the precision matrix.25
3.2 | Nonlinear shrinkage
Ledoit and Wolf showed that linear shrinkage captures almost
all possible improvement over S when the concentration
(c= n/p) is small and/or when the population eigenvalues
are similar in magnitude. However, when the population
eigenvalues are dispersed (eg, a few PCs describe most
variation in the data, or the eigenvalues have a staircase
structure), linear shrinkage only improves upon the sample
covariance matrix only slightly.21,24 Random matrix theory
shows that eigenvalue shrinkage is a fundamentally nonlinear
FIGURE 3 Comparison of the average eigenvalues of the sample, linear (Ledoit–Wolf linear shrinker), and nonlinear (Ledoit–Wolf nonlinear shrinker and
nonparametric eigenvalue‐regularized covariance matrix estimator) covariance estimators for UHPLC‐MS data with 100 peaks and, A, 25 samples, B, 50
samples and, C, 100 samples over 100 repetitions in which the samples were randomly selected from the data matrix. The “reference” eigenvalues were
estimated using all 1189 samples. Note that LW‐LIN was used in combination with the Ledoit–Wolf analytical expression for the optimal amount of shrinkage
(see Section 3.1) UHPLC‐MS indicates Ultra‐High‐Performance Liquid Chromatography ‐ Mass Spectrometry
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problem of which linear shrinkage is only an approxima-
tion.24 Therefore, nonlinear shrinkage of the sample eigen-
values offers a great route to further improve the shrinkage
estimator.21,24 Whereas linear shrinkage estimators shrink
all eigenvalues uniformly, nonlinear approaches potentially
shrink each eigenvalue differently.
Won et al consider nonlinear eigenvalue shrinkage from the
penalized likelihood perspective (see Equations 2 and 3).36 A
condition number constraint (penalty) is used. The condition
number is the ratio between the largest and smallest eigenvalue
of the estimate. Won et al show that their penalized likelihood
condition number regularized (CNR) estimator is also a non-
linear shrinkage estimator. More specifically, the CNR esti-
mate can be obtained by using Equation 5 and truncating the
sample eigenvalues that are larger than κmaxτ
* to κmaxτ
* and
those smaller than τ* to τ*. The scalar κmax (maximum allowed
condition number) is determined by cross‐validation, and τ*
(minimum allowed eigenvalue) is determined directly from
the data given κmax. The CNR estimator gives most improve-
ment compared to linear shrinkage when a few population
eigenvalues are much larger than the others (ie, most of the var-
iation in the data can be explained by a few PCs).36 These
effects diminish when this is not the case. Recently, the CNR
estimator was extended to obtain a covariance (or precision)
matrix estimate that is well‐conditioned and sparse.37
To handle scenarios where CNR loses its competitive
edge over linear LW shrinkage, Chi et al propose the
so‐called covariance estimate regularized by nuclear norms
(CERNN) method.38 They penalize the log likelihood
(Equation 3) with a nuclear norm penalty, which is essentially
a penalty on sums of eigenvalues. This penalty effectively
steers the eigenvalues of the estimate away from the extremes
0 and ∞. The following nonlinear eigenvalue shrinker is
obtained:
ϑ λi; δð Þ ¼ −nþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2 þ 4δα nλi þ δ 1−αð Þ½ 
p
2δα
; (7)
where the scalar δ (optimized with cross‐validation) controls
the amount of shrinkage, and scalar α, which is estimated
directly from the data, ensures that the eigenvalues are shrunk
towards the average sample eigenvalue. The CERNN method
shrinks extreme sample eigenvalues in a similar manner as
CNR but less drastically, and shrinks intermediate eigen-
values similarly to the LW‐LIN linear shrinkage estimator.
By simulation, Chi et al show that CERNN outperforms
CNR when there is a need to shrink all eigenvalues (similar
to LW‐LIN), but with extra emphasis on extreme eigenvalues
(unlike LW‐LIN).38 In their simulation, CNR only
outperformed CERNN when the majority of the variation in
the data was explained by a single PC.
An alternative approach to nonlinear eigenvalue shrink-
age is taken by Ledoit and Wolf21,24 and Lam.39 They use
tools from random matrix theory, specifically the
Marcenko–Pastur equation, which describes the complex
(and nonlinear) relationship between the population and sam-
ple eigenvalues. More specifically, Ledoit and Wolf devel-
oped the QuEST function (quantized eigenvalues sampling
transform), which uses the Marcenko–Pastur relationship
and thereby allows for estimation of the population eigen-
value spectrum based on the sample eigenvalues.21,24 This
estimate can subsequently be combined with the sample
eigenvectors to obtain an estimate of the covariance or preci-
sion matrix. We will refer to this approach as Ledoit–Wolf
nonlinear shrinker (LW‐NONLIN). The QuEST solver
requires nonconvex optimization, which makes the
LW‐NONLIN method computationally quite intensive.40
Recently, Lam proposed the nonparametric eigenvalue‐
regularized covariance matrix estimator (NERCOME) and
showed that its eigenvalues asymptotically approach those
found by LW‐NONLIN (it is questionable how useful this
asymptotical property is in practice given the low sample
sizes encountered in chemometrics).39 The estimator is
nonparametric and, compared to LW‐NONLIN and the
associated QuEST function, has a particularly simple imple-
mentation. Nonparametric eigenvalue‐regularized covariance
matrix estimator is based on splitting the data. The first split
is used to estimate the eigenvectors of the covariance esti-
mate, and the second split is used to estimate the eigenvalues:
bΣ ¼ P1diag PT1S2P1 PT1 ; (8)
where P1 contains the eigenvectors of the sample covariance
matrix (S1) of the first split, and S2 corresponds to the sample
covariance estimate of the second split. Note that
diag PT1S2P1
 
is an estimate of the eigenvalues based on
the eigenvectors of the first split and the sample covariance
matrix of the second split. The NERCOME method makes
use of P1 and S2 that are independent to regularize the
eigenvalues. Lam argued that a limited number of samples
should be used to estimate S2 (eg, max 30; n10
 
samples).
The remaining samples should be used to estimate P1.
Additionally, they showed that the estimator can be further
improved by averaging the covariance estimate over multiple
splits in the data. By simulation, Lam compared NERCOME
to NONLIN and principal orthogonal complement
thresholding (POET; a method that will be discussed in
Section 5.5).39 The 3 approaches performed similarly when
the population eigenvalues had a staircase‐like structure
where 40% of the population eigenvalues were small, 20%
had intermediate values, and 40% were large. Since Ledoit
and Wolf showed that LW‐NONLIN outperformed the linear
LW shrinker, it is expected that NERCOME does so as well.
Interestingly, Lam showed that high‐dimensional data
with an intrinsic low dimensional structure with only a few
large eigenvalues (which is often assumed in chemometrics)
can render the LW‐NONLIN shrinker incorrect.39 In contrast,
NERCOME was able to deal with such data.39 Unfortunately,
no comparison between NERCOME and CNR (which, as
mentioned above, performs best for data with a low‐
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dimensional structure) has been performed in the literature. It
would be interesting to perform such a comparison, including
the S‐POET estimator (discussed in Section 5.5) and the non-
linear shrinkers that were proposed for such data by
Donoho.41 With respect to computational complexity,
NERCOME is outperformed by LW‐LIN, CNR, and CERNN
since these approaches only require a single
eigendecomposition of the sample covariance matrix.
Since the optimal type of eigenvalue shrinkage depends
on the structure of the population eigenvalues (which is
unobservable), we suggest to use nonlinear shrinkage
approaches in practice. However, the computational com-
plexity of linear shrinkers is much lower, which can make
them the preferred option. Typically, linear shrinkage esti-
mates already greatly improved upon using the sample
covariance estimate.24,42
3.3 | Example: shrinkage estimators, PCA, and
MANOVA
We demonstrate the application of the linear and nonlinear
eigenvalue shrinkage estimators to Ultra‐High‐Performance
Liquid Chromatography ‐ Mass Spectrometry (UHPLC‐
MS) metabolomics data. The data originate from the
HUSERMET study, which aimed to quantify the normal met-
abolic variation in serum of healthy humans.43
First, XCMS44 was applied for peak deconvolution and
alignment, followed by sample filtering (only peaks that were
present in at least 80% of the samples were retained),
probabilistic quotient normalization, missing value imputa-
tion using kNN (k = 5), and a generalized logarithmic
transformation.45 The final data matrix contained 1189 rows
(samples) and 2178 columns (peaks). A subset of the 100
peaks with the highest variance was considered for further
analysis. This way, a “traditional” data matrix with a (much)
larger number of samples than variables was obtained
(c=12). The eigenvalues of the sample covariance estimate
of this matrix were be used as “reference” values since no
knowledge of the population eigenvalues was available.
Figure 3 compares the sample covariance estimator to
shrinkage estimators for different sample sizes (as indicated
by the concentration value). The overdispersion (bias) of the
sample eigenvalues is clearly more pronounced for low
concentrations (on average, the sample eigenvalues differ more
greatly from the reference values). Additionally, as expected,
the variance of the sample eigenvalue estimator is larger for
low sample sizes as well (not shown). Note that that sample
covariancematrix was singular for c<1 (panels A and B) since
a number of sample eigenvalues were zero. In contrast, the
covariance estimates obtained by the shrinkage estimators
were nonsingular for any value of c. Moreover, it can be seen
that the sample eigenvalue dispersion was corrected by both
the linear and nonlinear shrinkage approaches. Especially,
the eigenvalues obtained by the LW‐NONLIN estimator
matched the reference eigenvalues quite closely (note that this
comparison is not completely fair since the reference eigen-
values are not the population eigenvalues). For high sample
sizes (eg, 400 samples) the LW‐NONLIN andNERCOME esti-
mators provided nearly equivalent results (not shown). How-
ever, for lower sample sizes as in Figure 3, the results of
NERCOME were generally in between those of
LW‐NONLIN and those of the linear shrinker. This is attributed
to the fact that the sample size was too low in this case to be
able to reliably split the data in 2 halves (see Section 3.2). This
can be seen as a drawback of the NERCOME approach. Given
that LW‐LIN is only an approximation to a nonlinear problem,
it is no surprise that the eigenvalues obtained by LW‐LIN
matched the reference eigenvalues the least of all shrinkers.
However, considerable improvement compared to the sample
estimate could still be observed.
3.3.1 | Principal component analysis
Next, we consider PCA. As mentioned earlier, estimates of
percentages of explained variance in PCA might be mislead-
ing since they are based on the sample eigenvalues, which are
biased (see Figure 3). Typically, the variance of the first PCs
is overestimated (the eigenvalues are biased upwards) while
the variance of the last PCs is underestimated (eigenvalues
are biased downwards). Consequently, with most rules to
decide upon the number of PCs to retain, eg, rules based on
the cumulative percentage of explained variance, typically
too few components are selected.21
Interestingly, even if the population eigenvalues were
known, they could not be used for PC selection because they
are obtained from the population eigenvectors.21 Ideally,
since in practice the population eigenvectors are unknown,
the so‐called out‐of‐sample variance estimate based on the
sample eigenvectors should be used, which is given by
λOOSi ¼ eTi Σei: 21 This corresponds to the variance in the
population that is explained by the sample eigenvectors
(loadings). Estimation of the out‐of‐sample variance, how-
ever, requires the population covariance matrix, which is
unknown. Interestingly, as shown in Figure 4, the estimates
of explained variance by the shrinkage approaches
approached the out‐of‐sample variances quite well. This
was also true for lower sample sizes of, eg, 25. In contrast,
the sample estimates and the reference eigenvalue (a proxy
for the population eigenvalues) were biased upwards and
selected too few PCs. This effect became more pronounced
for lower sample sizes. Given the larger number of compo-
nents that would be selected by, eg, a 70% explained variance
rule, it is questionable whether total variance explained is the
right criterion for selection here. Many other PC selection
rules, however, are also based on the eigenvalues (explained
variance) and are expected to suffer from the same pitfalls.
3.3.2 | Multivariate analysis of variance
Finally, we consider a supervised problem. For this purpose,
2 groups of 25 samples were randomly selected from the
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reduced UHPLC‐MS data table (with 100 peaks) discussed
above. A constant value ranging from 0 to 0.5 was added to
the intensities of the first 20 peaks in group 1. This process
was repeated 500 times. In each repetition, MANOVA was
used to test if the groups were significantly different.
Test statistics in MANOVA are based on the eigenvalues
of matrix R=W−1B, where B is the between‐group scatter
matrix and W the within‐group scatter matrix. See this 1
study46 for more details. Note that the sample estimate of
matrix W is (up to a constant) a sample covariance estimate
(the one discussed in Figure 3). This matrix is singular for
high‐dimensional data, and MANOVA cannot be applied. In
Figure 5, we replaced the sample estimate of W by an eigen-
value‐shrinkage estimator to remedy this issue. Note that the
inverse of the shrinkage estimate was used to estimate matrix
R. This approach using (linear) shrinkage is known as regu-
larized MANOVA (rMANOVA), see this 1 study47 for more
details. To the best of our knowledge, the combination of
nonlinear shrinkage with MANOVA is novel. As shown in
the figure, rMANOVA using linear or nonlinear eigenvalue
shrinkage approaches greatly outperformed popular alterna-
tives such as ANOVA simultaneous component analysis
(ASCA)48 or using the Moore–Penrose pseudoinverse (of
W)49 to estimate W−1. Regularized MANOVA with LW‐
NONLIN shrinkage had slightly higher power compared to
LW‐LIN and NERCOME. However, the relative improve-
ment greatly depended on the direction of group separation,
and often, the methods performed quite similarly (results
not shown). It is questionable whether the use of LW‐
NONLIN offered a practical advantage given its (much)
higher computational costs. Ridge‐type estimators (see
Section 4.1) might offer a computationally less intensive
route to improve upon rMANOVA with linear shrinkage.
4 | RIDGE ‐TYPE ESTIMATORS
Ridge‐type estimators reduce the effective number of degrees
of freedom by taking a weighted average of the sample esti-
mate with a target matrix, ie, the elements of the sample
matrix are shrunk towards the values in the target.11,18,25,30
This way, a better estimator for high‐dimensional data is
obtained. As will be seen below, these estimators share many
similarities with the rather ad hoc approach to regularization
that is taken in ridge regression (bΣ ¼ Sþ κI), hence, the name
ridge‐type estimators.25 Ridge‐type estimators are appealing
in practice because of their simplicity and ease of implemen-
tation. Most work has focused on estimation of the covariance
matrix. An estimate for the precision matrix is often obtained
by taking the inverse of the ridge covariance estimate.
Typically, the target matrix (T) is a low‐variance high‐
bias estimator of the covariance matrix, ie, a matrix with a
“simple” (low dimensional) structure.18 In contrast, the sam-
ple covariance matrix estimator is unbiased but has high var-
iance. Therefore, ridge‐type estimators can be motivated from
a bias‐variance trade‐off as they seek to balance matrices T
and S. For example, consider a multiple of the identity matrix
as a target11,18:
bΣ δð Þ ¼ δ tr Sð Þ
p
Iþ 1−δð ÞS: (9)
FIGURE 4 Percentage of variance explained by the top k principal
components based on the eigenvalues of different covariance estimates for
UHPLC‐MS data with 100 peaks and 100 samples. The average is based on
100 repetitions in which the samples were randomly selected from the data
matrix. The “reference” and “out‐of‐sample” estimates were based on all
1189 samples. PCs indicates principal components; UHPLC‐MS, Ultra‐
High‐Performance Liquid Chromatography ‐ Mass Spectrometry; LW‐LIN,
Ledoit‐Wolf linear shrinker; LW‐NONLIN, Ledoit‐Wolf nonlinear shrinker;
NERCOME, nonparametric eigenvalue‐regularized covariance matrix
estimator
FIGURE 5 Analysis of the UHPLC‐MS data by multivariate analysis of
variance using various regularization approaches. The introduced group
difference (effect size) is plotted against the percentage of cases for which a
significant difference was observed (power). For each method, a permutation
test in combinationwith theWilk's lambda test‐statistic was used to determine
the statistical significance (α= 0.05). LW‐LIN indicates Ledoit–Wolf linear
shrinker; LW‐NONLIN, Ledoit–Wolf nonlinear shrinker; NERCOME,
nonparametric eigenvalue‐regularized covariance matrix estimator; UHPLC‐
MS, Ultra‐High‐Performance Liquid Chromatography ‐ Mass Spectrometry;
ASCA, ANOVA simultaneous component analysis
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The parameter δ controls the amount of regularization
that is applied. The choice of penalty value is crucial. When
δ is close to zero, the estimate is close to S and might there-
fore be ill conditioned. In contrast, by choosing δ too large
(close to 1), the estimate is essentially the simple target and
relevant information might be lost. In Equation 9, by
increasing δ, the sample covariance matrix is slowly shrunk
towards the identity matrix. This target assumes uncorre-
lated variables (all off‐diagonal elements in I in zero; all
pairwise correlations between variables are zero). Correla-
tion information is potentially lost by shrinking S towards
I, but at the same time, a much more stable estimate is
obtained.11 Many options for choosing δ are available.
Ledoit and Wolf showed that under Frobenius loss, an ana-
lytical solution for the optimal value for δ can be
obtained.11,18 This is the same approach as was discussed
in Section 3.1. This offers a computationally inexpensive
approach to control the amount of shrinkage compared to,
for example, cross‐validation.
Besides the scaled identity matrix in Equation 9,
other, possibly more realistic, targets (T) can be used as
well18,50–52:
bΣ δð Þ ¼ δTþ 1−δð ÞS: (10)
If the target is positive definite, the resulting ridge esti-
mate (with optimal value for δ) will be so as well.52 Different
targets have been proposed in the literature such as the scalar
multiple of the identity matrix,11 diag(S), a common correla-
tion matrix (the same correlation between all pairs of vari-
ables),18 a tapered matrix (see Section 5.4),51 and a sparse
matrix (see Section 5.1).50 All these targets have analytical
solutions (under Frobenius‐like loss) that are based on the
work of Ledoit and Wolf (see Section 3.1).11,18,33,50–54 The
choice of target should be guided by the presumed structure
of the population covariance matrix. Any low‐variance target
will lead to an improved estimator (with respect to a relevant
risk [expected loss] function) upon S, although only a minor
one in case of a misspecified target.18,55,56 Often, it is
difficult to identify a sensible target, and the ridge‐type
estimate may be misspecified. Because every target has a
different bias‐variance trade‐off with respect to the unknown
population covariance matrix, there is often no single ideal
target.55 Recently, Lancewicki et al and Bartz et al proposed
the multitarget shrinkage estimator that allows for shrinkage
of S towards multiple targets simultaneously.55,56 Multitarget
shrinkage leads to equal or improved estimates compared
to single target shrinkage when multiple (sensible) targets
are available, such as those listed above (identity matrix,
common correlation, etc).55,56 Although some of the targets
need to be sensible, the approach is robust against
misspecification of one (or multiple) of the targets.55,56
In this sense, the method somewhat alleviates the problem
of choosing a single sensible target and possible miss-
pecification of this target.
Above, the ridge‐type estimator has been proposed from a
bias‐variance point of view. In case of a single target that is a
multiple of I, it has been shown that the resulting ridge‐type
estimate is equal to the linear eigenvalue shrinker discussed
in Section 3.1 (the estimator only changes upon the sample
eigenvalues, but not the eigenvectors).11 This offers a
second interpretation of the estimator. Not all ridge‐type
estimators can be interpreted as eigenvalue‐shrinkage esti-
mators. For a general target T (eg, a sparse matrix estimate
from Section 5), ridge‐type shrinkage might result in (non)
linear shrinkage of eigenvalues as well as a change in eigen-
vectors.50 This can be an advantage in applications such as
PCA where estimation of eigenvectors and eigenvalues is
required. A third interpretation of ridge‐type estimators is that
of the solution to a penalized log‐likelihood problem25,30:
bΣ δð Þ¼ arg min
Σ
log Σj j þ 1−δð Þtr Σ−1S þ δtr Σ−1T : (11)
Replacing S by (1− δ)S in the original log‐likelihood (2)
and adding a penalty obtains this expression. The estimate
can therefore be seen as a penalized maximum likelihood
estimate. The behaviour of the penalty can easily be under-
stood when T= I. In this case, it can be easily seen that that
ill conditioned estimates that approach singularity are penal-
ized more; the diagonal elements of dΣ−1 will approach infin-
ity in this case, so the matrix trace (the penalty) will be large.
Recently, van Wieringen et al discussed Equation 11 from the
viewpoint of ridge regression and argued that the penalty is
not completely equal to a “ridge” penalty.25 They proposed
an alternative ridge‐type estimator:
bΣ δð Þ ¼ δIþ 1
4
S−δTð Þ2
 1
2
þ 1
2
S−δTð Þ: (12)
A fast cross‐validation procedure is used to optimize the
tuning parameter δ.25 An estimate for bΣ−1 can be obtained
without inversion as bΣ−1 δð Þ ¼ 1δ bΣ δð Þ− S−δTð Þh i: 25 van
Wieringen et al compared the 2‐ridge–type estimators
(Equations 11 and 12) in a simulation study.25 They observed
that the alternative ridge estimator compared favourably in
several risk functions (eg, expected Frobenius loss) for small
to intermediate values of δ (these are, in practice, usually the
most interesting values) when the target adequately repre-
sented the population matrix. For large amounts of shrinkage,
similar results were obtained by both approaches because
they both shrink towards the same target.25
4.1 | Revisiting the MANOVA example
In example 3.3.2, the LW‐LIN was used to improve
MANOVA for analysis of high‐dimensional data (see
Figure 5). More specifically, linear eigenvalue shrinkage was
used to improve upon the sample estimate of the within‐group
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scatter matrix W. The method was referred to as
rMANOVA.47 As mentioned above, the linear eigenvalue
shrinker is a special case of a ridge‐type estimator (Equation
10) using a multiple of the identity matrix as target. Therefore,
rMANOVA can also be interpreted from a bias‐variance trade‐
off point of view as it seeks to balance using matrixW (equal
to [up to a constant] S) and the target matrix T that specifies a
simple within‐group scatter structure using Equation 9. Other
targets, besides the identity matrix, can also be used in
rMANOVA such as diag(W) or a sparse matrix.47
5 | SPARSE ESTIMATION OF THE
COVARIANCE MATRIX
Sparse covariance matrix estimators assume that the popula-
tion covariance matrix is (approximately) sparse, meaning
that many of its off‐diagonal elements are zero or nearly so.
This approach effectively reduces the solution space of the
covariance matrix estimator, which mitigates the risk of
overfitting. Examples of a sparse structure are, for example,
often encountered in genomics and metabolomics. Sparse
models offer superior interpretability, because zeros in the
covariance matrix correspond to pairs of variables that are
uncorrelated. In the case of multivariate Gaussian data, this
translates to marginal independence between these variables.
Note that although ridge‐type estimators may shrink towards
a sparse target, they do not generally produce sparse esti-
mates. In contrast to ridge‐type estimators, however, not all
structured estimators are guaranteed to provide well‐condi-
tioned estimates, which can be problematic in practical appli-
cations. If the population covariance matrix is indeed
(moderately) sparse, many of the sparse estimators discussed
below return not only improved estimates of the covariance
matrix but also improved estimates of its eigenvectors and
eigenvalues. This is a useful property for applications of the
covariance matrix estimator in, for example, PCA.
5.1 | Thresholding
The most popular (and obvious) approach to sparse
covariance matrices is thresholding, which sets small‐valued
off‐diagonal elements in the sample covariance matrix to zero
(see Figures 6 and 7).26,57 This way, estimation of small
elements is avoided so that noise does not accumulate.
Thresholding estimators of the covariance matrix are the
solution to the following penalized problem15,26,58:
bΣ δð Þ ¼ arg min
Σ
1
2
S−Σk k2F þ pδ Σð Þ: (13)
In other words, they minimize the Frobenius distance
between the sample covariance matrix and a sparse estimate,
where the amount of sparsity is controlled by the penalty.
Often, the thresholding is applied to the off‐diagonal matrix
elements only.16 The penalty function can be expressed
element‐wise, therefore minimizing Equation 13 is the same
as minimizing element‐wise15,26:
bσij ¼ arg min
σij
1
2
sij−σij
 2 þ pδ σij : (14)
Often, penalties are used for which Expression 14 has a
closed‐form solution. Therefore, thresholding approaches
carry almost no computational burden and scale well to data
with extremely large dimensions. A list of popular penalties
and their analytical solution is provided in Table 1.15,16,26,59
In Figure 6, it can be seen that hard thresholding (HT) sets
all elements of the covariance matrix with an absolute value
below threshold δ to zero. The thresholding‐value δ should
be larger than the expected estimation error of the matrix ele-
ments and can, for example, be found by cross‐validation or
using a false discovery rate approach.18,57 Soft thresholding
(ST) is related to HT, in particular to the choice in which ele-
ments to set to zero. However, the difference is that ST also
shrinks elements above the threshold towards zero (see
Figure 6). Often, HT tends to zero out too many elements, pre-
sumably because of its inability to shrink small values (that
are just above the threshold).15,26 In this sense, ST offers a bet-
ter estimator. The ST estimator, however, introduces biases for
the nonzero entries since they are always shrunk independent
of their size (clearly, extremely large covariances should not
be affected by thresholding).15 The ST estimator often com-
pensates for this bias by choosing a less sparse alternative.8
The adaptive lasso (sometimes referred to as adaptive thresh-
old (AT)) is similar to ST, but the threshold is adjusted for
each entry in the covariance matrix using a weighting func-
tion. The idea is to apply a larger amount of shrinkage (larger
weight) to smaller empirical covariances. This results in a pro-
cedure that is more similar to HT, where small elements are
shrunk, but large ones are not. There are multiple choices
for weight, for example, the reciprocal of sij.
31 The smoothly
clipped absolute deviation (SCAD) is a linear interpolation
FIGURE 6 Original values plotted against thresholded values for different
thresholding operators SCAD indicates smoothly clipped absolute deviation
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TABLE 1 Overview of popular thresholding penalties and their solution
Thresholding type Penalty (pδ(σij)) Solution (thresholding operator T(sij, δ))
Hard thresholding δ2− (|σij|− δ)21(|σij| < δ) sij1(|sij| > δ)
Soft thresholding δ|σij| sgn(sij)(|sij| − δ)+
Smoothly‐clipped absolute deviation (SCAD) δ σij
 ;when σij ≤δ
2aδ σij
 −σij2−δ2 
2 a−1ð Þ½ 
;when δ< σij
 ≤aδ
aþ 1ð Þδ2
2
;when σij
 >aδ:
8>>><
>>>:
sgn sij
 
sij
 −δ þ; when sij ≤2δ
a−1ð Þsij−sgn sij
 
aδ
 	
a−2
; when 2δ< sij
 ≤aδ
sij; when sij
 >aδ
8>><
>>:
Adaptive lasso δw(sij)|σij| Sgn(sij)(|sij| − δw(sij)|sij|)+
1(∙) is the indicator function, which is 1 if its argument is true and 0 if otherwise; (x)+ = 0 if x< 0 ; and x otherwise; w(∙) indicates a weighting function that is decreasing
with larger absolute values of its argument.
FIGURE 7 Heat maps of the absolute values of estimated correlation matrices using (A‐E) the sample covariance estimator, hard thresholding, soft
thresholding, adaptive thresholding (adaptive lasso using the reciprocal of the sample correlation matrix elements as weight), and SEC (adaptive
thresholding with positive definite constraint), respectively. The percentages indicate the number of nonzero elements in the matrix. Panel F displays the
minimum eigenvalue of the 4 thresholding estimators against the threshold value. The horizontal black bars indicate the majority of the 40 variables with lowest
P value (based on a t test) SEC indicates the “Sparse Estimation of the Correlation Matrix” estimator
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of ST up to 2δ and hard thresholding after aδ.60 Similar to the
adaptive lasso, the advantages of HT and ST are combined this
way. Typically, parameter a is set to 3.7 as was recommended
by Fan and Lin.60
Rothman et al placed the above mentioned operators in a
general framework resulting in the class of generalized
thresholding estimators.26 Generalized thresholding has the
property that it estimates the true zeros in the covariance
matrix with probability tending26 to 1. Rothman et al showed
for simulated data that for truly sparse covariance matrices,
thresholding leads to an improved estimate compared to sam-
ple covariance estimate and that penalties that combine the
advantages of hard and soft thresholding such as SCAD and
adaptive lasso tend to perform best.26 On similar grounds,
Fan et al advocate using the SCAD or adaptive lasso.15,16
However, other authors state that there are no clear theoretical
or empirical results to favour a particular thresholding rule in
all cases.58 When the true covariance matrix is not sparse,
generalized thresholding performs similarly to just using the
sample covariance estimate.26 An example might be encoun-
tered in near infrared spectroscopy where many wavelengths
are highly collinear. In such a case, the ridge‐type estimators
discussed in Section 4.1, or a low‐dimensional + sparse esti-
mator (Section 5.5) might be preferable.
5.2 | Adaptive thresholding
Most thresholding approaches use universal thresholding rules,
ie, they apply the same threshold level to all of the elements of
the covariance matrix. However, the entries of the covariance
matrix can have very different scales (the variances of some
variables are much larger than those of other variables). There-
fore, it makes sense to take this into account by applying a
unique threshold to each element. This can potentially lead to
more precise estimation as shown by Cai et al and can be
achieved by adaptive thresholding similar to the adaptive lasso
approach discussed above.61 In this case, however, highly var-
iable covariances should receive a large weight. A simple way
to achieve this is to work with autoscaled data and effectively
threshold the correlation matrix. This scale‐free approach is
equivalent to applying the following entry‐dependent
thresholding to the elements of the covariance matrix16:
δij ¼ ﬃﬃﬃﬃﬃﬃﬃﬃsiisjjp δ: (15)
Alternatively, Cai et al propose adaptive weighting of the
covariance matrix using the standard error of each entry as
weight.61 Note that adaptive thresholding can be used in
combination with any of the generalized thresholding rules
discussed above (ie, by generalized thresholding of the sam-
ple correlation matrix).
5.3 | Thresholding with a positive definite constraint
Although the element‐wise thresholding methods are simple,
they do not guarantee that the estimated covariance matrix is
positive definite. The larger the dimension, the less likely the
estimator is to be positive definite.58 This may be problematic
if the matrix is used in further analysis such as in an LDA or
QDA model.
When the threshold is sufficiently large, the estimated
covariance matrix is positive definite with high probability.16
An example is shown in Figure 7F. Note that the range of
thresholds for which the covariance estimate is positive
definite is wider for ST than AT (and, although not shown,
also for the SCAD estimator) compared to HT. In practice,
one could imagine to only investigate high thresholds for
which the estimated matrix is positive definite. This
approach, however, is not suitable for less sparse problems
where a low threshold should be applied. Alternatively, one
could use a ridge‐type approach with a thresholded target or
restrict the estimate to its eigenvectors with nonzero
eigenvalue. However, these approaches destroy the sparsity
pattern.16
To obtain a sparse positive definite matrix directly, Bien
et al propose a penalized likelihood approach. The resulting
optimization problem is, however, not convex.31 The routines
that have been proposed to solve the problem converge
slowly and may not reach the global optimum.31 An alterna-
tive approach is to add a positive definiteness constraint to
the thresholding minimization problem defined in Equation
13.58,62 The resulting problem is convex, and fast algorithms
have been developed to solve it58:
bΣ δð Þ¼ arg min
Σ
1
2
S−Σk k2F þ pδ Σð Þ; subject to Σ ≽ ϵI: (16)
Here, Σ≽ ϵI means that Σ− ϵI is semipositive definite for
a small positive constant ϵ (ie, ϵ=10−5). This guarantees thatbΣ is positive definite (its minimum eigenvalue ≥ ϵ). For sim-
ulated and real data, it has been shown that the constrained
approaches58,63,64 receive similar performance with respect
to several loss functions as generalized thresholding, while
being positive definite.58,63,64
5.4 | Estimators for ordered variables
The literature on sparse estimators can be loosely divided into
2 categories. The first class of methods is the thresholding
approaches discussed above. They are invariant to permuta-
tions of the variables, ie, they do not assume a specific order-
ing of the variables. The other class of methods deals with the
situations where the variables do have a natural ordering, as
in longitudinal data, spatial data, and some types of spectro-
scopic data. Specifically taking this structure into account
leads to improved estimators compared to using generalized
thresholding.12
A simple approach to estimate a covariance matrix for
such data is banding.65 The method can be viewed as a HT
rule where subdiagonals in the matrix that are too far away
from the centre are set to zero.51,66 The implicit assumption
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made is that variables far apart in the ordering have small
correlations (covariance), i.e. the covariance matrix is
assumed to be subdiagonally sparse (note that this assump-
tion is violated for some types of spectroscopy, e.g. NMR).
Unfortunately, banded matrices are not guaranteed to be
positive definite. Tapering is a smooth version of banding
that guarantees positive definiteness.65 Instead of a hard
threshold, the diagonal entries gradually decay to zero
(similar to soft‐thresholding). An alternative approach to
banding and tapering is to regularize the lower triangular
matrix of the Cholesky decomposition of S.23,67
5.5 | Low‐dimensional + sparse estimators
The thresholding approaches that have been discussed above
assume that the covariance matrix is sparse. Although this
assumption is reasonable for many applications, it is not
always appropriate. In such cases, it might be useful to
assume that the covariance matrix is sparse conditional on
some common source of variation that affects many variables
in the data (and makes them correlated), ie, many pairs of
variables are weakly correlated after taking out the common
variation. As mentioned by Fan et al, an example can be
found in biology where genes from the same pathway may
be coregulated by a small amount of regulatory factors,
which makes their expressions highly correlated.28
Fan et al propose the (POET) estimator for data with such
a structure28:
Σ ¼ ∑
k
i¼1
λi pTi pi þ Σr: (17)
Note that it is assumed that the eigenvalues of the first k
eigenvectors are much larger than the remaining ones (ie,
the first k PCs describe the majority of the variation in the
data). The residual covariance structure is assumed to be
sparse and can be estimated using one of the thresholding
approaches discussed above. As discussed in Sections 2.1
and 3, the first k eigenvalues are usually estimated with large
error. Therefore Fan et al recently proposed the shrinkage
POET (S‐POET) estimator where a nonlinear shrinkage func-
tion is applied to the highest k eigenvalues.68
5.6 | Metabolite clustering via correlations
We consider the application of thresholding estimators of the
correlation matrix for the analysis of NMR metabolomics
data. This approach is, for example, used in statistical total
correlation spectroscopy to elucidate both intermetabolite
and intrametabolite correlations of the data.69 Here, we
investigate the effect of thresholding estimators for clustering
of 1H‐HRMAS‐NMR (Proton ‐ High Resolution Magic
Angle Spinning ‐ Nuclear Magnetic Resonance spectros-
copy) data from a metabolomics experiment on
Caenorhabditis elegans.70 The data set contained 2 classes
of samples, namely sod‐1 (tm 776) mutants and N2 wild‐type
nematodes. Similar to the original publication, the data were
reduced over the chemical shift range 0 to 9 ppm excluding
residual water signal (4.6‐5.0 ppm).70 Subsequently, each
spectrum was normalized using probabilistic quotient nor-
malization and binned using statistical recoupling of vari-
ables.71 The processed data set had 72 samples and 798
variables (bins).
For illustration, we analyze a subset of the 798 bins to
clearly visualize the differences between methods in heat
maps. A subset of the variables is studied to obtain a clearer
illustration of differences between the thresholding methods.
Note that similar differences between the methods as will be
shown below were observed when the full data matrix was
analyzed (results not shown). Similarly to the microarray
example presented by Rothmann et al, we ranked each vari-
able in the data by how much discriminative information it
provided using a 2‐sample t‐test.26 Subsequently, a subset
of the top 40 bins (lowest P value) and bottom 120 bins
(highest P value) was retained for further analysis. This
way, the reduced data set contained informative and
noninformative bins. Next, the correlation between the bins
was visualized in a heat map. For this purpose, the correla-
tion matrix was estimated and, subsequently, its rows and col-
umns were ordered by average‐link hierarchical clustering
using the estimated correlation in the dissimilarity measure9:
dij ¼ 1− rij
 ; (18)
where rij is the estimated Pearson's correlation coefficient
between bins i and j. The heat map obtained using the sample
correlation matrix was compared to the map of thresholded
correlation matrices. The optimal value for the tuning
parameter δ was determined by cross‐validation with a
moderately sized training set in each split. Note that
clustering of the variables was applied to clearly highlight
the expected block structure of the correlation matrices.
Clustering should not be applied in applications where the
ordering between the bins is important such as statistical total
correlation spectroscopy.69,72
Figure 7 shows the resulting heat maps of the sample and
thresholded estimates. Note that absolute values rather than
the correlations themselves were plotted because we were
only interested in the strength of the pairwise association
between 2 bins (and not its sign). It is clear that the 40
informative bins formed 2 strongly correlated blocks. Some
block‐structure could also be observed between the uninfor-
mative bins. These bins might correspond baseline signal
(with very small offset differences between samples) or
multiple bins corresponding to an unimportant peak in the
spectrum. As shown in Figure 7, all thresholding approaches
greatly increased the number of zeros in the estimate (the per-
centages in the figure indicate the number of nonzero matrix
elements). As expected, ST resulted in the least sparse matrix
(see Section 5.1). The SCAD (not shown), AT, and SEC
(“Sparse Estimation of the Correlation matrix”; AT with pos-
itive definite constraint) estimates were in‐between those of
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ST and HT. HT estimated many more zeros than the other
methods.
As mentioned in Section 5.1, HT tends to threshold too
many elements, which often results in nearly diagonal
estimates and a loss of important correlation information.
Although the HT estimate in Figure 7B seems to reveal the
block structure in the data moderately well, cross‐validation
provided some evidence of this effect: Only a 1% improve-
ment (reduction of Frobenius loss) over the sample correla-
tion matrix was observed for HT (for analysis of the full
spectrum no improvement was observed), while the other
(much) less sparse estimates showed up to 30% improvement.
Often, it is desirable to obtain positive definite estimates
(minimum eigenvalue >0).16 Figure 7F plots the minimum
eigenvalue of the thresholded correlation matrices as a
function of the threshold. It is clearly seen that for each
estimator there is a range of thresholds for which a positive
definite estimate is obtained. Hard thresholding, however,
yielded the narrowest range of thresholds to give positive
definiteness corresponding to very sparse matrix estimates
(in this case a diagonal matrix).
The examples above show why a combination of
thresholding and shrinkage (ST, AT, and SCAD)might be pre-
ferred in practice compared to using a hard‐thresholding rule.
6 | SPARSE PRECISION MATRIX
ESTIMATION
For many real life applications, the quantity of interest is the
inverse covariance or precision matrix. For example, this
matrix is used in techniques such as LDA and QDA.8 Addi-
tionally, whereas the covariance matrix keeps information
related to pairwise correlation between variables, the inverse
reflects partial correlation. More specifically, a zero in the
precision matrix corresponds to a pair of variables that are
partially uncorrelated. In case of data with a multivariate
Gaussian distribution, this corresponds to variables that are
independent conditional on the other (see Section 6.5 for
more details).15,16,22,27 Because of these reasons, a large body
of literature has focused on sparse estimation of the precision
matrix. Note that sparse covariance estimators are not partic-
ularly useful in this respect since their inverse does not have
to be sparse.
6.1 | The graphical lasso
A natural, and arguably the most popular, approach for esti-
mating sparse precision matrices is to penalize the (Gaussian)
log likelihood27:
Σ−1̂¼ arg min
Σ−1≻0
− log Σ−1
 þ tr SΣ−1 þ pδ Σ−1 : (19)
Here, pδ(Σ−1) corresponds to a sparsity inducing penalty.
The tuning parameter δ is typically optimized using
cross‐validation or a model selection approach.73,74 Note that
the solution of the unpenalized problem is the maximum like-
lihood precision matrix. Several penalties have been pro-
posed in combination with Expression 19 amongst which
the lasso, adaptive lasso, and SCAD are the most popular
ones (see Figure 6 for their behaviour; the lasso penalty
closely resembles ST).12,16 Sometimes, the diagonal elements
of Σ−1 are not penalized.75 This way, Σ−1 is shrunk towards
diag(Σ−1) for large penalties, which can be thought of as a
target matrix (see Section 4.1).
Several algorithms have been proposed to solve the prob-
lem Equation 19. To date, the most popular approach is the
graphical lasso (glasso), where a solution to (Equation 19)
is found by solving a series of coupled regression problems
in an iterative fashion.27,75–77 A special property of glasso
is that the estimated precision matrix is always positive defi-
nite as long as the algorithm is initialized with a positive def-
inite matrix such as a shrinkage estimator.23 Hsieh et al
propose a quadratic approximation to the objective in
Equation 19 to reduce the computational load.78,79 This
makes Equation 19 applicable even when the data have
millions of variables. The glasso was developed to solve
(Equation 19) for the lasso penalty but can also be used to
deal with the adaptive lasso (by a weighting of the data) or
the SCAD (by using a linear approximation of the penalty
that is iteratively solved by glasso).16
6.2 | Column‐by‐column approaches
Another approach to sparse precision matrix estimation is to
estimate the matrix column‐by‐column using, for example,
penalized regression. Compared to glasso, the column‐by‐
column methods are computational, less complex, and more
amendable to theoretical analysis. However, the resulting
estimate of the precision matrix is not necessarily positive
definite as is the case with glasso.
Consider the lasso linear regression of variable j (Xj) on
the other variables in the data set (X\j)
8,80:
bβj ¼ arg minβ 12n Xj−X ⃥ jβ

 

2F þ δ βk k1: (20)
Note that the lasso (L1‐norm) penalty δ‖β‖1 forces some
coefficients in bβj to be exactly zero. If the rows in X follow a
multivariate normal distribution, it can be shown that the
resulting regression coefficients βij are given by
23,81:
βjk ¼ −
σjk
σjj
; j≠k; (21)
where σjk indicates the jkth element of Σ−1. In other words,
the coefficients in bβj and Σ−1j (after its diagonal element σjj
is removed) share the same zero coefficients. Therefore, the
sparsity pattern of Σ−1 can be easily recovered by solving
Expression 21 for every column in Σ−1.16,23 A disadvantage
of estimating each column in Σ−1 separately is the lack of
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symmetry of the approach, ie, bσjk is generally not equal to bσkj.
Therefore, typically, a postprocessing rule is applied such as
replacing the estimates of bσjk and bσkj by their minimum or
their average.80 An alternative remedy is to take the natural
symmetry of the problem into account by merging all the
column‐by‐column regression subproblems into a single
problem.37,82–84
The column‐by‐column approach has been adapted by
many methods. Notable examples include the graphical
Dantzig selector,81 CLIME,85 SCIO (sparse column inverse
operator),86 the scaled‐Lasso method,87 and TIGER
(Tuning‐Insensitive Graph Estimation and Regression).88
These methods differ from each other mainly by how they
solve the sparse regression subproblem. The graphical
Dantzig selector and CLIME use the Dantzig selector,89
SCIO uses the Lasso (similar to Expression 20), while this
1 study87 uses the scaled‐Lasso which has a few similarities
to the TIGER. The TIGER solves the sparse regression prob-
lem using square root–Lasso regression.90 Most of the col-
umn‐by‐column methods are justified by some theoretical
choices on the tuning parameter δ that cannot be imple-
mented in practice. For example, in Equation 20, the optimal
parameter‐value depends on the variance of the residual
noise, which is typically unknown.80 Therefore, in practice
approaches such as cross‐validation are used to optimize δ.
To save computational time, usually, the same tuning param-
eter is used for each regression subproblem.
A big advantage of the TIGER (and the closely related
scaled lasso) compared to other column‐by‐column methods
is that the choice of δ does not depend on the unknown noise
variance.88 Because of this, only limited effort is required to
select the optimal tuning‐value for each individual regression
subproblem (the method is essentially tuning free). Liu and
Wang show that TIGER outperforms glasso and often out-
performs the other column‐by‐column approaches (CLIME)
with respect to identification of the true zero and nonzero
coefficients88 in Σ−1. Recently, a tuning invariant extension
of the CLIME estimator was proposed as well.91 An advan-
tage of this approach compared to TIGER is that it can also
handle data from non‐Gaussian, heavily tailed distribu-
tions.16 An advantage of CLIME is that the estimate is pos-
itive definite with high probability.85 Computationally
efficient implementations of TIGER and CLIME are
discussed in.92–94
6.3 | Estimators for ordered variables
Regularization of the precision matrix for ordered variables is
often based on its Cholesky decomposition.23 More specifi-
cally, the elements of the lower triangular matrix (L) can be
obtained by regressing each variable on its predecessors.
Therefore, sparse estimates of L can be obtained by using
penalized regression similar to the column‐by‐column
methods above.95,96 Note that although these estimators
incorporate sparsity via matrix L, the estimate of the
precision matrix itself is generally not sparse (unless the spar-
sity pattern in L has a specific structure). Alternatively,
matrix L can be banded in which case, the estimated preci-
sion matrix will also be sparse.65,97
6.4 | Conditional sparsity
Sparse precision matrix estimators can be combined with the
POET framework.15 Recall from section 5.5 that the POET
estimator first extracts common variation from the data by
PCA and assumes a sparse structure on the residual covari-
ance matrix. Similarly, one of the sparse precision matrix
estimators (eg, TIGER) can be applied to the residual data
to obtain a sparse precision estimate conditional on the
common variation that was extracted.15
6.5 | Sparse precision matrix estimation for GGM
Gaussian graphical modelling is a popular approach in, eg,
genomics to visualize the (linear) dependencies between a
set of variables.22 A GGM is an undirected graph in which
each edge represents conditional dependence of 2 variables
(see Figure 8 for an example). As mentioned in Section 6, a
zero in the precision matrix corresponds to a pair of variables
that are partially uncorrelated. In case of data with a multivar-
iate Gaussian distribution, this corresponds to variables that
are conditionally independent. In other words, for such data,
a zero in the precision matrix indicates the absence of an edge
in the GGM.22 The GGMs can be easily constructed form
sparse estimates of the precision matrix.
For illustration, we analyze a targeted metabolomics data
set in which 151 metabolites were quantified in blood serum
samples from a large cohort of 1020 individuals, from
Krumsiek et al.98 These authors fitted a GGM to the data
by estimation of all pairwise partial correlations in combina-
tion with a false discovery rate procedure to identify signifi-
cant partial correlations. Note that this approach is not
applicable when n < < p. Here, we use the graphical lasso
to estimate a sparse precision matrix and the corresponding
GGM, which is also applicable in this case. Prior to fitting
the glasso using the Quadratic Inverse Covariance
algorithm,79 the data was log‐transformed and autoscaled.
Inspection of the variables by Quantile‐Quantile‐plots of the
preprocessed data showed that they were approximately
normally distributed.
The result of applying the graphical lasso to the data is
shown in Figure 8. It can be seen that the estimated precision
matrix became sparser for increasing values of the tuning
parameter δ revealing a block‐like structure. Consequently,
the corresponding GGMs displayed less dense networks with
increasing values of δ. Interestingly, a clear modular structure
(the GGM indicates local clustering) with respect to the 7
metabolite classes that were measured was revealed this
way. The acyl‐carnitines and amino acids were clearly sepa-
rated from the other classes (mainly phospholipids). The 4
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groups of phospholipids were more strongly connected in the
network, and no clustering could be observed even for much
higher values of the sparsity tuning parameter. We observed
that the modular structure of the inferred GGM was highly
robust to changes in sample size (eg, similar results were
obtained when a subset of 100 samples was analyzed).
The sparse estimators of the correlation matrix can also
be used to construct a network. This would typically, how-
ever, result in denser and less interpretable networks. A
GGM (and the associated sparse precision matrix) encodes
only direct relationships between variables while a network
based on the correlation matrix also displays indirect relation-
ships (conditional versus marginal dependence).
7 | ALGORITHMS AND SOFTWARE
AVAILABILITY
Most of the optimization problems discussed throughout the
text are convex and can be solved using standard tools from
convex optimization.99 In many cases, however, more effi-
cient (problem‐specific) algorithms have been developed
such as the graphical lasso (Section 6.1). We refer the reader
to the relevant references in the text for more details. As
shown above, most shrinkage (Section 3), ridge‐type
(Section 4) and thresholding (Section 5) optimization prob-
lems have an analytical solution and can therefore be directly
implemented using the equations in this text.
FIGURE 8 Gaussian graphical models of a targeted metabolomics data set based on gLasso estimates of the precision matrix for different values of the tuning
parameter δ. The heat maps in the left‐hand column indicate in black the nonzero elements in the precision matrix estimate. The right‐hand column displays the
corresponding GGM. PCs indicates phosphatidylcholines
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Software packages are available for a large number of the
covariance and precision matrix estimators discussed above.
Table 2 presents a nonexhaustive list of R implementations.
8 | CONCLUSION AND FUTURE RESEARCH
With the advent of high‐throughput analytical techniques, we
are able to capture a wealth of information in a single sample.
Although the resulting high‐dimensional data sets offer great
possibilities such as data‐driven research, they also pose great
challenges to traditional multivariate statistical methods. For
example, the sample estimates of the covariance matrix and
the precision matrix, which are used in a multitude of tech-
niques, are unreliable.
In this paper, an overview of modern estimators of the
covariance and precision matrix was presented. By means of
analysis of 3 metabolomics data sets, it was shown that these
estimators hold great promise in chemometrics: They are eas-
ily combined with existing chemometric techniques such as
PCA, MANOVA, and GGM approaches to obtain better
results. These are not the only chemometric techniques that
could benefit from regularized estimators of the covariance
or precision matrix. Other examples include canonical correla-
tion analysis, (generalized) partial least squares regression,
ordinary least squares, mixture modelling, LDA, QDA, MSPC
techniques and soft independent modelling of class analogy.
The methods covered in this paper can be roughly divided
into 3 separate families. These methods rely on different
assumptions regarding the structure of the covariance or pre-
cision matrix. The eigenvalue‐shrinkage approaches aim to
correct the overdispersion (bias) of the sample eigenvalues
but do not affect the sample eigenvectors. These approaches
are useful when no knowledge regarding the structure of the
covariance or precision matrix is available. Ridge‐type and
structured estimators may be preferred when prior knowledge
regarding the structure of the population covariance (or preci-
sion) matrix is available. Ridge‐type estimators shrink the
covariance or precision matrix towards a “simple” target
and thereby indirectly incorporate knowledge regarding the
structure of the population matrix in the estimator. Ridge‐
type estimators are appealing in practice because of their
simplicity and ease of implementation. However, they
typically do not result in sparse (interpretable) estimates.
Structured estimators aim to directly impose a specific struc-
ture (often a sparse structure) on the covariance estimate by
constraining the solution space. Sparse estimators offer a use-
ful tool for exploring the variable dependence structure in the
data. Currently, estimators are being developed that combine
these regularization assumptions, eg, sparse model assump-
tions plus eigenvalue shrinkage.37
There are many remaining challenges in the estimation of
covariance and precision matrices. Although a multitude of
methods have been proposed, usually somewhat arbitrary
criteria (eg, a specific loss function) are used to compare
them. This makes it difficult to select 1 specific method over
another in practice. Additionally, the application of regular-
ized covariance and precision estimates in multivariate statis-
tical models has been much less studied (not much is known
about the functionals of regularized estimates).68 Clearly, a
more thorough evaluation of the different regularization
approaches in the context of specific multivariate techniques
and a specific data type (eg, a relatively highly collinear near
infrared data structure or a more sparse liquid chromatogra-
phy–mass spectrometry structure) is required. Finally, we
would like to remark that direct regularization of the eigen-
vectors of the covariance matrix was not covered in this
paper. This approach is useful, for example, in sparse PCA
and sparse LDA.22 Comparison of this approach to the other
regularization approaches and possibly combining them
offers another interesting avenue for further research.
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