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1. Введение
Пусть e ∈ RSn2 (1) — случайный вектор, имеющий равномерное распределение на
n-мерной единичной евклидовой сфере.
В настоящей работе рассматривается задача построения уточнённых верхних оце-
нок математического ожидания нормы вектора e. От точности построения та-
ких оценок зависят, например, оценки скорости сходимости ускоренного метода
(Accelerated by Coupling Directional Search – ACDS), построенного на базе специ-
ального каплинга спусков по направлению в форме градиентного спуска и метода
зеркального спуска [1].
Первые такие оценки были получены в 2014 году в [2], статья опубликована в
2016 году в [3]. Кроме того, независимо от работы [3] в 2015 г. похожие оценки были
сделаны в [4], опубликовано в 2017 г. в [5]; и, также независимо, в 2015 г. одна из
возможных оценок математического ожидания нормы равномерно распределённого
на единичной евклидовой сфере вектора была получена в [6].
Основным результатом данной работы является теорема 1.
2. Постановка задачи и формулировка результата
Пусть задан некоторый (неслучайный) вектор s с единичной евклидовой сферы.
Не умаляя общности, мы будем считать, что вектор s направлен вдоль первой ко-
ординатной оси (если это не так, то мы можем перейти к нужному базису). Тогда
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2 будет выполнено неравенство |〈s, e〉| 6 c√
n−1 (см.
теорему 2.7 и рисунок 2.2 из [7] и [8]). То есть, если взять c = 10, то получим, что с
большой вероятностью выполнено неравенство 〈s, e〉2 6 100
n
(множество, на котором
〈s, e〉2 6 100
n
, обозначим через As; как мы видим, при достаточно больших n вероят-
ностная мера множества As велика). Кроме того, можно показать, что E[〈s, e〉2] = 1n
(см., например, лемму B.10 из [9]).
Рассмотрим ∞-норму, которая для произвольного вектора x ∈ Rn задаётся фор-
мулой ‖x‖∞ = max
16i6n
|xi|, где x = (x1, x2, . . . , xn)⊤. Заметим, что функция f(e) =
‖e‖∞ является липшицевой с константой 1 в евклидовой норме. Рассмотрим кон-
станту Mf такую, что Pe {f(e) >Mf} > 12 и Pe {f(e) 6Mf} > 12 . Тогда верно нера-
венство (см. [10], [11])
Pe {|f(e)−Mf | > t} 6 4e−
t2
4 , t > 0.
Это означает, что случайная величина ‖e‖∞ принимает очень близкие к E[‖e‖∞]
(Mf и E[f(e)] асимптотически близки, см. [12]) значения на множестве достаточно
большой меры. Кроме того, можно показать, что максимальная по модулю компо-












n−1 , обозначим через B∞). То-
гда E[〈s, e〉2‖e‖2∞] близко к среднему значению случайной величины 〈s, e〉2‖e‖2∞ на
множестве Ae ∩B∞ (чья вероятностная мера по-прежнему велика), на котором она
не превосходит 400 lnn/n2. Константа в этой оценке сильно завышена и она уточ-
няется далее в Теореме 1 (причём не только для ∞-нормы). Однако такого рода
рассуждения, вытекающие из явления концентрации равномерной меры на сфере,
поясняют причины возникновения такой оценки, а также её целесообразность в тер-
минах вхождения размерности пространства n.
Сформулируем и докажем достаточно известный факт, заключающийся в том,
что векторная q-норма является невозрастающей функцией от q для любого фикси-
рованного вектора.
Лемма 1. Для любого вектора x ∈ Rn (и для любого n ∈ N) выполнено неравен-
ство:
‖x‖p1 6 ‖x‖p2 , (2.1)
где p1 > p2 и под знаком ‖ · ‖q понимается векторная q-норма (норма Гёльдера с
показателем q).
Доказательство. Не умаляя общности, будем считать, что все компонен-
ты вектора x являются ненулевыми (если вектор x ненулевой, то его норма рав-
на норме его подвектора меньшей размерности, полученного удалением нулевых
компонент, и, соответственно, можно рассматривать этот подвектор; если
же вектор x = 0, то неравенство (2.1) тоже верно). Пусть gx(p)
def
= ln ‖x‖p =









































































































то есть функция gx(p) — невозрастающая функция на [1,+∞). Лемма доказана.
Имеет место следующая теорема, являющаяся следствием явления концентра-
ции равномерной меры на сфере вокруг экватора (см. также [13]; северный полюс
задается градиентом ∇f (x)).
Теорема 1. Пусть e ∈ RSn2 (1), n > 8, s ∈ Rn, тогда
E[||e||2q] 6 min{q − 1, 16 lnn− 8}n
2
q
−1, 2 6 q 6 ∞ (2.2)
E[〈s, e〉2||e||2q] 6
√
3||s||22 min{2q − 1, 32 lnn− 8}n
2
q
−2, 2 6 q 6 ∞, (2.3)
где под знаком || · ||q понимается векторная q-норма (норма Гёльдера с показате-
лем q).
Доказательство. Докажем вспомогательное неравенство:
E[||e||2q] 6 (q − 1)n
2
q
























где ① выполнено в силу вероятностного неравенства Йенсена (функция ϕ(x) = x
2
q
является вогнутой, так как q > 2), а переход ② корректен в силу линейности
математического ожидания и одинаковой распределённости компонент вектора e.







ξ21 + · · ·+ ξ2n
, (2.6)
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где ξ = (ξ1, ξ2, . . . , ξn)⊤ — n-мерный гауссовский случайный вектор с нулевым мате-
матическим ожиданием и единичной ковариационной матрицей, а d= обозначает































dx1 . . . dxn.
Перейдём к сферическим координатам:
x1 = r cosϕ sin θ1 . . . sin θn−2,
x2 = r sinϕ sin θ1 . . . sin θn−2,
x3 = r cos θ1 sin θ2 . . . sin θn−2,
x4 = r cos θ2 sin θ3 . . . sin θn−2,
. . .
xn = r cos θn−2,
r > 0, ϕ ∈ [0, 2π), θi ∈ [0, π], i = 1, n− 2,
якобиан преобразования координат равен
det
(
∂(x1, . . . , xn)
∂(r, ϕ, θ1, θ2, . . . , θn−2)
)
= rn−1 sin θ1(sin θ2)
2 . . . (sin θn−2)
n−2.





































| sin θi|q+idθi, i = 1, n− 2.


















Чтобы вычислить остальные интегралы, будет полезно рассмотреть следую-
щий интеграл (α > 0):
π∫
0










































































































































= 0 6 0.
















при q > 2. Также введём в рассмотрение функцию ψ(x) = d(ln(Γ(x)))
dx
при x > 0
(дигамма-функция). Для гамма-функции выполняется тождество
Γ(x+ 1) = xΓ(x), x > 0.
Возьмём от этого тождества логарифм и продифференцируем по x:








что можно записать через дигамма-функцию:
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то есть дигамма-функция возрастает.











































< 0 при q > 2. Пусть k = ⌊n2 ⌋ (ближайшее целое число,







k − 1 + q+12
)













k − 1 + q+12
))















































































где ① и ③ выполнены в силу неравенства q > 2, ② следует из оценки сверху
интеграла от функции 1
x
интегралом от её верхней ступенчатой мажоранты
g(x) = 1
q−1+2i , x ∈ [q − 1 + 2i, q − 1 + 2i+ 2], i = 0, 2k − 1:
2






+ . . .+
2











Итак, мы показали, что d(ln(fn(q)))
dq
< 0 для q > 2 и произвольного натурального
n. Следовательно, для любого фиксированного n функция fn(q) убывает по q, а
значит, fn(q) 6 fn(2) = 0, то есть справедливо неравенство (2.8). Отсюда и







6 (q − 1)n 2q−1. (2.11)
Неравенство (2.11) нет смысла использовать при больших q (относительно n).
Рассмотрим правую часть неравенства (2.11) как функцию q и найдём её минимум











q−1 − 2 lnnq2 ,
1
q−1 − 2 lnnq2 = 0,
q2 − 2q lnn+ 2 lnn = 0.
О ВЕРХНЕЙ ОЦЕНКЕ МАТЕМАТИЧЕСКОГО ОЖИДАНИЯ НОРМЫ РАВНОМЕРНО РАСПРЕДЕЛЁННОГО НА








(в случае n 6 7 оказывается, что q0 = 2; везде далее считаем, что n > 8). Поэто-









6 (2 lnn− 1)n 2lnn−1
= (2 lnn− 1)e2 1
n
6 (16 lnn− 8) 1
n
6 (16 lnn− 8)n 2q−1,
(2.12)
где ① верно в силу Леммы 1, ② следует из неравенств q0 6 2 lnn, q0 > lnn. Объ-
единяя оценки (2.11) и (2.12), получаем неравенство (2.2).
Теперь перейдём к доказательству неравенства (2.3). Во-первых, получим оцен-
ку для
√



















































= (2q − 1)2n 4q−2,









x2k для x1, x2, . . . , xn ∈ R, а ② есть
следствие линейности математического ожидания и одинаковой распределённо-
сти компонент вектора e. Отсюда получаем оценку
√




Рассмотрим правую часть неравенства (2.13) как функцию q и найдём её минимум










= 22q−1 − 2 lnnq2 ,
2
2q−1 − 2 lnnq2 = 0,
q2 − 2q lnn+ lnn = 0.








(в случае n 6 2 оказывается, что q0 = 2; везде далее считаем, что n > 3). Поэто-












6 (4 lnn− 1)n 2lnn−1
= (4 lnn− 1)e2 1
n
6 (32 lnn− 8) 1
n
6 (32 lnn− 8)n 2q−1,
(2.14)
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где ① верно в силу неравенства ||e||q < ||e||q0 для q > q0, ② следует из неравенств
q0 6 2 lnn, q0 > lnn. Объединяя оценки (2.13) и (2.14), получаем неравенство
√




Теперь найдём E[〈s, e〉4], где s ∈ Rn — некоторый вектор. Пусть Sn(r) —
площадь поверхности n-мерной евклидовой сферы радиуса n, dσ(e) — ненормиро-














. Кроме того, пусть ϕ — угол между s и
e. Тогда












cos4 ϕ sinn−2 ϕdϕ



























































Отсюда и из (2.16) получаем, что


































Чтобы доказать неравенство (2.3), осталось воспользоваться (2.15), (2.17) и





E[〈s, e〉4] · E[||e||4q] 6
√






Для уточнения констант в верхних оценках теоремы 1 были проведены вычисли-
тельные эксперименты. При генерации случайных векторов, равномерно распреде-
лённых на поверхности n-мерной евклидовой сферы, использовалась лемма Пуан-
каре (см. (2.6)) о том, что компоненты любого вектора e, имеющего такое распре-




, где все ek, k = 1, 2, . . . —
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Рис. 1. Уточнение константы в оценке (2.2), n — размерность пространства,
Ct = 16 lnn− 8
независимые одинаково распределённые случайные величины, имеющие стандарт-
ное нормальное распределение N(0, 1).
На рис. 1 приведены результаты эксперимента по оценке математического ожи-
дания ∞-нормы векторов e ∈ RSn2 (1). По теореме 1 при q = ∞ неравенство (2.2)
имеет вид
E[||e||2∞] 6 Ctn−1,
где Ct = 16 lnn − 8. Эти же константы (назовём их в этом случае Cp) можно
оценить практически, путём вычисления E[||e||2∞] методом Монте-Карло. Это было
сделано для n от 10 до 105, и на рис. 1 приведено отношение Cp/Ct для разных n.
Оказалось, что отношение с ростом n не меняется, что значит, что теоретическая
оценка с точностью до константы верна.
Такие же эксперименты были проведены и для оценки константы
Ct =
√
3||s||22 min{2q − 1, 32 lnn− 8}
в неравенстве (2.3) при q = ∞:
E[〈s, e〉2||e||2q] 6 Ctn−2.
Результаты экспериментов (см. рис. 2) также подтверждают, что теоретическая
оценка Ct с точностью до константы верна.
Код на языке Python всех вычислительных экспериментов выложен на Github
[15].
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Рис. 2. Уточнение константы в оценке (2.3), n — размерность пространства,
Ct =
√
3||s||22 min{2q − 1, 32 lnn− 8}
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