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อิเล็กทรอนิกส์ในระบบเปิดของผู้เรียนระดับอุดมศึกษา โดยเปรียบเทียบประสิทธิภาพการจําแนกข้อมูลของ 3 เทคนิค คือ 
เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Naive Bayes โดยการนําข้อมูลเกี่ยวกับการเรียนรู้ด้วยส่ือ
การสอนอิเล็กทรอนิกส์ในระบบเปิดของผู้เรียนระดับอุดมศึกษา จํานวน 10 แอททริบิวต์ มีข้อมูลจํานวนที่สามารถใช้ใน
งานวิจัยได้ 152,850 ชุด ซึ่งทําการแบ่งข้อมูลด้วยวิธี Cross-validation Test ออกเป็น 5 ส่วน หรือ 5-fold cross-
validation โดยการสุ่มข้อมูลเพื่อแบ่งข้อมูลในแต่ละส่วนประกอบด้วยข้อมูล จํานวน 30,570 ชุด โดยทําการเลือกข้อมูล 4 
ส่วน สําหรับใช้ในการสร้างโมเดล และเลือกข้อมูล 1 ส่วน สําหรับใช้ในการทดสอบประสิทธิภาพของระบบ ผลการวิจัย
พบว่า เทคนิคที่ใช้ในการจําแนกข้อมูลปัจจัยสนับสนุนการเรียนรู้ด้วยส่ือการสอนอิเล็กทรอนิกส์ในระบบเปิดของผู้เรียน
ระดับอุดมศึกษา ที่มีประสิทธิภาพสูงสุด คือ Deep Learning โดยมีค่าความแม่นตรง 90.60% ค่าความระลึก 98.39%  
ค่าความแม่นยํา 99.01% และค่าถ่วงดุล 0.321 ซึ่งเป็นระดับการประเมินที่สามารถยอมรับได้ 
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A Comparison of the Efficiency of Data Classification in Learning Factors through 
Open Educational System with Electronic Teaching Aids in Tertiary Level 
 
Paisan  Simalaotao1* and Charan  Sanrach2 
 
Abstract 
This research presented the result of a comparison of the efficiency of data classification in 
learning factors through open educational system with electronic teaching aids of tertiary level 
students. There were 3 primary techniques which were compared in this research as follows: 1) 
Random Forest technique, 2) Deep Learning technique, and 3) Naive Bayes technique. There were 10 
attributes with 152,850 datasets of the data which were provided in electronic teaching aids of open 
educational system for tertiary students. The data was divided into 5 parts by Cross-validation Test 
method, called 5-fold cross-validation. The data was randomly sampled for each section which 
consisted of 30,570 dataset. There were 4 parts used to generate a model and the single part was 
utilized to examine the precision and accuracy of the model. The results revealed that the most 
efficient technique, used to classify learning factors through open educational system with electronic 
teaching aids of tertiary level students, was Deep Learning technique with 90.60 percent of precision, 
98.39 percent of recall, 99.01percent of accuracy, and 0.321 F-measure at the acceptable level of 
evaluation. 
 
Keywords: Classification, Cross-validation Test, Random Forest, Deep Learning, Naive Bayes 
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ข้างมาก ทําให้การตัดสินใจมีความถูกต้องมากขึ้น ผลการ 
วิจัยพบว่า การเลือกใช้ Decision tree, Neuron 
network, Support vector machine ให้ค่าประสิทธิภาพ
การเลือกใช้ตัวจําแนกร่วมกันที่มีประสิทธิภาพสูงสุด 
ทั้งนี้ การทํางานร่วมกันจะเกิดขึ้นตามสัดส่วนของจํานวน
โมเดลที่แตกต่างกันตามข้อมูลที่ ใช้ ในการจําแนก 
สอดคล้องกับ ศุภเทพ สติมั่น, พยุง มีสัจ และปิยนุช  
วรบุตร [3] วิจัยเกี่ยวกับการรวมกลุ่มเพื่อจําแนกประเภท









นิเวศ จิระวิชิตชัย และนรินทร์ พนาวาส [4] ทําการ
วิจัยเกี่ยวกับผลการจําแนกความคิดเห็นโดยใช้เทคนิค
การเรียนรู้ของเครื่อง โดยเลือกใช้เทคนิค Support 
vector machine, Decision tree, Naive Bayes และ 
K-Nearest Neighbor ในการเปรียบเทียบประสิทธิภาพ
การจําแนกข้อมูล ผลการวิจัยพบว่า เทคนิคซัพพอร์ต
เวกเตอร์แมชชีนมีประสิทธิภาพสูงสุด คือ 86.30 
Jiansheng Wu, et al. [5] ทําการวิจัยเพื่อทํานาย
การผสม DNA ในโปรตีนจากลําดับกรดอะมิโน โดยใช้
เทคนิค Random Forest เนื่องจากมีความรวดเร็วและมี
ประสิทธิภาพที่ดี สําหรับข้อมูลที่มี ค่าพารามิเตอร์ที่
แตกต่างกัน ผลการวิจัยพบว่า เทคนิค Random Forest 
มีความแม่นยําโดยรวม 91.41% 
Dayong Wang, Aditya Khosla, et al. [6] ทําการ
วิจัย โดยการพัฒนาระบบ AI ที่ใช้เทคโนโลยี Deep 
Learning ด้วย Caffe Framework ซึ่งประมวลผลโดยใช้ 
NVIDIA Tesla K80 GPU เพื่อวินิจฉัยโรคมะเร็งเต้านมได้
โดยมีความผิดพลาดเพียง 2.9% และหากนําไปใช้ร่วมกับ
แพทย์เฉพาะทางจะทําให้อัตราความผิดพลาดในการ
วินิจฉัยลดลงเหลือเพียง 0.5% เท่านั้น ซึ่งสามารถลด












เทคนิค Random Forest เทคนิค Deep Learning และ
เทคนิค Naive Bayes ด้วยการแบ่งข้อมูลสําหรับการ
สร้างโมเดลและทดสอบโมเดลด้วยวิธี Cross-validation 
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Random Forest เทคนิค Deep Learning และเทคนิค 
Naive Bayes โดยการทดสอบประสิทธิภาพด้วยวิธี 
Cross-validation Test ด้วยการแยกข้อมูลสําหรับสร้าง 







Random Forest เทคนิค Deep Learning และเทคนิค 
Naive Bayes โดยการทดสอบประสิทธิภาพด้วยวิธี 
Cross-validation Test ด้วยการแยกข้อมูลสําหรับสร้าง 




Industry Standard Process for Data Mining หรือ 
CRISP-DM ซ่ึงเป็นกระบวนการมาตรฐานในการวิเคราะห์
ข้อมูลด้านดาต้าไมน์นิง โดยแบ่งขั้นตอนการเนินการวิจัย
ออกเป็น 6 ขั้นตอน [7] ดังน้ี 







4.2 Data Understanding เป็นขั้นตอนทําความ












จํานวน 10 แอททริบิวต์ ดังตารางที่ 1 
ตารางที่ 1 แอททริบิวต์ที่ใช้ในการจําแนกข้อมูล 
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ความสมบูรณ์ของข้อมูลในแต่ละระเบียน และจัดทํา
ข้อมูลให้มีความถูกต้อง (data cleaning) เช่น การ
แปลงข้อมูลให้อยู่ในช่วง (scale) เดียวกัน หรือลบ
ข้อมูลที่ไม่มีค่าออกไป เป็นต้น และกําหนดการแทนค่า
ข้อมูลของแต่ละแอททริบิวต์ให้ถูกต้องตามประเภทของ
ข้อมูล แสดงตัวอย่างข้อมูลดังรูปที่ 2 
 
รูปที่ 2 ตัวอย่างการแปลงข้อมลูสําหรบัทดสอบโมเดล 
 จากรูปที่ 2 พบว่า มีข้อมูลที่ไม่สามารถระบุค่าได้ 
เช่น ค่าว่าง หรือ ?? เป็นต้น จึงทําการลบข้อมูลในบาง
เรคคอร์ดออกไปเพ่ือให้ข้อมูลมีความสมบูรณ์ที่สุด เมื่อ
ตรวจสอบประเภทของข้อมูล พบว่ า มีข้ อมูลบาง 
แอททริบิวต์อยู่ในรูปแบบ polynomial ซึ่งไม่เหมาะกับ
การนํา ไปใช้ในบางเทคนิค จึงปรับข้อมูลให้อยู่ในรูปแบบ 
Integer เช่น ปรับข้อมูลแอททริบิวต์ activity_type โดย
กําหนดให้ outcontent = 1, resource = 2, url = 3 
และ homepage = 4 เป็นตัน เพื่อให้อยู่ในรูปแบบที่
สามารถใช้งานร่วมกับเทคนิคในการจําแนกข้อมูลได้ ดัง
ตารางที่ 2 
ตารางที่ 2 ประเภทข้อมูลของแต่ละแอททริบิวต์ 
แอททริบิวต์ ประเภทข้อมลู ก่อนปรับค่า 
ประเภทข้อมลู 
หลังปรับค่า 
assessment_type polynominal integer 
date_registration integer integer 
date_submitted integer integer 
id_site integer integer 
code_module polynominal integer 
activity_type polynominal integer 
sum_activity integer integer 
weight integer integer 
score integer integer 
final_result polynominal polynominal 
จากตารางที่ 2 พบว่า ข้อมูลของแอททริบิวต์ 
assessment_type, code_module และ activity_ 
type เป็นข้อมูลประเภท polynomial จึงทําการ
ตรวจสอบเพื่อ เปรียบเทียบและแปลงข้อมูลจาก




ประเภทข้อมูล (Classification) ในการทดลอง 
ประกอบด้วย 
เทคนิค Random Forest [8] เป็นการเพิ่มความ
หลากหลายของโมเดลด้วยการสุ่มแอตทริบิวต์ โดยใช้
เทคนิค Decision Tree ในการสร้างโมเดล โดยสุ่มข้อมูล
และคุณลักษณะของ Decision Tree ซึ่งสร้างจากตัวอย่าง
แบบเลือกแล้วใส่กลับ (Sampling with Replacement) 
ซึ่งจะมีตัวอย่างส่วนหน่ึงที่ไม่ถูกเลือก หรือ Out-of-Bag 
(OOB) โดยนํามาทดสอบ Decision Tree วิธีการดังกล่าว
นี้เรียกว่า Bagging และหาผลโหวตที่มากที่สุด [9] 
เทคนิค Deep Learning [10] เป็นการเรียนรู้เชิงลึก
โดยแบ่งชั้นการทํางานออกเป็นชั้นนําเข้าข้อมูล (input 





เทคนิค Naive Bayes [11] เปน็เทคนิคการวเิคราะห์
ความนา่จะเป็น สามารถใช้ไดก้ับตัวแปรที่มีความ
หลากหลายแล้วนํามาสร้างแบบจําลอง โดยคํานวณการ




   ������ �� � �������� � ����������    (1) 
 
   ������ �� ������ � � � ����� �� ∏ ���������   (2) 
 
เมื่อ P(h)   คือ ความน่าจะเป็นที่จะเกิดเหตุการณ์ 
h  
 P(h|D) คือ ความน่าจะเป็นที่จะเกิดเหตุการณ์ 
h เมื่อเกิดเหตุการณ์ D จากตัวแปรที่กําหนด 
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น่าจะเป็นจาก training data โดยทําการแยกข้อมูลที่
ผ่านการเตรียมความพร้อมมาสร้าง training data และ 
testing data เพื่อใช้ทดสอบประสิทธิภาพดว้ยวิธี Cross-
validation Test โดยมีรูปแบบการทดลอง ดังรูปที่ 3 
 
รูปที่ 3 รูปแบบการทดลองสร้างโมเดลในการวิจยั 
 
จากรูปที่ 3 ผู้วิจัยใช้เครื่องมือในการวิจัย คือ โปรแกรม 
Rapid Miner Studio โดยเริ่มการทํางานของโมเดลด้วย
การนําเข้าข้อมูลในรูปแบบไฟล์ .xlsx คัดกรองข้อมูล
เบ้ืองต้นเพื่อลบ missing data หรือกรองข้อมูลที่ไม่
จําเป็นต่อการทํางานของบางโมเดลด้วยเครื่องมือ Filter 
Examples จากนั้นเลือกใช้เครื่องมือ Multiply ในการ
จําลองชุดข้อมูลเพื่อนําใช้ในการสร้างและทดสอบโมเดล
ต่าง ๆ โดยข้อมูลจะถูกส่งไปเข้าสู่กระบวนการแยกข้อมูล
ด้วยวิธี Cross-validation Test เพื่อสร้างชุดข้อมูล
สําหรับการสร้างโมเดล และชุดข้อมูลสําหรับการทดสอบ
โมเดล โดยเลือกใช้โมเดลในการจําแนกข้อมูล ประกอบด้วย 
เทคนิค Random Forest เทคนิค Deep Learning และ
เทคนิค Naive Bayes และทําการเรียกดูผลของการสร้าง
โมเดลด้วยเครื่องมือ Apply Model ซึ่งสามารถ
ตรวจสอบประสิทธิภาพด้วยเครื่องมือ Performance 
4.5 Evaluation เป็นขั้นตอนทดสอบประสิทธิภาพ
โมเดล ข้อมูลที่ใช้ในการวิจัยเม่ือผ่านขั้นตอน Business 
Understanding และ Data Understanding พบว่ามี
ข้อมูล จํานวน 173,912 ชุด หลังผ่านตรวจสอบความ
สมบูรณ์ของข้อมูลในขั้นตอน Data Preparation พบว่า 





5 ส่วน หรือ 5-fold cross-validation โดยการสุ่มข้อมูล
เพื่อแบ่งข้อมูลออกเป็น 5 ส่วน ในแต่ละส่วนประกอบ
ด้วยข้อมูล จํานวน 30,570 ชุด และทําการเลือกข้อมูล 4 
ส่วน สําหรับใช้ในการสร้างโมเดล และเลือกข้อมูล 1 ส่วน 
สําหรับใช้ในการทดสอบประสิทธิภาพของระบบ โดยการ
แบ่งข้อมูลด้วยวิธี Cross-validation Test ที่แบ่งข้อมูล
แบบ 5-fold cross-validation ดังรูปที่ 4 
 
รูปที่ 4 การแบ่งข้อมูลดว้ยวิธี 5-fold cross-validation 
 
จากรูปที่ 4 แบ่งข้อมูลออกเป็น 5 ส่วน ด้วย Cross-
validation Test หรือ 5-fold cross-validation พบว่า  
รอบที่ 1 ใช้ข้อมูลส่วนที่ 2,3,4 และ 5 สร้างโมเดล
และใช้ โมเดลทํานายข้อมูลส่วนที่  1 เพื่ อทดสอบ
ประสิทธิภาพ 
รอบที่ 2 ใช้ข้อมูลส่วนที่ 1,3,4 และ 5 สร้างโมเดล
และใช้ โมเดลทํานายข้อมูลส่วนที่  2 เพื่ อทดสอบ
ประสิทธิภาพ 
รอบที่ 3 ใช้ข้อมูลส่วนที่ 1,2,4 และ 5 สร้างโมเดล
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ี ่ 4 ใช้ข้อมูลส่
เดลทํานาย
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เทคนิค Naive Bayes ให้ค่าความแม่นตรง 85.54% 
ค่าความระลึก 87.55% ค่าความแม่นยํา 88.55% และ
ค่าถ่วงดุล 0.294 
สามารถสรุปตามแนวคิด Predictive Modeling ดัง
ตารางที่ 4 
ตารางที่ 4 สรุปผลการวัดประสิทธิภาพ 
model Accuracy Recall Precision MAE 
Random Forest 86.78% 85.41% 83.34% 0.367 
Deep Learning 99.01% 98.39% 90.60% 0.321 
Naive Bayes 88.55% 87.55% 85.54% 0.294 
 
จากตารางที่ 4 สรุปได้ว่า เทคนิคที่ใช้ในการจําแนก
ข้อมูลปัจจัยสนับสนุนการเรียนรู้ด้วยส่ือการสอน
อิเล็กทรอนิกส์ในระบบเปิดของผู้เรียนระดับอุดมศึกษา ที่
มีประสิทธิภาพสูงสุด คือ Deep Learning โดยมีค่าความ
แม่นตรง 90.60% ค่าความระลึก 98.39% ค่าความ







Random Forest เทคนิค Deep Learning และเทคนิค 
Naive Bayes โดยการทดสอบประสิทธิภาพด้วยวิธี 
Cross-validation Test ด้วยการแยกข้อมูลสําหรับสร้าง 
Training data และ Testing data เมื่อใช้เกณฑ์การวัด
ประสิทธิภาพของตั วแบบรู้ จํ าด้ วยวิ ธี  Predictive 
Modeling พบว่า 
ผลการวิเคราะห์ข้อมูลที่เกี่ยวข้องกับเรียนรู้ด้วยส่ือ
การสอนอิ เ ล็กทรอนิกส์ ในระบบเปิดของ ผู้ เรี ยน
ระดับอุดมศึกษา พบว่า เมื่อผ่านขั้นตอน Business 
Understanding และขั้นตอน Data Understanding มี
ข้อมูลที่มีความสัมพันธ์กันและส่งผลต่อผลการเรียนของ






ข้อมูลผลการประเมิน ซึ่งมีข้อมูล จํานวน 173,912 ชุด 
หลังผ่านตรวจสอบความสมบูรณ์ของข้อมูลในขั้นตอน 
Data Preparation จะมีข้อมูลที่สามารถใช้ในการวิจัยได้ 
จํานวน 152,850 และเมื่อทําการแบ่งข้อมูลด้วยวิธี Cross-
validation Test ออกเป็น 5 ส่วน หรือ 5-fold cross-
validation โดยการสุ่มข้อมูลเพื่อแบ่งข้อมูลในแต่ละ
ส่วนประกอบด้วยข้อมูล จํานวน 30,570 ชุด และทําการ
เลือกข้อมูล 4 ส่วน สําหรับใช้ในการสร้างโมเดล และ








สูงสุด คือ Deep Learning โดยมีค่าความแม่นตรง 
90.60% ค่าความระลึก 98.39% ค่าความแม่นยํา 
99.01% และค่าถ่วงดุล 0.321 เป็นระดับการประเมินที่
สามารถยอมรับได้ 
ข้อเสนอทางการวิจัย สามารถนํารูปแบบการจําแนก
ข้อมูลด้วยเทคนิค Deep Learning ที่มีการแบ่งกลุ่ม
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