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ABSTRACT
GRO J1008−57 is a high-mass X-ray binary for which several claims of a cyclotron resonance scat-
tering feature near 80 keV have been reported. We use NuSTAR, Suzaku, and Swift data from its
giant outburst of November 2012 to confirm the existence of the 80 keV feature and perform the most
sensitive search to date for cyclotron scattering features at lower energies. We find evidence for a
78+3−2 keV line in the NuSTAR and Suzaku data at > 4σ significance, confirming the detection using
Suzaku alone by Yamamoto et al. (2014). A search of both the time-integrated and phase-resolved
data rules out a fundamental at lower energies with optical depth larger than 5% of the 78 keV line.
These results indicate that GRO J1008−57 has a magnetic field of 6.7× 1012(1 + z) G, the highest of
known accreting pulsars.
Subject headings: pulsars: individual (GRO J100857); stars: neutron; X-rays: binaries
1. INTRODUCTION
GRO J1008−57 is a transient high-mass X-ray binary
(HMXB) system with a neutron star primary and a Be
companion. It was discovered by the Burst and Tran-
sient Source Experiment aboard the Compton Gamma-
Ray Observatory during a 1.4 Crab giant outburst in July
1993 (Stollberg et al. 1993; Wilson et al. 1994). Optical
followup identified its Be-type companion and suggested
a distance to the source of 5 kpc (Coe et al. 1994).
Like other Be/X-ray binaries (Be/XRBs),
GRO J1008−57 exhibits regular outbursts (Type I)
due to accretion transfers during periastron passages
as well as irregular giant (Type II) outbursts (for a
recent review of Be/XRB systems, see Reig 2011). Its
Type I outbursts occur predictably at the 249.48 day
orbital period (Ku¨hnel et al. 2013; Levine & Corbet
2006). Ku¨hnel et al. (2013) found that the spectra of
GRO J1008−57 during Type I outbursts are similarly
regular: the continuum spectrum consists of an expo-
nentially cutoff power-law and a low-energy black body
component whose properties correlate strongly with
source flux.
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Accreting pulsars, of which Be/XRBs are a subclass,
characteristically exhibit cyclotron resonant scattering
features (CRSFs) in the hard X-ray band due to Comp-
ton scattering off of electrons with orbits quantized by
the ∼ 1012 G magnetic field of the neutron star. The
observed line energy provides a direct probe of the mag-
netic field strength, with Ecyc = 11.6B12/(1 + z) keV,
where B12 is the magnetic field strength in units of 10
12 G
and z is the gravitational redshift at the emission radius
(Canuto & Ventura 1977).
Based on CGRO/OSSE spectra, Grove et al. (1995)
and Shrader et al. (1999) each reported indications for a
possible CRSF at ∼88 keV at low significance (∼ 2σ)
for GRO J1008−57. Their data did not provide en-
ergy coverage below 50 keV to search for a lower-energy
fundamental CRSF at ∼ 45 keV. If the 88 keV fea-
ture were confirmed as the fundamental, it would imply
that GRO J1008−57 has a magnetic field strength near
1013 G, the highest of any known accreting pulsar12 (e.g.,
Caballero & Wilms 2012).
Subsequent modeling of data taken over a broader en-
ergy band with RXTE, INTEGRAL, and Suzaku did not
reveal a lower-energy fundamental line in the 40–50 keV
region (Coe et al. 2007; Ku¨hnel et al. 2013), and de-
tection of the 88 keV CRSF remained marginal. Wang
(2013) reported a ∼ 3σ detection of a CRSF at 74 keV
in a 2009 outburst with INTEGRAL.
The regular GRO J1008−57 Type I outburst of
September 2012 was followed by several months of ir-
regular flaring before the source brightened into a giant
outburst in November 2012. The increased flux triggered
MAXI on November 9 (Nakajima et al. 2012) and Swift-
BAT on November 13 (Krimm et al. 2012). Peak flux lev-
els reached 1 Crab in the next week, providing an oppor-
tunity to obtain high-statistics observations of the system
in outburst. Suzaku executed a Target-of-Opportunity
(ToO) observation on November 20 and reported a de-
12 La Barbera et al. (2001) reported an extremely broad CRSF
centered at 100 keV for LMC X-4, but these measurements were
not confirmed by INTEGRAL (Tsygankov & Lutovinov 2005).
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Figure 1. Swift-BAT light curve of the giant outburst of
GRO J1008−57 with the NuSTAR and Suzaku observation times
marked. The BAT count rate is in units of counts cm−2 s−1.
tection of a cyclotron line at Ecyc =74–80 keV, with the
exact energy depending on the continuum modeling (Ya-
mamoto et al. 2013, 2014).
Thanks to its focusing hard X-ray telescopes, NuSTAR
(Harrison et al. 2013) provides unprecedented sensitiv-
ity in the broad 3–79 keV band. NuSTAR’s continuous
energy coverage removes a major source of systematic
errors when fitting broad-band models, while the large
effective area and lack of pile-up enables high-statistics
time-resolved spectroscopy for bright sources. NuSTAR
is capable of executing ToO observations within 24 hours
of trigger and is thus an ideal instrument with which
to study cyclotron lines across a wide range of magnetic
field strengths in neutron star binary systems (e.g., Fu¨rst
et al. 2013, 2014). NuSTAR observed GRO J1008−57 on
November 20, shortly after the peak of the outburst (Fig-
ure 1).
In this paper we combine NuSTAR, Swift (Gehrels
et al. 2004), and Suzaku (Mitsuda et al. 2007) obser-
vations of the November 2012 giant outburst in order to
obtain the best constraints on the existence of the pu-
tative cyclotron line. §2 describes the observations and
data reduction. In §3, we perform a series of spectral
fits of the NuSTAR, Suzaku, and Swift data. We fit
continuum models (§3.1) as well as the previously re-
ported CRSF (§3.2) to the data. Monte Carlo tests con-
firm the significance of the feature. We perform searches
for generic CRSFs at lower energies in both the time-
integrated (§3.3) and phase-resolved data (§3.4). We
conclude in §4.
2. OBSERVATIONS
NuSTAR performed a TOO observation of
GRO J1008−57 beginning at UTC 2012-11-30 8:41:07
and ending at UTC 2012-11-30 17:31:07. The total
on-source observation time was 12.4 ksec after excluding
occultation intervals and South Atlantic Anomaly
passages.
We processed the data with HEASOFT 6.15 and the
NuSTAR Data Analysis Software (NuSTARDAS) v. 1.3.0
using CALDB version 20131223. We extracted source
counts from circular regions with 4.5 arcmin radius from
both NuSTAR modules. Because of the brightness of the
source, flux from the PSF wings was present over most of
the focal plane, preventing extraction of a representative
background region. Instead, we scaled the background
observed during deep pointings on the Extended Chandra
Deep Field South region obtained immediately after the
GRO J1008−57 observations (e.g., Del Moro et al. 2014).
The background was selected from the NuSTAR orbital
phases matching the GRO J1008−57 observation and was
extracted from the same detector region as the source.
The background is negligible over most of the NuSTAR
band; it only reaches 10% of the source count rate at
60 keV, and is 30–60% of the source rate in the 70–78 keV
range.
Swift obtained a 2.3 ksec snapshot of GRO J1008−57
during the NuSTAR observation beginning at UTC 2012-
11-30 11:09:25. We reduced the Swift-X-Ray Telescope
(XRT; Burrows et al. 2005) Windowed Timing mode
data using standard procedures in HEASOFT 6.13 and
CALDB version 20120830.
Suzaku observed GRO J1008−57 earlier in its outburst
beginning at UTC 2012-11-20 14:44:31; see Yamamoto
et al. (2014) for an independent analysis of these data.
The exposure time was 50.4 ksec with the Hard X-ray
Detector (HXD; Takahashi et al. 2007). The X-ray Imag-
ing Spectrometer (XIS; Koyama et al. 2007) observed the
source in burst mode, resulting in an exposure time of
9.1 ksec.
We reduced data from XIS modules 0, 1, and 3 us-
ing standard procedures in HEASOFT 6.13 and CALDB
version 20130724. Response files were created using the
FTOOL task xisresp with the medium option, selecting
the default binning. We used extraction regions with 80
arcsec radius and excluded the inner parts of the PSF,
roughly following the 5% pile-up contours. Pile-up was
estimated using the pileest routine, after correcting for
residual attitude wobble using aeattcor2. We combined
the 3 × 3 and 5 × 5 editing modes where available into
one spectrum using XSELECT.
We reduced data from the HXD with the standard
pipeline using calibration files as published with HXD
CALDB 20110913. Spectra were extracted using the
tools hxdpinxbpi and hxdgsoxbpi for the PIN diodes
and GSO scintillator, respectively. We obtained the
tuned background models from the Suzaku website13, as
well as the recommended additional ARF for the GSO.
3. SPECTRAL FITTING
We fit the data using the Interactive Spectral Interpre-
tation System (ISIS; Houck & Denicola 2000) v1.6.2-19.
For all instruments except for the Suzaku GSO data (for
which the binning scheme was determined by the back-
ground modeling), we rebinned the data to ∼1/3 of the
FWHM of the energy resolution to avoid oversampling
the intrinsic detector resolution. We minimized χ2 in
our fits to the data.
The high source flux highlights systematic uncertain-
ties in the response matrices, so we exclude some regions
from spectral fits. We fit the NuSTAR data in the 5–
13 ftp://legacy.gsfc.nasa.gov/suzaku/data/background/
pinnxb_ver2.0_tuned/ and ftp://legacy.gsfc.nasa.gov/
suzaku/data/background/gsonxb_ver2.6/
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78 keV range. The NuSTAR response falls off sharply
beginning around 78 keV, so this upper bound minimizes
the effect of response modeling uncertainties on our cy-
clotron line fits. The NuSTAR data showed residual de-
viations in the 3–5 keV range when fit with data from
Swift and Suzaku, so due to the unusual brightness of
the source we omit this region to avoid biasing the fit.
We also omit the NuSTAR data from 68–70 keV, which
is near the tungsten K-edge and has a known response
feature which could bias our cyclotron line searches. Sim-
ilarly, we omit the Swift data in the 0.2–1 keV range and
above 9 keV due to residual features not seen in the XIS
data. We also apply a 3% systematic error per spectral
bin. Finally, we fit the Suzaku XIS data in the bands
suggested by Nowak et al. (2011): 0.8–1.72 keV, 1.88–
2.19 keV, and 2.37–7.5 keV. We fit the PIN data in the
20–70 keV band and GRO in the 60–120 keV band.
3.1. Continuum Fitting
We fit two models frequently used in modeling accret-
ing pulsar spectra to the time-integrated continuum spec-
tra: a powerlaw with a high-energy cutoff, and an npex
model consisting of two powerlaws with negative and
positive spectral indices and an exponential cutoff (Mak-
ishima et al. 1999). We also included a Gaussian iron line
and a low-energy black body component. For fits includ-
ing data from Suzaku XIS, a second Gaussian component
was needed to adequately fit the iron line complex. We
used an updated version of the Wilms et al. (2000) ab-
sorption model (tbnew) as a neutral absorber with wilm
abundances (Wilms et al. 2000) and vern cross-sections
(Verner et al. 1996). For the powerlaw with high-energy
cutoff, we removed residuals due to the discontinuity at
the cutoff energy with a Gaussian absorber tied to the
cutoff energy (e.g., Coburn et al. 2002, and references
therein). We allowed the normalizations to vary between
all instruments being fit.
In contrast to the fits to Type I bursts reported by
Ku¨hnel et al. (2013), we found the npex model provides
a better fit for all combinations of instruments despite
having fewer free parameters, so we restrict our atten-
tion to this model for further analysis. Yamamoto et al.
(2014) similarly found that the npex model provided the
best fit to the Suzaku data from this giant outburst. Ta-
ble 2 provides the best-fit values for the time-integrated
continuum parameters, and Figures 2–5 show the best
fits.
The brightness of the source highlights systematic ef-
fects in joint fits between multiple instruments, produc-
ing poor goodness of fit. Only the NuSTAR-only fit has a
reasonable goodness of fit, at χ2ν = 1.18 for 536 degrees of
freedom. There is substantial disagreement between the
instruments below 10 keV (e.g., Figure 5). The NuSTAR
and Suzaku observations are not simultaneous, and so
some spectral evolution may have occured between the
two epochs. However, there is also disagreement even
among the three XIS modules (Figure 4). This disagree-
ment at low energies, driven primarily by XIS1, leads
to differences in the best-fit blackbody temperature and
power-law indices (Table 2). These discrepancies were
also noted in this dataset by Ku¨hnel et al. (2013) and
Yamamoto et al. (2014); these authors elected to excise
several energy ranges from the XIS backside-illuminated
detectors or exclude the data entirely. The fit for the
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Figure 2. Panel a) Count spectrum and npex model fit to the
NuSTAR data. Panel b) Residual plot for the npex fit. Panel c)
Residual plot for a npex fit with cyclabs component. An arrow in
panel b shows the centroid of the CRSF fit in panel c.
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Figure 3. Joint NuSTAR–Swift-XRT fit. NuSTAR data are in
blue, XRT data are in green. Panels as in Figure 2.
1
10
1
0.1
0.01
10-3
10-4
b)4
0
-4
c)
10010
a)
4
0
-4
C
o
u
n
ts
s−
1
k
e
V
−
1
∆
χ
Energy [keV]
∆
χ
Figure 4. Suzaku-only fit. XIS data are red, pink, and purple,
PIN data are yellow, and GSO data are orange. Panels as in Figure
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2.
blackbody temperature shows multiple minima in the
Suzaku-only fit, for example, with the ∼ 3 keV temper-
ature preferred to the 0.4 keV temperature suggested by
the joint fit to all instruments. Similarly, our coarser
binning and inclusion of all three XIS modules results in
better fits to the iron line complex with two broadened
Gaussians rather than the narrow 6.4, 6.67, and 7 keV
lines fit by Ku¨hnel et al. (2013) and Yamamoto et al.
(2014). We are primarily interested in the spectral be-
havior at high energies, which is well above the folding
energy Efold and hence relatively insensitive to these pa-
rameters.
3.2. Evidence for a Cyclotron Line
Next, we fit the data using the above continuum model
and a multiplicative cyclotron scattering feature using
a pseudo-Lorentzian optical depth profile (the XSPEC
cyclabs model, Mihara et al. 1990). We initially con-
fined our search to line centers above 50 keV, with fits
initialized near the 75 keV value reported by Yamamoto
et al. (2013). Table 3 reports the best-fit parameters,
while Figures 2–5 compare the residuals to fits without
a cyclotron line.
Fits to the NuSTAR data alone do not provide strong
constraints on the CRSF parameters, as there are de-
generacies with the continuum modeling because the cy-
clotron line lies at the upper edge of the NuSTAR band-
pass. However, there are clear residuals in the NuSTAR
data above 70 keV, and NuSTAR-only fits are signifi-
cantly improved by the CRSF. The best-fit Suzaku CRSF
parameters are a reasonable match to those reported in
Yamamoto et al. (2014) given the minor differences in
analysis methods.
Combining the NuSTAR data with Suzaku provides
an independent confirmation of the line. In the joint fit,
the line centroid moves to 78 keV and the best-fit width is
11 keV, matching the values obtained by Yamamoto et al.
(2014) in their npex fits including XIS. The GSO cross-
normalization changes from 1.19 relative to NuSTAR in
the npex fit to 1.38 in the npex with cyclotron feature
fit. All other cross-normalization constants remain con-
stant within errors (Table 1). The cyclotron-line fit thus
produces correctly the expected agreement between the
normalizations of Suzaku PIN and GSO.
Both the NuSTAR and Suzaku data thus indepen-
Table 1
Best-fit cross-normalization constants relative to NuSTAR
Module A for the joint NuSTAR–Swift –Suzaku fit including a
cyclotron line. Errors are 90% C.L.
Instrument Normalization
NuSTAR A ≡ 1.0
NuSTAR B 1.014±0.001
Swift XRT 1.325±0.007
Suzaku XIS0 1.074±0.003
Suzaku XIS1 1.095±0.003
Suzaku XIS2 1.115±0.003
Suzaku PIN 1.380±0.004
Suzaku GSO 1.39±0.04
dently show evidence for a CRSF in the 70–80 keV
range. Because the NuSTAR data do not cover the en-
tire CRSF, the joint fit provides the best constraint on
the line parameters, but the parameters are sensitive to
the NuSTAR and Suzaku-HXD cross-calibration.
We assessed the significance of the detections using the
method of posterior predictive p-values (ppp-values, Pro-
tassov et al. 2002). Briefly, we simulate many instances
of a model without a cyclabs feature by folding the spec-
tral model through instrumental responses; the exposure
and binning are matched to the real data, and the data
and background are perturbed to account for counting
statistics. For each simulated dataset, we then fit the
null model and a test model with a cyclabs feature.
For each simulated realization, we determine ∆χ2 be-
tween the two models and compare the distribution of
∆χ2 values for the simulations to the observed value.
If few of the simulated ∆χ2 values are as large as ob-
served in the real data, this provides evidence for the
CRSF. Rather than restricting the simulated model pa-
rameters to those of the best-fit null model, we use the
Cholesky method to draw the simulated parameters from
a multivariate Gaussian derived from the covariance ma-
trix obtained in the fit to the null model (Hurkett et al.
2008).
We performed 10,000 simulations of the NuSTAR data
alone as well as the joint NuSTAR, Swift, and Suzaku
data. The line energy was allowed to vary in the 50–
100 keV range and the line width between 1 and 30 keV.
In all cases, the simulated ∆χ2 was less than the value
observed in the real data, providing > 3.9σ evidence for
the existence of the line in each of the two fits. In most of
the simulated cases, the best-fit depth of the line is zero,
and so the two models are indistinguishable. The largest
deviation in χ2 was 17.0 (21.3) for the combined datasets
(NuSTAR only), far smaller than the ∆χ2 values of 278.5
(62.8) seen in the real data. Based on the difference
between the observed and simulated ∆χ2 distributions, it
is clear that the CRSF detection is much more significant
in the joint fit than when using NuSTAR alone.
Given the distribution of ∆χ2 in these simulations, it
would be computationally unfeasible to simulate enough
realizations to expect a ∆χ2 value near the true value
and obtain a true ppp-value significance. We can ob-
tain a simple estimate of the significance (and hence the
number of simulations required to obtain that chance
deviation) by summing the data and model counts in
the ±1σ energy window around the best-fit 78 keV cy-
clotron line. Dividing the difference between the npex
model without the cyclotron line and the data in this
region by the statistical error allows us to estimate the
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level of chance fluctuation needed. The deviations in the
NuSTAR data (which do not cover the full cyclotron line)
are 1.8σ and 2.3σ when the modules are considered in-
dependently; the deviation in the GSO data taken alone
is 8.0σ. We thus expect the GSO measurement to dom-
inate the fit. (We do not correct for trials over energy
because the high-energy line was previously reported in
other observations.) If taken at face value, the statisti-
cal errors would require more than 8 × 1014 simulations
to achieve deviations in χ2 comparable to the observed
values.
We considered whether systematic calibration uncer-
tainties could be responsible for the observed feature.
While the method of ppp-values provides a robust as-
sessment of line significance (Hurkett et al. 2008), it is
sensitive to false positives if systematic errors are present.
If a line feature is due to inaccuracy in the instrumen-
tal responses or the modeled background, ppp-value tests
will confirm its statistical significance but not its physical
reality. The calibration of the NuSTAR responses in the
70–78 keV range is less certain than at lower energies due
to the increasing faintness of astrophysical calibrators.
However, measured deviations from a fiducial spectrum
of the Crab Nebula are < 15% from 70–78 keV (Madsen
et al. 2014, in prep). Similarly, few-percent deviations of
the Crab spectrum have been measured in Suzaku GSO
spectra near 70 keV (Yamada et al. 2011). These effects
are not large enough to produce the ∼30% deviation seen
here, so we conclude that the feature is both significant
and real.
3.3. Search for a Lower-Energy Fundamental Line
We searched for a cyclotron line at half the energy of
the 78 keV line reported in Section 3.2. The NuSTAR
data enable a more sensitive search than is possible with
PIN: The combined NuSTAR data have an SNR of 135
per keV at 40 keV in these data, compared to 60 for
PIN. (Data from both instruments are strongly source-
dominated, given the brightness of the outburst.) No
obvious residuals are apparent in the time-integrated
NuSTAR data near ∼38 keV (Figure 2), consistent with
previous non-detections in time-integrated data. Some
residual structure is present in the Suzaku-PIN data
below 40 keV (Figure 4). Using PIN data, Yamamoto
et al. (2014) reported a possible fundamental with E0 =
36.8+1.1−0.7 keV, optical depth at line center of 0.06
+0.08
−0.03,
and width of 11.1+7.2−10.2 keV in their Suzaku-only fit, but
concluded it is not statistically significant. A double-
cyclotron line NuSTAR–Suzaku–Swift joint fit with the
fundamental restricted to half of the 90% error limits for
the 78 keV does fit a line depth at 39.8+0.5−1.2 keV. It has
depth 1.0+0.7−0.2 and width 6.0
+8.4
−4.5 keV. However, the im-
provement in χ2 is modest, only 6.3 for three additional
free parameters. Our ppp-value simulations of the higher
energy line found 47 out of 10,000 simulations had ∆χ2
values larger than this, implying < 2.9σ significance. A
NuSTAR-only fit to a line at this position results in a
fundamental with depth consistent with zero. The 90%
CL upper limit on the optical depth at 39 keV is 0.04.
The possible 39 keV fundamental fit by the Suzaku data
is thus disfavored by the more sensitive NuSTAR data.
A broader NuSTAR search from 34–40 keV (at half of
the line centroid identified by the independent NuSTAR
and Suzaku fits) similarly yielded line depths consistent
with zero.
We also performed a generic search for lower-energy
lines by stepping a cyclabs feature through a 2 keV
grid of energies over the 10–60 keV range. We used
the NuSTAR data only, as in the joint fit the residu-
als show dips (due to response differences highlighted by
the brightness of the source, Figure 5c) not present in
the NuSTAR-only fit (Figure 2c). For speed, the contin-
uum parameters were frozen in the initial search. Only
one trial (at 26 keV) fit a line depth greater than zero,
and in this case the best fit line width was 1 keV, at
the narrowest limit. The value of ∆χ2 is 5.4, less than
the largest values obtained by chance coincidence in the
Monte Carlo simulations of the 80 keV line, and there is a
known response calibration feature at this energy. Over
all energies, the largest 90% CL upper limit on the op-
tical depth was 0.09 at 52 keV. Accordingly, we can rule
out a lower-energy fundamental with greater depths in
the time-integrated data.
3.4. Phase-Resolved Fits
Because cyclotron line intensities and energies may
vary with pulse phase (e.g., Fu¨rst et al. 2013), we split
the NuSTAR observation into phase bins of roughly con-
stant signal-to-noise ratio and conducted spectral fits on
each.
We barycentered the NuSTAR event data with
barycorr using the DE200 solar system reference frame
(Standish 1982) and applied a correction for light-travel
time across the binary orbit using the ephemeris of
Ku¨hnel et al. (2013). Figure 6 shows the NuSTAR data
folded at the best-fit spin period of 93.57434 sec.
The time-resolved data were well-fit by the npex spec-
tral model. We fixed the positive power-law index
to 2, consistent with the values obtained in the time-
integrated fits. The photon indices show a correlation
with intensity (Figure 6), while the folding energy shows
a mild secular increase throughout the pulse. No obvious
deficits are present in the residuals at lower energies.
We attempted to observe phase evolution of the 80 keV
CRSF. Using four phase bins, Yamamoto et al. (2014)
found only a slight dependence of the CRSF energy on
the pulse data using the Suzaku data. We froze the width
and depth of the CRSF to the best-fit values from the
joint NuSTAR–Suzaku–Swift fit but left the energy free
to vary. However, the relatively limited NuSTAR energy
coverage of the line does not permit firm constraints on
the line energy.
We also performed a harmonic CRSF fit to the phase-
resolved data. We fit for a fundamental line in the
34–47 keV range and froze the ∼80 keV harmonic width
and depth to the best-fit time-integrated values. In all
epochs, the line depth was consistent with zero, the
linewidth unconstrained, and the improvement in χ2 < 2.
The 90% C.L. line depth upper limits were in the range
0.09–0.3.
We repeated the generic grid search for low-energy
CRSFs in the time-resolved spectra in case phase-
dependent intensity was pushing a fundamental below
detectability in the time-integrated fit. As in the time-
integrated case, the additional CRSF fit widths pegged
at the minimum value of 1 keV, fit depths that were con-
sistent with zero, and/or were associated with the small
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Figure 6. NuSTAR data (3–79 keV) folded at the 93.57 sec spin
period (top panel) and the best-fit phase-resolved npex photon in-
dices (middle panel) and folding energies (bottom panel).
known response feature at 26 keV. Over all energies, the
largest upper limits on the line depth were 0.2–0.4 and
occurred in the 50–60 keV range.
Accordingly, our phase-resolved fits rule out a phase-
dependent fundamental CRSF below 70 keV with depth
greater than one third of the depth of the 80 keV CRSF.
4. DISCUSSION
Observations of the November 2012 giant outburst of
GRO J1008−57 with modern instruments provide the
best available constraints on the magnetic field strength
of this HMXB. Our spectral fits have confirmed that the
previously reported CRSF is indeed the fundamental for
GRO J1008−57. The best-fit line center for the combined
datasets is 78+3−2 keV. This matches the CRSF reported
by Wang (2013) using INTEGRAL data but is lower than
the 88±5 keV value first reported by Grove et al. (1995).
This difference is not highly significant, however. The
Suzaku data provide a better constraint on the line and
higher significance detection because the line centroid is
at the upper edge of the NuSTAR bandpass, but the
NuSTAR data provide an independent confirmation of
the detection.
The higher sensitivity provided by NuSTAR below
79 keV enabled us to perform the most constraining
search for a fundamental CRSF at lower energies. Our
NuSTAR double-cyclotron line fits require the ratio of
the optical depths of the fundamental to the harmonic to
be less than 5% in the time-integrated data. This is less
than the most extreme ratios observed in other accret-
ing pulsars, including Vela X-1 (∼10%; e.g., Fu¨rst et al.
2014) and 4U 0115+634 (≥ 11%, e.g., Mu¨ller et al. 2013).
In both of those systems, however, phase-resolved fitting
reveals intervals of greater fundamental strength. While
our phase-resolved limits on the fundamental/harmonic
optical depth ratios are less stringent (<11–37%) than
the time-integrated constraint, we do not detect a signif-
icant fundamental at any phase.
Photon spawning can weaken the strength of the ob-
served fundamental: an electron that scatters into an
excited Landau state will release one or more secondary
photons with energy comparable to the line energy that
may escape to the observer. Calculations suggest this
process can replace as much as 75% of the flux in the
fundamental CRSF (Scho¨nherr et al. 2007). It thus is
difficult to account for the low time-integrated funda-
mental to harmonic depth ratio we observe with spawn-
ing alone. Moreover, spawning is influenced by the hard-
ness of the spectral continuum, with harder spectra pro-
ducing weaker fundamental lines with more pronounced
emission wings (Scho¨nherr et al. 2007). Our nondetec-
tion of a low-energy fundamental in the time-resolved fits
despite the phase variation in the continuum spectrum
(Figure 6) thus argues against such masking.
We therefore conclude that the 78 keV CRSF is likely
the fundamental. The inferred magnetic field strength
for GRO J1008−57 is 6.7× 1012(1 + z) G, the highest of
known accreting pulsars.
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Table 2
Best-fit time-integrated npex parameters for fits with NuSTAR (N), NuSTAR and Swift (NX), Suzaku (S), and all instruments (NXS).
Errors are 90% C.L. In all fits the positive powerlaw index Γ2 was free to vary but converged to the limiting value of 2. Normalization
units are photons keV−1 cm−2 s−1 for the powerlaw components (A1,2), photons cm−2 s−1 for the Gaussians (Agauss1,2), and L39/D210 for
the black body (ABB), where L39 is the source luminosity in units of 10
39 ergs−1 and D10 is the distance to the source in units of 10 kpc.
Parameter N NX S NXS
NH [10
22 cm−2] 1.1+1.2−1.1 1.06± 0.06 1.60± 0.03 1.45± 0.02
Γ1 0.15± 0.05 0.27+0.06−0.04 0.94+0.02−0.05 0.30± 0.01
A1 [10−1] 1.76+0.26−0.20 2.38± 0.15 5.17+0.05−0.15 2.70+0.08−0.10
Γ2 2 2 2 2
A2 [10−4] 1.39+0.30−0.18 2.0
+1.6
−0.4 4.7
+2.0
−0.4 1.81± 0.07
Efold [keV] 8.44
+0.14
−0.13 8.34
+0.38
−0.17 7.47
+0.16
−0.08 8.17± 0.05
E0,1 [keV] 6.60± 0.02 6.60± 0.02 6.59± 0.02 6.58± 0.01
σ1 [keV] 0.29± 0.02 0.30± 0.02 0.28± 0.03 0.27± 0.02
Agauss,1 [10−3] 6.8± 0.7 7.1± 0.4 9.0+1.3−1.4 6.5± 0.4
E0,2 [keV] 5.4
+0.2
−0.1 6.0
+0.2
−0.3
σ2 [keV] 0.07
+0.03
−0.02 0.19± 0.02
Agauss,2 [10−3] 7.4+0.5−0.2 27
+7
−5
kT [keV] 1.61± 0.03 1.62+0.09−0.07 3.4+0.3−0.2 0.42± 0.02
ABB [10
−3] 14± 4 8.7+1.7−1.4 79+5−7 3.9+0.3−0.2
χ2/dof 632.6/536 881.8/692 1134.8/343 2424.9/1045
χ2red 1.18 1.27 3.31 2.32
Table 3
Best-fit time-integrated npex parameters with a cyclotron feature for fits with Suzaku (S) and all instruments (NXS). Errors are 90% C.L.
Normalizations units are as in Table 2.
Parameter S NXS
NH [10
22 cm−2] 1.62+0.04−0.06 1.43
+0.03
−0.02
E0,cyc [keV] 74
+3
−2 78
+3
−2
cyclabs width [keV] < 5.89 11+6−4
cyclabs depth 4.2+3.8−3.3 0.81
+0.15
−0.13
Γ1 1.03
+0.12
−0.13 0.29
+0.03
−0.02
A1 [10−1] 5.24+0.23−0.29 2.54
+0.13
−0.17
Γ2 1.10
+0.04
−0.20 2
A2 [10−4] 52.479+0.005−7.573 1.40
+0.29
−0.19
Efold [keV] 8.9± 1.0 8.55+0.31−0.14
E0,1 [keV] 6.589
+0.002
−0.010 6.58
+0.01
−1.44
σ1 [keV] 0.29± 0.03 0.27± 0.02
Agauss,1 [10−3] 9.3+1.3−1.2 6.5± 0.4
E0,2 [keV] 5.36
+0.17
−0.10 5.6
+0.4
−0.5
σ2 [keV] 0.63
+0.25
−0.14 2.07
+0.32
−0.27
Agauss,2 [10−3] 5.7+0.8−1.9 34
+16
−9
kT [keV] 2.90+0.99−0.26 0.45± 0.02
ABB [10
−3] 43+31−20 4.2
+0.5
−0.4
χ2/dof 1070.7/340 2266.0/1042
χ2red 3.15 2.17
