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Introduction générale
La séparation de sources consiste à restaurer un ensemble de signaux sources à partir
d'observations qui correspondent à des mélanges de ces sources. La Séparation de
Sources est dite Aveugle (SAS) lorsqu'un minimum d'information a priori est dispo-
nible. Le problème de SAS date du début des années 1980, il a été formalisé par les
travaux de Ans, Hérault et Jutten dans le cadre d'études neurobiologiques et peut-
être indépendamment par Bar-Ness dans le domaine des communications [14, 51].
Ceci a suscité depuis de nombreuses publications et l'engouement de plusieurs com-
munautés scientiques. Les domaines d'application de la SAS sont variés : l'acous-
tique, l'audio, la parole, le domaine biomédical, l'astrophysique, la classication
d'images, les télécommunications, les capteurs chimiques...
Au delà de l'intérêt porté au modèle de mélange linéaire, son utilisation peut
s'avérer limitée pour des applications réelles, d'où la nécessité d'avoir recours à des
modèles non linéaires, plus complexes certes, mais permettant de modéliser au mieux
la réalité. Le cas du mélange linéaire a été largement abordé en SAS contrairement
au cas non linéaire, plus délicat et moins étudié. Il n'existe pas de méthode standard
pour aborder ce dernier type de modèle, l'étude se faisant pratiquement au cas par
cas. Malgré ces dicultés, certains auteurs se sont tout de même penchés sur le
problème des mélanges non linéaires qui restent plus diciles à aborder. Un histo-
rique complet sur la séparation aveugle de sources suivi d'un développement sur les
travaux eectués sur les mélanges non-linéaires peut être trouvé dans [14,26,50,51].
Cette thèse s'inscrit dans le cadre de la SAS pour des modèles non linéaires. Elle
fait suite aux travaux eectués par Y. Deville et S. Hosseini dans le cas particulier du
mélange linéaire-quadratique (termes linéaires et termes croisés d'ordre 2) [31,43,44].
Dans ce manuscrit nous considérerons un autre cas particulier de mélange non li-
néaire, le mélange quadratique mettant en jeu 2 sources et 2 observations. Ce modèle
1
Introduction générale
a été introduit dans [31] et sera déni dans les prochains chapitres. Le choix d'un tel
modèle s'explique d'abord par un souci de simplication. En eet, le modèle initia-
lement envisagé dans cette thèse devait également comporter des termes linéaires,
ce qui ferait du modèle linéaire-quadratique précédent un sous-ensemble de ce mo-
dèle, mais la contrepartie aurait été l'introduction de dicultés supplémentaires
dans les développements eectués au cours de cette thèse. Rien n'empêche cepen-
dant de considérer le modèle quadratique indépendamment des termes linéaires. Ce
type de modèle pourrait à l'avenir trouver son application dans le cas de capteurs
fournissant des combinaisons linéaires des puissances propres à chaque source, et de
la puissance d'interaction de ces sources. De plus, l'une des perspectives de cette
étude est d'étendre les méthodes développées à des modèles polynômiaux d'ordre
plus élevé et d'étendre le champ d'application [65].
Cette étude se fait sous l'hypothèse d'indépendance statistique des sources ce qui
nous lie naturellement au concept d'Analyse en Composantes Indépendantes (ACI).
Dans ce document les premiers résultats présentés seront des  développements
théoriques  puis leur validation se fera sur des signaux articiels, les méthodes pro-
posées n'ayant pas été appliquées à des mélanges réels. Dans un premier temps nous
présenterons le système de séparation proposé, celui-ci sera suivi par une méthode
dédiée à l'estimation des coecients du mélange, mise en amont de cette structure
de séparation. Puis, une seconde méthode, basée sur le Maximum de Vraisemblance,
sera présentée. Les problèmes d'identiabilité et de séparabilité du modèle ne seront
cependant pas abordés.
Plan du document
Le document est organisé comme suit : le premier chapitre établit l'état de l'art.
Après avoir abordé brièvement le cas des mélanges linéaires en SAS, le cas des mé-
langes non linéaires est décrit de manière plus détaillée, plus particulièrement dans
le cas de l'ACI Non Linéaire (ACI NL), étant donné que l'on travaille sous l'hypo-
thèse d'indépendance statistique des sources. La dernière partie de ce chapitre est
consacrée à la génèse et aux objectifs de la thèse.
Le chapitre 2 est dédié à la présentation et à l'étude de la structure de séparation
proposée, de type réseau récurrent. Ainsi, les propriétés du réseau récurrent sont étu-
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diées (points d'équilibre du réseau, stabilité locale), et ce, en contexte non aveugle,
et à un instant donné. Un parallèle est fait entre les travaux eectués dans le cadre
du modèle linéaire-quadratique et le cas du modèle quadratique.
Dans le chapitre 3 nous proposons une méthode basée sur les cumulants an d'esti-
mer les coecients du mélange. Cette partie vient compléter le chapitre précédent.
Une deuxième méthode de séparation aveugle de sources est développée pour notre
modèle dans le chapitre 4, celle-ci cette fois étant basée sur le principe de Maxi-
mum de Vraisemblance (MV), toujours en ayant recours au réseau récurrent, mais
sous sa version dite basique. Chacun des chapitres est complété par des simulations
numériques sur des signaux articiels. Enn, nous terminons ce manuscrit par les
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Chapitre 1. État de l'art
1.1 Introduction
Ce chapitre est dédié à l'état de l'art. Après avoir présenté de façon sommaire les
mélanges linéaires, ainsi que les diérentes méthodes et critères utilisés en SAS, nous
entamerons alors de manière plus détaillée les mélanges non-linéaires. La transition
entre ces deux parties est assurée par la comparaison faite entre la SAS et l'ACI
dans les cas linéaire et non-linéaire. Dans la section consacrée aux mélanges non-
linéaires, nous commencerons par dresser un panorama des travaux eectués dans ce
domaine. Une formulation mathématique du problème sera ensuite donnée et suivie
par la question d'existence et d'unicité des solutions en ACI NL. Le cas particulier
des mélanges post-non-linéaires sera également abordé. Enn, nous terminerons ce
chapitre par la génèse et les objectifs de cette thèse.
1.2 Mélanges linéaires
Les mélanges linéaires font partie des mélanges les plus étudiés en SAS. Ce type
de mélange ne sera abordé que brièvement. Nous eectuerons d'abord un rapide
passage en revue des diérents types de mélanges linéaires rencontrés en SAS, plus
exactement, nous nous attacherons à présenter la formulation mathématique des
mélanges. Puis nous présenterons les méthodes et les critères utilisés. Nous parlerons
également des indéterminations liées au modèle de mélange linéaire. Des panoramas
plus complets peuvent être trouvés dans [14,15,18,26,42,45,79,85].
1.2.1 Diérents types de mélanges
Une première classication des mélanges peut se faire suivant la nature du mé-
lange, liant les observations aux sources. Pour aller du modèle le plus simple au plus
complexe, nous commencerons donc par le modèle de mélange linéaire instantané.
Sous forme matricielle le modèle liant P observations à N sources est formulé de la
manière suivante :
x(t) = As(t) (1.1)
où x(t) désigne le vecteur d'observations [x1(t) : : : xP (t)]T , A la matrice des coe-
cients constants du mélange et s(t) le vecteur sources [s1(t) : : : sN(t)]T .
D'un point de vue mathématique le modèle liant une des observations aux N sources
6
1.2. Mélanges linéaires




aijsj(t); i = 1 : : : P (1.2)
avec xi(t) représentant l'observation i, sj(t), la je source et le coecient aij réel,
constant, pouvant représenter la contribution de la je source sur le ie capteur (ou
atténuation), et ce, à un instant t.
Les mélanges à atténuations et retards sont un peu plus délicats à traiter que le




aijsj(t  tij); i = 1 : : : P (1.3)
De la même manière, xi(t) représente l'observation i à l'instant t, sj, la je source,
les coecients aij et tij , sont réels et constants et correspondent respectivement à
l'amplitude de la contribution et au retard de la source j sur le capteur i.
Aux deux types de mélanges présentés précédemment vient s'ajouter la classe
plus complexe et plus générale des mélanges convolutifs. Ces derniers peuvent être






aij;ksj(t  tij;k); i = 1 : : : P (1.4)
Une autre formulation du problème, pour le même type de mélange que ci-dessus,
est obtenue en modélisant la contribution globale d'une source sur un capteur. Ceci





aij(t)  sj(t); i = 1 : : : P (1.5)
où aij(t)  sj(t) correspond à la contribution globale de la source j sur le capteur i
et  désigne l'opérateur de convolution.
Dans un cas plus général, un bruit additif peut s'ajouter aux modèles précé-
dents. En ce qui concerne les mélanges non-linéaires, ces derniers seront abordés
ultérieurement en Section 1.3.
Une autre classication des mélanges peut s'opérer suivant le nombre P d'obser-
vations considéré et le nombre N de sources : on parle de mélange sous-déterminé
lorsque le nombre de sources est supérieur au nombre d'observations, de mélange
surdéterminé lorsque P est supérieur à N , et de mélange déterminé lorsque les
nombres de sources et d'observations sont égaux.
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Après avoir décrit rapidement les diérents types de mélanges linéaires, nous
passons maintenant aux méthodes et critères utilisés en SAS.
1.2.2 Familles de méthodes et critères pour la SAS
Comme nous l'avions mentionné précédemment, la SAS consiste à restaurer un en-
semble de signaux sources à partir d'observations qui constituent des mélanges de
ces signaux sources. Il existe diérentes méthodes qui permettent d'atteindre ce
but. Parmi les méthodes utilisées en SAS on peut citer : l'ACI, la Factorisation en
Matrices Non-négatives et l'Analyse en Composantes Parcimonieuses.
L'ACI constitue l'une des méthodes les plus utilisées en SAS. P. Comon [25] a
généralisé en 1994 le principe de l'ACI permettant d'obtenir des signaux de sortie,
statistiquement indépendants, égaux aux signaux sources dans le cadre du mélange
linéaire instantané à certaines indéterminations près (facteur d'échelle, permuta-
tions). Pour une analyse plus détaillée nous renvoyons le lecteur à [14, 26, 45], ou-
vrages dédiés à l'Analyse en Composantes Indépendantes et à la séparation aveugle
de sources. Diérents critères peuvent être utilisés pour réaliser l'ACI, parmi eux
nous citons :
- la maximisation de la non gaussianité qui est l'un des critères les plus utilisés
en ACI. Ceci est motivé par le lien qui existe avec le théorème central limite
qui dit que la distribution d'une somme de variables aléatoires tend à être
gaussienne sous certaines conditions. Si l'on considère le mélange instantané
de N sources aléatoires, non gaussiennes et de même distribution, ce mélange
est alors plus gaussien que la distribution de chacune des sources. Ceci suggère
inversement, de démélanger les signaux sources en forçant chaque signal de
sortie à devenir le plus non-gaussien possible. En pratique on maximise la
non-gaussianité des sorties du réseau. L'une des mesures de non-gaussianité
les plus utilisées est le kurtosis.
- la maximisation de la vraisemblance . L'une des interprétations possibles du
principe de maximum de vraisemblance (MV) en ACI est d'estimer les valeurs
des paramètres du mélange qui maximisent la probabilité de réalisation des
observations. Le lien entre le principe de MV et celui de l'INFOMAX a été
établi par J.-F. Cardoso dans [17].
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- la minimisation de l'Information Mutuelle (IM). Il s'agit d'une approche im-
portante en ACI inspirée par la théorie de l'information. Il s'agit alors d'estimer
les coecients de la matrice de séparation an de minimiser l'information mu-
tuelle des sorties. Cette approche peut donc être développée en utilisant l'IM
qui est un critère de mesure de dépendance statistique.
On rappelle que si x est un vecteur aléatoire de densité conjointe fX, et de











dx1dx2 : : : dxN (1.7)
La notation (fX jfY ) est celle de la divergence de Kullback-Leibler entre les
densités de probabilité fX et fY , dénie par :








L'information mutuelle est par dénition une grandeur positive qui s'annule si
et seulement si x a des composantes indépendantes.
Dans le cadre du mélange linéaire instantané,
x(n) = As(n) (1.10)
l'IM est utilisée pour estimer la matrice B telle que :
y(n) = Bx(n) (1.11)
ait des composantes indépendantes. Le problème de SAS peut alors être ramené
à la minimisation de l'IM, I, des sources estimées :




où H(x) désigne l'entropie de Shannon qui pour un vecteur aléatoire x de




fX(x) log fX(x)dx (1.13)
=  E[log fX(x)] (1.14)
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avec E[:] désignant l'opérateur d'espérance mathématique. Aucun modèle de
distribution des sources n'est supposé. Dans la pratique, l'utilisation de cette
méthode est très complexe puisque le calcul de l'IM nécessite le calcul de
la densité conjointe fY des signaux. En général on préfère exploiter pour le
modèle linéaire la relation :
I(y1; : : : ; yN) =
NX
i=1
H(yi) H(x)  log j detBj (1.15)





H(yi)  log j detBj (1.16)
- nous citerons également les approches tensorielles. En général, la restriction
à l'ordre 2 n'est pas susante pour séparer les sources. D'un point de vue
théorique, l'indépendance entre signaux correspond à la nullité des cumulants
croisés entre les versions décalées ou non de ces signaux et à tous les ordres. Il
est cependant dicile de tester cette condition avec un coût calculatoire ni.
En pratique, les méthodes de SAS annulent donc les cumulants jusqu'à un
certain ordre xé en général à 4. La généralisation des méthodes basées sur les
cumulants se fait par une approche tensorielle qui consiste en l'utilisation de
tenseurs de cumulants d'ordre supérieur. Ces tenseurs de cumulants sont des
généralisations de la matrice de covariance qui est un tenseur de cumulants du
second ordre.
On dénit par exemple un tenseur de cumulants F comme un opérateur linéaire
déni par les cumulants croisés d'ordre 4 de ces données. C'est une transfor-
mation linéaire de l'espace N N tel que, le i; je élément de la transformation




mklcum4(yi(t); yj(t); yk(t); yl(t)) (1.17)
où mkl est un élément de la matrice M qui est transformée.
Comme tout opérateur linéaire symétrique, le tenseur F a une décomposition
en valeurs propres. Une matrice propre vérie :
F (M) = M (1.18)
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les matrices propres seront notées Mi.
Cette décomposition en valeurs propres correspond à une diagonalisation conjointe
des matrices F (Mi). La méthode JADE [19], qui utilise des cumulants d'ordre




cum4(yi(t); yj(t); yk(t); yl(t))
2 (1.19)
E. Moreau [63] a proposé une généralisation de l'algorithme JADE en étendant
le critère à des cumulants d'ordre quelconque supérieur ou égal à trois.
Méthodes à l'ordre 2. La possibilité d'eectuer la séparation au second ordre est ap-
parue très tôt à condition de supposer par exemple les sources colorées et de spectres
distincts. Il est vrai qu'à son origine, le problème de séparation de sources se place
dans le cadre du mélange linéaire instantané, x(n) = As(n), et repose sur l'indépen-
dance des sources. On cherche ainsi à reconstituer des sources par transformation
inverse y(n) = Bx(n) dont les composantes soient les plus indépendantes possible.
Il n'est pas nécessaire a priori de faire des hypothèses sur le comportement tem-
porel de s, par exemple de stationnarité. Cependant d'un point de vue statistique
il s'agit de se placer idéalement dans un contexte de sources i.i.d et donc tempo-
rellement blanches. La décorrélation de x ne permet pas d'identier la matrice A.
Ainsi l'analyse en composantes principales laisse la place à l'analyse en composantes
indépendantes, ce qui induit également le développement et l'usage des statistiques
d'ordre supérieur. Les premières méthodes ACI de second ordre exploitant l'autocor-
rélation ou la non-stationnarité des signaux reposent sur le constat que les matrices
d'autocovariance Rx(), considérées à diérents retards , sont simultanément dia-
gonalisables puisque Rx() = ARs()AT et que les matrices Rs() sont diagonales
dès que les sources sont spatialement non corrélées. La méthode AMUSE [87] est
dénie par la diagonalisation conjointe exacte des estimateurs Rx(0) et Rx(0) pour
un certain retard 0. La méthode SOBI [16] est obtenue par une diagonalisation
conjointe approchée de Rx(0) et de plusieurs matrices Rx(i), i = 1; :::; p.
Ensuite viennent les méthodes par Factorisation en Matrices Non-négatives (FMN)1
[22]. Cette famille de méthodes fait l'hypothèse de sources et de coecients de la
1ou NMF pour Non-negative Matrix Factorization
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matrice de mélange non-négatifs. Parmi les signaux qui vérient ces propriétés -
gurent, par exemple, les signaux de spectroscopie.
Enn, nous passons aux méthodes d'Analyse en Composantes Parcimonieuses2.
Cette classe de méthodes est actuellement très populaire en SAS. En général, les
observations sont ramenées à une représentation qui améliore le caractère parci-
monieux des sources, i.e. leur nullité dans certaines zones de la représentation. Il
peut s'agir du domaine temps-fréquence ou temps-échelle par exemple. L'Analyse
en Composantes Parcimonieuses permet surtout l'estimation des sources gaussiennes
et/ou corrélées, ainsi que la séparation des mélanges sous-déterminés.
Il doit être mentionné qu'en SAS de mélanges linéaires, en utilisant l'ACI, les
sources peuvent être retrouvées, au mieux à un facteur d'échelle (nous incluons
également le signe) et à une permutation près. Ceci constitue les indéterminations
liées au problème de SAS linéaire instantanée dans le cas de l'ACI.
1.2.3 SAS et ACI : du cas linéaire au cas non-linéaire
La comparaison entre les problèmes de SAS et d'ACI pour les mélanges linéaire et
non-linéaire a été abordée dans les travaux de C. Jutten et J. Karhunen [50]. En
première partie de l'article, les auteurs posent les problèmes de la SAS et de l'ACI
pour un modèle de mélange très élémentaire, celui du mélange linéaire instantané
déterminé. En SAS, il s'agit de retrouver les sources qui ont généré le mélange, tandis
que l'ACI recherche les composantes les plus indépendantes possibles qui auraient
pu générer le mélange. En supposant que la matrice de mélange soit de rang plein
et qu'il existe au plus une source gaussienne (et en tenant compte également des
indéterminations d'échelle et de permutation) il a été prouvé que ces deux problèmes
sont équivalents. Il devient alors important de souligner que ceci n'est plus valable,
dès lors que l'on considère des mélanges non-linéaires généraux. Les mélanges non-
linéaires sont plus complexes et plus diciles à étudier, c'est ce que nous nous
proposons de présenter dans la section qui suit.




1.3.1 Panorama des méthodes
Le mélange linéaire (1.2) est trop simple pour décrire toutes les situations réelles.
Il devient alors naturel de considérer une extension de ce modèle. Sans avoir la
prétention de présenter une liste exhaustive des travaux eectués dans le cadre des
mélanges non-linéaires, ni d'entrer dans les détails des méthodes proposées (on peut
trouver des ouvrages d'ordre général ou des travaux tels que [14, 15, 45, 51]), nous
proposons un tour d'horizon des travaux eectués en séparation de sources non-
linéaire, d'abord hors ACI, puis en nous focalisant sur les méthodes liées à l'ACI
NL. Certains modèles présentés seront décrits dans la section 1.3.2.
À notre connaisance, en SAS NL (méthodes autres que ACI) nous pouvons citer
l'article [32] abordant le problème d'identication aveugle de mélange et de SAS.
Dans cet article, les auteurs considèrent que les sources sont non-stationnaires, ou
plus spéciquement que l'hypothèse de parcimonie temporelle des sources est faite.
Le mélange étudié est de type linéaire-quadratique, il en découle la méthode LQ-
TEMPCORR, extension de leur précédente méthode LI-TEMPCORR.
Pour ce tour d'horizon nous allons maintenant mettre l'accent sur les méthodes
faisant appel à l'ACI NL. Dans le cadre non-linéaire les premiers travaux sont at-
tribués à C. Jutten qui a utilisé des mélanges faiblement non-linéaires pour tester
la robustesse et les performances de l'algorithme d'Hérault-Jutten introduit pour
le problème de SAS linéaire [47]. Cependant Burel a probablement été le premier
à introduire un algorithme spéciquement pour l'ACI NL. Sa méthode est basée
sur un réseau de neurones à rétropropagation pour des non-linéarités paramétriques
mais soure de complexité calculatoire et de problèmes de minima locaux [12].
Parra et al. [71] proposent une technique pour trouver une transformation non-
linéaire qui produit une représentation statistiquement indépendante des distribu-
tions. Cette extraction de caractéristiques en termes d'information mutuelle mini-
male généralise le critère de décorrélation de l'ACP linéaire à des ordres supérieurs.
Lee et al. [55] s'intéressent au problème de SAS NL, ils présentent un ensemble
de règles d'apprentissage basées sur le critère de maximisation de l'information.
Le modèle est divisé en une partie linéaire et une partie représentant la fonction
de transfert non-linéaire du canal de transmission. Le modèle proposé se focalise
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sur les non-linéarités paramétriques sigmoïdales et les polynômes d'ordre supérieur.
Les algorithmes proposés nécessitent cependant une étude complémentaire sur la
stabilité des algorithmes et la convergence de l'algorithme. Les algorithmes proposés
devraient être applicables à des données biomédicales de type IRM.
Dans [69], P. Pajunen et al. introduisent une nouvelle approche neuronale pour la
séparation de sources non-linéaire où les cartes auto-organisatrices de Kohonen3ont
été utilisées comme algorithme de séparation.
P. Pajunen et J. Karhunen [70] ont proposé un algorithme utilisant les cartes
topographiques génératives4 visant à remédier aux problèmes rencontrés avec la mé-
thode précédente [69], et permettant de la généraliser, puisqu'elle s'applique à des
sources dont la statistique est connue mais arbitraire. En eet pour pouvoir être
appliquée la méthode précédente nécessitait que les densités des sorties soient uni-
formément distribuées ce qui posait problème dans le cas où les sources originales
n'étaient pas uniformes. L'algorithme présenté en [70] utilise une approche par maxi-
mum de vraisemblance, et la transformation de mélange est supposée susamment
régulière. Les auteurs montrent alors expérimentalement qu'en trouvant une trans-
formation séparante, susamment régulière et qui maximise la vraisemblance, les
sources peuvent être séparées.
Yang et al [89] ont envisagé un perceptron à deux couches comme structure sépa-
rante pour des mélanges non-linéaires avec des algorithmes d'apprentissage dérivant
de deux approches, l'une basée sur le maximum d'entropie, l'autre sur la minimisa-
tion de l'information mutuelle par le biais de la descente en gradient naturel.
Dans [3], L. Almeida fait une synthèse de ces travaux antérieurs et conduisant à
la méthode MISEP, extension de la méthode INFOMAX. Cette méthode sépare les
sources à la fois dans les mélanges linéaires et les mélanges non-linéaires, et utilise
le critère d'information mutuelle des sorties. Dans [4], l'auteur applique la méthode
MISEP au problème non-linéaire des pages recto et verso d'images acquises par un
scanner par exemple. Les résultats obtenus améliorent la qualité d'une séparation
linéaire.
H. Valpola et al [88] ont proposé une approche d'ACI NL basée sur les tech-
niques bayésiennes. L'algorithme utilise un perceptron multicouches pour modéliser
3SOM en anglais pour Self Organizing Maps
4GTM en anglais pour Generative Topographic Maps
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le mélange non-linéaire et l'ensemble d'apprentissage pour estimer les distributions
a posteriori des variables inconnues du modèle, i.e. les paramètres du réseau multi-
couches.
Les méthodes présentées jusqu'à présent concernent les mélanges non-linéaires
en tant que mélanges très généraux et, par conséquent, très diciles à étudier. Pour
simplier ce modèle, des congurations particulières ont généralement été envisa-
gées dans la littérature et nécessitent l'ajout de contraintes fortes. Les mélanges
dits post-non-linéaires (PNL) correspondent à un type particulier de mélanges non-
linéaires. Ils ont été introduits par A. Taleb et C. Jutten et sont des plus étudiés,
nous leur consacrerons la sous-section 1.3.4. Il existe également d'autres approches
qui traitent d'autres types de mélanges non-linéaires particuliers. Dans ce qui suit,
nous en citerons quelques exemples, la plupart des approches citées correspondant
à des modèles polynômiaux ou à des modèles qui du moins, s'y apparentent.
T.-W. Lee [54] présente des méthodes qui traitent du problème des modèles NL
dans le cadre de l'ACI, d'abord dans le cas d'un  modèle NL simple (PNL), 
puis dans celui d'un modèle plus général que le premier, où les non linéarités sont
approximées par un développement en série de Taylor.
M. Castella [20] traite de systèmes de mélanges MIMO instantanés NL, plus
exactement polynômiaux. Il aborde le problème d'inversibilité du modèle (l'inverse
appartient à la classe des polynômes). Son approche est basée sur l'utilisation des
bases de Groebner, pour d'abord tester l'existence de cet inverse (solution exacte), et
ensuite éventuellement le déterminer. Il s'intéresse également au cas plus général des
modèles NL (interpolation sous certaines conditions), ce qui apporte une généralisa-
tion des résultats obtenus précédemment pour donner une condition d'existence de
cet inverse et le calculer sous une forme polynômiale. Enn, le problème de SAS sous
la contrainte supplémentaire de sources à alphabet ni est abordé. Nous reviendrons
sur ce modèle en Section 1.3.2.
J. Eriksson et V. Koivunen dans [36,37] s'intéressent respectivement à l'identia-
bilité aveugle et à la séparation aveugle d'une certaine classe de mélanges satisfaisant
le théorème d'addition. Ils proposent alors un algorithme de séparation pour de tels
mélanges.
[84] est un article qui traite de non-linéarités polynômiales, avec un intérêt
particulier pour les monômes du second ordre et les formes quadratiques. F. Theis
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et W. Nakamura examinent le modèle de séparation quadratique, et dénissent le
modèle générant les données et le processus de séparation, en utilisant l'analyse faite
à partir de l'ACI linéaire dans le cas surdéterminé. Une discussion sur l'identiabilité
du modèle de  démélange  quadratique est également présentée. Leur méthode est
alors appliquée sur des données simulées et des images réelles.
M. Krob et M. Benidir [53] proposent une identication aveugle du modèle
linéaire-quadratique en utilisant une décomposition en valeurs singulières des ma-
trices de cumulants d'ordre 3 sur les sorties. Les sources sont supposées indépen-
dantes, circulaires et centrées. L'identication se fait uniquement à partir des sorties
du système.
Dans [1], K. Abed-Meraim et al. s'intéressent à l'identication aveugle d'un mé-
lange linéaire-quadratique instantané bruité, modèle qui sera simplié par la suite.
Des hypothèses supplémentaires sur les sources sont faites, celles-ci sont supposées
corrélées temporellement, circulaires complexes et mutuellement indépendantes. Ils
proposent alors une nouvelle technique d'identication aveugle de ce mélange, ba-
sée sur la diagonalisation conjointe d'un ensemble de matrices de corrélation. Leur
méthode fait également appel à l'utilisation des moments d'ordre 3. Un exemple
d'application sur le couplage de phase quadratique est donné. Ce modèle sera pré-
senté en Section 1.3.2.
Y. Deville et S. Hosseini se sont penchés sur le cas dumélange linéaire-quadratique
(termes linéaires et termes croisés), en conguration aveugle [43,44], ou non [31] (co-
ecients du mélange supposés connus). Dans le premier volet [43,44], ils développent
une structure de séparation de type réseau récurrent et les algorithmes d'adaptation
font appel, soit aux statistiques d'ordre supérieur, soit au maximum de vraisem-
blance. Dans le deuxième volet [31], ils reviennent à une conguration non aveugle,
car leur intérêt porte d'une part sur les problèmes de stabilité du réseau rencontrés
dans les articles précédents, et d'autre part sur la généralisation à d'autres classes
de mélanges. Nous reviendrons sur ces articles de façon plus approfondie dans la
Section 1.4 et dans les chapitres qui suivront. Nous pouvons également préciser que
leur modèle a été utilisé dans [38] dans le cas d'images scannées.
Dans [34,35] L. Tomazeli Duarte et C. Jutten s'intéressent au problème de SAS
pour une classe particulière de mélanges non-linéaires qui peut s'apparenter dans
certains cas aux mélanges polynômiaux. Ce type de modèle trouve des applications
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dans les capteurs chimiques. Dans ces deux articles, les auteurs ont recours égale-
ment à une structure récurrente comme structure de séparation, et les algorithmes
d'apprentissage sont liés respectivement aux statistiques d'ordre supérieur et à la
minimisation de l'information mutuelle des sorties du réseau. Une analyse de la
stabilité locale du réseau est également établie. Nous présenterons leur modèle en
Section 1.3.2.
Pour terminer ce panorama des méthodes nous citerons les travaux de Y. Naudet.
Dans [65], Y. Naudet étudie les possibilités d'application de la séparation de sources
au traitement de la réponse d'un capteur à courants de Foucault (CCF), en vue
d'atténuer, ou mieux de supprimer, les eets néfastes dus à la température dans une
cible lors d'une mesure de la distance la séparant du capteur. L'un des mélanges
étudié dans cette thèse est de type linéaire-quadratique, incluant les termes linéaires
mais également les auto-termes et inter-termes quadratiques .
1.3.2 Formulation mathématique du problème
Comme mentionné précédemment, les problèmes de SAS et d'ACI dièrent dans
le cas de mélanges non-linéaires. D'un point de vue mathématique, dans le cas de
mélanges instantanés pour P observations et N sources, le problème général de l'ACI
non-linéaire peut être formulé comme suit :







où x est le vecteur d'observations [x1(t) : : : xP (t)]T , F est un ensemble de fonctions
[f1(t) : : : fP (t)]
T de mélange non-linéaires réelles inconnues et s est le vecteur sources
[s1(t) : : : sN(t)]
T dont les composantes sont indépendantes. Il s'agit alors de trouver
la fonction H qui nous donne le vecteur y tel que :
y = H(x) (1.21)
et dont les composantes sont statistiquement indépendantes. Une caractéristique
fondamentale de ce problème dans le cas général est que des solutions existent tou-
jours et ne sont pas uniques. Pour la SAS il s'agirait de retrouver le vecteur source
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s à l'origine du mélange. Cependant, en ACI NL le problème est plus délicat : en ef-
fet, si l'on considère deux variables aléatoires u et v statistiquement indépendantes,
alors pour des fonctions f et g non-linéaires inversibles choisies arbitrairement, les
variables aléatoires f(u) et g(v) restent indépendantes. Dans le cas général des mé-
langes non-linéaires, en ne considérant que l'hypothèse d'indépendance statistique,
les sources ne peuvent être donc retrouvées au mieux, qu'à une fonction inconnue
des sources près. De telles distorsions ne sont malheureusement pas acceptables. Une
autre diculté qui se présente dans le cas non-linéaire est le fait que le mélange de
deux variables aléatoires indépendantes puisse donner à son tour des variables qui
restent statistiquement indépendantes, tout en restant des mélanges de ces variables.
Nous reviendrons plus en détail sur ce sujet dans la Section 1.3.3.
Le modèle (1.20) a été posé d'un point de vue général, nous nous proposons
maintenant de donner des exemples de modèles contraints évoqués en Section 1.3.1.
M. Castella [20] a considéré, entre autres, le cas du mélange non-linéaire de 2
sources binaires (i.e. 8 i 2 f1; 2g ; si 2 f 1;+1g). Plus précisément, il se place
dans un contexte lié aux télécommunications et où les deux sources représentent
deux signaux BPSK5. Les sources sont également supposées centrées et mutuellement
indépendantes. Le modèle pour une observation x et 2 sources s1 et s2 est le suivant :
x = as1s2 + bs1 + cs2 + d (1.22)
où a; b; c; d représentent des constantes.







avecA une matriceQ3,B un vecteur colonneQ1 correspondant à la contribution
d'un monôme d'ordre 1 constant. Ce modèle peut être à nouveau simplié en tenant
compte du fait que les sources sont centrées.
Le modèle simplié, considéré par K. Abed-Meraim et al dans [1] pour n obser-







si(t)sj(t)qij + b(t) (1.24)
5pour Binary Phase Shift Keying
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avec b(t) correspondant à un bruit blanc additif, les sources sont supposées mu-
tuellement indépendantes, circulaires et corrélées temporellement. Les vecteurs de
coecients déterministes li et qij correspondent respectivement aux parties linéaire
et quadratique. De manière plus condensée (1.24) se réécrit :
x(t) = Hs+ b (1.25)
où s est le vecteur source de dimension K = m + m(m+1)
2
, s = [s1T ; s2T ]T avec
s1
T = [s1 : : : sm] et s2T = [s21; s1s2; : : : s1sm; s
2
2; : : : ; s
2
m] . H est la matrice de mélange
de dimension nK. b est le bruit blanc additif indépendant des signaux sources.
Un autre exemple de mélange contraint est celui considéré par L. Tomazeli Duarte
et C. Jutten dans [34, 35], il s'agit du modèle simplié suivant, mettant en jeu 2
sources et 2 observations, et lié à des capteurs chimiques :8><>:x1 = s1 + a12s
k
2





où xi et sj représentent respectivement le ie mélange et la je source. Les sources sont
positives (elles expriment des concentrations) et sont statistiquement indépendantes.
Le coecient k 2 N est supposé connu et correspond à une constante liée au rapport
des valences des 2 ions considérés.
1.3.3 Existence et Unicité des solutions fournies par l'ACI
non-linéaire
A. Hyvarinen et P. Pajunen [46] ont été les premiers à poser le problème d'existence
et d'unicité des solutions de l'ACI NL dans un cadre général. Ces questions restent
cependant fondamentales dans la construction d'algorithmes en ACI NL.
Dans cet article, en conservant les notations utilisées dans la Section 1.3.2, équa-
tions (1.20,1.21), les auteurs indiquent de manière explicite comment construire une
fonction H de manière à ce que les composantes du vecteur y = H(x) soient statis-
tiquement indépendantes. Ils montrent que cette construction n'est pas unique en
général. Ainsi dans une première partie, les auteurs démontrent que le problème ad-
met au moins une solution. La construction de cette solution se fait par le biais d'une
procédure qui généralise la procédure d'orthogonalisation de Gram-Schmidt, c'est
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alors, de manière récursive, à partir des observations, qu'ils obtiennent des variables
aléatoires uniformes, statistiquement indépendantes. Dans une seconde partie, ils
abordent le problème de l'unicité de la solution : en appliquant une simple transfor-
mation linéaire aux observations, et en répétant la procédure dénie précédemment,
ils montrent qu'ils peuvent à nouveau construire une nouvelle solution, ce qui im-
plique clairement la non-unicité des solutions. L'unicité des solutions peut cependant
être atteinte si l'on rajoute des contraintes, à certaines indéterminations près.
Pour en revenir au problème des solutions obtenues en ACI NL, et qui restent
toujours des mélanges des sources initiales, nous citerons l'exemple simple donné
dans [50].
Supposons que l'on dispose de deux sources s1 et s2 statistiquement indépendantes,




une distribution uniforme sur [0; 2). Si l'on considère la transformation non-linéaire
H :
[y1; y2] = H(s1; s2) (1.27)
= [s1 cos(s2); s1 sin(s2)] (1.28)
la densité conjointe des variables y1 et y2 s'écrit alors :
py1;y2(y1; y2) =
ps1;s2(s1; s2)





























(1.31) montre clairement que les 2 variables y1 et y2 restent indépendantes.
Dans le registre particulier des mélanges post-non-linéaires, A. Taleb et C. Jutten
ont également abordé le problème d'existence et d'unicité des solutions, c'est ce que
nous etudierons dans la prochaine sous-section.
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1.3.4 Mélanges Post-Non-Linéaires (PNL)
Comme nous l'avions mentionné précédemment, il s'agit d'un mélange non-linéaire
particulier. Dans ce cas, le mélange peut se décomposer en une partie linéaire où les
sources sont mélangées de manière linéaire instantanée, suivie d'une non-linéarité sur
chaque observation. Ce modèle de mélange présente l'intérêt de représenter une cer-
taine réalité physique, en eet, il peut être assimilé à un modèle où les signaux sont
mélangés linéairement et instantanément par le canal, et les capteurs et leurs ins-
trumentations (amplicateurs...) seraient responsables de la distorsion non-linéaire.
Ce type de mélange a été énormément étudié. A. Taleb et C. Jutten ont proposé
plusieurs approches pour résoudre le problème, en passant par le maximum de vrai-
semblance [83] ou l'information mutuelle [13, 82].




aijsj); i = 1 : : : N (1.33)
où les xi représentent les observations, les fi sont des fonctions non-linéaires inver-
sibles inconnues, les aij représentent les coecients de mélange réels de la partie
linéaire instantanée du modèle et les sj les sources supposées statistiquement indé-
pendantes.
En utilisant la notation matricielle nous avons :
x = F (As); (1.34)
où x désigne le vecteur observations, F = [f1 : : : fN ]T les fonctions non-linéaires
appliquées composante par composante, A la matrice de mélange linéaire instantané
et s le vecteur sources.
Figure 1.1  Structures de mélange et de séparation pour le modèle PNL
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La structure de séparation est également composée d'une partie linéaire et d'une
partie non-linéaire. Le premier étage est composé de fonctions non-linéaires gi qui
inversent chacune des fonctions non-linéaires fi, tandis que le second, représenté par
une matrice B, est censé inverser la matrice de mélange A. La gure 1.1 illustre les
structures de mélange et de séparation du modèle PNL.
A. Taleb et C. Jutten se sont également intéressés aux propriétés de séparabi-
lité d'un tel mélange. Ils montrent que sous l'hypothèse de faibles contraintes sur
la matrice de mélange A et sur les sources, ces dernières peuvent être retrouvées
avec pratiquement les mêmes indéterminations que dans le cas du mélange linéaire
instantané. Le vecteur sorties y du système de séparation peut s'écrire :
y = Ps+T (1.35)
où P désigne une matrice de permutation,  une matrice diagonale et T un vecteur
de translation constant.
Il en découle le lemme de séparabilité suivant [82] :
Lemme : Si (A; f) désigne une structure PNL et (g;B) une structure séparante
PNL où nous avons :
 la matrice A est régulière et qui a au moins 2 entrées non nulles par ligne et
par colonne,
 les fonctions fi; i = 1 : : : N sont inversibles et diérentiables,
 la matrice B est une matrice régulière,
 et hi = gi  fi satisfait 8u 2 R; h0i(u) 6= 0; 8i = 1 : : : N ,
et si l'on suppose que chaque source si a une densité qui s'annule au moins sur
un compact, alors les sorties y de la structure de séparation sont des composantes
mutuellement indépendantes si et seulement si les composantes hi sont linéaires, et
B est une matrice séparante.
Ils montrent également que certaines hypothèses (sur les densités des sources)
peuvent être relâchées, preuve donnée dans [2].
Les mélanges PNL ont été étudiés par d'autres auteurs (voir les références citées
dans [15,45]). Dans [57], M. Babaie-Zadeh étend le cas des mélanges PNL à celui des
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mélanges CPNL (mélanges post-non-linéaires convolutifs) et présente 2 algorithmes
de séparation.
Après avoir abordé le cas particulier des mélanges PNL nous passons à d'autres
mélanges non-linéaires particuliers qui font l'objet de cette thèse.
1.4 Génèse de la thèse : du modèle linéaire-quadratique
au modèle quadratique
Les modèles linéaire-quadratique et quadratique considérés comprennent respective-
ment des termes linéaires et des termes croisés pour le premier et des auto-termes et
des termes croisés pour le second. Cette thèse prend sa source dans les travaux de Y.
Deville et S. Hosseini [31] qui s'inscrivent dans la continuité des développements ef-
fectués dans le cas spécique du modèle de mélange linéaire-quadratique [29,43,44].
Pour  résumer , dans [31] un système qui implémente, en contexte non aveugle
(coecients du mélange connus), l'inverse de la fonction de mélange (1.20) est dé-
ni, et ce, pour une large classe de mélanges non-linéaires6. Nous ne citerons pas les
diérentes classes de mélanges proposées, seule l'une d'entre elle, qui s'applique à
notre modèle de mélange, sera présentée.
Une particularité de l'approche consiste en l'association d'une structure récur-
rente aux classes de mélanges présentées, la structure récurrente proposée pouvant
être vue comme une extension des structures rencontrées dans le cas de mélanges
linéaires [48,56,64]. La version étendue de la structure présente des degrés de liberté
supplémentaires, solution proposée an de pallier les problèmes de stabilité rencon-
trés dans la version basique du réseau utilisée dans [43,44]. L'avantage des structures
présentées dans [31,43,44] est que la forme explicite du modèle inverse n'est pas né-
cessaire, d'où la possibilité d'une généralisation aisée pour des modèles de mélanges
plus complexes, bien que l'utilisation de structures directes reste possible lorsque la
forme explicite du modèle inverse est disponible.
L'article [31] dénit diérentes classes de mélanges dont les mélanges non-linéaires
6La classe générale dite ETM pour Extractable-Target Mixtures ne sera pas présentée dans ce
manuscrit.
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dits à  Composantes Cibles Additives  (CCA)7, qui sont de la forme :
xi(n) = Ti[si(n)]  Ii[s(n)] (1.36)
où les termes Ti[si(n)] et Ii[s(n)] désignent respectivement les termes d'intérêt et les
termes d'interférence du modèle considéré. La structure associée au modèle conserve
alors les premières composantes et supprime les secondes, de sorte à récupérer à
l'équilibre8 les sources en sortie du réseau, deux exemples concrets (mélanges linéaire-
quadratique et quadratique) seront donnés dans ce qui suit. Nous commencerons
donc par présenter les travaux eectués dans le cadre du modèle linéaire-quadratique,
avant de passer au cas du modèle quadratique et des objectifs de cette thèse.
1.4.1 Modèle linéaire-quadratique
Le mélange linéaire-quadratique a donné lieu à plusieurs travaux [29, 31, 43, 44].
Dans [43,44], les auteurs s'y intéressent dans un contexte aveugle. Dans ces deux ar-
ticles, l'accent est mis sur la structure récurrente utilisée dans sa version basique, tout
en rappelant que l'utilisation de structures directes reste possible. Les méthodes de
séparation proposées s'appuient respectivement sur les statistiques croisées d'ordre
supérieur et le principe de maximum de vraisemblance. Dans [31], nous nous si-
tuons en contexte non aveugle, le modèle linéaire-quadratique est l'un des exemples
cités comme application aux classes de mélanges présentées. Diérentes structures
de séparation sont proposées pour un tel modèle, mais il ne s'agit pas de l'unique
mélange présenté, puisque c'est dans cet article que le modèle quadratique est intro-
duit. Le mélange considéré dans [31,43,44] est un mélange instantané déni pour 2



























les sources, et suppo-
sées statistiquement indépendantes dans [43, 44]. Ce modèle a été plus précisément
considéré dans sa version normalisée, i.e. en considérant que a11 et a22 sont non nuls,
7ou "ATM" pour Additive-Target Mixtures
8cette notion sera dénie dans le chapitre suivant
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i(n); i 2 f1; 2g ;
Lij =   aijajj
Qi =   biaiiajj ; (i; j) 2 f(1; 2); (2; 1)g
(1.39)
Dans ce cas, (x1(n); x2(n)) désignent toujours les observations et (s1; s2) les versions
normalisées des sources. Nous noterons que les coecients du mélange ont également
changé suite à cette normalisation. Les observations (x1(n); x2(n)) et les paramètres
du modèle (L12; L21; Q1; Q2) sont connus [31] ou inconnus [43,44], et les paramètres
du mélange comme les sources sont des réels.
Ce mélange est un mélange à CCA. En reprenant les notations précédentes nous
avons dans ce cas précis les correspondances :
Ti[si(n)] = si(n) et Ii[s(n)] =  Lijsj(n) Qisi(n)sj(n); i 6= j: (1.40)
Les diérentes structures associées à ce modèle de mélange, ainsi que l'analyse de
leurs propriétés seront présentées dans le chapitre 2.
1.4.2 Modèle quadratique
Ce modèle a été introduit dans [31] et nous le dénirons conformément à cet article.
Ainsi, le modèle quadratique est présenté comme un mélange appartenant également
à la classe dite à CCA. Diérentes structures de séparation pour un tel modèle sont
présentées dans [31], mais les propriétés des structures ne sont pas étudiées. Comme
précédemment, il s'agit d'un mélange instantané, quadratique (auto-termes et termes
croisés), diérent du modéle de mélange précédent, déni pour 2 observations et 2
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i(n); i 2 f1; 2g ;




; Lij < 0;
Qi =   biaiiajj ; (i; j) 2 f(1; 2); (2; 1)g
(1.43)
Les observations et les coecients du mélange sont supposés connus dans [31], ces
derniers, ainsi que les sources, sont supposés réels. Ce mélange étant un mélange à
CCA nous avons les correspondances suivantes :
Ti[si(n)] = s
2
i (n) et Ii[s(n)] =  Lijs2j(n) Qisi(n)sj(n); i 6= j: (1.44)
La présentation des structures de séparation proposées se fera dans le chapitre sui-
vant.
Un récapitulatif des diérents travaux eectués par Y. Deville et S. Hosseini sur
les modèles linéaire-quadratique et quadratique est disponible à la gure 1.2.
1.4.3 Objectifs de la thèse
Comme nous l'avions mentionné précédemment, dans le cas du modèle quadratique,
diérentes structures de séparation ont été proposées dans [31], cependant les pro-
priétés des réseaux n'ont pas été étudiées. Dans le prochain chapitre de cette thèse,
nous nous intéresserons donc aux points d'équilibre de la structure, ainsi qu'à l'ana-
lyse de la stabilité locale aux points d'équilibre de cette structure. Ceci se fera à un
instant donné, dans un contexte non aveugle.
Un autre objectif de cette thèse est l'évolution vers un contexte de SAS . Dans
les chapitres qui suivront, deux méthodes seront développées permettant d'atteindre
cet objectif. Les simulations se feront sur des signaux de synthèse.
1.5 Conclusion
Dans ce chapitre, nous avons commencé par présenter rapidement les mélanges li-
néaires et les diérentes méthodes de SAS. Puis nous sommes passés au cas plus
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Figure 1.2  Récapitulatif des diérents travaux eectués sur les modèles linéaire-
quadratique et quadratique.
complexe des mélanges non-linéaires, un panorama non exhaustif des principaux
modèles et méthodes a été exposé, avant d'aborder le problème d'existence et d'uni-
cité des solutions en ACI NL. Le cas particulier des mélanges PNL a ensuite été
considéré.
Nous avons terminé ce chapitre par l'exposé de la génèse et de la problématique
de cette thèse. Ainsi, après avoir présenté le modèle de mélange étudié, nous allons
passer aux structures de séparation associées qui ont été proposées, et qui seront dé-
nies dans le prochain chapitre. Dans le chapitre qui va suivre, nous allons présenter
et étudier la structure de séparation de type réseau récurrent qui a été utilisée dans
cette thèse.
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2.1 Introduction
Dans le premier chapitre, nous avons introduit les modèles de mélanges linéaire-
quadratique et quadratique, dans leurs versions originales et normalisées. Dans le
présent chapitre, nous présentons les structures de séparation, de type réseau ré-
current, proposées pour ces mélanges non-linéaires particuliers. Dans ce chapitre,
comme dans les suivants, seules les versions normalisées des modèles seront consi-
dérées. Nous commencerons avec les travaux antérieurs qui ont été faits en SAS
dans le cadre des réseaux récurrents pour le modèle de mélange linéaire. Puis, nous
exposerons les travaux eectués sur le modèle linéaire-quadratique. Nous présente-
rons ensuite nos contributions pour le mélange quadratique. Ceci nous permettra
d'eectuer un parallèle entre les deux modèles. Les résultats présentés concerneront
essentiellement les propriétés des réseaux étudiés, nous déterminerons les points
d'équilibre des réseaux et étudierons leur stabilité locale. Il est important de sou-
ligner que nous nous situerons en contexte non aveugle, et à un instant donné, en
d'autres termes nous déterminerons un vecteur de sorties pour un vecteur d'observa-
tions donné, les coecients de mélange étant connus. Des simulations seront fournies
en n de chapitre.
2.2 Travaux antérieurs
Les réseaux récurrents introduits dans ce chapitre constituent un prolongement des
travaux eectués en SAS avec les réseaux récurrents, dans le cadre du modèle linéaire
instantané. Le premier réseau récurrent introduit, à l'origine de la SAS, est le réseau
de Hérault-Jutten, bien connu. Ce réseau a été énormément étudié. Une synthèse sur
leur algorithme itératif peut être trouvée dans [48,49]. L'analyse de la stabilité a été
eectuée par E. Sorouchyari dans la même série d'articles [80]. J.-C. Fort a également
eectué une analyse de la stabilité de ce réseau dans [39]. Il existe cependant une
diérence entre les analyses de stabilité du réseau récurrent citées précédemment
et l'analyse de stabilité que nous proposons, car elle s'eectuera en contexte non
aveugle et à un instant donné, i.e. nous proposerons un algorithme de calcul d'un
vecteur de sortie, pour un vecteur d'entrée, à poids xés, tandis que les travaux cités
précédemment traitent d'algorithmes d'adaptation des poids du réseau.
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On peut également citer les travaux d'O. Macchi et E. Moreau qui ont également
proposé des réseaux directs et hybrides pour le modèle de mélange linéaire. Après
avoir analysé la convergence d'une structure directe contrôlée par l'algorithme de
Hérault-Jutten dans [56], ils comparent plusieurs structures, directe, récurrente et
hybride, dans [64]. Des structures étendues ont également été introduites dans le cas
linéaire instantané, notamment par Cichocki et al [21]. Des compléments sur cette
littérature peuvent être trouvés dans [31].
2.3 Modèle linéaire-quadratique
2.3.1 Généralités
Le modèle linéaire-quadratique appartient à la classe de mélanges dits à CCA, in-
troduite dans [31]. Nous étudions dans cette section les diérentes structures qui ont
été proposées et étudiées dans [31,43,44], pour le modèle linéaire-quadratique. L'ap-
proche proposée pour construire la structure de séparation est simple à comprendre :
il sut de considérer que le modèle de mélange étudié est composé de termes d'in-
térêt et de termes d'interférence, il s'agit alors de construire un réseau récurrent,
qui conserve les premiers et supprime les seconds.
Nous rappelons que le modèle linéaire-quadratique, pour 2 sources et 2 observa-
tions, est le suivant :8><>:x1(n) = s1(n)  L12s2(n) Q1s1(n)s2(n)x2(n) = s2(n)  L21s1(n) Q2s1(n)s2(n) (2.1)
avec (s1; s2), les sources normalisées et (x1; x2) les observations. Les termes L12 ; L21;
Q1; Q2 représentent les coecients du mélange normalisés, constants et réels.
Pour ce type de modèle une structure de séparation, de type réseau récurrent,
avait été considérée dans [43, 44], en contexte aveugle, dans une version du réseau
dite basique. Les équations de récurrence sur m qui la dénissent à chaque instant
n sont : 8><>:y1(m+ 1) = x1(n) + l12y2(m) + q1y1(m)y2(m)y2(m+ 1) = x2(n) + l21y1(n) + q2y1(m)y2(m) (2.2)
et la Figure 2.1 représente cette structure.
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La diérence entre les travaux présentés dans [43] et [44] réside dans le critère
utilisé an d'estimer les coecients du mélange. Dans le premier article, les auteurs
ont recours aux statistiques croisées d'ordre supérieur, tandis que dans le second,
une approche par maximum de vraisemblance est utilisée. Dans [31], la structure
Figure 2.1  Structure récurrente basique pour le modèle linéaire-quadratique
basique décrite précédemment est vue comme un cas particulier d'une structure dite
étendue, comprenant des degrés de liberté supplémentaires. Cette structure est alors
étudiée en contexte non aveugle. Elle est dénie à chaque instant n par les équations
de récurrence sur m suivantes :8><>:y1(m+ 1) = x1(n) + l11y1(m) + l12y2(m) + q1y1(m)y2(m)y2(m+ 1) = x2(n) + l22y2(m) + l21y1(n) + q2y1(m)y2(m) (2.3)
La Figure 2.2 illustre ce type de réseau.
D'autre part, la Figure 2.3 montre le principe de réseau associé dans ce cas au
modèle linéaire-quadratique, où l'on considère que le modèle de mélange étudié est
composé de termes d'intérêt et de termes d'interférence, et qu'il s'agit alors de
construire un réseau récurrent, qui conserve les premiers et supprime les seconds.
Les termes l11 y1 et l22 y2 sont les termes d'auto-feedback, et les facteurs l11 et l22
les degrés de liberté supplémentaires. Le lien entre les facteurs lii; lij; et qi et les
paramètres du mélange seront dénis dans la sous-section suivante. La possibilité
d'utiliser des structures directes avait également été évoquée dans [44]. En eet,
la résolution du système (2.1) conduit à l'expression des solutions en fonction des
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Figure 2.2  Structure récurrente étendue, avec termes d'auto-feedback, pour le
modèle linéaire-quadratique.
Figure 2.3  Modèle de mélange et principe de construction du réseau récurrent
pour le modèle linéaire-quadratique.
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observations et des coecients du mélange. Cette expression avait été donnée dans
[44], et permet de déduire facilement les structures directes correspondantes. Mais
l'intérêt d'un tel réseau récurrent, dans ses deux versions, réside dans sa simplicité
de généralisation à des modèles plus complexes, pour lesquels la version explicite de
l'inverse du modèle n'est pas disponible. Le réseau étendu a quant à lui été introduit
comme solution aux problèmes de stabilité, rencontrés avec le réseau basique [43].
Après avoir déni de telles structures, il est intéressant d'étudier leurs propriétés,
c'est ce que nous aborderons dans la sous-section qui va suivre.
2.3.2 Étude du réseau récurrent
Dans cette sous-section, nous évoquons les principaux résultats obtenus pour l'ana-
lyse du réseau récurrent linéaire-quadratique. Après avoir rappelé les limitations
du réseau récurrent basique, nous passerons à l'analyse de la stabilité du réseau
étendu, en contexte non aveugle. Le calcul des points d'équilibre du réseau ne sera
pas eectué.
Limitations du réseau basique
L'étude de la stabilité locale du réseau avait été entreprise dans [43]. Les principales
limitations du réseau récurrent dans sa version basique sont d'une part, que même
pour les vraies valeurs des paramètres, le réseau peut être instable, et d'autre part
qu'au courant de la procédure d'adaptation, les coecients du réseau peuvent être
amenés à appartenir à une région où le réseau récurrent est instable. L'analyse locale
aux points d'équilibre9 peut se faire par un développement en série de Taylor de
premier ordre autour de ce point. Pour un système avec 2 sources et 2 observations
nous avons :
y(m+ 1) ' f(s) + J(y(m)  s) (2.4)
y = [y1; y2]T étant le vecteur de sorties, s = [s1; s2]T = [y1E; y2E]T le vecteur sources
(point d'équilibre) autour duquel se fait le développement, et J est la matrice jaco-




La stabilité locale au point d'équilibre yE = (y1E; y2E) dépend des valeurs propres de
la matrice J dont le module doit être inférieur à 1 pour assurer la stabilité. Dans [43],
9Cette notion sera dénie explicitement dans la prochaine section.
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après avoir donné l'expression des valeurs propres de J, deux cas sont envisagés sui-
vant que ces valeurs sont complexes ou réelles. Il en découle les conditions suivantes :
si les valeurs sont complexes, la récurrence (2.2) est localement stable si et seulement
si :
(Q1s2 +Q2s1)
2 + j(Q1s2 +Q2s1)2 + 4(L12L21 + L12Q2s2 + L21Q1s1)j < 4: (2.5)




(Q1s2 +Q2s1)2 + 4(L12L21 + L12Q2s2 + L21Q1s1)j < 2 (2.6)
Ces résultats montrent que pour des coecients de mélange xés, l'une de ces inéga-
lités ne peut être vériée que sur un certain domaine d'appartenance des sources, ce
qui limite l'application de ce réseau basique.
Amélioration de la stabilité locale via le réseau étendu
Les points d'équilibre du réseau recherchés sont ceux de la forme10 [31] :
y1E = k1s1(n) et y2E = k2s2(n) (2.7)
c'est-à-dire que nous recherchons les sources normalisées à un facteur d'échelle près.
Ceci nous amène à choisir les paramètres lij; qi et ki de telle sorte que les équations
suivantes soient vériées [31] :8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:


































11 = 1  l11 et l
0
22 = 1  l22 (2.9)
10le mode opératoire de calcul des points d'équilibre sera détaillé à la section suivante. Celui-ci
étant le même pour le réseau linéaire-quadratique que pour le réseau quadratique, nous renvoyons
donc le lecteur à la prochaine section pour le détail des calculs.
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La procédure est alors la suivante : sélectionner une valeur pour les paramètres l11 et
l22, et ensuite xer les autres paramètres à l'aide de (2.8) et (2.9). Par construction
le réseau a donc au moins un point xe. Il s'agit alors de déterminer s'il existe
d'autres points xes pour les valeurs des paramètres sélectionnées comme indiqué




































 = Q2 +Q1L21
 =  (Q1 +Q2L12)
 = 1  L21L12
(2.11)
Ces solutions sont toujours des solutions séparantes, mais la deuxième est permutée
avec une constante additive.
Si l'on reconsidère la matrice jacobienne J, précédemment dénie, la condition
de stabilité aux points d'équilibre peut également s'écrire en fonction de la trace T
et du déterminant D de cette matrice, à l'aide du système suivant [86] :8>>>>><>>>>>:
T +D + 1 > 0;
T  D   1 < 0;
D   1 < 0:
(2.12)






y1   2Al011   2Bl022 + 4 > 0
jl011l022j
p




y1 = [Q2x1(n) Q1x2(n) + ]2   4[x1(n) + x2(n)L12]
A = Q1
2
[ Q2x1(n) +Q2x2(n) +    sign(l011l022)
p
y1 ] + 1
B = Q2
2
[ Q2x1(n) +Q2x2(n)   + sign(l011l022)
p
y1 ] + 1
(2.14)
Ces inéquations dénissent complètement la stabilité d'un point d'équilibre. Ce qui




11, où  est un paramètre. Sans




























Ces développements nous conduisent à la procédure suivante, s'appliquant indépen-
damment à chaque instant n, et qui garantit d'avoir un système qui nous conduit
vers une solution stable, i.e. que l'on converge vers l'un des deux points d'équilibre :
1. Sélectionner  comme mentionné dans [31].
2. Sélectionner l
0











4. Choisir les valeurs des autres paramètres suivant (2.8) et (2.9)
Un début d'évolution du réseau vers un contexte aveugle peut être trouvé dans
[30].
2.4 Modèle quadratique
Nous abordons maintenant le cas du modèle quadratique. Comme précisé aupa-
ravant, le modèle et la structure de séparation avaient été introduits dans [31],
cependant, les propriétés du réseau (existence et unicité des points d'équilibre, ana-
lyse de la stabilité aux points d'équilibre) n'avaient pas été étudiées. C'est ce que
nous proposons d'examiner dans cette section. Contrairement au modèle linéaire-
quadratique, les calculs seront détaillés, compte tenu de leur originalité.
Nous rappelons que le modèle considéré est un modèle aussi à CCA, pour 2
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où (s1; s2) représentent les sources normalisées et (x1; x2) les observations. Les coef-
cients Lij; (i; j) 2 f(1; 2); (2; 1)g et Qi; i 2 f1; 2g représentent les coecients du
mélange normalisés, constants et réels.
Comme pour le modèle linéaire-quadratique, l'approche proposée consiste à consi-
dérer que le mélange étudié présente des composantes d'intérêt et des composantes
d'interférence respectivement [s2i (n)] et [ Lijs2j(n) Qisi(n)sj(n)], (i; j) 2 f(1; 2); (2; 1)g
pour (2.17). Nous lui associons alors un réseau récurrent, qui conserve les premières
composantes et supprime les secondes, de sorte à récupérer à l'équilibre les sources
en sortie du réseau, aux indéterminations de signe et d'échelle près. En d'autres
termes, il s'agit d'obtenir à l'équilibre des sorties sous la forme :
yi(m+ 1) = yi(m) = yiE = kisi(n); ki 2 R; i 2 f1; 2g (2.18)
Figure 2.4  Structure récurrente proposée pour le modèle quadratique
2.4.1 Réseau récurrent associé
Le réseau récurrent que nous utilisons est de type version étendue. En eet, il sut de
mettre les termes lii;i2f1;2g à zéro pour revenir au réseau basique. A chaque instant n,













où les i;i2f1;2g valent 1 et sont xés à chaque instant n suivant le signe des sources,
supposé connu.
Lorsque les ki;i2f1;2g sont déterminés, les paramètres (l12; l21; l11; l22; q1; q2) sont en-
suite xés de manière à assurer la compatibilité des systèmes (2.17) et (2.19) à
l'équilibre, avec (2.18) comme point d'équilibre. On peut montrer simplement qu'ils
vérient alors les relations suivantes :8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
l11 = 1  1k21


























En pratique on commence d'abord par xer les facteurs l11 et l22, puis on en
déduit les autres coecients à l'aide de (2.20).
2.4.2 Points d'équilibre du réseau
L'étude de la structure dénie par (2.19) nécessite la détermination de ses points
d'équilibre et l'analyse de leur stabilité. Si l'on considère le système à l'équilibre
(y1E; y2E), on obtient en élevant (2.19) au carré et en utilisant (2.18) et (2.21) :8><>:x1(n) + l12y
2
2E + q1y1Ey2E   l011y21E = 0
x2(n) + l21y
2
1E + q2y1Ey2E   l022y22E = 0
(2.22)













2E   l21y21E   x2
q2
; (2.23)













+ (x2q1   x1q2) (2.24)
11Dans la suite des calculs l'indice n des termes x1 et x2 sera ignoré.
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x2q1   x1q2 = 
(2.26)






















En élevant au carré (2.27), on obtient nalement l'équation du second degré en Y1 :









11    l12
2   q21  ;































+ (Q1 +Q2L12) s
2
2(n)  2 (1  L21L12) s1(n)s2(n)]2 (2.30)
On remarque que   0. Par conséquent, (2.28) admet 2 racines réelles, correspon-







































Les sorties de la structure étant réelles, seules les solutions (2.31, 2.32) positives sont
conservées : la première solution (2.31) existe toujours tandis que la seconde existe
uniquement si d > 0. Nous obtenons alors, en prenant respectivement les racines
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avec d = (1  L21L12)2   (Q1 +Q2L12) (Q2 +Q1L21) et ; 0 = 1.
La première paire (y1E; y2E)(1) correspond à une solution séparante, contraire-
ment à la seconde (y1E; y2E)(2) qui demeure un mélange linéaire des sources. Ces
points d'équilibre doivent vérier la relation :
sign(yiE) = sign(i); i 2 f1; 2g (2.34)





Si l'on suppose que (2.35) est vériée, la structure présente au moins un point
d'équilibre, le point séparant déni par la première équation de (2.33). Le second
point d'équilibre, deuxième équation de (2.33), non séparant, existe si d est positif,
ce qui assure son existence dans R, et si la condition (2.36) est vériée.
2.4.3 Stabilité locale des points d'équilibre du réseau
Dans cette partie on suppose que les paramètres (l12; l21; l11; l22; q1; q2) vérient les
conditions (2.20) et que la condition (2.35) est valide. Pour étudier la stabilité lo-
cale12 d'un point d'équilibre (y1E; y2E), nous utilisons l'approximation au premier
ordre de (2.19) au voisinage de celui-ci, dénie par :8>>>>><>>>>>:





0B@1px1(n) + l12y22 + q1y1y2 + l11y21
2
p




12Nous n'étudierons la stabilité locale que pour le point séparant
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Une condition nécessaire et susante pour qu'un point d'équilibre soit localement
stable est que les valeurs propres de J , i;i2f1;2g vérient la relation ji;i2f1;2gj < 1.
Comme mentionné précédemment, le point d'équilibre vérie alors le système [86] :
8>>>>><>>>>>:
T +D + 1 > 0;
T  D   1 < 0;
D   1 < 0:
(2.41)
où T et D désignent respectivement la trace et le déterminant de J .


















Pour le point non séparant, lorsqu'il existe, on peut montrer que la deuxième équa-





La deuxième équation de (2.42) et l'équation (2.43) montrent, d'une part, que leur
validité ne dépend pas des ki;i2f1;2g, et d'autre part, que si les 2 points d'équilibre
existent, seul l'un d'entre eux peut être stable. La démonstration sera donnée dans
la sous-section suivante.
2.4.4 Limites de la stabilité locale du réseau étendu
Dans cette sous-section, nous allons montrer qu'il existe des cas où l'auto-feedback
n'a pas d'inuence sur la stabilité du réseau au point séparant.
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Il s'agit de démontrer la remarque faite précédemment, et qui va établir que
suivant les valeurs que prennent les sources et les coecients, si du moins le point
séparant est stable ou pas, alors forcément le point non séparant sera instable ou
pas. La démonstration est basée sur la comparaison des expressions dérivées à partir
de la deuxième équation de (2.41) calculée pour les points séparant et non séparant.
Nous rappelons que l'expression de la matrice jacobienne au point d'équilibre










Le point (y1E; y2E) est stable si (2.41) est vériée. Nous allons maintenant dériver
l'équation 2 de (2.41) pour les points séparant et non séparant.
L'expression de (T  D   1) en fonction des sorties (y1; y2) à l'équilibre est :









= q2   q2l11 + q1l21 et 0 = q1   q1l22 + q2l12.
Expression au point séparant
Au point séparant, y1E = k1s1 et y2E = k2s2, nous avions obtenu l'expression :
(T  D   1)sep = s
2
1(Q2 +Q1L21) + s
2





D'après l'équation (2.46), le signe de (T  D   1) ne dépend pas des paramètres k1
et k2, il ne dépend que des paramètres du mélange et des sources.
Expression au point non séparant
Après quelques calculs et simplications on aboutit à l'équation :
(T  D   1)non sep =  d(s
2
1(Q2 +Q1L21) + s
2







d = (1  L12L21)2   (Q1 +Q2L12)(Q2 +Q1L21)
A1 = (1  L12L21)s1   (Q1 +Q2L12)s2
A2 = (Q2 +Q1L21)s1   (1  L12L21)s2
(2.48)
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On a donc nalement,






8><>:d > 0sign(A1A2) = sign(s1s2) (2.50)
La deuxième égalité dans (2.50) est obtenue à partir du système (2.33), en eet, si




















sign(s1s2) = sign(A1A2): (2.53)
On en conclut d'après (2.49) que si l'un des points d'équilibre est stable, l'autre ne
l'est forcément pas car (T  D 1)sep et (T  D 1)non sep sont de signes contraires.
De plus, on remarque que les termes d'auto-feedback n'ont aucune inuence sur ces
inéquations.
Malgré ce type de comportement, l'intérêt de l'utilisation du réseau étendu n'est
pas remis en cause, car les 2 autres inéquations de stabilité dans (2.41) dépendent
des facteurs k1 et k2, comme nous le montrerons à travers des exemples dans la
section  Simulations . De plus, en annexe (Annexe A), nous démontrerons que
dans le cas du réseau basique, si le point  parasite  n'existe pas, alors le point
séparant est forcément instable.
2.5 Cas où les sorties sont permutées
Jusqu'à présent, nous avons considéré des sorties obtenues à l'équilibre, à un fac-
teur d'échelle près. Les développements théoriques correspondant ne tiennent pas
compte d'une éventuelle permutation des sources, en d'autres termes, nous n'avons
pas encore cherché des points d'équilibre du type :




2.6. Comparatif des travaux sur les deux modèles
An d'assurer la compatibilité des systèmes (2.17) et (2.19) à l'équilibre avec (2.54)









l12 =   1k22








De la même manière que précédemment on obtient les solutions au carré suivantes
































avec d = (1  L21L12)2   (Q1 +Q2L12)(Q2 +Q1L21);

















Nous obtenons donc les solutions permutées ainsi que des solutions qui consti-
tuent encore un mélange linéaire des sources. Les poids du réseau associés à ces
solutions, sont évidemment diérents des poids obtenus précédemment dans le cas
de sources non permutées.
2.6 Comparatif des travaux sur les deux modèles
Dans un premier temps, nous avons exposé les résultats obtenus concernant les
réseaux récurrents, et ce, pour le modèle linéaire-quadratique, avant de passer à
nos contributions relatives au modèle quadratique. Le raisonnement utilisé pour
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déterminer les points d'équilibre, les poids du réseau associés, ainsi que l'étude de la
stabilité locale au point d'équilibre est le même pour les deux modèles. Cependant
les calculs deviennent plus complexes pour le mélange quadratique. Contrairement
au cas linéaire-quadratique, dans le cas quadratique il n'est pas possible de garantir
la stabilité du point d'équilibre séparant. En eet, nous sommes confrontés à des
problèmes au niveau de la stabilité locale du réseau dans le cas quadratique où
nous avons montré que certaines inéquations étaient indépendantes des degrés de
liberté introduits an de stabiliser le réseau dans certains cas. Il serait alors peut-être
nécessaire d'envisager un sous-cas du modèle quadratique, qui tiendrait compte du
fait que ces inégalités, ne dépendent que des sources et des paramètres du mélange,
et donc, ce sous-cas correspondrait alors à l'ajout d'hypothèses, menant à la validité
de cette inéquation du système traduisant la stabilité du réseau au point séparant.
Les expressions obtenues pour les points d'équilibre sont plus complexes dans le
cas quadratique. Pour ce dernier nous aboutissons à la solution  sources à un facteur
d'échelle près  ainsi qu'à d'autres solutions qui restent des mélanges linéaires de ces
sources, contrairement au cas linéaire-quadratique où nous aboutissons pour les deux
points d'équilibre aux sources (à un facteur d'échelle ainsi qu'à une permutation et
une constante additive près).
2.7 Simulations
Dans cette section, nous allons illustrer à l'aide de simulations les cas de stabi-
lité/instabilité des réseaux basique et étendu dans le cas du modèle quadratique.
Nous allons également valider les résultats théoriques obtenus ci-dessus. Nous mon-
trons ainsi que l'introduction des lii;i2f1;2g, et donc le recours à une structure étendue
(comparativement à un réseau basique où ces derniers seraient mis à 0 soient les
ki;i2f1;2g = 1), permet dans certains cas de stabiliser le réseau basique à un instant
n.
Pour chaque simulation nous générons un voisinage de points d'initialisation
autour du point d'équilibre considéré, suivant :




où K représente le nombre de points d'initialisation générés. Dans ce qui va suivre,
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M représente le nombre d'itérations de la récurrence. Les valeurs des sources nor-
malisées, des coecients du mélange (L12; L21; Q1; Q2) ainsi que les valeurs des
paramètres M , r et K seront mentionnées dans la légende des gures illustrant
les simulations. Nous précisons également que les i;i2f1;2g sont xés à 1 dans nos
simulations.
2.7.1 Réseau basique



















Figure 2.5  Réseau basique : Convergence locale vers le point séparant (15; 3).
s1 = 15, s2 = 3, L12 =  0:5, L21 =  0:2, Q1 = 1, Q2 = 0:5, M = 100, r = 0:1,
K = 6.
Dans un premier temps nous illustrons le comportement du réseau basique déni
par les équations (2.19) avec l11 = l22 = 0, pour lequel le point séparant (15; 3) est
localement stable (Figure 2.5), tandis que le point non-séparant (14:7087; 2:3534)
est localement instable (Figure 2.6).
D'un point de vue théorique nous avons obtenu les résultats suivants :
 Pour le point séparant, nous avons obtenu les valeurs suivantes pour les membres
de gauche du système (2.41) : [20775; 0:075; 0:575], ce qui correspond aux
modules des valeurs propres j1j = 0:85 et j2j = 0:5. Ces résultats conrment
que le point séparant est localement stable car le système d'inéquations (2.41)
est vérié, tout comme le module des valeurs propres qui est inférieur à 1.
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Figure 2.6  Réseau basique : Divergence locale du point non-séparant
(14:7087; 2:3534). s1 = 15, s2 = 3, L12 =  0:5, L21 =  0:2, Q1 = 1, Q2 = 0:5,
M = 100, r = 0:1, K = 6.
 Pour le point non-séparant, nous avons obtenu les valeurs suivantes pour les
membres de gauche du système (2.41) : [3:1875; 0:0975; 0:455], ce qui cor-
respond aux modules des valeurs propres j3j = 1:181 et j4j = 0:3152. Ces
résultats conrment la divergence locale du point non séparant. En eet, la se-
conde inéquation du système (2.41) n'est pas vériée tout comme la condition
sur le module de la valeur propre j3j qui est supérieur à 1.
2.7.2 Améliorations avec le réseau étendu : scénario n1
Nous nous plaçons d'abord dans un cas de conguration symétrique du modèle
(2.17), Lij = L =  0:75; Qi = Q =  0:5; si(n) = s = 4; i; j 2 f1; 2g pour lequel
la structure dénie par (2.19) avec les ki;i2f1;2g xés à 1 (soit un réseau basique avec
des lii;i2f1;2g = 0) a été utilisée.
Ce réseau ne présente qu'un seul point d'équilibre ((2.36) non vériée), le point
séparant (4; 4) instable, en eet
 Les valeurs de gauche du système (2.41) obtenues sont les suivantes :
[ 0:4375; 0:5625; 1:9375], la première inéquation n'est donc pas vériée.
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Figure 2.7  Réseau étendu : Stabilisation locale du point séparant s1 = s2 = 4,
L12 = L21 = L =  0:75, Q1 = Q2 = Q =  0:5, ki;i2f1;2g =
p
2, M = 100, r = 0:1,
K = 6.
 Ce résultat est conrmé par le module des valeurs propres au point séparant
j1j = 0:75; j2j = 1:25 > 1.
Grâce à la version étendue de notre réseau (i.e. ki;i2f1;2g 6= 1, lii;i2f1;2g 6= 0), en
sélectionnant les ki;i2f1;2g =
p
2 de manière à assurer la validité de (2.42) puis en
xant (l12; l21; l11; l22; q1; q2) suivant (2.20), le nouveau point séparant (5:6569; 5:6569)
devient localement stable :
 Les valeurs de gauche du système (2.41) obtenues sont les suivantes :
[1:6406; 0:1406; 1:1094], le système est donc vérié,
 ce résultat est conrmé par le module des valeurs propres au point séparant
j1j = 0:875; j2j = 0:125.
La Figure 2.7 montre que pour plusieurs initialisations générées au voisinage du
nouveau point séparant, la structure converge vers ce dernier.
2.7.3 Améliorations avec le réseau étendu : scénario n2
On considère ensuite un mélange pour lequel d < 0 (d =  0:0044). Le point séparant
(1; 1), seul point d'équilibre de la structure est instable pour la structure basique
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Figure 2.8  Réseau étendu : Stabilisation locale du point séparant s1 = 1, s2 = 1,




quelles que soient les valeurs des sources (voir Annexe A). Dans ce cas nous avons
les résultats théoriques suivants :
 Les valeurs de gauche du système (2.41) obtenues sont les suivantes :
[ 0:77; 2:2250; 1:275], il n'est donc pas vérié pour la première inéquation,
 ce résultat est conrmé par le module des valeurs propres au point séparant
j1j = 0:1652; j2j = 1:6652 > 1.
Pour la gure 2.8 les valeurs des sources ont été xées à 1, la structure étendue
(k1 = 3 et k2 = 2) converge vers le nouveau point séparant (3; 2) :
 Les valeurs de gauche du système (2.41) obtenues sont les suivantes :
[2:7163; 0:0635; 0:6101], le système est donc vérié,
 ce résultat est conrmé par le module des valeurs propres au point séparant
j1j = 0:8867; j2j = 0:4397.
Ces résultats conrment l'intérêt de la version étendue du réseau.
2.8 Conclusion
Nous avons considéré dans ce chapitre les modèles linéaire-quadratique et quadra-
tique. Après avoir présenté à nouveau les 2 mélanges, nous avons détaillé les struc-
tures récurrentes associées. Pour le modèle quadratique nous avons déni les points
d'équilibre du réseau. Il existe au moins un point d'équilibre correspondant aux
sources à un facteur d'échelle près obtenu par construction. Nous avons ensuite,
déterminé un autre point d'équilibre correspondant alors aux poids du réseau. Il
pourrait exister d'autres points d'équilibre pour ce réseau (par exemple des poly-
nômes d'un certain degré, dont la variable correspondrait à une source), mais nous
ne les avons pas cherchés. Nous avons également étudié les limites de la stabilité
locale des points d'équilibre, bien que l'apport de la structure étendue ne soit pas
remis en cause, comme nous le montrent les tests eectués et exposés dans la partie
 Simulations . Auparavant, un comparatif entre les 2 modèles de mélange a été
établi. Nous conrmons l'intérêt de la structure récurrente proposée pour le point
d'équilibre séparant, via l'introduction de degrés de liberté supplémentaires. En ef-
fet, celle-ci permet dans certains cas de stabiliser localement le réseau à un instant
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n. Il semblerait cependant que son application soit limitée à un certain domaine de
valeurs de coecients de mélanges.
Une procédure qui permettrait une sélection automatique des ki;i2f1;2g peut-être
considérée comme une perspective à apporter à ces travaux.
Nous allons maintenant passer au chapitre suivant où une extension au contexte
aveugle, par le biais d'une méthode permettant l'estimation des coecients du mé-
lange en utilisant les cumulants, est proposée.
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3.1 Introduction
Dans le chapitre 2 nous avons présenté la structure de séparation retenue pour cette
étude, de type réseau récurrent, et nous avons analysé ses propriétés. Nous avions
supposé que les valeurs des paramètres du mélange étaient connues. Dans ce chapitre,
nous proposons une méthode qui permet justement l'estimation de ces coecients
à partir des observations. L'approche proposée est basée sur des cumulants. Nous
proposons une estimation directe des coecients de mélange dans le problème de
SAS, en utilisant un système d'équations non-linéaires obtenu à partir des cumulants
des observations. Ce type d'approche avait déjà été utilisé dans le cas du modèle
linéaire, et nous montrerons que le passage au cas non-linéaire est plus complexe.
Après avoir déduit les équations des cumulants des observations, nous les résoudrons
numériquement, par le biais de diérents algorithmes. Les coecients ainsi obtenus
peuvent être ensuite réinjectés dans des systèmes de séparation tels que les struc-
tures présentées précédemment. Des simulations numériques viendront compléter ce
chapitre.
3.2 Travaux antérieurs
Pour estimer les coecients du mélange, le recours aux cumulants des sources et
des observations a été utilisé à diverses reprises, dans le cadre du modèle linéaire,
et ce, par diérents auteurs. Ainsi, on peut citer les travaux de A. Mansour [58,60]
ou de Y. Deville [27,28]. Les développements eectués dans ce chapitre s'inscrivent
dans la continuité de ces travaux, en eet, nous aurions pu déterminer notre système
d'équations à partir des moments, mais nous avons préféré utiliser les cumulants du
fait que ces derniers possèdent des propriétés intéressantes et que de nombreuses
contributions existent dans ce domaine, vu leur utilisation très répandue.
D'autres travaux basés sur les cumulants ont été proposés et sont fondés sur
les cumulants des sorties du système de séparation. Ainsi, on peut citer les algo-
rithmes COM1, COM2 [24] et JADE [19]. Des extensions de l'algorithme JADE ont
également été proposées, par exemple l'algorithme de A. Yeredor ACDC [90] qui
a proposé une diagonalisation conjointe non orthogonale au sens des moindres car-
rés, et l'a appliqué à JADE. Nous pouvons également citer les extensions de JADE
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(méthode ACDC) aux mélanges convolutifs [61].
3.3 Approche proposée et expressions des cumu-
lants des observations







où (s1; s2) représentent les sources normalisées et (x1; x2) les observations. Les coe-
cients Lij;(i;j)2f(1;2);(2;1)g etQi;i2f1;2g représentent les coecients du mélange, constants
et réels.
Il s'agit d'estimer les paramètres du mélange de notre modèle. Pour ce, nous
allons déterminer un système d'équations non-linéaires, obtenu à partir des expres-
sions des cumulants des observations, et qui va dépendre des coecients de mélange,
et des moments des sources. Puis, à partir d'algorithmes numériques nous résolvons
ce système en nous intéressant, plus particulièrement, aux paramètres du mélange.
Les observations considérées dans (3.1) sont des combinaisons linéaires de fonctions
puissance des sources. En utilisant alors les propriétés de multilinéarité des cumu-
lants, les cumulants des observations peuvent donc être exprimés en fonction des
cumulants des fonctions puissance des signaux sources, et des coecients du mé-
lange. Nous déduisons ces expressions, pour les cumulants des observations d'ordre
un à quatre. De plus, certains cumulants associés aux sources sont nuls, car nous
faisons les hypothèses que :
 les sources sont statistiquement indépendantes,
 les densités de probabilité des sources sont symétriques par rapport à 0, et
elles sont donc centrées.
An de déterminer quels cumulants des sources considérés sont nuls, nous allons
déduire leurs expressions en fonction des moments associés, en utilisant la formule
classique liant cumulants et moments, et qui sera donnée ci-après. Ceci nous per-
met d'obtenir un système d'équations non-linéaires qui dépend des coecients de
mélange et des moments des sources.
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3.3.1 Propriétés des cumulants et notations
Nous rappelons que le cumulant d'ordre r est lié aux moments d'ordre p; p  r, par
la formule de Leonov et Shiryayev [68]









où  parcourt la liste de toutes les partitions de f1; :::; rg ,  parcourt la liste de
tous les blocs de la partition  et jj est le nombre de parties dans la partition. E[:]
est le symbole de l'espérance mathématique.
Nous allons également rappeler certaines propriétés des cumulants [66] :
PC1 : si i; i = 1; :::; n sont des constantes, et xi; i = 1; :::; n sont des variables
aléatoires, alors




PC2 : Les cumulants sont symétriques vis à vis de leurs arguments, i.e.,
C(x1; ::::; xn) = C(xi1 ; :::; xin)
où (i1; :::; in) est une permutation de (1; :::n).
PC3 : Les cumulants sont additifs vis à vis de leurs arguments, c'est-à-dire que
les cumulants de sommes sont égaux aux sommes des cumulants :
C(x0 + y0; z1; ::::; zn) = C(x0; z1; :::; zn) + C(y0; z1; :::; zn)
PC4 : Si un sous-ensemble de k variables aléatoires fxig est indépendant du
reste alors :
C(x1; ::; xk; ::; xn) = 0





1] représente le cumulant d'ordre deux de fs21g.
C[(x1)2; x2] = C[x1; x1; x2] est le cumulant croisé d'ordre trois qui implique l'ob-
servation fx1g deux fois et l'observation fx2g une seule fois.
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3.3.2 Cumulants d'ordre 1
Nous pouvons facilement déduire des équations (3.1), (3.2) et de l'hypothèse d'in-
dépendance statistique des sources que le cumulant d'ordre un de la première ob-
servation est :
C[x1] = E[x1] (3.3)
= E[s21]  L12E[s22] Q1E[s1]E[s2]: (3.4)




De la même manière nous obtenons pour la deuxième observation :
C[x2] = E[x2] = E[s
2
2]  L21E[s21]: (3.6)
3.3.3 Cumulants d'ordre 2
Cumulants des observations
Nous détaillons les calculs pour C[(x1)2]. En utilisant (3.1) et les propriétés des
cumulants présentées ci-dessus nous avons :
C[(x1)2]=C[x1; x1]
=C[s21   L12s22  Q1s1s2; s21   L12s22  Q1s1s2];
=C[s21; s
2
1]  L12C[s21; s22] Q1C[s21; s1s2]
 L12C[s22; s21] + L212C[s22; s22] + L12Q1C[s22; s1s2]
 Q1C[s1s2; s21] + L12Q1C[s1s2; s22] +Q21C[s1s2; s1s2]:
Grâce aux propriétés des cumulants et en utilisant les équations (3.11) qui seront
présentées ultérieurement, et correspondant à l'annulation de certains cumulants



















C[x1; x2] =  L21C[(s21)2]  L12C[(s22)2] +Q1Q2C[(s1s2)2]:
(3.7)
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 Cumulants associés aux sources 
Nous commençons les calculs avec C[(s21)2]. À partir de l'équation (3.2), nous avons
deux possibilités pour les partitions : fs21; s21g et ffs21g ; fs21gg, qui ont respectivement
1 et 2 éléments, donc en utilisant la formule (3.2) :
C[(s21)2] = ( 1)(1 1)(1  1)!E[s21s21] +
( 1)(2 1)(2  1)!E[s21]E[s21]





par des calculs similaires, en remplaçant uniquement s21 par s
2
2.
Pour C[(s1s2)2], nous avons également 2 partitions, fs1s2; s1s2g et ffs1s2g ; fs1s2gg,
donc :







où nous avons d'abord utilisé la propriété d'indépendance statistique des sources et
ensuite, le fait que les sources soient centrées. Les autres cumulants associés aux





1; s1s2] = C[s
2
2; s1s2] = 0: (3.11)










2]  E[s21]E[s22] = 0; (3.12)
en utilisant la propriété d'indépendance statistique, et
C[s21; s1s2] = E[s
2
1s1s2]  E[s21]E[s1s2]
= E[s31]E[s2]  E[s21]E[s1]E[s2] = 0; (3.13)
où nous avons utilisé la propriété d'indépendance statistique et le fait que les sources
présentent des densités symétriques. Un raisonnement similaire peut être eectué
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pour C[s22; s1s2], et nous obtenons C[s
2
2; s1s2] = 0.
Les calculs qui vont suivre sont basés sur la même approche que celle présentée
ci-dessus, mais ils sont plus complexes car ils nécessitent des statistiques d'ordre
supérieur. Dans ce qui suit, nous adopterons le même schéma d'exposé : dans un
premier temps nous donnons les expressions des cumulants des observations en fonc-
tion des cumulants associés aux sources, puis dans un deuxième temps nous donnons
les expressions de ces cumulants associés aux sources en fonction des moments des
sources.
3.3.4 Cumulants d'ordre 3
Cumulants des observations











 3L21Q22C[s21; (s1s2)2] + 3Q22C[s22; (s1s2)2];
C[(x1)2; x2] =  L21C[(s21)3] + L212C[(s22)3]
+(2Q1Q2   L21Q21)C[s21; (s1s2)2]
+(Q21   2L12Q1Q2)C[s22; (s1s2)2];





+(Q22   2L21Q1Q2)C[s21; (s1s2)2]
+(2Q1Q2   L12Q22)C[s22; (s1s2)2]:
(3.14)
59
Chapitre 3. Identication du mélange par une méthode fondée sur des cumulants
Cumulants associés aux sources
Les cumulants associés aux sources peuvent être exprimés comme suit :8>>>>>>>><>>>>>>>>:
C[(s21)3] = E[s
6
1]  3E[s41]E[s21] + 2E[s21]3;
C[(s22)3] = E[s
6
2]  3E[s42]E[s22] + 2E[s22]3;











Ces résultats ont été obtenus comme suit :
- pour C[(s21)3], nous avons les partitions :
* fs21; s21; s21g une fois,
* ffs21g ; fs21g ; fs21gg une fois
* et la partition ffs21g ; fs21; s21gg trois fois.
Ces partitions contiennent respectivement 1, 3 et 2 éléments. Nous avons donc :
C[(s21)3] = ( 1)00!E[s21s21s21] + 3( 1)11!E[s21]E[s21s21] + ( 1)2(2)!E[s21]E[s21]E[s21]
= E[s61]  3E[s21]E[s41] + 2E3[s21]
(3.16)





- Pour C[s21; (s1s2)2] nous avons les partitions :
* fs21; s1s2; s1s2g une fois,
* ffs21g ; fs1s2g ; fs1s2gg une fois,
* la partition ffs21g ; fs1s2; s1s2gg une fois,
* et ffs1s2g ; fs21; s1s2gg deux fois,
contenant respectivement 1, 3, 2 et 2 éléments. Nous obtenons alors :
C[s21; (s1s2)2] = ( 1)00!E[s21s1s2s1s2] + ( 1)22!E[s21]E[s1s2]E[s1s2]
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car E[s1s2] = E[s1]E[s2] = 0 puisque les sources sont statistiquement indé-
pendantes et centrées, et on rappelle que E[s1s2s1s2] = E[s21]E[s
2
2].





les partitions à prendre en compte.
Les cumulants associés aux sources nuls pour cet ordre sont :8><>:C[(s1s2)3] = C[(s
2
1)2; s1s2] = C[(s
2











2; s1s2] = 0:
(3.18)
Le détail des calculs est le suivant :
- Pour C[(s1s2)3] nous reprenons les calculs de C[(s21)3] en remplaçant s
2
1 par
s1s2. Nous avons alors :




2]  3E[s1s2]E[s21s22] + 2E3[s1s2]
= 0 (3.19)











2] = 0 car les sources sont statistique-
ment indépendantes et de densité de probabilité symétrique.
- Pour C[(s21)2; s1s2], nous avons les partitions
* fs21; s21; s1s2g une fois,
* ffs21g ; fs21g ; fs1s2gg une fois,
* ffs21g ; fs21; s1s2gg deux fois
* et ffs21; s21g ; fs1s2gg une fois.
Les nombres d'éléments de ces partitions sont respectivement 1, 3, 2 et 2. On
en déduit :
C[(s21)2; s1s2] = ( 1)00!E[s21s21s1s2] + ( 1)22!E[s21]E[s21]E[s1s2]
+2( 1)11!E[s21]E[s21s1s2] + ( 1)11!E[s1s2]E[s21s21]
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car E[s51s2] = E[s
5
1]E[s2] = 0 car les sources sont indépendantes et centrées
(E[s2] = 0) .
- Pour C[(s22)2; s1s2] nous raisonnons de la même manière que précédemment en
permutant s1 et s2.
- Le cumulant C[s21; (s
2
2)2] a pour partitions
* fs21; s22; s22g une fois,
* ffs21g ; fs22g ; fs22gg une fois,
* ffs22g ; fs21; s22gg deux fois
* et ffs22; s22g ; fs21gg une fois.



















2] en tenant compte de l'hypothèse d'indépendance
statistique des sources.
- Pour C[s22; (s
2
1)2] on suit le même raisonnement que ci-dessus, en intervertissant
s1 et s2.
- Enn pour C[s21; s
2
2; s1s2], nous avons les partitions fs21; s22; s1s2g , ffs21g ; fs22g ; fs1s2gg,
ffs21g ; fs22; s1s2gg, ffs22g ; fs21; s1s2gg et ffs21; s22g ; fs1s2gg une fois pour cha-






















2] = 0 comme les sources sont statistiquement
indépendantes et de densité de probabilité symétrique, donc centrées.
3.3.5 Cumulants d'ordre 4
Nous ne détaillerons pas ici les calculs pour l'ordre quatre. Ces derniers peuvent être
trouvés en Annexe B, où les calculs des cumulants associés aux sources sont dispo-









































C[(x1); (x2)3] =  L321C[(s21)4]  L12C[(s22)4] +Q1Q32C[(s1s2)4]
+( 3Q22L21 + 3Q1Q2L221)C[(s21)2; (s1s2)2]
+( 3L12Q22 + 3Q1Q2)C[(s22)2; (s1s2)2]
+(3Q22   6L21Q2Q1 + 3L12L21Q22)C[s21; s22; (s1s2)2];
C[(x2); (x1)3] =  L21C[(s21)4]  L312C[(s22)4] +Q2Q31C[(s1s2)4]
+( 3L21Q21 + 3Q2Q1)C[(s21)2; (s1s2)2]
+( 3L12Q21 + 3Q2Q1L212)C[(s22)2; (s1s2)2]
+(3Q21   6L12Q2Q1 + 3L12L21Q21)C[s21; s22; (s1s2)2];






















1   4L12Q1Q2)C[(s22)2; (s1s2)2]
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et les cumulants associés aux sources d'ordre quatre s'écrivent :8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
C[(s21)4] = E[s
8
1]  4E[s61]E[s21]  6E[s21]4   3E[s41]2 + 12E[s41]E[s21]2;
C[(s22)4] = E[s
8





































1)3; s1s2] = C[(s
2













Les systèmes (3.5), (3.6), (3.7), (3.14) et (3.23) forment ensemble le système nal
d'équations à résoudre, qui est fortement non-linéaire par rapport aux Lij; Qi et aux
moments des sources. Nous obtenons alors un système de 14 équations, qui dépend













2]) mais nous ne serons nalement intéressés que par les coecients
de mélange fL12; L21; Q1; Q2g. Il faut remarquer que si nous n'utilisons pas les cu-
mulants d'ordre quatre, nous obtenons un système de 9 équations avec 10 inconnues
(voir le Tableau 4.1), qui ne peut être résolu sans contraintes supplémentaires sur les
sources. Nous pouvons également avoir recours à des cumulants d'ordre supérieur à
quatre ce qui conduit à avoir plus d'équations et ... plus d'inconnues.
Nous proposons alors de résoudre le système ci-dessus par le biais de méthodes
d'optimisation numériques qui vont être dénies dans ce qui suit.
3.4 Estimation des paramètres du mélange
Ayant obtenu le système d'équations déni ci-dessus, nous utilisons des algorithmes
d'optimisation pour le résoudre (voir Annexe C), le but étant d'estimer les para-
mètres de mélange (L12; L21; Q1; Q2). Tout d'abord, il est nécessaire d'estimer les
cumulants des observations aux diérents ordres avant de résoudre le système en
utilisant des méthodes numériques.
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Ordre Cumulants des observations Inconnues
(nombre) rajoutées




2 C[(x1)2]; C[(x2)2]; Q1; Q2










C[(x1)2; x2]; C[x1; (x2)2] (4)





C[(x2); (x1)3]; C[(x1)2; (x2)2] (5)
Table 3.1  Nombre d'équations et d'inconnues pour notre système en fonction de
l'ordre des cumulants.
3.4.1 Estimation des cumulants des observations
Il existe diérents estimateurs des auto-cumulants et des cumulants conjoints dans
la littérature [59], [11]. Malheureusement, ces estimateurs ne s'appliquent qu'à des
signaux centrés, ce qui n'est pas le cas des cumulants des observations (voir Équa-
tions (3.5) et (3.6)). Nous avons donc utilisé les fonctions proposées par la Toolbox
HOSA [81], i.e. cumest, pour estimer les auto-cumulants ainsi que cum2x, cum3x et
cum4x pour estimer les cumulants conjoints des observations (voir Annexe D).
3.4.2 Résolution du système
Dans cette section, nous présentons les algorithmes d'optimisation utilisés an de
résoudre le système d'équations non-linéaires. Nous utilisons la fonction fsolve four-
nie par la toolbox MATLAB  Optimization toolbox  [23] (voir Annexe D), qui
résout les systèmes d'équations non-linéaires de la forme :
F (v) = 0;
avec
8><>:v = [v1; :::; vm]
T
F (v) = [f1(v); :::; fn(v)]
T ;
vi; i = 1::m sont les variables (i.e. les 12 inconnues dans notre cas) et fi; i = 1::n
sont les fonctions non-linéaires. Donc pour obtenir cette forme avec un membre de
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Figure 3.1  Convergence vers "S" pour les paramètres fL12; L21; Q1; Q2g
droite des équations égal à zéro, nous réarrangeons le système formé de
f(3:5); (3:6); (3:7); (3:14; (3:23)g, en déplaçant tous les termes du membre de droite, à
gauche. La fonction fsolve est utilisée suivant 2 congurations : la première fait appel
à l'algorithme de Levenberg-Marquardt, tandis que la seconde utilise l'algorithme
de Gauss-Newton (voir Annexe C).
3.5 Simulations
3.5.1 Premier scénario
Pour ce premier scénario, nous considérons l'ensemble des paramètres fL12; L21; Q1; Q2g
= f 0:2; 0:1; 0:8; 0:2g, et les sources de longueur N = 10000 échantillons sont uni-
formément distribuées sur l'intervalle [ 1; 1]. La fonction fsolve (voir Annexe D)
retourne en sortie un indicateur  EXITFLAG  qui décrit si l'algorithme converge
ou non. Pour chaque conguration de la fonction fsolve, nous eectuons 450 tests.
Pour chaque test, nous utilisons l'indicateur EXITFLAG pour réinitialiser la va-
riable
















2]] de la fonc-
tion fsolve (les initialisations sont diérentes et générées aléatoirement) si l'algo-
rithme ne converge pas, chaque test étant eectué au plus 150 fois. Pour la con-
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Figure 3.2  Phénomène d'inversion de signe pour les paramètres Q1 et Q2
guration suivant Levenberg-Marquardt, l'algorithme converge dans 95% des tests
(dans le cas contraire, l'algorithme diverge), dont environ 35% (soit 161 tests) vers
le point d'intérêt, appelé S, le reste correspondant à d'autres points solutions de
notre système d'équations (voir Tableau 3.2).
Nous avons observé un phénomène d'inversion de signes pour les paramètres
estimés Q1 et Q2, comme l'illustre la gure 3.2. Ceci est dû à la manière dont
ils apparaissent dans notre système, i.e. si (Q1; Q2) est solution du système, alors
( Q1; Q2) est aussi solution.
Pour la conguration de Gauss-Newton, nous obtenons 91% de cas de conver-
gence en général et 37% (167 tests) de convergence vers le point S. De meilleurs
résultats de convergence sont obtenus dans ce cas, car moins de points parasites sont
rencontrés en nombre susant dans nos tests (voir le tableau 3.2). Dans cette con-
guration, nous retrouvons également le phénomène d'inversion cité plus haut. Ainsi,
pour les deux congurations dans ce scénario, l'algorithme converge le plus souvent
vers le point d'intérêt, comparativement aux autres points de convergence. Le ta-
bleau 3.2 montre que ces points parasites peuvent être éliminés en tenant compte
du fait que L12; L21 < 0, car cette condition n'est pas vériée pour les valeurs de L12
et L21 estimées en ces points.
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Algo. Point de convergence Nb.
fL12; L21; Q1; Q2g
S  0:183; 0:089; 0:758; 0:19728 161
Pt 1 1:684; 0:210; 0:217; 0:723 62
L. M. Pt 2 0:162; 0:099; 1:373; 0:091 53
Pt 3 1:760; 0:207; 0:228; 0:715 47
Pt 4  0:192; 0:092; 1:487; 0:076 43
S  0:1747; 0:110; 0:778; 0:209 167
Pt 5  0:318; 0:468; 0:881; 0:619 58
G. N. Pt 6  0:130; 0:070; 1:546; 0:0944 49
Pt 7 6:362; 0:353; 0:131; 1:152 25
Table 3.2  Nombre d'occurence de la convergence vers le point d'intérêt S et
les points parasites pour les algorithmes de Levenberg-Marquardt (LM) et Gauss-
Newton (GN).
3.5.2 Deuxième scénario
Pour ce scénario, nous considérons l'ensemble des paramètres
fL12; L21; Q1; Q2g = f 0:9; 0:75; 0:2; 0:1g, et les sources de longueur N = 10000
échantillons suivent respectivement, la loi uniforme sur [ 1; 1] et la loi normale
N (0; 0:2). Pour chaque conguration de la fonction fsolve, nous considérons 450
tests avec les mêmes conditions que celles mentionnées précédemment.
Pour la conguration de Levenberg-Marquardt, l'algorithme converge dans 100%
des tests, dont 10:5% (43 tests) vers le point d'intérêt, appelé S
0
, le reste correspon-
dant à d'autres solutions de notre système.
Pour la conguration de Gauss-Newton, nous obtenons également 100% de cas
de convergence en général et approximativement 21% de convergence vers S 0 (94
tests).



























Figure 3.3  Valeur moyenne pour 100 réalisations des sources de l'EQM en fonction
de Q pour les 12 paramètres.
3.5.3 Troisième scénario
Nous avons généré des réalisations de Monte-Carlo, en utilisant 100 réalisations aléa-
toires des sources s1 et s2 de longueur N = 10000 et distribuées uniformément sur
[ 1; 1]. Les réalisations sont indépendantes. Les paramètres L12; L21; sont respecti-
vement xés à  0:8 et  0:9, et Q1 = Q2 = Q où Q varie entre 0:1 et 1 avec un pas
de 0:1. Alors, pour chaque réalisation de nos mélanges correspondant à une valeur
du paramètre Q, nous faisons les expériences pour toutes les sources en utilisant la
procédure décrite dans le premier scénario et la fonction fsolve n'est utilisée qu'avec
la conguration de l'algorithme de Levenberg-Marquardt.
À cause du phénomène d'inversion, l'erreur et l'erreur relative sont calculées
comme suit :
i = jv^ij   jvij; i = 1::12 (3.26)
rel;i =
jv^ij   jvij
jvij ; i = 1::12 (3.27)
où i est l'indice des variables, v^ contient les variables à la convergence et v est notre
point d'intérêt.
L'Erreur Quadratique Moyenne (EQM) associée et EQM relative sont respecti-
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Figure 3.4  Valeur moyenne de l'EQM pour 100 réalisations des sources en fonction


























où l'indice n est mis à 12 et 4 lorsque nous calculons ces critères respectivement pour
l'ensemble des paramètres ou uniquement pour les 4 paramètres L12; L21; Q1; Q2
car les autres paramètres ne nous importent pas au nal. Nous avons recours à
des quantités relatives, car elles sont plus appropriées lorsque nous additionnons
plusieurs variables.
Les gures 3.3 et 3.4 montrent les valeurs moyennes de EQMn and EQMrel;n sur
les 100 ensembles de sources pour les diérentes valeurs du paramètre Q. Le graphe
de la gure 3.4 montre que la moyenne de l'EQM relative est inférieure ou égale
à 4%, lorsque nous considérons seulement les 4 paramètres d'intérêt, ce qui prouve
l'ecacité de notre méthode.
3.6 Conclusion
Dans ce chapitre nous avons présenté une méthode an d'estimer les paramètres
du mélange. Cette méthode fait appel aux cumulants des observations, dont nous
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avons déduit un système d'équations non-linéaires que nous résolvons à l'aide d'
algorithmes d'optimisation numérique, les méthodes de Levenberg-Marquardt et
Gauss-Newton. Il reste à noter que pour regrouper ce bloc placé en amont des tra-
vaux exposés dans le chapitre 2, ces équations doivent être modiées car certaines
de nos hypothèses ne sont plus valables. En eet, les sources ne doivent plus être
supposées à densité symétriques, et donc elles seront non centrées (condition pour
respecter l'inversibilité du modèle quadratique). Ceci alourdit considérablement nos
développements (plus d'équations et d'inconnues à considérer), qui même dans le
cas d'hypothèses simplicatrices restent lourds (se référer aux détails des calculs).
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Chapitre 4. Approche par maximum de vraisemblance
4.1 Introduction
Dans ce chapitre nous proposons une autre approche pour séparer les sources. Pour
cette méthode, nous considérons la version basique du réseau récurrent associé à
notre modèle quadratique introduite au Chapitre 2, et, une approche par Maximum
de Vraisemblance (MV) est utilisée an d'estimer les coecients du mélange. Nous
présentons un algorithme d'optimisation itératif qui nécessite l'estimation des fonc-
tions score des signaux sources. Nous montrerons que l'algorithme nal se décline
suivant deux boucles imbriquées : la boucle principale permet d'estimer les coef-
cients du mélange, tandis que la boucle interne sert à l'estimation des signaux
sources. Des tests et les résultats seront présentés en n de chapitre.
4.2 Travaux antérieurs
4.2.1 Généralités
L'approche par MV est très populaire en SAS. Comme nous l'avions précisé au
Chapitre 1, son but est de trouver les paramètres du mélange qui maximisent la
probabilité d'occurence des observations. On trouve de nombreuses contributions
dans la littérature. Des approches basées sur le MV ont d'abord été proposées par
M. Gaeta et J.-L Lacoume [40, 41]. On peut également citer dans le cas linéaire les
travaux de Pham et al. [77, 78], L. Parra et al. [72, 73] ou encore de A. Belouchrani
et J.-F. Cardoso [8]. Le maximum de vraisemblance a été également utilisé pour les
mélanges PNL par A. Taleb et C. Jutten [83] et pour des mélanges non-linéaires par
Y. Deville et S. Hosseini [33, 44].
Le principal inconvénient de l'approche par MV est qu'elle met en jeu les densités
de probabilité des sources (pdf), qui ne sont généralement pas connues. On peut alors
supposer qu'elles sont connues, a priori, ou qu'elles appartiennent à une famille de
densités donnée, les méthodes de MV font appel aux fonctions score des sources
gi(:) =  (log(fSi(:)))0 .
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4.2.2 Modèles de densités des sources
Le vrai modèle des pdf des sources est généralement inconnu, nous avons alors
recours à des modèles plus ou moins précis pour approximer les distributions des
sources. Nous allons donc présenter certains de ces modèles utilisés pour représenter
les distributions des sources.
Développement en série d'une densité
Il s'agit d'une méthode permettant d'approximer les densités en utilisant les cumu-
lants d'ordre supérieur. Les principaux développements utilisés sont ceux en série
de Gram-Charlier et d'Edgeworth. Ces deux développements ne dièrent que par
la façon d'ordonner les termes. Les formes tronquées de ces séries dièrent alors à
cause de ce changement d'ordre.
M. Gaeta et J.-L. Lacoume [40,41] ont utilisé le développement de Gram-Charlier,
les premières fonctions caractéristiques des sources ont été exprimées par des séries
tronquées à l'ordre 4. La distribution des sources s'écrit dans ce cas en fonction des




















où i3 et 
i
4 désignent respectivement les cumulants normalisés d'ordre 3 et 4, et
Hk(si) les polynômes de Chebyshev-Hermite.
Le développement d'Edgeworth est très similaire, il a été utilisé par P. Comon [25]








où y est une variable aléatoire centrée de variance unité et kurt désigne le kurtosis.
À partir de ces développements, nous pouvons obtenir l'approximation des fonc-
tions score, par exemple pour la fonction score obtenue par le développement d'Ed-
geworth de la distribution des sources au voisinage d'une distribution normale nous
avons [18] :
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Estimateurs à noyaux














où (:) est la fonction de noyau, hN est la largeur d'intervalle, et N est le nombre
d'échantillons du signal.
Un modèle à noyau gaussien a été proposé par D.-T. Pham dans [74]. Le noyau
gaussien a été remplacé par des fonctions splines cardinales d'ordre 3 dans [75].
Familles de distributions paramétriques
L'exemple le plus utilisé est celui de la gaussienne généralisée qui s'écrit dans le cas













où  (y) est la fonction Gamma,  > 0 est un facteur d'échelle qui régit l'étalement
de la distribution et  > 0 est un paramètre qui dénit la forme du pic.
On peut également citer les familles d'exponentielles généralisées [91], les distri-
butions hyperboliques généralisées [76].
4.3 Estimation des coecients du mélange : approche
par maximum de vraisemblance (MV)
4.3.1 Modèle de mélange
Nous rappelons que le modèle considéré est un modèle aussi à CCA. Pour 2 sources







où (s1; s2) représentent les sources normalisées, supposées statistiquement indépen-
dantes, et (x1; x2) les observations. Les coecients Lij, (i; j) 2 f(1; 2); (2; 1)g et Qi,
i 2 f1; 2g représentent les coecients du mélange, constants et réels.
76
4.3. Estimation des coecients du mélange : approche par maximum de vraisemblance (MV)
Le modèle considéré sera noté :
x = g(s;) (4.7)
où x = [x1; x2]T , s = [s1; s2]T et  = [L12; L21; Q1; Q2]T .
4.3.2 Critère d'estimation des coecients du mélange : prin-
cipe général
L'algorithme de séparation nécessite l'estimation des coecients du mélange. Dans
cette section, nous présentons l'approche par MV [14,26,44,78] utilisée pour estimer
le vecteur des paramètres du mélange , inconnus, sous l'hypothèse que le modèle
(4.6) est bijectif dans les domaines considérés des sources et des coecients du
mélange.
Le but de l'approche est d'identier , en supposant que :
1. chaque source si est un signal i.i.d. Par conséquent, les signaux observés xi
sont également i.i.d.
2. Les sources sont statistiquement indépendantes, nous attribuons une densité
hypothétique fSi(si) à chacune des sources. Leur densité conjointe s'écrit alors :
fS1;S2(s1; s2) = fS1(s1)fS2(s2): (4.8)
Nous notons  l'ensemble des vecteurs de paramètres  = [l12; l21; q1; q2]T tels
que le modèle (4.7) soit bijectif sur le domaine de variation des sources. L'inverse de
ce modèle pour chaque vecteur  sera noté par :
s^ = g 1(x;) (4.9)
La distribution des sources étant xée, la distribution de la transformation g(s;) ne
dépend que de . Nous utilisons cette famille de distributions comme un modèle para-
métrique pour la pdf des observations et nous les notons par P = fp(x1(n); x2(n))j 2 g.
Si nous considérons T échantillons des observations, la vraisemblance que ces
échantillons soient tirés avec une pdf particulière p(x) est donnée par :
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car les signaux sont supposés i.i.d.











où [s^1; s^2] = g 1(x;), et Jg = det
@g
@s
est le jacobien du mélange évalué en s^ et  qui
vaut :
Jg = 4s^1s^2(1  l12l21)  2s^12(q2 + l21q1)  2s^22(q1 + l12q2): (4.14)
L'estimation par MV des paramètres  consiste à maximiser cette vraisemblance




log p(x1(i); x2(i)): (4.15)




logE = Et[log p(x1(t); x2(t))]; (4.16)
où Et[:] représente l'opérateur de moyennage temporel. En utilisant (4.13), nous
obtenons :
L = Et[logfS1(s^1)] + Et[logfS2(s^2)]  Et[logjJg(s^1; s^2)j]; (4.17)
















où 	Si(u) =  @logfSi (u)@u représente la fonction score de la source si. En pratique
les fonctions scores sont souvent estimées. Dans nos simulations nous utiliserons
l'estimateur des fonctions score proposé dans [77].
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 2s^2(2l21s^1 + s^2q2) + 4[s^22(2s^2   q2s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+(2l21s^1 + q2s^2)s^2
2(s^1(1  l12l21)  s^2(q1 + l12q2))]=Jg
+[s^2
2(2s^2   q2s^1)	S1(s^1) + (2l21s^1 + q2s^2)s^22	S2(s^2)];
 2s^1(2s^2l12 + q1s^1) + 4[s^12(2l12s^2 + q1s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+s^1
2(2s^1   q1s^2)(s^1(1  l12l21)  s^2(q1 + l12q2))]=Jg
+[s^1
2(2l12s^2 + q1s^1)	S1(s^1) + (2s^1   q1s^2)s21	S2(s^2)];
 2(l21s^12 + s^22) + 4[s^1s^2(2s^2   q2s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+s^1s^2(2l21s^1 + q2s^2)(s^1(1  l12l21))  s^2(q1 + l12q2))]=Jg
+[s^1s^2(2s^2   q2s^1)	S1(s^1) + s^1s^2(2l21s^1 + q2s^2)	S2(s^2)];
 2(l12s^22 + s^12) + 4[s^1s^2(2l12s^2 + q1s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+s^1s^2(2s^1   q1s^2)(s^1(1  l12l21)  s^2(q1 + l12q2))]=Jg




4.3.3 Détails des calculs du gradient de la log-vraisemblance
Nous allons détailler les calculs de la fonction log-vraisemblance. L'équation (4.18)
























Nous calculons en premier lieu les termes de l'équation (4.21). En procédant étape

















24s^2(1  l12l21)  s^1(q2 + l21q1)
s^1(1  l12l21)  s^2(q1 + l12q2)
35 : (4.23)
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24 2s^1   q1s^2  2l21s^1   q2s^2









24 2s^2   q2s^1 2l21s^1 + q2s^2
2l12s^2 + q1s^1 2s^1   q1s^2
35 : (4.27)







(2s^2   q2s^1)s^22 (2l21s^1 + q2s^2)s^22
(2l12s^2 + q1s^1)s^1
2 (2s^1   q1s^2)s^12
(2s^2   q2s^1)s^1s^2 (2l21s^1 + q2s^2)s^1s^2

















2(2s^2   q2s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+(2l21s^1 + q2s^2)s^2
2(s^1(1  l12l21)  s^2(q1 + l12q2))
a2 = s^1
2(2l12s^2 + q1s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+s^1
2(2s^1   q1s^2)(s^1(1  l12l21)  s^2(q1 + l12q2))
a3 = s^1s^2(2s^2   q2s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+s^1s^2(2l21s^1 + q2s^2)(s^1(1  l12l21))  s^2(q1 + l12q2))
a4 = s^1s^2(2l12s^2 + q1s^1)(s^2(1  l12l21)  s^1(q2 + l21q1))
+s^1s^2(2s^1   q1s^2)(s^1(1  l12l21)  s^2(q1 + l12q2))
: (4.30)
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2(2s^2   q2s^1)	S1(s^1) + (2l21s^1 + q2s^2)s^22	S2(s^2)
s^1
2(2l12s^2 + q1s^1)	S1(s^1) + (2s^1   q1s^2)s^12	S2(s^2)
s^1s^2(2s^2   q2s^1)	S1(s^1) + s^1s^2(2l21s^1 + q2s^2)	S2(s^2)
s^1s^2(2l12s^2 + q1s^1)	S1(s^1) + s^1s^2(2s^1   q1s^2)	S2(s^2)
37777775 : (4.31)
Finalement, en insérant les équations (4.22), (4.29), (4.30) et (4.31) dans (4.20),
nous obtenons l'expression (4.19).
Le développement de ces calculs a été mené comme exposé dans [33].
4.3.4 Algorithme d'optimisation
Une fois l'expression de dL
d
déterminée, les estimateurs des paramètres du mélange
sont mises à jour suivant la règle d'apprentissage utilisant le gradient de la log-
vraisemblance :
(k + 1) (k) + dL
d
(4.32)
où  correspond à un pas d'apprentissage positif.
Comme nous pouvons le constater à partir de (4.19), le calcul du gradient né-
cessite la connaissance des signaux s^1 and s^2 pour l'estimée courante de  à chaque
itération de l'algorithme du gradient. Dans la section qui va suivre, nous proposons
une structure récurrente pour calculer ces signaux à partir des observations. De plus,
en pratique, les fonctions score des vraies sources sont généralement inconnues, et
seront remplacées par les fonctions score estimées des signaux s^1 and s^2.
4.4 Structure récurrente associée
An d'estimer les signaux s^1 et s^2 à partir des observations et des valeurs courantes
des estimées des paramètres du mélange, nous développons une structure récurrente,
associée au modèle de mélange quadratique, de type réseau basique (lii = 0, i =
f1; 2g). Cette récurrence s'écrit suivant (2.19) que nous rappelons ici :8><>:y1(m+ 1) = 1
p
x1(n) + l12y22(m) + q1y1(m)y2(m);
y2(m+ 1) = 2
p
x2(n) + l21y21(m) + q2y1(m)y2(m);
(4.33)
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Figure 4.1  Structure récurrente associée (Figure 2:4 avec l11 = l22 = 0)
où les i = 1; i 2 f1; 2g sont xés à chaque instant n. Nous recherchons des sorties
yi;i2f1;2g(m) réelles 8m. Les coecients qi;i2f1;2g, l12, et l21, sont constants pendant
la récurrence sur m. La gure (4.1) illustre le réseau récurrent. Cette structure nous
donne les points d'équilibre suivants (que nous pouvons déterminer à partir des
équations du Chapitre 2 (2.33) pour le cas particulier du réseau basique, i.e. avec
l11 = l22 = 0 ) :
(y1E ;y2E)
(1) = (s^1(n);s^2(n)) (4.34)
(y1E ;y2E)






); si d>0 (4.35)
avec d = (1 l21l12)2 (q1+q2l12)(q2+q1l21) (4.36)
avec ; 
0
= 1. Pour  = , la première paire de solution (4.34) correspond donc
à un point séparant, qui extrait les sources, tandis que la seconde (4.35) correspond
à des sources mélangées linéairement. De la même manière qu'au Chapitre 2, nous













Dans ce chapitre nous n'entrons pas dans les détails de l'étude de la stabilité du
réseau, nous invitons le lecteur à se reporter au Chapitre 2 (section 2.4.3).
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L'algorithme nal, combinant le principe du maximum de vraisemblance et la struc-
ture de séparation de type réseau récurrent peut être résumé comme suit :
1 = 2 = 1 ;
Initialisation de  = [l12; l21; q1; q2]T : 0 ;
Répéter




x1 + l12y22 + q1y1y2 ;
ynew2 = 2
p
x2 + l21y12 + q2y1y2 ;
y1 = ynew1 ;
y2 = ynew2 ;
jusqu'à ( la convergence de la structure récurrente)
s^1 = y1, s^2 = y2 ;
estimation des fonctions score de s^1, s^2 ;
calcul du gradient dL
d
;
 =  + dL
d
;
jusqu'à ( la convergence des coecients du mélange)
Algorithme 1: Algorithme général
où ynew1; ynew2; y1; y2, s^1 et s^2 sont des vecteurs (1 : : : N , N = longueur
des signaux).
4.5 Simulations
Pour le premier scénario, nous générons 3 sortes de couples de sources aléatoires (les
valeurs des sources et des paramètres du mélange sont choisies de manière à assurer
la stabilité du réseau) :
 deux sources statistiquement indépendantes, distribuées uniformément sur [5:5; 6:5]
, avec N = 1000 échantillons,
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 deux sources statistiquement indépendantes, de densité normaleN (6; 0:2) avec
N = 1000 échantillons,
 deux sources statistiquement indépendantes, l'une distribuée uniformément
sur [5:5; 6:5], la seconde de distribution normale N (6; 0:2) avec N = 1000
échantillons.
Les observations sont générées suivant (4.6) avec des paramètres de mélange  =
[L12; L21; Q1; Q2] xés à [ 1; 0:2; 1; 0:5]. Ces valeurs assurent la convergence du
réseau récurrent vers le point séparant ((4.37) satisfaite). Le pas d'apprentissage
est xé pour toutes les simulations à  = 0:0001. L'expérience a été répétée 100
fois avec diérentes initialisations des estimées des paramètres de mélange, et les
valeurs initiales des sorties par rapport à m. Nous avons généré des initialisations au
voisinage des vraies valeurs des paramètres de mélange et des sources, respectivement
dénies par les équations13 :
0 =  + 0:5  (rand(4; 1)  0:5) (4.38)
y10 = s1 + 1:2  (rand(N; 1)  0:5); (4.39)
y20 = s2 + 1:2  (rand(N; 1)  0:5): (4.40)
Nous avons également utilisé l'estimateur des fonctions score proposé dans [77].
Pour chaque expérience, le SIR (Signal to Interference Ratio) sur les sorties est






E[(~si   si)2] ; (4.41)
où ~si sont les sources estimées nales.
Le tableau 4.1 résume les résultats obtenus. Nous remarquons que le SIR a été
amélioré pour toutes les congurations. En eet, la moyenne de SIR0 calculée pour
les valeurs initiales du réseau est inférieur aux valeurs obtenues lorsque le réseau
récurrent est mis en ÷uvre. Les résultats les plus satisfaisants concernent le cas
d'une source uniforme et d'une source gaussienne car le SIR nal est le plus élevé,
cependant les résultats demeurent satisfaisants dans les autres cas.
13Nous utilisons la notation de la fonction Matlab rand(N,1) qui génère un vecteur aléatoire
uniformément distribué sur l'intervalle [0; 1] et de longueur N .
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Nous signalons par ailleurs que le réseau est sensible aux initialisations des pa-
ramètres de mélange et des sorties du réseau récurrent, et le principal problème
rencontré est que durant la procédure d'adaptation, les coecients estimés peuvent
se trouver dans une région où le réseau est instable.
Sources moyenne(SIR) écart-type(SIR) Max/Min(SIR) moyenne SIR0
s1; uniforme 24:37 6:26 41:1=9:72 18:62
s2 uniforme
s1; gaussienne 23:56 5:42 44:89=13:13 18:60
s2 gaussienne
s1; uniforme 25:8 5:42 39:2=11:5 18:56
s2 gaussienne
Table 4.1  Moyenne, Ecart-type, Maximum , Minimum du SIR et moyenne de
SIR0 (dB) sur les sorties pour diérentes statistiques des sources.
Dans le second scénario, nous générons également, trois sortes de sources aléa-
toires comme précédemment. La diérence réside dans le fait que dans cette expé-
rience, nous générons 100 diérentes réalisations des sources, tandis que les condi-
tions d'initialisation sont constantes.
Le tableau 4.2 illustre les résultats obtenus à partir de ces simulations. Nous
remarquons que les performances se sont dégradées pour les deux premières con-
gurations (2 sources uniformes et 2 sources gaussiennes), tandis que pour le dernier
cas (1 source uniforme et une soure gaussienne) qui présente les meilleurs résultats,
le SIR s'est amélioré.
Comparativement aux résultats du premier scénario, nous remarquons que les
résultats obtenus sont moins performants, surtout pour les deux premières congu-
rations de sources.
Nous proposons maintenant d'illustrer à travers diérentes gures ( voir Figures
4.2 à 4.8) les observations, les sources originales ainsi que les sorties de notre réseau
(sources estimées) obtenues suivant le premier scénario proposé. Le RSB moyen est
de 28:14 dB.
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Sources moyenne(SIR) écart-type(SIR) Max/Min(SIR) moyenne SIR0
s1; uniforme 16:97     18:6
s2 uniforme
s1; gaussienne 16:97 5:2 25:4=10:5 18:6
s2 gaussienne
s1; uniforme 24:38 5:5 42:03=11:53 18:59
s2 gaussienne
Table 4.2  Moyenne, Ecart-type, Maximum, Minimum du SIR et moyenne de SIR0
(dB) sur les sorties pour diérentes statistiques des sources et diérentes réalisations
des sources.













Figure 4.2  Tracé de la source 1 :uniforme entre [5:5; 6:5]
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Figure 4.3  Tracé de la source 2 :uniforme entre [2:5; 3:5]









Figure 4.4  Tracé de l'observation 1 paramètres du mélange xés à
[L12; L21; Q1; Q2] = [ 1; 0:2; 1; 0:5]
87
Chapitre 4. Approche par maximum de vraisemblance










Figure 4.5  Tracé de l'observation 2 paramètres du mélange xés à
[L12; L21; Q1; Q2] = [ 1; 0:2; 1; 0:5]









Figure 4.6  Tracé de l'observation 1 en fonction de l'observation 2 paramètres du















Figure 4.7  Tracé de la source 1 en fonction de la source 2









Figure 4.8  Tracé de l'estimée 1 en fonction de l'estimée 2
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4.6 Conclusions
Dans ce chapitre, nous avons présenté une nouvelle méthode de séparation aveugle
de sources pour notre modèle quadratique. Une solution basée sur le maximum de
vraisemblance a été proposée pour estimer les coecients du mélange, à laquelle
a été associé un réseau récurrent de type basique pour retrouver les sources. Les
résultats obtenus restent satisfaisants, malgré le fait que ces derniers soient sensibles
aux conditions initiales des simulations et à l'estimateur des fonctions score.
90
Conclusions et perspectives
Nous nous sommes intéressés au cours de cette thèse à un modèle non-linéaire par-
ticulier, le modèle quadratique composé d'auto-termes et de termes croisés. Nous
avons alors proposé deux approches de séparation aveugle de sources (SAS), toutes
deux basées sur des réseaux récurrents. Pour la première méthode présentée, un
bloc situé en amont de la structure estime les paramètres du mélange via une ap-
proche basée sur les cumulants. La deuxième méthode repose sur une approche par
maximum de vraisemblance (MV).
Après avoir fait un tour d'horizon sur la SAS dans les cas linéaire et non-linéaire,
nous avons présenté au Chapitre 2 le réseau récurrent sur lequel sont basées nos ap-
proches. Ces dernières s'inscrivent dans la continuité des travaux développés par Y.
Deville et S. Hosseini [29, 31, 43, 44]. Ainsi, nous avons présenté la structure récur-
rente utilisée, celle-ci se décline en une version étendue et une version plus simple
dite basique. Nous avons alors étudié les propriétés de cette structure à travers les
points d'équilibre et la stabilité locale du réseau en ces points à un instant donné en
conguration non-aveugle. Un parallèle avec le cas du modèle linéaire-quadratique
a aussi été introduit. Nous avons également étudié les limites de la stabilité locale
des points d'équilibre dans le cas du modèle quadratique car contrairement au cas
linéaire-quadratique, il est apparu que nous ne pouvions pas déduire une procédure
qui permettrait une sélection automatique des degrés de liberté supplémentaires in-
troduits dans le cas du modèle de mélange quadratique. À travers notre étude, nous
avons vu que l'apport de la structure étendue n'est pas remis en cause pour autant,
comme nous le montrent les tests eectués et exposés dans la partie  Simulations 
du Chapitre 2. Nous conrmons donc l'intérêt de la structure récurrente étendue
proposée pour le point d'équilibre séparant, via l'introduction de degrés de liberté
supplémentaires car celle-ci permet dans certains cas de stabiliser localement le ré-
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seau à un instant n. Il semblerait cependant que son application soit limitée à un
certain domaine de valeurs de coecients de mélange.
Puis nous sommes passés à la conguration aveugle. Nous avons introduit une
méthode basée sur les cumulants qui permet d'estimer les coecients du mélange.
Nous avons montré que les développements étaient assez fastidieux, mais moyennant
certaines hypothèses nous sommes parvenus à simplier le problème. Sans l'ajout
de ces hypothèses, le système d'équations non-linéaires que nous avons obtenu par
le biais des cumulants des observations et qui a été ensuite résolu à l'aide d'algo-
rithmes d'optimisation (Levenberg-Marquardt, Gauss-Newton), devra être remanié
pour traiter directement le problème. Il apparaît pourtant que cette approche com-
pliquerait davantage le problème mais reste tout de même envisageable.
Enn, nous avons présenté une deuxième méthode de séparation basée cette
fois sur le maximum de vraisemblance. Pour cette approche nous avons utilisé la
version basique de la structure, car n'ayant pas totalement solutionné le problème
de stabilité du réseau étendu, nous avons donc préféré utiliser la version simpliée
du modèle.
Concernant les perspectives de ce travail, beaucoup de choses restent à faire :
 Nous devons poursuivre les développements eectués pour la structure éten-
due en ce qui concerne l'analyse de la stabilité au point d'équilibre, même
si cela doit se faire au prix d'hypothèses supplémentaires, an de parvenir
à automatiser le procédé de sélection des degrés de liberté supplémentaires
introduits.
 L'analyse de la stabilité locale aux points d'équilibre, pour des sorties égales
aux sources permutées, n'a pas été eectuée.
 Nous pouvons également chercher d'autres types de points d'équilibre pour
notre réseau récurrent.
 Concernant l'estimation des coecients du mélange par la méthode des cu-
mulants, nous pourrions envisager de déterminer les équations du système
des cumulants des observations sans avoir recours aux hypothèses supplémen-
taires même si cela doit se faire au prix de développements plus conséquents.
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d'estimation des paramètres en fonction du nombre d'échantillons n'ont pas
été abordés.
 Concernant la méthode basée sur le maximum de vraisemblance, si nous arri-
vons à stabiliser notre version étendue du réseau récurrent (pour le sous cas
pour lequel la deuxième inéquation est valable) nous pourrions alors envisager
de développer la structure étendue pour cette méthode.
 Enn, il faudrait considérer également l'extension au cas où l'on disposerait
de plus d'observations et de sources.
Á ces perspectives s'ajoutent les problèmes d'identiabilité et de séparabilité du
modèle qui n'ont pas du tout été abordés dans cette thèse. De plus, un éventuel
recours à la structure directe, ou l'utilisation de méthodes de résolution des systèmes
polynômiaux [7] n'a pas été eectué. Concernant la problématique des systèmes non-





Stabilité du réseau basique : cas
d'existence d'un seul point
d'équilibre
A.1 Etude théorique de la condition d'existence du
point non séparant dans R
Il s'agit de déterminer dans quels cas il n'existe qu'un seul point d'équilibre, le
point séparant pour la structure basique du modèle quadratique, et d'étudier alors
la stabilité locale de ce point. On rappelle que la condition vériée pour que le point
non-séparant ne soit pas réel est d < 0 (2.33) que nous rappelons ici :
(1  L21L12)2   (Q1 +Q2L12)(Q2 +Q1L21) < 0; avec L12; L21 < 0 (A.1)
On notera 1 le terme de gauche de cette expression, soit :
1 = (1  L21L12)2   (Q1 +Q2L12)(Q2 +Q1L21).
En développant l'expression de gauche, on peut considérer le polynôme du second
degré en Q2 :
P (Q2) =  L12Q22  Q1(1 + L21L12)Q2 + (1  L21L12)2  Q21L21 (A.2)
qui est de la forme :
P (Q2) = AQ
2
2 +BQ2 + C (A.3)
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avec
A =  L12 (A.4)
B =  Q1(1 + L21L12) (A.5)
C = (1  L21L12)2  Q21L21 (A.6)
On suppose que les conditions suivantes sont vériées14 :
A 6= 0; (A.7)
B 6= 0; (A.8)
C 6= 0; (A.9)




2   4AC (A.10)
= Q21(1 + L21L12)
2 + 4L12((1  L21L12)2  Q21L21)
= Q21((1 + L21L12)
2   4L21L12) + 4L12(1  L21L12)2
= Q21(1  L21L12)2 + 4L12(1  L21L12)2
= (1  L21L12)2(Q21 + 4L12) (A.11)
A.1.1 Etude du signe de 10
Nous commençons par étudier le signe de 10 an de déterminer le signe de P (Q2).
On rappelle que L12; L21 < 0 d'après (1.43). Nous avons :

0





1 = 0 ) Q1 = 2
p
 L12 ou 1  L21L12 = 0 (A.13)

0
1 > 0 ) jQ1j > 2
p
 L12 (A.14)
A.1.2 Conséquence sur la condition (A.1)
 Lorsque 01  0, P (Q2) est du même signe que  L12 donc P (Q2) > 0, et la re-
lation (A.1) n'est pas vériée, il n'existe pas alors qu'un seul point d'équilibre
dans ce cas.
14On ne traitera que le cas du polynôme du second degré général.
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 Pour 01 > 0,
 on a P (Q2) < 0 pour Q2 2]R1; R2[, où R1 et R2 désignent les racines




(1  L21L12)2(Q21 + 4L12)
 2L12 (A.15)
R2 =
Q1(1 + L21L12) +
p
(1  L21L12)2(Q21 + 4L12)
 2L12 (A.16)
 et P (Q2) > 0 ailleurs.
Conclusion : Lorsque 
0
1 > 0, si Q2 est à l'extérieur des racines R1 et
R2 la relation (A.1) n'est pas vériée et nous ne sommes pas dans le cas
d'existence d'un seul point d'équilibre. Or le seul cas qui nous intéresse
est celui de l'existence d'un seul point d'équilibre, le point séparant. Par
contre à l'intérieur des racines, il n'existe qu'un seul point d'équilibre,
c'est ce cas que nous allons approfondir par la suite.
A.1.3 Informations supplémentaires : signe des racines





 L12 ) CA > 0 car lij < 0
 B
A




1 > 0, d'après (A.17), R1 et R2 ont le même signe que Q1.
Conclusion : Q1 et Q2 sont de même signe quand P (Q2) < 0, i.e. lorsqu'il n'existe
pas de point non séparant, Q2 2]R1; R2[ dans ce cas. Q2 est donc de même signe que
R1 et R2 .
A.2 Etude de la stabilité au point d'équilibre
Nous rappelons que nous nous plaçons dans le cas où P (Q2) < 0, donc avec 
0
1 > 0
et Q2 2]R1; R2[. Nous rappelons également que Q1 et Q2 sont de même signe. Nous
allons maintenant eectuer un raisonnement par l'absurde : nous allons supposer
que le point séparant est satble et montrer nalement que ce ne peut être le cas.
Nous supposons que la condition (A.1) est vériée et nous étudions la stabilité au
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point séparant, seul point d'équilibre de la structure parmi les deux points possibles
du type considéré. Les conditions de stabilité locale au point d'équilibre (2.42, avec







> 0; i 2 f1; 2; 3g (A.18)
avec
a1 = Q2   L21Q1; b1 = Q1   L12Q2; c1 = 2(1  L21L12); (A.19)
a2 =  (L21Q1 +Q2); b2 =  (Q1 + L12Q2); c2 = 2(1  L21L12)(A.20)
a3 = L21Q1; b3 = L12Q2; c3 = 2(1 + L21L12) (A.21)
Les discriminants des polynômes en s1 de gauche (numérateurs) des inéquations
précédentes ont pour expressions respectives :
11 = 4s
2
2[(1  L21L12)2   (Q2   L21Q1)(Q1   L12Q2)] = 4s22cond1 (A.22)
22 = 4s
2




2   L12L21Q1Q2] = 4s223 (A.24)
On a pour les 2 premiers discriminants :
11 < 0; (A.25)









2 < 0 (A.26)
22 < 0 (A.27)
A.2.1 Cas où les sources sont de même signe
Les relations (A.25,A.27) montrent que les polynômes des inéquations (A.18)i2f1;2g
sont du signe des ai;i2f1;2g si s1 et s2 sont de même signe. Les conditions nécessaires
et susantes pour assurer le respect de ces inéquations sont :
a1 > 0) Q2 > L21Q1; (A.28)
a2 > 0) Q2 <  L21Q1; (A.29)
On note :  = L21Q1;  =  L21Q1 =   (A.30)
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Condition signe(Q1) signe(Q2) signe() signe() Q2 t.q. remarque
étudiée (CE) CE vériée
Q2 >  + +   + Q2 > 0 T. V
Q2 <  + +   + 0 < Q2 <  possible
Q2 >      +   Q2 >  ?
Q2 <      +   Q2 <  possible
Table A.1  Étude des signes pour la vérication de l'inéquation (A.23)
avec T.V= toujours vériée.
On en conclut que l'inéquation (A.28) n'est jamais vériée pour Q1 < 0, on en déduit
que Q1 et Q2 doivent être positifs pour que (A.28) soit vériée.
Étude de l'inéquation (A.18)i=3 lorsque les paramètres Q1 et Q2 sont po-
sitifs
On a : R1 < Q2 < R2; donc Q1R1 < Q1Q2 < Q1R2 (A.31)
On pose








Pour 0 < x < 1 (tel que 1  x > 0) en multipliant (A.15) par Q1, on obtient





D'après l'équation (A.29) Q1Q2 < Q1, et sachant que Q2 2]R1; R2[, on en déduit
que Q1R1 < Q1. Par conséquent :














) < 0 (A.35)
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Pour 0 < x < 1, (A.35) n'est donc jamais vériée. Pour le cas x > 1, on doit tester
si l'inéquation (A.18)i=3 est satisfaite. (A.21) montre que 33 doit être positif :




D'après (A.31),(A.34) et (A.36) , on doit avoir :








Il s'agit de montrer que cette relation n'est pas vériée pour x > 1, on sait par
ailleurs d'après (A.33) que y > 1, on doit donc montrer que :




  (1 + x)
2
x
> 0; y > 1 x > 1 (A.38)
En posant

















  2)x  1 = 0 (A.40)




=> y = 1
1 z2 ; 0 < z < 1.
(A.40) met donc en jeu un polynôme en x de la forme ax2 + 2b
0


















> 0; 8 0 < z < 1 (A.42)
Le polynôme admet deux points d'intersection, P1 et P2, avec l'axe des abscisses,

















Nous avons alors les relations suivantes :





























1  z2 < 3z2 + 1 (A.47)
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soit nalement :
4z2 > 0 (A.48)
qui est toujours vériée. Par conséquent, l'inéquation (A.18)i=3 n'est jamais vériée.
Nous pouvons également montrer que cette inégalité n'est pas vériée par simu-
lations pour les valeurs des variables x et y appartenant à un certain intervalle (voir





















































































[X;Y ] = meshgrid(1 : 1 : 100; 1 : 1 : 100);
Z1 = 2  Y:  ((1 +X)  (X   1):  sqrt(1  1:=Y ));
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Z2 = (1 +X):
2
:=X;
Z3 = 2  Y:  ((1 +X)  (X   1):  sqrt(1  1:=Y ))  (1 +X):2 :=X;
figure;mesh(Z1);hold on;mesh(Z2)
figure;mesh(Z3);
A.2.2 Cas où les sources sont de signes contraires
En utilisant le même raisonnement que précédemment, nous aboutissons aux conclu-
sions suivantes lorsque les sources sont de signes contraires :
 Pour Q1 > 0, l'inéquation (A.18)i=2 n'est jamais vériée.
 Pour Q1; Q2 < 0 et 0 < x < 1 l'inéquation (A.18)i=2 n'est jamais vériée. Pour
Q1; Q2 < 0 et x > 1 l'inéquation (A.18)i=3 n'est pas vériée.
A.3 Conclusion
Dans cette annexe, nous avons raisonné en deux étapes. Dans un premier temps,
nous avons déterminé dans quels cas il n'existe qu'un seul point d'équilibre du réseau
(relation (A.1) vériée), puis dans un deuxième temps on étudie la stabilité locale
du seul point d'équilibre.
Pour la première étape, il apparaît que le cas où il n'existe qu'un seul point
d'équilibre est celui pour lequel P (Q2) < 0 et Q2 2]R1; R2[, où R1 et R2
désignent les racines de (A.3). On précise que dans ce cas Q1 et Q2 sont de même
signe.
Pour la deuxième étape, on étudie la stabilité locale au seul point d'équilibre,
i.e. dans le cas cité précédemment. On étudie alors le système d'inéquations de
stabilité locale déni par (A.18). Deux cas sont étudiés, d'abord le cas, seul détaillé,
où les sources sont de même signe, puis celui pour lequel les sources sont de signes
contraires.
Pour ce premier cas nous commençons par étudier les inéquations (A.18)i=1;2.
Il apparaît alors que Q1 et Q2 doivent être positifs, on passe alors à l'inéquation




Le même raisonnement peut être tenu pour le cas de sources de signes contraires
et nous aboutissons aux mêmes conclusions que précédemment.
La conclusion générale est que lorsqu'il n'existe qu'un seul point d'équilibre,
celui-ci est toujours instable.
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Annexe B
Détails des calculs pour les
 cumulants sources 
Dans cette annexe nous complétons les résultats obtenus pour les cumulants asso-
ciés aux sources d'ordre 4, en détaillant les calculs eectués an de parvenir aux
expressions données.
B.1 Cumulants associés aux sources d'ordre 4 non
nuls
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- Pour C[(s21)4] les partitions suivantes :
* fs21; s21; s21; s21g une fois,
* ffs21g ; fs21g ; fs21g ; fs21gg une fois,
* ffs21; s21g ; fs21; s21gg trois fois,
* ffs21g ; fs21; s21; s21gg quatre fois
* et ffs21g ; fs21g ; fs21; s21gg six fois.
Le nombre d'éléments de la partition sont respectivement 1, 4, 2, 2 et 3. Nous
calculons alors le cumulant :
C[(s21)4] = ( 1)00!E[s21s21s21s21] + ( 1)4 1(4  1)!E[s21]E[s21]E[s21]E[s21]
+3( 1)2 1(2  1)!E[s21s21]E[s21s21] + 4( 1)2 1(2  1)!E[s21]E[s21s21s21]
+6( 1)3 1(3  1)!E[s21]E[s21]E[s21s21]
= E[s81]  6E4[s21]  3E2[s41]  4E[s21]E[s61] + 12E2[s21]E[s41]
(B.2)
- Pour C[(s22)4] et C[(s1s2)4] on procède de la même manière que précédemment.
- Pour C[(s21)2; (s1s2)2] nous avons les partitions suivantes :
* fs21; s21; s1s2; s1s2g une fois,
* ffs21g ; fs21g ; fs1s2g ; fs1s2gg une fois,
* ffs21; s21g ; fs1s2; s1s2gg une fois,
* ffs21; s1s2g ; fs21; s1s2gg deux fois,
* ffs21g ; fs21; s1s2; s1s2gg deux fois,
* ffs1s2g ; fs21; s21; s1s2gg deux fois,
* ffs21g ; fs21g ; fs1s2; s1s2gg une fois,
* ffs21g ; fs1s2g ; fs21; s1s2gg quatre fois,
* et ffs21; s21g ; fs1s2g ; fs1s2gg une fois.
Le nombre d'éléments pour chaque partition est 1, 4, 2, 2, 2, 2, 3, 3 et 3. Nous
en déduisons :
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2]  E[s21]E[s22](3E[s41]  2E[s21]2) (B.3)
- Pour C[(s22)2; (s1s2)2] on procède de la même manière que précédemment en
remplaçant s21 par s
2
2.
- Pour C[s21; s
2
2; (s1s2)2], nous avons les partitions
* fs21; s22; s1s2; s1s2g une fois,
* ffs21g ; fs22g ; fs1s2g ; fs1s2gg une fois,
* ffs21; s22g ; fs1s2; s1s2gg une fois,
* ffs21; s1s2g ; fs1s2; s22gg deux fois,
* ffs21g ; fs22; s1s2; s1s2gg une fois,
* ffs22g ; fs21; s1s2; s1s2gg une fois,
* ffs1s2g ; fs21; s1s2; s22gg deux fois,
* ffs21g ; fs22g ; fs1s2; s1s2gg une fois,
* ffs21g ; fs1s2g ; fs22; s1s2gg deux fois,
* ffs22g ; fs1s2g ; fs21; s1s2gg deux fois,
* et ffs1s2g ; fs1s2g ; fs21; s22gg une fois,
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 E[s22]2E[s41] + E[s21]2E[s22]2: (B.4)
B.2 Cumulants associés aux sources d'ordre 4 nuls














1)3; s1s2] = C[(s
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- Pour C[(s21)3; s
2
2] les partitions suivantes :
* fs21; s21; s21; s22g une fois,
* ffs21g ; fs21g ; fs21g ; fs22gg une fois,
* ffs21; s21g ; fs21; s22gg trois fois,
* ffs21g ; fs21; s21; s22gg trois fois,
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* ffs22g ; fs21; s21; s21gg une fois,
* ffs21g ; fs21g ; fs21; s22gg trois fois,
* et ffs21g ; fs22g ; fs21; s21gg trois fois.
Le nombre d'éléments correspondant est 1, 4, 2, 2, 2, 3, et 3 . Nous avons donc
le résultat suivant :
C[(s21)3; s
2







- Pour C[(s22)3; s
2
1] nous procédons de la même manière que ci-dessus en inter-
vertissant s1 et s2.
- Pour C[(s1s2)3; s21] nous avons les partitions :
* fs1s2; s1s2; s1s2; s21g une fois,
* ffs1s2g ; fs1s2g ; fs1s2g ; fs21gg une fois,
* ffs1s2; s1s2g ; fs1s2; s21gg trois fois,
* ffs1s2g ; fs1s2; s1s2; s21gg trois fois,
* ffs21g ; fs1s2; s1s2; s1s2gg une fois,
* ffs1s2g ; fs1s2g ; fs1s2; s21gg trois fois,
* et ffs21g ; fs1s2g ; fs1s2; s1s2gg trois fois.
Le nombre d'éléments est respectivement 1, 4, 2, 2, 2, 3 et 3. Chaque membre
correspondant est nul car les sources sont statistiquement indépendantes, cen-
trées et de densité symétrique, et nous obtenons :
C[(s1s2)3; s
2
1] = 0: (B.7)
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- Nous procédons de même pour C[(s1s2)3; s22] en remplaçant s1 par s2.
- Pour C[(s21)3; s1s2] nous avons les partitions suivantes :
* fs21; s21; s21; s1s2g une fois,
* ffs21g ; fs21g ; fs21g ; fs1s2gg une fois,
* ffs21; s21g ; fs21; s1s2gg trois fois,
* ffs21g ; fs21; s21; s1s2gg trois fois,
* ffs1s2g ; fs21; s21; s21gg une fois,
* ffs21g ; fs21g ; fs21; s1s2gg trois fois,
* ffs21g ; fs21; s21g ; fs1s2gg trois fois.
Le nombre d'éléments est 1, 4, 2, 2, 2, 3, et 3. Chaque membre correspondant
est nul car les sources sont statistiquement indépendantes et centrées, d'où le
résultat :
C[(s21)3; s1s2] = 0: (B.8)
- Nous procédons de même pour C[(s22)3; s1s2] en remplaçant s1 par s2.
- Pour C[(s21); s1s2; (s
2
2)2] nous avons les partitions
* fs21; s1s2; s22; s22g une fois,
* ffs21g ; fs1s2g ; fs22g ; fs22gg une fois,
* ffs21; s1s2g ; fs22; s22gg une fois,
* ffs22; s1s2g ; fs21; s22gg deux fois,
* ffs21g ; fs1s2; s22; s22gg une fois,
* ffs22g ; fs1s2; s21; s22gg deux fois,
* ffs1s2g ; fs22; s21; s22gg une fois,
* ffs22g ; fs22g ; fs1s2; s21gg une fois,
* ffs21g ; fs1s2g ; fs22; s22gg une fois,
* ffs21g ; fs22g ; fs1s2; s22gg deux fois,
* et ffs22g ; fs1s2g ; fs21; s22gg deux fois.
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Chaque membre correspondant est nul car les sources sont statistiquement
indépendantes, centrées et de densité symétrique, et nous obtenons :
C[(s21); s1s2; (s
2
2)2] = 0: (B.9)
- Nous raisonnons comme précédemment pour C[s22; s1s2; (s
2
1)2] en intervertis-
sant s21 et s
2
2.
- Enn pour le cumulant C[(s21)2; (s
2
2)2] nous avons comme partitions :
* fs21; s21; s22; s22g une fois,
* ffs21g ; fs21g ; fs22g ; fs22gg une fois,
* ffs21; s21g ; fs22; s22gg une fois,
* ffs21; s22g ; fs21; s22gg deux fois,
* ffs21g ; fs21; s22; s22gg deux fois,
* ffs22g ; fs21; s21; s22gg deux fois,
* ffs21g ; fs21g ; fs22; s22gg une fois,
* ffs21g ; fs22g ; fs21; s22gg quatre fois,
* et ffs22g ; fs22g ; fs21; s21gg une fois
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Annexe C
Méthodes de Gauss-Newton et
Levenberg-Marquardt
Les méthodes itératives gurent parmi les méthodes numériques puissantes permet-
tant la résolution approchée d'équations de toute nature.
Cette annexe a été réalisée à partir de [10,67].
C.1 Position du problème
Soit R une application de Rm ! Rn de classe C2. Nous nous intéressons à la résolu-
tion du système d'équations :
R(v) = 0,
8>>>>>>>><>>>>>>>>:
r1(v1; :::; vm) = 0
r2(v1; :::; vm) = 0
...
rn(v1; :::; vm) = 0
(C.1)
où les ri(v)i=1::n de Rm ! R, sont des fonctions non-linéaires, appelées ici résidus
et R sera le vecteur résiduel.
Optimisation au sens des moindres carrés (MC)
Dans le problème des moindres carrés, une fonction f(v) doit être minimisée, qui
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Certaines caractéristiques du problème peuvent souvent être exploitées an d'amé-
liorer l'ecacité itérative de la procédure de résolution. Le gradient et la matrice
hessienne de (C.2) ont une structure particulière. En eet, les dérivées de f(v)
peuvent être exprimées en termes du jacobien J(v) qui est la matrice m  n des













oùrrj(v), j = 1; ::;m est le gradient de rj. Le gradient et le hessien de f peuvent
















Dans la plupart des applications, les premières dérivées partielles des résidus,
et donc la matrice jacobienne J(v), sont relativement faciles à calculer. Nous pou-
vons alors obtenir le gradient rf(v) (formule C.4). En utilisant J(v), nous pouvons
calculer le premier terme J(v)TJ(v) dans le hessien r2f(v), sans évaluer les déri-
vées secondes des rj. En eet le deuxième terme dans (C.5) est généralement très
coûteux à calculer en pratique, vu qu'il implique les dérivées secondes des rj. Il est
alors judicieux de l'ignorer et d'approcher la matrice hessienne par le premier terme
uniquement, i.e. J(v)TJ(v).
C.2 Méthode de Gauss-Newton (GN)
Il s'agit dune méthode pour minimiser la fonction coût (C.2), qui exploite la structure
du gradient rf(v) (C.4) et du hessien r2f(v) (C.5). Cette méthode peut être vue
comme une version modiée de la méthode de Newton avec ligne de recherche : au
lieu de résoudre les équations standard de Newton (voir (C.4)) :
r2f(xk)dk =  rf(xk) (C.6)
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nous résolvons le système suivant an d'obtenir la direction de recherche dGNk :
JTk Jkd
GN
k =  JkRk (C.7)
Cette simple modication donne un certain nombre d'avantages par rapport à la
méthode de Newton :
- Notre utilisation de l'approximation du hessien
r2f(xk)  JTk Jk (C.8)
nous permet de ne pas avoir à calculer les résidus individuels du hessien r2rj,
j = 1; ::;m nécessaires dans le second terme de (C.5).
En eet, si nous calculons le jacobien Jk an d'évaluer rf(xk) = JTk Rk,
l'approximation (C.8) ne nécessitera pas une évaluation supplémentaire des
dérivées.
- Il existe plusieurs situations où le premier terme JTk Jk de (C.5) domine le
second terme (au moins au voisinage de la solution x), donc JTk Jk est une
bonne approximation de r2f(xk).
Le premier terme de (C.5) sera dominant lorsque la norme de chaque terme
de second ordre (jrj(v)jjjr2rj(v)jj) est signicativement inférieure aux valeurs
propres de JTJ .
- L'autre avantage de la méthode de GN est que si Jk est de rang plein et le
gradient rf(xk) 6= 0, la direction dGNk est une direction de descente pour f , et
donc une direction souhaitable comme ligne de recherche. En eet nous avons
à partir de (C.4) et (C.7) :
(dGNk )
Trf(xk) = (dGNk )TJTk Rk =  (dGNk )TJTk Jk(dGNk ) =  jjJk(dGNk )jj2:
(C.9)
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C.3 Méthode de Levenberg-Marquardt (LM)
Nous rappelons que la méthode de GN est équivalente à la méthode de Newton avec
ligne de recherche, excepté que nous utilisons l'approximation plus appropriée (C.8)
pour le hessien.
La méthode de Levenberg-Marquardt peut être obtenue à partir de la même
approximation du hessien, mais en remplaçant la ligne de recherche par une stratégie
de région de conance. L'utilisation d'une région de conance permet d'éviter l'une
des faiblesses de l'algorithme de GN spéciquement son comportement lorsque le
jacobien J(v) est décient au niveau du rang. Comme les approximations du hessien
sont utilisées, les propriétés de convergence locale des deux algorithmes sont les
mêmes.
Pour une région de conance sphérique, le sous-problème à résoudre à chaque





jjJkd+Rkjj2; sous la contrainte jjdjj < k (C.11)
où k > 0 est le rayon de la région de conance.








Lorsque la solution (dGNk )
T de l'algorithme de GN appartient à la région de
conance (i.e. jjdGNk jj < k), alors cette étape résout également le problème (C.11).
C'est-à-dire qu'il existe un  > 0 tel que la solution d = dLMk de (C.11) satisfait
jjdjj = k et
(JTk Jk + I)d =  JTk Rk (C.13)
Nous avons alors le lemme suivant :
Lemme :
Le vecteur dLMk est une solution du sous-problème de région de conance :
mindjjJd+Rjj2; jjdjj   (C.14)
ssi dLMk est réalisable et qu'il existe un scalaire  > 0 tel que
(JTJ + I)dLMk =  JTR (C.15)
(   jjdLMk jj) = 0 (C.16)
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C.4 Rappel sur la méthode de Newton locale
L'algorithme peut être résumé comme suit :
Objectif : Trouver (l'approximation de) la solution du système :
rf = 0 (C.17)
Entrées :
 gradient de la fonction rf : Rn ! Rn
 Hessien de la fonction r2f : Rn ! Rnn
 première approximation de la solution x0 2 Rn
 la précision demandée  2 R,  > 0
Sortie : Approximation de la solution x 2 Rn.
Initialisation : k = 0
Itération :
1. calculer dk solution de r2f(xk)dk =  rf(xk)
2. xk+1 = xk + dk
3. k = k + 1
Condition d'arrêt : Si jjrf(xk)jj  , alors x = xk
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Dans cette annexe nous donnons la desription rapide des diérentes fonctions Matlab
utilisées dans le Chapitre 3. Plus de détails peuvent être trouvés dans [23,81].
Cette annexe a été construite à partir de [23,81].
D.1 Estimation des cumulants
Les fonctions Matlab utilisées pour estimer les cumulants des observations sont issues
de la toolbox  HOSA , et sont : cumest, pour estimer les auto-cumulants ainsi que
cum2x, cum3x et cum4x pour estimer les cumulants croisés des observations. Leur
descriptif est le suivant :
- cumest :
(a) But cumest calcule les estimées de cumulants en utilisant la méthode du
recouvrement de segments.
(b) Syntaxe8><>:cvec = cumest(y)cvec = cumest(y; norder;maxlag; sampseg; overlap; flag; k1; k2)
(D.1)
(c) Description : cumest calcule les estimées 1-D des cumulants du proces-
sus y.
(d) Arguments d'entrée :
 y est une matrice de données ou un vecteur.
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 norder spécie l'ordre du cumulant, et peut être 2, 3, ou 4 ; la valeur
par défaut est 2.
 maxlag spécie le décalage maximum du cumulant à calculer ; sa
valeur par défaut est 0.
 sampseg donne le nombre d'échantillons par segment ; la valeur par
défaut est la longueur de la série temporelle.
 overlap donne le pourcentage de recouvrement entre segment ; la va-
leur maximum autorisée est 99 ; la valeur par défaut est 0.
 Si flag est biaisé, alors des estimées biaisées sont calculées (par dé-
faut) ; si la première lettre n'est pas le 'b',des estimées non biaisées
sont calculées. Si y est une matrice, les colonnes sont supposées cor-
respondre à des réalisations indépendantes ; dans ce cas overlap est
mis à zéro, et sampseg est mis à la dimension de la ligne. Les cumu-
lants sont estimés pour chaque réalisation, puis moyennés.
 Les paramètres k1 et k2 contrôlent quelle partie 1-D de la fonction
cumulant est calculée ; leurs valeurs par défaut sont nulles.
(e) Argument de sortie : cvec contiendra C2(m), C3(m; k1) ou C4(m; k1; k2),
m =  maxlag : : :maxlag, dépendant de l'ordre du cumulant spécié. Il
faut noter que cumest estime une tranche 1-D du cumulant.
- cum2x :
(a) But cum2x calcule le cumulant croisé de deux signaux.
(b) Syntaxe
cvec = cum2x(x; y;maxlag; sampseg; overlap; flag) (D.2)
(c) Description : Calcule le cumulant croisé d'ordre deux des deux signaux,
x et y.
(d) Arguments d'entrée :
 x; y doivent avoir même dimension.
 maxlag spécie le décalage maximum du cumulant à calculer ; sa
valeur par défaut est 0.
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 sampseg spécie le nombre d'échantillons par segment, sa valeur par
défaut est la dimension de la ligne y ; si y est un vecteur ligne, la
dimension de la colonne est utilisée comme valeur par défaut.
 overlap donne le pourcentage de recouvrement entre segments ; les
valeurs autorisées sont comprises entre [0,99] ; la valeur par défaut
est 0.
 Si flag est biaisé, alors des estimées biaisées sont calculées (par dé-
faut) ; si la première lettre n'est pas le 'b', des estimées non biaisées
sont calculées.
(e) Argument de sortie : cvec contiendra les estimées de
E[(x(n)  x)(y(n+m)  y)]; m =  maxlag : : :maxlag (D.3)
où E[:] désigne l'opérateur espérance, x est la moyenne du processus x,
et  dénote le complexe conjugué.
Si x, y sont des matrices, les colonnes sont supposées correspondre à
diérentes réalisations ; dans ce cas, overlap est mis à zéro, et sampseg à
la dimension ligne de la matrice ; le cumulant croisé est estimé à partir
de chaque réalisation, puis moyenné.
- cum3x :
(a) But cum3x calcule le cumulant croisé d'ordre trois de trois signaux.
(b) Syntaxe
cvec = cum3x(x; y; z;maxlag; sampseg; overlap; flag; k1) (D.4)
(c) Description calcule le cumulant croisé d'ordre trois des trois signaux.
x, y, et z, qui doivent avoir mêmes dimensions.
(d) Arguments d'entrée :
 maxlag, sampseg, overlap, flag : voir ci-dessus.
 le paramètre k1 contrôle quel segment 1-D est calculé. Sa valeur par
défaut est 0. En faisant varier k1, nous pouvons obtenir tous les cu-
mulants croisés d'ordre trois.
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(e) Argument de sortie : cvec contiendra les estimées de
E[(x(n)  x)(y(n+m)  y)(z(n+ k1)  z)]; (D.5)
où, m =  maxlag; :::;maxlag. Les r désignent les moyennes des proces-
sus r. Si x, y, z sont des matrices, les colonnes sont supposées correspondre
à diérentes réalisations ; dans ce cas, overlap est mis à zéro, et sampseg
à la dimension ligne de la matrice ; le cumulant croisé est estimé à partir
de chaque réalisation, puis moyenné.
- cum4x :
(a) But cum4x calcule le cumulant croisé d'ordre quatre de quatre signaux.
(b) Syntaxe
cvec = cum4x(w; x; y; z;maxlag; sampseg; overlap; flag; k1; k2) (D.6)
(c) Description calcule le cumulant croisé d'ordre quatre des quatre si-
gnaux. w, x, y, et z, qui doivent avoir mêmes dimensions.
(d) Arguments d'entrée :
 maxlag, sampseg, overlap, flag : voir ci-dessus.
 Les paramètres k1 et k2 contrôlent quel segment 1-D du cumulant
croisé est calculé, la valeur par défaut est pour les deux paramètres
0. En faisant varier k1 et k2 nous pouvons obtenir tous les cumulants
croisés d'ordre quatre.
(e) Argument de sortie : cvec contiendra les estimées de
cum(w(n); x(n+m); y(n+ k1); z(n+ k2)); (D.7)
avec m =  maxlag : : :maxlag,  le complexe conjugué. Si w; x; y; z
sont des matrices, les colonnes sont supposées correspondre à diérentes
réalisations ; dans ce cas, overlap est mis à zéro, et sampseg à la dimension
ligne de la matrice ; le cumulant croisé est estimé à partir de chaque
réalisation, puis moyenné.
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D.2 Résolution du système non-linéaire
La fonction Matlab utilisée pour résoudre le système d'équations non linéaires est
la fonction FSOLVE de la toolbox  Optimization , dont le bref descriptif est le
suivant :
1. But : résout des systèmes d'équations non-linéaires de plusieurs variables.
La fonction FSOLVE tente de résoudre des équations de la forme :
F (x) = 0 (D.8)
en x, où x est un vecteur et F (x) est une fonction qui retourne un vecteur de
valeurs.
2. Syntaxe : les diérents appels de la fonction FSOLVE peuvent être8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
x = fsolve(fun; x0)
x = fsolve(fun; x0; options)
x = fsolve(fun; x0; options; P1; P2; :::)
[x; fval] = fsolve(:::)
[x; fval; exitflag] = fsolve(:::)
[x; fval; exitflag; output] = fsolve(:::)
[x; fval; exitflag; output; jacobian] = fsolve(:::)
(D.9)
3. Description : FSOLVE trouve les racines (zéros) du système d'équations non-
linéaires.
4. Arguments d'entrée : Nous donnons les détails des arguments pour fun,
x0, et options.
 L'entrée fun est la fonction qui doit être minimisée.
 L'entrée x0 est le point d'initialisation de la fonction FSOLVE.
 L'entrée options contient les paramètres d'optimisation par défaut et rem-
placés par les valeurs contenues dans la structure OPTIONS, argument
pouvant être créé ou modié avec la fonction OPTIMSET (voir l'aide
OPTIMSET pour les détails). Les options utilisées sont Display, TolX,
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TolFun, DerivativeCheck, Diagnostics, FunValCheck, Jacobian, Jacob-
Mult, JacobPattern, LineSearchType, NonlEqnAlgorithm, MaxFunEvals,
MaxIter, PlotFcns, OutputFcn, DiMinChange and DiMaxChange, Lar-
geScale, MaxPCGIter, PrecondBandWidth, TolPCG, and TypicalX.
5. Arguments de sortie : les arguments de sortie peuvent être :x, fval, exitflag,
et output.
 La sortie x est la solution du système.
 La sortiefval est la valeur de la fonction F au point x.
 La sortie output est une structure avec entre autres : le nombre d'ité-
rations contenu dans OUTPUT.iterations, le nombre d'évaluations de
la fonction contenu dans OUTPUT.funcCount, l'algorithme utilisé dans
OUTPUT.algorithm, et le message de sortie dans OUTPUT.message.
 La sortie exitflag décrit les conditions de sortie de FSOLVE. Les valeurs
possibles d'EXITFLAG et les conditions de sortie correspondantes sont :
* 1 : FSOLVE a convergé vers une solution X.
* 2 : Changement en X plus petit que la tolérance spéciée.
* 3 : Changement dans le résidu plus petit que la tolérance spéciée.
* 4 : Longueur de la direction de recherche plus petite que la tolérance
spéciée.
* 0 : Nombre maximum d'évaluations de la fonction atteint.
* -1 : L'algorithme se termine par la fonction de sortie.
* -2 : L'algorithme semble converger vers un point qui n'est pas une
racine.
* -3 : Le rayon de la région de conance est trop petit.
* -4 : La ligne de recherche ne peut décroître susamment le résidu le
long de la direction de recherche courante.
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Résumé
Cette thèse présente des méthodes de séparation aveugle de sources pour un modèle
de mélange non-linéaire particulier, le cas quadratique avec auto-termes et termes
croisés.
Dans la première partie, nous présentons la structure de séparation étudiée qui se
décline sous deux formes : étendue ou basique. Les propriétés de ce réseau récurrent
sont ensuite analysées (points d'équilibre, stabilité locale).
Nous proposons alors deux méthodes de séparation aveugle de sources. La pre-
mière exploite les cumulants des observations en un bloc placé en amont de la struc-
ture récurrente. La deuxième méthode est basée sur une approche par maximum de
vraisemblance. Le tout est validé par des simulations numériques.
Mots-clés : Séparation Aveugle de Sources (SAS), Analyse en Composantes In-
dépendantes (ACI), mélange non-linéaire, mélange quadratique, cumulants, réseau
récurrent, stabilité locale, maximum de vraisemblance.
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