This paper deals with an N policy M/G/1 queueing system with a single removable and unreliable server whose arrivals form a Poisson process. Service times, repair times, and startup times are assumed to be generally distributed. When the queue length reaches N(N P 1), the server is immediately turned on but is temporarily unavailable to serve the waiting customers. The server needs a startup time before providing service until there are no customers in the system. We analyze various system performance measures and investigate some designated known expected cost function per unit time to determine the optimal threshold N at a minimum cost. Sensitivity analysis is also studied.
Introduction
We consider an N policy M/G/1 queueing system in which the server is typically subject to unpredictable breakdowns. It is assumed that arrivals of customers follow a Poisson process and the breakdown times of the server follow the negative exponential distribution. We assume that the service times, the repair times, and the startup times obey a general distribution. The term 'removable server' is just an abbreviation for the system of turning on and turning off the server, depending on the number of customers in the system. When the number of customers in the system reaches the threshold N(N P 1), the server is immediately turned on but is temporarily unavailable to serve waiting customers. He requires for the preparatory work (i.e., begin startup) before starting service. Once the startup is terminated, the server immediately starts serving the waiting customers.
It is assumed that arrivals of customers follow a Poisson process with rate k. The service times for a customer are independent and identically distributed (i.i.d.) random variables obeying an arbitrary distribution function S(t)(t P 0) with a mean service time l S and a finite variance r at any time with Poisson breakdown rate a when he is working. When the server fails, he is immediately repaired at a repair facility, where the repair times are independent and identically distributed random variables having a general distribution function R(t)(t P 0) with a mean repair time l R and a finite variance r 2 R . Arriving customers form a single waiting line at a server based on the order of their arrivals. The server can serve only one customer at a time and the service is independent of the arrival process. A customer who arrives and finds the server busy or broken down must wait in the queue until a server is available. Although no service occurs during the repair period of the server, customers continue to arrive following a Poisson process. Furthermore, when the queue length reaches a specific level, denoted by N, the server is immediately turned on (i.e. begin startup) but is temporarily unavailable to serve the waiting customers. He needs a startup time with random length before starting service. Again, the startup times are independent and identically distributed random variables obeying a general distribution function U(t)(t P 0) with a mean startup time l U and a finite variance r 2 U . Once the startup is terminated, the server begins serving the waiting customers until the system becomes empty. Service is allowed to be interrupted if the server breaks down, and the server is immediately repaired. Once the server is repaired, he immediately returns to serve customers until there are no customers in the system.
For a reliable server, Yadin and Naor [1] first introduced the concept of controllable queueing system under N policy. The N policy M/G/1 queueing system was first studied by Heyman [2] and was investigated by such authors as Bell [3] , Tijms [4] , Wang and Ke [5] , and others. Exact steady-state solutions of the N policy M/E k /1 and M/H k /1 queueing systems were first developed by Wang and Huang [6] and Wang and Yen [7] , respectively. Exact steady-state solutions of the N policy M/M/1 queueing system with exponential startup times were first derived by Baker [8] . Borthakur et al. [9] extended Baker's model to general startup times. The N policy M/G/1 queueing system with startup times was investigated by several authors such as Medhi and Templeton [10] , Takagi [11] , Lee and Park [12] , Krishna et al. [13] , Hur and Paik [14] , etc. For an unreliable server, exact steady-state solutions of the N policy M/M/1, M/E k /1, M/H 2 /1, and M/H k /1 queueing systems were developed by Wang [15] , Wang [16] , Wang et al. [17] , and Wang et al. [18] , respectively. Wang and Ke [19] studied three control policies in an M/G/1 queueing system and demonstrated that in three control policies, the probability that the server is busy in the steady-state is equal to the traffic intensity. Recently, Ke [20] examined the N policy M/G/1 queueing system with server vacations, startup and breakdowns. Furthermore, Ke and Pearn [21] investigated the N policy M/M/1 queueing system with heterogeneous arrivals, in which the server is characterized by breakdowns and vacations. Analytical sensitivity analysis of the N policy M/G/1 queueing system is investigated by Pearn et al. [22] . Exact steady-state solutions of the N policy M/M/1 queueing system with exponential startup times were first developed by Wang [23] .
In this paper, we first develop various system performance measures, such as the expected number of customers, the expected length of the turned-off, complete startup, busy, and breakdown periods in the N policy M/G/1 queueing system with server breakdowns and general startup times. Next, we construct the total expected cost function per unit time to determine the optimal threshold N numerically in order to minimize the cost function. In addition, sensitivity analysis and some numerical examples are also investigated.
Justification of practical applications
A number of practical problems arise which may be formulated as one in which the server meets unpredictable breakdowns and requires a startup time before providing service. Such models have potentially useful in practical production(manufacturing) systems. For example, in reflow work for printed circuit board (PCB) surface mount. Assume that PCB arrives according to a random process. For cost concern, it is desirable that the reflow machine begins operating whenever the number of PCB reaches a critical value N. It takes random time for warming up before the reflow machine starts working. Moreover, the reflow process may be interrupted when machine encounters unpredicted breakdowns. When reflow interruptions occur (breakdowns), it is emergently recovered with a random time. Another possible application is wire bonding in integrated circuit (IC) assembly. To save cost, it is desirable that the wire bonder begins operating whenever the number of unbounded IC reaches a critical value N. It requires a random time for setup before the wire bonder starts working. The bonding process may be interrupted when the bonder meets breakdowns. When bonding interruptions occur (breakdowns), it is emergently recovered.
System performance measures
The primary objective of this section is to develop the various system performance measures, such as (i) expected number of customers in the system; (ii) expected length of the turned-off period, the complete startup period, the busy period, and the breakdown period; (iii) expected length of the busy cycle; and (iv) the probability that the server is turned-off, startup, busy and broken down.
Expected number of customers in the system
Let H be a random variable representing the completion time of a customer, which includes both the service time of a customer and the repair time of a server. Applying the well-known formula for the p.g.f. of the number of customers in the ordinary M/G/1 queueing system with reliable server, the p.g.f. of the number of customers in ordinary M/G/1 queueing system with unreliable server is given by
where
It is to be noted that the traffic intensity q H is assumed to be less than unity. We note that expression (1) is obtained only by replacing service times by completion times in the formula of the ordinary M/G/1 queueing system with reliable server.
For the N policy M/G/1 queueing system with server breakdowns requiring startup time, we consider that the server is on 'extended vacation' during the turned-off period plus the startup period. Following the result of Medhi and Templeton [10] , we obtain
where G N (z) = the p.g.f. of number of customers in the N policy M/G/1 queueing system with server breakdowns and general startup times. W(z) = the p.g.f. of the number of customers that arrive during the turned-off period plus the startup period; = [the p.g.f. of the number of customers that arrive during the turned-off period] · [the p.g.f. of the number of customers that arrive during the startup period]; = z N f U ðk À kzÞ, where f U ðÁÞ is the LST of startup time.
U ð0Þ is the mean startup time. Let q U = kl U . From (1) and (2), we obtain
Let L N denote the expected number of customers in the N policy M/G/1 queueing system with server breakdowns and general startup times. Thus we have
Expected length of the turned-off, complete startup, busy, and breakdown periods
The turned-off period terminates when the Nth customer arrives in system. Since the complete startup period starts when the turned-off period terminates, the complete startup period is represented by the sum of the startup period and the complete period. The server begins startup when there are at least N waiting customers in the system. This is called the startup period. The startup period terminates when the server starts to serve the waiting customers. Since the complete period begins when the startup period is over and terminates when the system becomes empty, the complete period is represented by the sum of the busy period and the breakdown period. The busy period is initiated when the server completes his startup and begins serving the waiting customers. During the busy period, the server may break down and starts his repair immediately. This is call the breakdown period. After the server is repaired, he returns immediately and provides service until there are no customers in the system. Let H o be the complete period of the ordinary M/G/1 queueing system with server breakdowns. Using the well-known result of Kleinrock [24, p. 213] , we obtain the expected length of the complete period for the ordinary M/G/1 queueing system with server breakdowns as
Expected length of the turned-off period
We know that the turned-off period I N terminates when the Nth customer arrives in system. Since the length of times between two successive arrivals are independently, identically and exponentially distributed with mean 1/k, thus the expected length of the turned-off period, E[I N ], for the N policy M/G/1 queueing system with server breakdowns and general startup times is given by
Expected length of the complete startup period
Let V N represent the complete startup period for the N policy M/G/1 queueing system with server breakdowns and general startup times. Since the complete startup period is the sum of the complete period and the startup period which implies V N = H N + U N , where H N and U N denote the complete period and the startup period, respectively. Let f V N ðÁÞ be the LST of the distribution of the complete startup period of the N policy M/G/1 queueing system with server breakdowns.
The following notations are used.
• By conditioning on the length of the startup time U and the number of arrivals during U, we obtain (see [25, p. 277 
Pr fgiven any startup time ¼ t; complete startup period generated by N customers plus n arrivals in the complete period H o during t 6 x À tg dU ðtÞ
Taking the LST of both sides of (6) yields f V N ðsÞ ¼ 
Changing the order of integration of (7), it finally gets f V N ðsÞ ¼ 
Differentiating (8) with respect to s, we obtain the expected length of the complete startup period as follows:
Expected length of the busy and breakdown periods
The expected length of the complete period and the expected length of the startup period are denoted by
Hence from (9) and (4), we obtain 
Expected length of the busy cycle
The busy cycle for the N policy M/G/1 queueing system with server breakdowns and general startup times, denoted by C N , is the length of time from the beginning of the last turned-off period to the beginning of the next turned-off period. Since the busy cycle is the sum of the turned-off period (I N ), the startup period (U N ), the busy period (B N ), and the breakdown period (D N ), we get
From (5) and (9), we obtain
3.4. Probability that the server is turned-off, startup, busy and broken down
In steady-state, let P I N = probability that the server is turned-off; P U N = probability that the server is startup; P B N = probability that the server is busy; P D N = probability that the server is broken down.
We obtain (13), and E[C N ] in (15) into relations (16)- (19) yields the probability that the server is turned-off, startup, busy and broken down in the following:
We prove from (22) that the probability that the server is busy in the steady-state is equal to q.
The optimal N policy
We develop an expected cost function per unit time for the N policy M/G/1 queueing system with server startup and breakdowns in which N is a decision variable. Our objective is to determine the optimum value of the control parameter N, say N * , so as to minimize this function. We define:
C h = holding cost per unit time for each customer present in the system; C s = setup cost for per busy cycle; C i = cost per unit time for keeping the server off; C sp = startup cost per unit time for the preparatory work of the server before starting the service; C b = cost per unit time for keeping the server on and in operation; C d = breakdown cost per unit time for a failed server.
Utilizing the definition of each cost listed above, the expected cost function per unit time per customer is given by
where L N is given in (3). We note that q H þ do not involve the decision variable N. Omitting these cost terms are not a function of the the decision variable N. The optimization problem in (24) is equivalent to minimize the following equation:
Differentiating F(N) with respect to N, we get
Differentiating F(N) with respect to N twice and using (26), we obtain
Thus N * is the unique minimizer of F(N). If N * is not an integer, the best positive integer value of N is one of the integers surrounding N * .
Sensitivity analysis
A system analyst often concerns with how the system performance measures can be affected by the changes of the input parameters in the investigated queueing service model. Sensitivity investigation on the queueing model with critical input parameters may provide some answers to this question. In the following, we conduct some sensitivity investigations on the optimal value N * based on changes in the values of the system parameters k, l, a, b, c and cost parameters C h , C s , C i , C sp . From (26), we perform some algebraic manipulations with respect to system parameters k, l, a, b, c. Differentiating N * with respect to k, we obtain
Setting (27) and (28) to zero, and then solving for k, we find
Note that in (30) the conditions of l 2 U À r 2 U þ h 1 E½H > 0 are required. Differentiating (27) and (28) with respect to k again and substituting (29) and (30) into the resulting differentiation from (27) and (28), respectively, we have
The above results show that the graph of N * is concave downward with respect to k, which attains its maximum value under two different parameter settings satisfying (29) and (30), respectively. Differentiating N * with respect to l yields
where q = kl S = k/l. Thus, N * is increasing in l. Similarly, differentiating N * with respect to a and b, respectively, we obtain
From (34) and (35), we see that N * is decreasing in a and N * is increasing in b. If the startup time distribution is given, we can easily see how c affects N * because r 
Two situations are considered while investigating the behavior of oN * /ol U :
À 4kh 3 > 0 and setting oN * /ol U = 0, then we obtain
which is a unique solution. Differentiating oN * /ol U with respect to l U again and using (37), we finally get
Hence N * is a concave downward function of l U . Since l U = 1/c, then it implies that N * is also a concave downward function of c. Therefore, from (37), we may obtain
Case (ii): If h 2 2 À 4kh 3 6 0, we can see from (36) that N * is a decreasing function of l U . It also implies that N * is an increasing function of c.
In Case (i) and Case (ii) we see how the value N * is affected by the input parameter c. On the other hand, it can easily see from (26) that N * is increasing in C s , C sp and decreasing in C i , C h .
Numerical computations
We present some numerical computations to demonstrate the analytical results obtained, and show how to make the decision based on minimizing the cost function (see (25) ). Since the cost function is only related to system parameters k,l,a,b,c in which l S = 1/l, l R = 1/b, l U = 1/c and r 2 U is a function of c, then (25) is independent of service time distribution and repair time distribution except for startup time distribution. The sensitivity investigation focuses on the Erlang-2 startup time distribution. First, we fix the following cost parameters C s = 1000, C h = 5, C sp = 100, C i = 60 and consider the following five cases. We observe from Fig. 1 that (i) the local maximum value of N * is moving from left to right as l increases; and (ii) as k is fixed, N * is getting larger as l increases. From Fig. 2 , we see that (i) N * increases in l; (ii) if l is small enough, N * increases quickly; (iii) if l is large and q = k/l is small enough, N * is insensitive; and (iv) if l is fixed and large enough, N * increases in k. Numerical results of Case 1 and Case 2 are provided in Table 1 . Table 1 The optimal N * and minimum expected F(N * ) with various (k,l) a = 0.05, b = 3, c = 3, C s = 1000, C h = 5, C sp = 100, C i = 60 (k,l) (0. We observe from Fig. 3 that (i) N * decreases in a. As a is fixed, the larger b has larger N * ; (ii) N * has an upper bound as a closes to zero; and (iii) N * is not insensitive to a. It can easily observe from Table 2 The optimal N * and minimum expected F(N * ) with various (a,b) k = 0.5, l = 1, c = 3, C s = 1000, C h = 5, C sp = 100, C i = 60 (a,b) (0. Table 3 . To see how N * changes when cost parameter changes, we select k = 0.3, l = 1, a = 0.05, b = 3, c = 3, choose C sp = 100, C i = 60, and vary the specified values of (C s ,C h ). Table 4 shows that N * increases in C s and decreases in C h . On the other hand, we select C s = 1000, C h = 5 and change the specified values of (C sp ,C i ). Table 5 reveals that N * is insensitive to (C sp ,C i ). Table 3 The optimal N * and minimum expected F(N * ) with various c k = 0.3, l = 1, a = 0.05, b = 3, c s = 1000, c h = 5, c sp = 100, c i = 60 Table 4 The optimal N * and minimum expected F(N * ) with various (c s ,c h ) Table 5 The optimal N * and minimum expected F(N * ) with various (c sp ,c i ) Finally, we make comparisons between our model and existing literature (see Pearn et al. [22] ). According to the parameters setting by [22] , we perform a numerical experiment based on k = 0.4, l S = 1, r S = 1, a = 0.05, l R = 0.2, r R = 1, C h = 5, C b = 50, C i = 10, C d = 100 and C s = 200. In addition, we fix startup cost C sp = 90 and vary the parameter values (c) of exponential startup distribution from 0.1 to 1 and N from 1 to 25. Fig. 7 shows that our model approaches to that by [22] as c tends to large enough (l U tends to small enough).
Conclusion
In this paper,we considered the optimal control N policy for the M/G/1 queueing system with server breakdowns and general distributed startup times. We developed the theoretical results for system performance measures, such as the expected number of customers in system, the expected length of the turned-off, complete startup, busy, and breakdown periods, and the expected length of the busy cycle. In the N policy M/G/1 queueing system with general service times and startup times, we proved that the probability that the server is busy in the steady-state is equal to the traffic intensity q. We constructed a cost model to determine the optimal threshold N so as to minimize an expected cost function. We also provided sensitivity analysis to discuss how the system performance measures can be affected by the changes of the input parameters (or cost parameters) in the investigated queueing service model.
