Abstract In this paper the authors consider a parameter estimation problem for a nonlinear systems, which consists of one parabolic equation for the concentration and two elliptic equations for the potentials. The measurements are given as boundary values for one of the potentials. For its numerical solution the Gauss Newton method is applied. To speed up the solution process, a reduced-order approach based on proper orthogonal decomposition (POD) is utilized, where the accuracy is controlled by error estimators. Parameters, which can not be identified from the measurements, are identified by the subset selection method with QR pivoting. Numerical examples show the efficiency of the proposed approach.
Introduction
We consider an elliptic-parabolic partial differential equation (PDE) system consisting of two elliptic and one parabolic equation. Coupled multi component systems of this type can be viewed as generalizations of mathematical models for lithium ion batteries; see, e.g., [11, 32, 33] . The elliptic equations in the nonlinear system of PDEs model the potentials in the liquid and the solid phase and the parabolic equation for the concentration of lithium ions. The three equations are coupled by a strong nonlinear term involving the hyperbolic sine, the square root and the logarithmic function and a nonlinear diffusion coefficient.
The discretization of the nonlinear system of PDEs using, e.g., finite element techniques, lead to very large systems that are expensive to solve. The goal is to develop a reduced order model for the nonlinear system of PDEs that is cheap to evaluate. This is motivated by applications like parameter estimations, optimal control and design, where repeated evaluations of the nonlinear systems are required. Therefore, the spatial approximation is realized by the Galerkin scheme using proper orthogonal decomposition (POD); see, e.g., [18, 21, 29] . POD is used to generate a basis of a subspace that expresses the characteristics of the expected solution. This is in contrast to more general approximation methods, such as the finite element method, that do not correlate to the dynamics of the underlying system. We refer the reader to [5] , where the authors apply a POD reduced-order modeling for the lithium ion battery model presented in [11] .
After obtaining an efficient reduced order model we want to utilize it in a parameter estimation problem. The nonlinear systems arising from modeling of lithium ion batteries contain a variety of parameters. Those parameters have to be identified in order to calibrate the model. Not all parameters are equally sensitive, hence a strategy has to be applied in order to identify the parameters best suited for the identification process. For this the sensitivities are computed and with the help of a subset selection method the sensitive parameters are extracted [3, 4, 10] .
When using a reduced order model in the optimization process an error is introduced. Therefore, an a posteriori error estimator has to be developed in order to quantify the quality of the obtained solution. We here use recent results from [8, 19] . Further, it is important to understand that the obtained reduced oreder model by the POD is only a local approximation of the nonlinear system. Hence, it is necessary to garantee that the approximation is good throughout the optimization process. For this we make use of a simplified error indicator known from the reduced basis strategies [14] . Using this error indicator an adaptive reduced order model strategy is proposed to solve the optimization problem in an efficient way.
The paper is organized in the following manner: In Section 2 the nonlinear elliptic-parabolic system is formulated and the parameter identification problem is introduced. Further, we briefly describe the subset selection method. Section 3 is devoted to the discretization of the nonlinear system. Both the finite element discretization and the POD Galerkin approximation method are introduced. Moreover, we review the a posteriori error estimates for the optimization using the reduced order model. The numerical strategy used to solve the nonlinear parameter estimation is outlined in Section 4 and numerical examples are presented to demonstrate the efficiency of the proposed approach. Finally, a conclusion is drawn in the last section.
Problem description
In this section the model under investigation is introduced. Further, the parameter estimation problem formulated as a nonlinear least squares problem is stated. Lastly, the subset selection method is outlined briefly.
The Model
In this section we formulate the nonlinear elliptic-parabolic system. Suppose that Ω = (a, b) ⊂ R, a < b, is the spatial domain with boundary Γ = {a, b}.
and
For the terminal time
stands for the space of (equivalence classes) of measurable abstract functions ϕ : [0, T ] → V , which are square integrable, i.e.,
When t is fixed, the expression ϕ(t) stands for the function ϕ(t, ·) considered as a function in Ω only. Recall that
is a Hilbert space supplied with its corresponding inner product; see, e.g., [1, 2, 6, 9] . After introducing the required functional settings let us state the nonlinear elliptic-parabolic system under investigation. First we introduce the admissible set M ad for the parameter µ by
with µ, µ ∈ R and µ ≤ µ. For a given parameter µ = (µ 1 , µ 2 , µ 3 , µ 4 ) ∈ M ad the triple (y, p, q) : Q → R satisfies the nonlinear system
for almost all (f.a.a.) (t, x) ∈ Q together with the homogeneous Neumann boundary conditions for y and p
Dirichlet-Neumann condition for the variable(t, a) = 0 and q x (t, b) = I(t) f.a.a. t ∈ (0, T ) (2.1e) and the initial condition
with y • : Ω → R positive and essentially bounded. The diffusion coefficients c 1 and c 3 are supposed to be piecewise constant and positive. For the nonlinear diffusion coefficient we choose a cubic polynomial in y and µ 4 of the form
For the bounds in the admissible set we choose µ = 0 and µ = 3. Let us introduce the variable z = (y, p, q) ∈ Z ad and the corresponding admissible set
The nonlinear coupling term N :
where χ is an indicator function of the form
with a < s 1 ≤ s 2 < b. With these choices (2.1) can be seen as a generalization of a mathematical model for lithium ion batteries; see, e.g., [11, 32, 33] .
Remark 2.1 1) The positivity of the y component is needed to evaluate the terms √ y and ln y in the nonlinearity.
2) Notice that N (x, ·; µ) : Z ad → R is continuously differentiable for any parameter µ ∈ M ad . Furthermore, we get
♦ Let us next look at the weak formulation of (2.1). For this we multiply (2.1) by testfunctions ϕ ∈ V and ϕ ∈ V a , respectively. Then integrating by parts the weak formulation is given by
The triple (y, p, q) solving (2.5) is called a weak solution to (2.
In the following theorem we state the analytical results about existence and uniqueness of weak solutions to the nonlinear system (2.1).
Theorem 2.1 Let µ ∈ M ad and assume there exist k 1 ≤ 3/2 + µ 1 and k 2 > 0 such that
Then there exists a unique global weak solution to the system given by (2.1) for all T > 0. Furthermore, there exists a constant C > 0 such that
Proof The proof to this theorem was presented in [33] for the case of all homegenous Neumann boundary condition for the variable q, i.e., q x (t, a) = q x (t, b) = 0 together with
The introduced constraints on the parameters µ 1 , µ 2 and µ 3 in the admissible set M ad are essential for the proof. By using the results from [28] the proof can be extended to the case of the boundary conditions presented in (2.1e).
Note that the choice for the nonlinear diffusion coefficient (2.2) fulfills the conditions required in Theorem 2.1 for the existence and uniqueness of the solution. Using this result we get that the nonlinear solution operator S : M ad → Z is well-defined, where z = S(µ) is the weak solution to (2.1) for the parameter value µ ∈ M ad .
Parameter estimation
In this work we consider a parameter estimation problem for (2.5). The goal is to identify a parameter µ in the set M ad of admissible parameter values from given boundary measurements for the solution component q. Therefore, we consider
where (y, p, q) = S(µ) and η(t, µ) = q(t, b) hold f.a.a. t ∈ (0, T ). To solve (P) we apply the so-called sensitivity approach to evaluate the gradient of J; see, e.g., [17, Section 1.6.1]. The derivatives of the cost J are given by [22] 
Let us introduce the first order sensitivities for a given parameter µ ∈ M ad : We set s y,i = 
together with the boundary conditions s y,i for i = 1, . . . , 4. To obtain the hessian ∇ 2 J(µ) ∈ R 4×4 we derive the adjoint equations by utilizing the Lagrangian for (P):
We derive the following adjoint system [22, 30] −λ
f.a.a. (t, x) ∈ Q together with the boundary conditions
and the initial condition
Combining the sensitivities and the adjoint the hessian is obtained; see, e.g., [17, Section 1.6.5].
Subset selection
To address the question of identifiability of our four parameters we apply the QR factorization with column pivoting proposed by Golub in [12] . This method turns out to be computationally very efficient. The algorithm consists in using a column pivoting strategy to compute a permutation matrix Π so that the hessian satisfies HΠ = QR. While the QR algorithm with column pivoting works well for our numerical examples, there are examples, where the method fails [15] .
When looking at (P) the question arises whether all parameters are identifiable. Following the notion of sensitivity identifiability the matrix
has to have rank four, or det(H) = 0 [27] . This matrix is also known as the Fisher information matrix. When utilizing a Gauss-Newton method the matrix H(µ) is used as the approximation of the hessian of J. Note that H is a symmetric and positive semidefinite matrix. To eliminate non-identifiable parameters we apply the subset selection method; see, e.g., [3, 4, 10] :
of H = V ΛV and truncate at ε > 0, i.e.,
2) Use the QR method with column-pivoting to reorder µ, i.e.,
3) Select the first k parameters ofμ as new parameter and set the others to academic/reasonable values.
By applying the subset selection method it is guranteed that the matrix H is invertible. In the Gauss-Newton context this means that the search direction can be computed.
Discretization
In this section we introduce our finite element approximation for (2.1) and the associated reduced-order approach based on the proper orthogonal decomposition (POD) method.
Finite element method
Let us next introduce the Galerkin scheme for (2.1). To discretize the nonlinear system (2.1) in space we use a Galerkin scheme. For this we introduce the finite dimensional subspaces
with g = {y, p}, where the ϕ i 's denote the dof basis functions that are used to approximate the space V . Analogously we proceed with V q,Nx a ⊂ V a . At this point we do not make a restriction of what type of basis functions are being used. With the superindex g we emphasize the possibility of using different types of basis functions for each variable. In this section we will use the same basis functions for each variable and hence omit the superindex g from now on. We proceed by introducing the standard Galerkin ansatz of the form
Here y 
and 1 ≤ i ≤ dof . Note that here also the test functions ϕ i are chosen from the same space as the ansatz functions. There are also techniques to choose them from different spaces which then results in a Petrov-Galerkin ansatz. Utilizing the structure of the Galerkin ansatz for y N , p N and q N the obtained system can be written in matrix-vector form. For this we introduce
Hence the weak form (2.5) can be written in semi-discrete form using matrix vector notation together with the initial condition as
Note that (3.4) is a nonlinear semi-discrete system since only the space domain has been discretized. Furthermore, the dimension of the matrices M N and S N is dof × dof . Consequently the semi-discrete nonlinear system (3.4) is of dimension 3 × dof . Throughout the paper we assume that for any µ ∈ M ad the system (3.4) admits a unique solution satisfying
Further, there exists a constant C > 0 independent of h such that the following estimates hold:
To solve the obtained nonlinear system an implicit method is used for the time discretization. The obtained discrete nonlinear system is then solved by applying the Newton method with a damping strategy [7] .
The POD method
We explain the POD method for the solution component y N (t), t ∈ [0, T ]. The components p N and q N are treated analogously. In practical computations, we do not have the whole trajectory y N (t) at hand, but rather snapshots
This setting coincides with the results obtained by the finite element discretization introduced in Section 3.1. We set V y,Nx = span {y
is given by the solution to
where the α k are trapezoidal weights for the integration over the discretized time interval, i.e.,
Moreover, · , · W stands for the weighted inner product in R dof with a positive definite, symmetric matrix W ∈ R dof ×dof . Let us introduce the matrices
Then we can write the operator R y arising from the optimization problem (3.5) as
which leads to the unsymmetric eigenvalue problem
This eigenvalue problem has to be solved in order to obtain the solution to the optimal control problem (3.5). In order to obtain a symmetric eigenvalue problem we introduce the matrix
Recall that W is supposed to be symmetric and positive definite. to (3.5) can be determined by three different ways (see, e.g., [13] ): 1) Solve the symmetric dof × dof eigenvalue problem 6) and set
and set Ψ In the case N t dof the approach 2) turns out to be the fastest strategy.
Suppose that we have determined three POD bases {Ψ
for ℘ ∈ {y, p, q}. Let us define the matrices
The vectors Ψ ℘ i , ℘ ∈ {y, p, q} can be interpreted as finite element coefficients of x-dependent POD basis functions:
which implies that
for i = 1, . . . , y . Thus, the vector Ψ y y (t) contains the finite element nodal coefficients of the function y at time t ∈ [0, T ]. An analogous result follows for the p-and q-variable. Moreover, the matrices and vectors for the reduced order model are then given by
for ℘ ∈ {y, p, q}, where the finite element matrices and vectors are given by (3.3). The reduced order model then reads as
This obtained reduced order model is based on the finite element method introduced in Section 3.1 but is of much smaller dimension. The model is generated by projection of the finite element matrices and vectors onto the subspace spanned by the POD basis. Throughout the paper we assume that for any µ ∈ M ad the system (3.10) admits a unique solution satisfying
Further, there exists a constant C > 0 independent of y , p and q such that the following estimates hold:
In (3.9) the evaluation of the nonlinear terms is hidden. Note that for the evaluation of the nonliear term N ℘ , ℘ ∈ {y, p, q} it is required to evaluate the finite element counter part N N . This is computationally very expensive. By applying the empirical interpolation method (EIM) [24] this can be overcome. The method has been applyed succesfully to models of this type in [23] and reduced order models indepentend ot the finite element dimension are obtained.
To solve the obtained nonlinear system the same numerical methods are used as in the case of the finite element discretization.
A posteriori error estimator
By discretizing the nonlinear least squares problem (P) using the finite element method we obtain J N and the corresponding optimal solution µ N, * . Analogously, when using the reduced order model obtained by the POD Galerkin scheme we get J and µ , * . In the optimization process the goal is to replace the finite element model by the reduced order model. The obtained solution is suboptimal, i.e. µ , * is not an optimal solution to the reference finite element problem J N . The aim is to find bounds for the error µ N, * − µ , * 2 . Thereby the optimal solution µ , * obtained by the reduced order model can be certified. For this we reformulate the results from [8, 19] for the settings introduced in this work.
The result -obtained in [19] by a second-order analysis -are in a more general setting including bound constraints for µ which are omitted in the numerical part of this work. Let us restate the results for our specific settings [19, Theorem 3.4] .
Theorem 3.1 Let µ
N, * ∈ M ad be an inactive, local minimizer of (P) utilizing the finite element discretization, i.e., ∇J N (µ N, * ) ≡ 0 holds true. Further, there exists a δ > 0 such that the second-order sufficient optimality condition
2 is sufficiently small. Then the error estimator
holds.
This gives an upper bound for the error when utilizing the reduced order model with respect to the solution obtained when using the finite element model. The open question with this estimator is the value for δ. In [19] the constant δ was chosen as the smallest eigenvalue of the hessian ∇ 2 J N (µ , * ) which turned out to work very well. The error estimator then reads as
Note that in order to compute the error estimator the hessian is needed. This can become computationally expensive since it involves finite element solves.
In the context of reduced basis a similar result, which is based on the NewtonKantorovich theory, was obtained. For our setting the result reads as follows [8 
, Proposition 4]:
Proposition 3.1 Let µ , * ∈ M ad be the optimal solution found by solving the least squares probelm (P) utilizing the reduced order model (3.10) satisfying the stopping criterion ∇J (µ , * ) 2 ≤ ε opt . Further, let us introducē B(µ , * , α) a closed ball around µ , * with radius α, the hessian
If the condition 2γL(2γ ) ≤ 1 holds, then there exists a unique solution µ N, * to the optimization problem (P) utilizing the finite element model (3.4) with µ N, * ∈B(µ * , 2γε) and the rigorous error bound
When comparing the results it can be seen that they are very similar although the derivations are very different. This also verifies the choice δ =
2 in (3.11). Note that not all conditions can be checked and hence some assumptions have to be made.
Numerical methods and results
In this section we describe the numerical procedure to solve the parameter estimation problem (P) introduced in Section 2.2. The usage of the subset selection method and the reduced order model will be outlined. The section is concluded with numerical results that illustrate the advantages of the proposed approach.
Numerical method
There are different numerical strategies to solve parameter estimation problems formulated in nonlinear least squares form. As a numerical method to solve the introduced parameter estimation problem (P) we apply the GaussNewton method [20, 25, 31] . In the Gauss-Newton method the Hessian matrix ∇ 2 J(µ) is approximated by the matrix H(µ) ∈ R 4×4 given by (2.6). Note that for the evaluation of the approximated Hessian only the first order sensitivities are needed which are used to evaluate the gradient ∇J(µ). Further, recall that H corresponds to the Fisher information matrix which is utilized in the subset selection method. By applying the subset selection method it is ensured that the inverse of H exists which is essential in computing the search direction in the proposed optimization strategy. In every iteration k the Gauss-Newton search direction d k is computed as the solution of the linear system
In order to speed up the optimization process we will replace the finite element model (3.4) by the reduced order model (3.10). This will allow us to solve the parameter estimation problem at less computational costs. When looking at the construction of the reduced order model it can be seen that the POD basis is computed with respect to a given parameter µ. This implies that when varying the parameter µ we do not have a guarantee that the reduced order model is of good quality. Hence it can be necessary to recompute the POD basis. For this we need a measure for the error introduced by the reduced order model. In this work we utilize the residual as an error indicator. In particular we look at the error obtained by inserting the reduced order solution into the finite element model. The equations read as follows
Then the error indicator is chosen as
It is required to compute the dual norms of the residual which corresponds to solving linear systems. This type of error indicator is motivated by error estimators which are used in the reduced basis context [14, 16, 26] . The indicator measures the error of the given reduced order solution with respect to the finite element discretization for a given parameter µ. This error indicator is used to ensure that the reduced order model is sufficiently accurate during the optimization process.
Let us next describe how the different modules are used in the optimization process. For a given initial valueμ the finite element model (3.4) is solved and a POD basis is computed for each variable using (3.7). By utilizing the obtained POD basis the reduced order model (3.10) is generated. Additionally, reduced order models are generated for the sensitivity equations. The subset selection is performed to determine the parameters that are identifiable. Non identifiable parameters are set to some reasonable or academic value and hence the parameter vector µ 0 is obtained. Starting with this parameter the optimization strategy is started. During the optimization process the reduced order model is utilized to solve the nonlinear system (2.1). After each solution process of (3.10) the error indicator (4.1) is evaluated in order to quantify the accuracy of the reduced order model. If the error indicator is too large (i.e. ρ(Ψ, µ) > ε res ), the finite element model (3.4) is solved, new POD bases are determined and the associated reduced order models are generated. An Armijo backtracking strategy is applied for the step size control during the optimization process. The optimization method is stopped when a predefined tolerance ε opt is reached (i.e. ∇J(µ) < ε opt ). Lastly, the error estimator (3.11) or (3.12) can be computed to verify that the obtained optimal solution is of good quality. The described strategy is summarized in Algorithm 1 in detail.
The introduced algorithm ensured that the solution to the finite element model and the reduced order model do not deviate too much from each other. Possible extension to the described strategy are to introduce additional POD bases for the sensitivity equations. In the presented examples this is not required in order to obtain accurate results. Note that in the presented algorithm the sensitivity equations are always solved through a reduced order model. Furthermore, the subset selection method could be applied in every iteration of the optimization problem. This particular scenario is not investigated in this paper. The focus here is to apply the subset selection method once to obtain a reasonable identifiable system. The Gauss-Newton method can be replaced by any other optimization strategy. Especially, in order to incorporate constraints on the parameter µ a SQP method can be utilized, where the search direction d is solved by a quadratic programming problem in every iteration [25] . 
[Y , P , Q ] ←Solve ROM model (3.10) forμ and Ψ 18:
ρ(Ψ ;μ) ← Evaluate error indicator (4.1) for Ψ andμ 19:
if ρ(Ψ,μ) > εres then 20:
←Compute POD basis by (3.7) for Y N , P N , and Q N 22:
end if 23:
Solve the sensitivity equation using the reduced order model forμ and Ψ 24:
Evaluate costJ ← J(μ) and ∇J ← ∇J(μ) 25:
Solve ROM model (3.10) forμ and Ψ 28:
ρ(Ψ,μ) ← Evaluate error indicator (4.1) for Ψ andμ 29:
if ρ(Ψ,μ) > εres then 30:
←Compute POD basis by (3.7) for Y N , P N , and Q N 32:
end if 33:
Solve the sensitivity equation using POD forμ and Ψ 34:
Evaluate costJ ← J(μ) and ∇J ← ∇J(μ) 35:
Set j ← j + 1 36: end while 37:
Set µ k+1 ←μ, J k+1 ←J and ∇J k+1 ← ∇J 38:
Set k ← k + 1; 39: end while 40: return Optimal solution µ * ← µ k (ε ←Error estimator (3.11) or (3.12) (Optional))
Numerical results
To show the efficiency of the described algorithm we will present some numerical examples. We will consider two scenarios. First we will have a look at the case that the initial guess is close to the optimal solution. In the second case we choose an initial guess that is further away from the optimal solution. In both scenarios the obtained solution of Algorithm 1 is compared to a strategy using only the finite element model. This strategy is obtained by replacing the reduced order solvers by finite element solvers in Algorithm 1. Additionally, after the optimization the error estimator is evaluated.
Let us introduce the settings used in the numerical experiments. We start by introducing the spatial domain Ω = [0, 5] . Further, for the partitioning of the domain we set s 1 = 2 and s 2 = 3. Hence we get Ω = Ω l ∪ Ω c ∪ Ω r with Ω l = [0, 2], Ω c = (2, 3) and Ω r = [3, 5] . This partitioning is motivated by the structure found in lithium ion batteries; see, e.g., [11, 32, 33] .
Next let us introduce the missing quantities for system (2.1). We start by introducing the diffusion coefficients. The piecewise constant diffusion coefficients are given as
(4.2a)
The nonlinear term c 2 and N are chosen as introduced in (2.2) and (2.3) together with the indicator function (2.4). Further, the boundary value for (2.1e) are given by
Lastly, we set the initial condition (2.1f) for the variable y as
In the numerical experiments we set T = 1. For the space discretization second order finite elements are used. We choose 1000 elements and hence we end up with 1999 degrees of freedom for each variable. The time discretization is performed by an implicit Euler method with 100 time steps. The obtained nonlinear system is then solved by a Newton method to an accuracy of 10 −10 . To guarantee that the Newton method converges a globalization strategy is applied [7] . For the reduced order model the number of basis functions for the three variables are set to y = 16, p = 17 and q = 15. These numbers are obtained by solving (3.7) under consideration of the accuracy of the eigenvalue solver. The nonlinear terms are evaluated with the empirical interpolation method as shown in [23] . For the nonlinearity N we utilize 22 basis functions and for c 3 we use 23. This corresponds to a maximum interpolation error of 10 −11 during the construction. Next let us introduce the settings for the optimization procedure. As the tolerance for the stopping criteria we chose ε opt = 10 −6 and set the maximum number of iterations to k max = 100. Further, we set the tolerance for the error indicator to ε res = 10 −4 . The settings for the Armijo condition are σ = 0.1 and j max = 10. The target q d (t) is generated by solving the nonlinear system (2.1) for µ = (1.1, −0.7, −0.1, 0.4) which then should be recovered by the parameter estimation.
In the subset selection procedure parameters associated to eigenvalues larger then 10 −5 are selected for the optimization. This is a reasonable choice and coincides with the accuracy of the finite element discretization and eigenvalue solver. The parameters excluded from the optimization are set to the corresponding exact values of µ . This is done in order to show the performance of the optimization algorithm and omit problems arising from the ill posedness of the problem. All tests are performed on the same computer and software. To compare the performance we state the CPU times for the computation and the number of required finite element solves for the nonlinear system and for the sensitivity equations in parentheses.
Run 1
For the first numerical experiment we consider the case that the deviation of the initial parameterμ is in the neighborhood of the exact solution µ . For this we choosẽ
This corresponds to a deviation of 30% in the first parameter and 50% in the other parameters. By applying the subset selection the parameter µ 2 is marked as non identifiable and therefore set to µ 0 2 = 0.7. This is also indicated in the numerical results in Table 4 .1 by a dagger. The obtained results of the optimization are presented in Table 4 .1. Further, the computational expenses for the two approaches are outlined in the last two columns in form of CPU time and finite element solves. In Figure 4 .1 (left plot) the target function q d (t) together with the output corresponding to the initial guess µ 0 , i.e. after the subset selection, are shown. To compare the output corresponding to the optimal solution obtained by the two methods the absolute difference is plotted in Figure 4 .1 (right plot). Lastly, in Table 4 .1 the error estimator is presented. Fig. 4 .1 Target function q d and output function η(t, µ 0 ) (right plot) and difference between the output η(t, µ) for the optimal solutions µ * obtained by using finite elements and adaptive reduced order models (right plot).
When looking at the results it can be seen that the optimization using adaptive reduced order models is very efficient. Only one finite element solution is required. This is due to the fact that we started close to the exact solution µ . The optimization strategy terminates after five iterations. Hence a speed up of more then seven is a very good result. Further, let us note that computing a single finite element solution takes approximately 27 seconds. This implies that the optimization using the reduced order model takes nine seconds which corresponds to a speedup of factor 26. The accuracy of the optimization using the reduced order model is very good when looking at the right plot presented in Figure 4 .1. The obtained optimal parameter µ N, * and µ , * by both strategies deliver almost the same values. Comparing it to the exact µ it can be seen that the optimization strategies could recover the parameter almost exact in both cases. Table 4 .1 Optimal solution obtained by the finite element (FE) approach and the adaptive algorithm using reduced order models (ROM). The † indicates the parameter fixed by the subset selection. In the last two columns the total expenses of the two approaches is compared.
Lastly, we look at the error estimator. We want to avoid computing the optimization using only finite element solvers. Further, the exact solution µ is in general not known. Hence we need to estimate the error in the parameter µ , * obtained by the adaptive strategy. For this we evaluate the error estimator introduced in Section 3.3. The evaluation of this estimator is expensive. The computational time is approximately 39 seconds and involved the solution of the nonlinear system, the sensitivity equations and the adjoint equation using the finite element solvers. The obtained solution by the error estimator is very satisfying since it indicates that the error is below 1%. Note that the estimator is an upper bound and the actual error is lower. The efficiency of the error estimator is comparable to the results presented in [8, 19] . 
Run 2
In the second numerical experiment we will use an initial guess that is further from the optimal solution. For this we set µ = (1.3 · µ 1 , 2 · µ 2 , 2 · µ 3 , 2 · µ 4 ) = (1.43, −1.40, −0.20, 0.80).
Note that the first parameterμ 1 is again deviated by 30%. The reason for this is that we need to stay in the admissible set M ad in order to satisfy the conditions for Theorem 2.1. The other parameters are deviated by 100%. The subset selection method again selects the parameter µ 2 which is then set to the exact value 0.7 in the initial value µ 0 . Compared to the previous experiment we expect that now the adaptivity of the algorithm will be active.
The results are outlined in Table 4 .1. It can be seen that the adaptive strategy is active since now the nonlinear system has to be solved two times using finite elements. This leads to the fact that now the adaptive strategy became more expensive compared to the first scenario. The POD bases are recomputed in the second iteration. Still a speed up factor of approximately five is obtained. The optimization procedure again requires five iteration. This time the Armijo condition is active more often, hence the higher computational cost in the finite element case. The optimization using the adaptive reduced order models takes approximately ten seconds when excluding the time required by the finite element solves (27 seconds each). This corresponds to a speedup factor of 31. Comparing this to the previous run it can be seen that the cost for the optimization stayed the same only more finite element evaluations are needed to update the POD bases. In the case that the POD bases have to be updated more frequently, the optimization using adaptive reduced order models will have roughly the same computational cost as the optimization using finite elements. When introducing additional POD bases for the sensitivity equations and setting ε res = 0 the adaptive strategy is equivalent to using only finite element solvers. Table 4 .1 Optimal solution obtained by the finite element (FE) approach and the adaptive algorithm using reduced order models (ROM). The † indicates the parameter fixed by the subset selection. In the last two columns the total expenses of the two approaches is compared.
Lastly we again look at the error estimator. As in the previous case the estimators give an upper bound for the error in the optimal parameter µ , * . The results are again very good and of equal quality and computational expenses. 
Conclusion
In this paper an adaptive optimization strategy using reduced order models is presented. The reduced order models are obtains by the POD method. An application to a nonlinear system of partial differential equations with application in lithium ion battery modeling is outlined. In the numerical results the efficiency of the proposed method is shown.
