Moment-Based Domain Adaptation: Learning Bounds and Algorithms by Zellinger, Werner
Submitted by
DI Werner Zellinger
Submitted at
Department of
Knowledge-Based
Mathematical Systems
Supervisor and
First Examiner
Assoc.Univprof.
Mag. Dr. Susanne
Saminger-Platz
Second Examiner
Prof. Dr. Tom Heskes
Co-Supervisor
PD Mag. Dr. Bernhard
A. Moser
February 2020
JOHANNES KEPLER
UNIVERSITY LINZ
Altenbergerstraße 69
4040 Linz, O¨sterreich
www.jku.at
DVR 0093696
Moment-Based Domain
Adaptation: Learning
Bounds and Algorithms
Doctoral Thesis
to obtain the academic degree of
Doktor der technischen Wissenschaften
in the Doctoral Program
Technische Wissenschaften
ar
X
iv
:2
00
4.
10
61
8v
1 
 [s
tat
.M
L]
  2
2 A
pr
 20
20
Statutory Declaration
I hereby declare that the thesis submitted is my own unaided work, that I have not used
other than the sources indicated, and that all direct and indirect sources are acknowledged
as references.
This is a draft of the thesis which is similar to the final version.
Linz, February 2020 DI Werner Zellinger
ii
iii
Abstract
This thesis contributes to the mathematical foundation of domain adaptation as emerging
field in machine learning. In contrast to classical statistical learning, the framework of
domain adaptation takes into account deviations between probability distributions in the
training and application setting. Domain adaptation applies for a wider range of applica-
tions as future samples often follow a distribution that differs from the ones of the training
samples. A decisive point is the generality of the assumptions about the similarity of the
distributions. Therefore, in this thesis we study domain adaptation problems under as
weak similarity assumptions as can be modelled by finitely many moments.
By examining the generalization ability of discriminative models trained under this relaxed
assumption we establish, in the first part, a framework for bounding the misclassification
risk based on finitely many moments and additional smoothness conditions. Our results
show that a low misclassification risk of the discriminative models can be expected if a) the
misclassification risk on the training sample is small, b) the sample size is large enough,
c) finitely many moments of the underlying distributions are similar, and d) the samples’
distributions meet an additional entropy condition.
In the second part, we apply our theoretical framework to the design of machine learning
algorithms for domain adaptation. We propose a new moment distance for metric-based
regularization of neural networks. Our methods aim at finding new data representations
such that our weak assumptions on the similarity of the distributions are satisfied. In
this context, various relations of the new moment distance to other probability metrics
are proven. Further, a bound on the misclassification risk of our method is derived. To
underpin the relevance of our theoretical framework, we perform empirical experiments
on several large-scale benchmark datasets. The results show that our method, though
based on weaker assumptions, often outperforms related alternatives based on stronger
assumptions on the similarity of distributions.
In the third part, we apply our framework on two industrial regression problems. The first
problem is settled in the area of industrial manufacturing. We propose a new algorithm
that is based on the similarity of the first moments of multiple different distributions.
Our algorithm enables the modeling of time series from previously unseen distributions
and outperforms several standard regression algorithms on real-world data. The second
problem stems from the area of analytical chemistry. We propose a new moment-based
domain adaptation algorithm for the calibration of chemical measurement systems. In
contrast to standard approaches, our algorithm is only based on unlabeled data from the
application system. Theoretical properties of the proposed algorithm are discussed and it
is shown to empirically outperform standard alternatives on two real-world datasets.
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Kurzfassung
Diese Dissertation tra¨gt zu den mathematischen Grundlagen des Bereichs ”Domain Adap-
tation” bei, welcher einen aufstrebenden Teilbereich des Maschinellen Lernens bildet.
Im Gegensatz zum klassischen Statistischen Lernen beru¨cksichtigt das Framework Do-
main Adaptation auch Abweichungen zwischen den Wahrscheinlichkeitsverteilungen der
Trainings- und Anwendungsumgebung. Domain Adaptation kann damit in breiteren Bere-
ichen eingesetzt werden, da Stichproben zuku¨nftiger Daten oft einer anderen Wahrschein-
lichkeitsverteilung folgen als Stichproben der Trainingsdaten. Ein wichtiger Punkt bei Do-
main Adaptation ist die Allgemeinheit der Annahmen u¨ber die A¨hnlichkeit der Wahrschein-
lichkeitsverteilungen. Aus diesem Grund studieren wir in dieser Dissertation Probleme von
Domain Adaptation unter so schwachen Annahmen wie sie mit endlich vielen Momenten
modelliert werden ko¨nnen.
Durch die Untersuchung der Generalisierungsfa¨higkeit von unterscheidenden Modellen,
welche unter diesen verallgemeinerten Annahmen gelernt wurden, entwerfen wir im ersten
Teil dieser Arbeit ein neues Framework, um obere Schranken fu¨r das Missklassifikation-
srisiko zu finden. Diese neu beschriebenen oberen Schranken basieren auf endlich vie-
len Momenten und zusa¨tzlichen Glattheitseigenschaften. Unsere Resultate zeigen, dass
ein kleines Missklassifikationsrisiko von unterscheidenden Modellen erwartet werden kann,
wenn a) das Missklassifikationsrisiko bezu¨glich der Trainingsstichprobe klein ist, b) die
Stichprobengro¨ße groß genug ist und c) die Wahrscheinlichkeitsverteilungen der Stich-
proben eine zusa¨tzliche Entropieeigenschaft erfu¨llen.
Im zweiten Teil setzen wir unser Framework zur Entwicklung neuer Lernalgorithmen ein.
Unter Anderem stellen wir eine neue, auf Momenten basierende Distanz fu¨r die Regu-
larisierung von Neuronalen Netzen vor. Die von uns vorgestellten Methoden zielen da-
rauf ab, neue Datenrepra¨sentationen zu finden, welche die im ersten Teil vorgestellten,
schwachen Annahmen an die A¨hnlichkeit von Wahrscheinlichkeitsverteilungen erfu¨llen.
In diesem Kontext beweisen wir verschiedene Relationen zwischen der neuen, auf Mo-
menten basierenden Distanz und anderen Distanzen auf Wahrscheinlichkeitsmaßen. Des
Weiteren leiten wir mit Hilfe unseres Frameworks eine obere Schranke fu¨r das Missklassi-
fikationsrisiko unserer Methode her. Um die Relevanz unseres theoretischen Frameworks
zu untermauern, fu¨hren wir empirische Experimente auf zahlreichen großen Datenbanken
durch. Die Resultate zeigen, dass unsere Methode, obwohl sie auf schwa¨cheren Annah-
men basiert, oft a¨hnliche alternative Methoden u¨bertrifft, welche auf sta¨rkeren Annahmen
basieren.
Im dritten Teil wenden wir unser Framework auf zwei industrielle Regressionsprobleme
an. Das erste Problem stammt aus dem Bereich der industriellen Produktion. Wir stellen
einen neuen Algorithmus vor, der auf der A¨hnlichkeit der ersten Momente von mehreren
Wahrscheinlichkeitsverteilungen basiert. Unser Algorithmus ermo¨glicht die Modellierung
von neuen, nicht der Wahrscheinlichkeitsverteilung der Trainingsdaten folgenden Zeitrei-
hen und u¨bertrifft, auf Datensa¨tzen realer Problemstellungen, zahlreiche Standardregres-
sionsalgorithmen. Das zweite Problem stammt aus dem Bereich der Analytischen Chemie.
Wir stellen einen neuen, auf Momenten basierenden Algorithmus zur Kalibrierung chemis-
cher Messsysteme vor. Im Gegensatz zu Standardalgorithmen basiert unser Algorithmus
Moment-Based Domain Adaptation: Learning Bounds and Algorithms
vnur auf ungelabelten Daten des Anwendungsmesssystems. Wir diskutieren theoretische
Eigenschaften des vorgestellten Algorithmus und zeigen, dass unser Algorithmus Stan-
dardalternativen oft u¨bertrifft.
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Chapter 1
Introduction
Inductive inference is to observe a phenomenon, to construct a model of that phenomenon
and to make predictions using this model. Indeed, this definition is very general and could
roughly be taken as the goal of natural sciences. Statistical learning considers the process
of inductive inference as a problem of estimating a desired dependency based on a finite
sample.
Most results in statistical learning, both theoretical and empirical, assume an application
sample that follows the same distribution as the training sample. This assumption is
violated in typical applications such as natural language processing, computer vision, in-
dustrial manufacturing and analytical chemistry. Domain adaptation extends the classical
learning framework by allowing training and test samples which follow different distribu-
tions.
However, standard approaches study domain adaptation based on empirical estimations
of strong similarity concepts between distributions. It is the aim of this thesis to study
domain adaptation under weak assumptions on the similarity of training and application
distribution.
We model these assumptions based on moment distances which realize weaker similarity
concepts than most other common probability metrics, see Figure 1.1.
In our study we follow the four main components of statistical learning [181]:
(i) We study conditions for the convergence of a discriminative learning process with
increasing sample size.
(ii) We give bounds describing the generalization ability of the learning process.
(iii) We perform inductive inference based on the common principle of finding new data
representations such that our weak assumptions are satisfied.
(iv) We provide algorithms which follow our theoretical framework.
In particular, we start by describing the required preliminaries in Chapter 2. The expe-
rienced reader is encouraged to skip this chapter and return to it if some background is
missing.
1
2 Chapter 1. Introduction
Figure 1.1: Relationships among probability metrics as illustrated in [66] and supple-
mented by Lemma 3.1 (dashed). A directed arrow from A to B annotated by a function
hpxq means that dA ď hpdBq. For notations, restrictions and applicability see Section 2.1.
In Chapter 3 we give conditions for the convergence of learning processes of discriminative
models under the relaxed setting of weaker assumptions. We provide upper bounds on
the misclassification risk based on a moment distance and smoothness conditions on the
underlying distributions. We show that a small misclassification risk can be expected if
the misclassification risk on the training sample is small, if the samples are large enough
and its distributions have high entropy in the respective classes of densities sharing the
same finite collection of moments.
In Chapter 4 we study the principle of learning new data representations such that all the
samples’ distributions have only finitely many moments in common. We propose a new
moment distance for metric-based regularization of neural networks. Some relations of the
new distance to other probability metrics are provided and a bound on the misclassification
error of the new method is derived. To underpin the relevance of our theoretical framework
described in Chapter 3, we perform empirical experiments on several large-scale benchmark
datasets. Results show that our method, though based on weaker assumptions, often
outperforms related alternatives which are based on stronger concepts of similarity.
In Chapter 5, we exploit our mathematical framework to come up with algorithms for
two industrial regression problems. The first problem is in the area of industrial manufac-
turing. We propose a new algorithm that is based on the similarity of the first moments
of multiple different distributions. In contrast to standard regression methods, our al-
gorithm enables the modeling of time series from previously unseen distributions. The
second problem is in the area of analytical chemistry. We propose a new moment-based
domain adaptation algorithm for the calibration of chemical measurement systems. In
contrast to standard approaches, our algorithm is only based on unlabeled application
data. Theoretical properties of the algorithm are discussed and it is shown to empirically
outperform standard alternatives on two real-world datasets.
Chapter 6 concludes with a positioning of our research results from the point of view of
current trends in statistical learning together with an outline of future research lines.
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1.1 Original Contribution
For the general interest of the reader, we now summarize the novel parts of our research,
most of which have already been disseminated in scientific journals and conference pro-
ceedings.
The learning bounds for moment-based domain adaptation in Chapter 3 have been initially
proposed in [197] and described at length in [203].
The metric for domain adaptation in Chapter 4 has been first proposed in [198] and
described at length in [202] with exception of the discussed relations to other probability
metrics, i. e. Subsection 4.3.5 and Subsection 4.6.4, which are completely new. The source
code of all experiments has been made publicly available1.
The industrial applications in Chapter 5 have been published in [139–141, 199]. In par-
ticular, most of the work in Section 5.1 has been published in [199]. The details of the
algorithm in Subsection 5.1.4 have been discovered through many years of industrial work
by many of the included coauthors and the empirical evaluations in Subsection 5.1.5 have
been mainly implemented by my coworkers Thomas Grubinger and Michael Zwick. The
algorithm as presented in Subsection 5.2.4 and the implementations of the empirical evalu-
ations as described in Subsection 5.2.7 are published in [139,140] and are mainly due to my
coworker Ramin Nikzad-Langerodi. The learning bound in Subsection 5.2.3 together with
the parameter heuristic in Subsection 5.2.5 and parts of the discussion in Subsection 5.2.6
are described in [141].
1https://github.com/wzell/mann (accessed October 31, 2019)
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1.2 Notation
Most notations used in this work are either standard or defined on the spot. This sec-
tion provides our main conventions with a summarizing table at its end. The reader is
encouraged to skip this section and return to it if some notations are unclear.
We denote indices, natural numbers and abstract variables by lower case letters, e. g. x, n
and λ.
We denote by N the set of natural numbers including 0, by R the set of real numbers and
by R` “ tx P R | x ą 0u the set of positive real numbers. We further denote by Rd the set
of d-dimensional vectors over R and by r0, 1sd Ă Rd the d-dimensional unit cube.
Sets of functions are denoted by calligraphic letters, e. g. F and G.
Finite multisets are denoted by uppercase letters, e. g. X and Y . The empty set is denoted
by ∅, the union of two multisets X and Y is denoted by X Y Y and the cardinality of X
is denoted by |X|.
To emphasize that some objects are column vectors, we use boldface letters, e. g. x and
φ. The i-th element of a vector x is denoted by xi. We denote by x1, . . . ,xn a sequence
of n vectors and by xi,j the j-th element of the i-th vector in the sequence. We denote
by SpanpAq the linear span of a set A of vectors. We use upper case boldface letters for
matrices, e. g. X and Y, and denote its transpose by means of the letter T, e. g. XT and
YT. The i-th element in the j-th column of a matrix X is denoted by xi,j .
The element-wise multiplication of two vectors x and y is denoted by x d y. The inner
product between two vectors x and y on the Euclidean space Rd is denoted by xx,yy.
The Euclidean norm, or `2-norm, is denoted by ‖x‖2 “
axx,xy. We denote the `1-norm
of x by ‖x‖1 “
řd
i“1 |xi|. The Frobenius norm of a matrix X P Rnˆd is denoted by
‖X‖F “
břn
i“1
řd
j“1 |xi,j |2.
We denote by pΩ, dq a metric space with set Ω and metric d.
We denote by pΩ,Aq a measurable space with set Ω and σ-algebra A. The Borel σ-algebra
on a set Ω is denoted by BpΩq. For two probability measures µ and ν on pΩ,Aq we denote
by µ ! ν the property that µ is dominated by ν, i. e. for all measurable sets A it holds
that νpAq “ 0 ùñ µpAq “ 0. If they exits, we denote by p and q the density functions
of µ and ν, respectively.
We denote by
ş
Ω fpxq dx the Lebesgue integral of a function f : Ω Ñ R with Ω Ď Rd. For
example we often consider the integral
ş
r0,1sd fpxqdx “
ş1
0 . . .
ş1
0 fpx1, . . . , xdq dx1 . . . dxd
on the unit cube r0, 1sd. If the meaning is clear from the context we omit the support and
the integration variables, e. g. we use
ş
f to denote
ş
Ω fpxqdx.
We denote by MpΩq the set of all probability density functions w. r. t. the Lebesgue ref-
erence measure and support Ω Ď Rd, i. e. the set of all functions p : Ω Ñ r0,8q withş
Ω ppxq dx “ 1.
Let µ be a measure on pΩ,BpΩqq with probability density function p and Ω Ă R. Let
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further 0 ă n ă 8. For
Ln “
"
f : Ω Ñ R
ˇˇˇˇ
f measurable,
ż
Ω
|fpxq|n ppxqdx ă 8
*
the Ln-norm is defined by
‖.‖Lnppq : Ln Ñ R
f ÞÑ
ˆż
Ω
|fpxq|n ppxqdx
˙1{n
.
The 8-norm of some function f P tf : Ω Ñ R | f measurable, ‖f‖8 ă 8u is denoted by
‖f‖8 “ ess supxPΩ |fpxq|. If Ω “ r0, 1sd is the unit cube and µ is the Lebesgue measure
with uniform weight function p˜ we denote by ‖f‖Ln “ ‖f‖Lnpp˜q for simplicity.
Rrx1, . . . , xds denotes the set of polynomials in the variables x1, . . . , xd. The maximum
total degree m of a polynomial
α1 ¨ xa1,11 ¨ ¨ ¨xa1,dd ` . . .` αs ¨ xas,11 ¨ ¨ ¨xas,dd P Rrx1, . . . , xds
with α1, . . . , αs P R and a1,1, . . . , as,d P N is m “ maxiPt1,...,su ai,1 ` ¨ ¨ ¨ ` ai,d. Polynomials
with maximum total degree m are denoted by Rmrx1, . . . , xds. We often consider the
vector space SpanpRmrx1s Y . . . Y Rmrxdsq of polynomials with only univariate terms of
maximum total degree m.
For some polynomial φ P Rrx1, . . . , xds and some vector α P Rd we denote by φpαq the eval-
uation of the corresponding polynomial function at α. For some vector φ “ pφ1, . . . , φnqT
of polynomials φ1, . . . , φn P Rrx1, . . . , xds we denote by φpαq “ pφ1pαq, . . . , φnpαqqT the
vector of evaluations.
For some probability density function p PMpΩq we denote by şΩφpxqppxq dx, or some-
times just
ş
φp, the vector
`ş
φ1p, . . . ,
ş
φnp
˘T
.
We call a sequence φ1, . . . , φn of polynomials with φ1, . . . , φn P Rrx1, . . . , xds orthonor-
mal w. r. t. a probability density p P MpΩq if şΩ φipxqφjpxqppxqdx “ 0 for i ‰ j andş
Ω φipxqφjpxqppxq dx “ 1 for i “ j. For simplicity, we call such a sequence orthonormal
if it is orthonormal w. r. t. the uniform density on r0, 1sd, i. e. ppxq “ 1 for x P r0, 1sd and
ppxq “ 0 otherwise.
For a multiset X “ tx1, . . . ,xnu with x1, . . . ,xn P Rd and a function f : Rd Ñ Rs, we
denote by fpXq “ tfpx1q, . . . , fpxnqu the multiset consisting of the values of f applied to
each element in X.
Sometimes we use a probability density function p as index of a k-sized multiset Xp to
emphasize that its elements are realizations of iid random variables with density p. Such
a multiset is called sample drawn from p. In this case, we denote by ErXps “ 1k
ř
xPXp x
the vector of arithmetic means of Xp.
For two functions f : RÑ R` and g : RÑ R` we write f “ Opgq if there exist x0, α P R`
such that for all x ą x0 we have fpxq ď αgpxq. Analogously we write f “ Ωpgq if there
exist x0, α P R` such that for all x ą x0 we have fpxq ě αgpxq.
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The r-th derivative of a function f : R Ñ R at x is denoted by f prqpxq “ drfpxqdxr . We
denote by Brxif “ B
rf
Bxri the r-th partial derivative in direction xi and by D
αf “ Bα1`...`αdfBxα11 ...Bxαdd
the mixed partial derivative of some function f : Rd Ñ R w. r. t. some vector α “
pα1, . . . , αdqT P Nd, especially Dαf “ f for α “ p0, . . . , 0qT.
The factorial of some natural number n is n! “ n ¨ pn ´ 1q ¨ ¨ ¨ 1. The binomial coefficient
of some natural number n over some natural number k is
`
n
k
˘ “ n!pn´kq! k! .
We denote the number of monomials of total degree m in d variables by ζpm, dq. It is
equal to the number of weak compositions and therefore ζpm, dq “ `d`m´1m ˘. The number
of monomials of maximum total degree m in d variables, excluding the monomial 1 of
degree 0, is ψpm, dq “ řmi“1 ζpi, dq “ `d`mm ˘´ 1.
We denote by arg maxxPΩ fpxq “ tx P Ω | @y P Ω : fpyq ď fpxqu the set of values
x P Ω achieving the maximum of the function f : Ω Ñ R. Analogously, we denote the set
arg minxPΩ fpxq “ tx P Ω | @y P Ω : fpyq ě fpxqu. If the set arg minxPΩ fpxq has only one
element, we write x “ arg minxPΩ fpxq as abbreviation for txu “ arg minxPΩ fpxq.
We use the multi-index notations xα “ xα11 ¨ ¨ ¨xαdd and α! “ α1! ¨ ¨ ¨αd! for some vectors
x “ px1, . . . , xdqT P Rd and α “ pα1, . . . , αdqT P Nd.
The n-ary Cartesian product is denoted by
Śn
i“0Xi “ tpx1, . . . , xnq | xi P Xi, i P t1, . . . , nuu.
Let x1, x2, . . . be a sequence of elements in a set A and d be a metric on A. We say
x1, x2, . . . converges in d to y iff limiÑ8 xi “ y.
Notation Description
N set of natural numbers including 0
R set of real numbers
R` “ tx P R | x ą 0u, set of positive real numbers
Rd set of d-dimensional vectors over R
r0, 1sd unit cube of dimension d
F , G sets of functions
X, Y finite multisets of vectors
∅ “ tu, empty set
X Y Y union of multisets X and Y
|X| cardinality of set X
SpanpAq linear span of set A of vectors
x, y, w column vectors of real numbers
X,Y P Rkˆd k ˆ d matrices over R
XT transpose of X
xi i-th element of the vector x
x1, . . . ,xn sequence of n vectors
xi,j the j-th element of the i-th vector in the sequence
xd y “ px1y1, . . . , xdydqT, element-wise multiplication of vectors x and y
xx,yy “ řni“1 xiyi, inner product
‖x‖2 “
axx,xy, `2-norm of x
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‖x‖1 “
řd
i“1 |xi|, `1-norm of x P Rd
pΩ, dq metric space with set Ω and metric d
pΩ,Aq measurable space with set Ω and σ-algebra A
BpΩq Borel σ-algebra on Ω
µ ! ν probability measure ν dominates probability measure µ
p, q density functionsş
f “ şΩ fpxqdx, Lebesgue integral of function f : Ω Ñ R
‖f‖L2ppq “
bş
Ω |fpxq|2 ppxq dx, L2ppq-norm w. r. t. density p
‖f‖L2 “
bş
Ω |fpxq|2 dx, L2-norm w. r. t. Lebesgue measure
‖f‖8 “ ess supxPRd fpxq, 8-norm
MpAq set of probability density functions on A Ă Rd
Xp sample of p PMpAq (see text)
s.t. abbreviation for subject to
a.e. abbreviation for almost everywhere
iff abbreviation for if and only if
iid abbreviation for independent and identically distributed
fpnq Ñ α abbreviation for limnÑ8 fpnq “ α, pointwise convergence
fpXq “ tfpx1q, . . . , fpxnqu, function f applied to multiset X
ErXs “ 1k
ř
xPX x, arithmetic mean of k-sized sample X
Rrx1, . . . , xds set of polynomials in the variables x1, . . . , xd
pRrx1, . . . , xdsqn set of n-dimensional vectors over Rrx1, . . . , xdsş
φ “ pş φ1, . . . , ş φnqT, vector of Lebesgue integrals
Rmrx1, . . . , xds set of polynomials with maximum total degree m
φ, φm column vectors of polynomials
e “ 2.71828 . . ., Euler’s number
logpxq natural logarithm
signpxq signum, equals 1 iff x ą 0, 0 iff x “ 0 and ´1 iff x ă 0
O asymptotic notation (see text)
1Apxq function that equals 1 iff x is in the set A and 0 otherwise
f prqpxq “ drfpxqdxr , r-th derivative of f : RÑ R at x
Brxif “ B
rf
Bxri , r-th partial derivative in direction xi
Dα “ Bα1`...`αdfBxα11 ...Bxαdd , mixed partial derivative
n! “ n ¨ pn´ 1q ¨ ¨ ¨ 1, factorial of n`
n
k
˘ “ n!pn´kq! k! , binomial coefficient
ζpm, dq “ `d`m´1m ˘, number of monomials of total degree m in d variables
ψpm, dq “ `d`mm ˘´ 1, number of monomials of maximum total degree m
arg maxxPΩ fpxq “ tx P Ω | @y P Ω : fpyq ď fpxqu
arg minxPΩ fpxq “ tx P Ω | @y P Ω : fpyq ě fpxqu
xα “ xα11 ¨ ¨ ¨xαdd , multi-index notation
α! “ α1! ¨ ¨ ¨αd!, multi-index notationŚn
i“0Xi “ tpx1, . . . , xnq | xi P Xi, i P t1, . . . , nuu, Cartesian product
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Background
In this chapter we summarize the related work required for all the results and proofs of
this thesis. The experienced reader is encouraged to skip this chapter and return to it if
some background is missing.
This chapter is structured as follows: Section 2.1 describes related work about probability
metrics. Section 2.2 reviews related work in statistical learning theory. Section 2.3 sum-
marizes recent related work from the field of domain adaptation. Section 2.4 summarizes
related work about the principle of maximum entropy applied on probability densities.
Section 2.5 finalizes this chapter with related work on neural networks.
2.1 Probability Metrics
A central topic of this work is to quantify the distance between random elements. Such
distance concepts are called probability metrics [151]. In this section, we discuss some ex-
amples of probability metrics, important properties and relationships among them.
This section is structured as follows: Subsection 2.1.1 follows the work of Gibbs and Su [66]
and describes ten important probability metrics. Subsection 2.1.2 reviews some important
relationships among them and gives a summary in Figure 2.1. Subsection 2.1.3 gives the
notion of moment distances and some of its basic properties.
2.1.1 Some Important Probability Metrics
In this subsection, we follow Gibbs and Su [66] to review ten important probability metrics
which have been proven to be useful and are depicted in Figure 2.1. In these examples,
we focus on distances between probability measures, i. e. simple probability metrics rather
than the broader class of probability metrics between random variables, i. e. compound
probability metrics [151]. Note that many probability metrics are not metrics in the strict
sense, but are simply notions of the dissimilarity between random elements.
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Figure 2.1: Relationships among probability metrics as illustrated in [66]. A directed
arrow from A to B annotated by a function hpxq means that dA ď hpdBq. For notations,
restrictions and applicability see Section 2.1.
In the following, let pΩ,Aq denote a measurable space with state space Ω and σ-algebra
A. Let µ and ν be two probability measures on pΩ,Aq and p, q be two corresponding
density functions w. r. t. some σ-finite dominating measure ρ. For simplicity, we call µ
and ν measures on Ω iff they are measures on pΩ,BpΩqq with Borel σ-algebra BpΩq. If
Ω “ R, let P and Q denote the corresponding cumulative distribution functions. If Ω is a
metric space with metric d : Ω ˆ Ω Ñ r0,8q, it will be understood as measurable space
with Borel σ-algebra BpΩq. Recall that d is a metric on Ω iff for all x, y, z P Ω it holds
that
dpx, yq “ 0 ðñ x “ y, dpx, yq “ dpy, xq and dpx, zq ď dpx, yq ` dpy, zq.
If Ω is a bounded metric space, we denote by diampΩq “ supx,yPΩ dpx, yq its diame-
ter.
Definition 2.1 (Discrepancy [49,189])
The discrepancy between two probability measures µ and ν on a metric space Ω is
dDpµ, νq “ sup
BrpyqPQ
|µpBq ´ νpBq| , (2.1)
where Q is the set of all closed balls B “ tx P Ω | dpx, yq ď ru with y P Ω and r ą 0.
The discrepancy assumes values in r0, 1s and is scale-invariant, i. e. multiplication with a
positive constant does not affect the discrepancy. The discrepancy has important appli-
cations in the study of random walks on groups [131], as similarity measure in computer
vision [130] and, as recently shown, in the foundation of bio-inspired threshold-based sam-
pling [132,133].
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Definition 2.2 (Hellinger Distance [80])
The Hellinger distance between two probability measures µ and ν on a measurable
space Ω is defined by
dHpµ, νq “
dż
Ω
pp´ qq2 dρ. (2.2)
The Hellinger distance does not depend on the choice of the dominating measure ρ.
Definition 2.3 (Kullback-Leibler Divergence [96])
The Kullback-Leibler divergence (KL-divergence) between two probability measures
µ and ν on a measurable space Ω is
dKLpµ, νq “
ż
Spµq
p log
p
q
dρ, (2.3)
where Spµq denotes the support of µ.
The definition of the KL-divergence is independent of the choice of the dominating measure
ρ. The KL-divergence is not a metric as it is not symmetric and does not satisfy the triangle
inequality. However, it has many useful properties such as additivity over marginals, i. e. if
µ “ µ1 ˆ µ2 and ν “ ν1 ˆ ν2 are measures on a product space pΩ1 ˆ Ω2,A1 bA2q, then
dKLpµ, νq “ dKLpµ1, ν1q`dKLpµ2, ν2q [41]. The KL-divergence is sometimes called relative
entropy and it was first introduced by Kullback and Leibler in [96] as a measure of entropy.
It can be interpreted as the amount of information lost when identifying µ with the measure
ν [41]. The KL-divergence plays a central role in Chapter 3 of this work.
Definition 2.4 (Kolmogorov Metric [92])
The Kolmogorov metric between two probability measures µ and ν on R is defined by
dKpµ, νq “ sup
xPR
|P pxq ´Qpxq| , (2.4)
where P and Q are the cumulative distribution functions of µ and ν, respectively.
The Kolmogorov metric assumes values in r0, 1s, is invariant under all increasing one-to-one
transformations of the real line and is sometimes called uniform metric.
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Definition 2.5 (Le´vy Metric [101])
The Le´vy metric between two probability measures µ and ν on R is defined by
dLpµ, νq “ inf t ą 0 | @x P R : P px´ q ´  ď Qpxq ď P px` q ` u . (2.5)
The Le´vy metric is shift-invariant and metrizes weak convergence of measures on R.
Definition 2.6 (Prokhorov Metric [150])
The Prokhorov metric between two probability measures µ and ν on a metric space
Ω is defined by
dPpµ, νq “ inf t ą 0 | @B P BpΩq : µpBq ď νpBq ` u , (2.6)
where B “ tx P Ω | infyPB dpx, yq ď u.
The Prokhorov metric was introduced as the analogue to the Le´vy metric for more general
spaces. This metric is theoretically important because it metrizes weak convergence of
measures on any separable metric space pΩ, dq, i. e. any metric space that contains a
countable and dense subset.
Definition 2.7 (Separation Distance [3])
The separation distance between two probability measures µ and ν on a countable
measurable space Ω is defined by
dSpµ, νq “ max
iPΩ
ˆ
1´ µpiq
νpiq
˙
. (2.7)
The separation distance is not a metric. However, it is important in the study of Markov
chains.
Definition 2.8 (Total Variation Distance [3])
The total variation distance between two probability measures µ and ν on a measur-
able space Ω is defined by
dTVpµ, νq “ sup
APA
|µpAq ´ νpAq| , (2.8)
where A is the σ-algebra on Ω.
The total variation distance assumes values in r0, 1s. The following theorem is useful for
this work as it allows to focus on the L1-difference between probability density functions
when applying the total variation distance.
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Theorem 2.1 (Total Variation Distance, see e. g. [178])
Let µ and ν be probability measures on Rd with respective probability density func-
tions p and q w. r. t. the Lebesgue reference measure. Then the following holds:
dTVpµ, νq “ 1
2
max
h:ΩÑr´1,1s
ˇˇˇˇż
hdµ´
ż
hdν
ˇˇˇˇ
“ 1
2
‖p´ q‖L1 . (2.9)
Definition 2.9 (Wasserstein Metric [53])
The Wasserstein metric between two probability measures µ and ν on a separable
metric space Ω with metric d is defined by
dWpµ, νq “ sup
hPW
ˇˇˇˇż
hdµ´
ż
hdν
ˇˇˇˇ
, (2.10)
where W “ th : Ω Ñ R | ‖h‖L ď 1u and ‖h‖L “ supx,yPΩ,x‰y |hpxq´hpyq|dpx,yq .
The Wasserstein distance has found applications in information theory, mathematical
statistics, mass transportation problems and is also called as the earth mover’s distance
in engineering applications, see e. g. [163] for further references.
Definition 2.10 (χ2-Distance [44])
The χ2-distance between two probability measures µ and ν on a measurable space Ω
is defined by
dχ2pµ, νq “
ż
SpµqYSpνq
pp´ qq2
q
dρ, (2.11)
where Spµq and Spνq denote the supports of µ and ν.
Definition 2.10 is independent of the choice of the dominating measure ρ. The χ2-distance
is not symmetric in µ and ν. The χ2-distance has origins in mathematical statistics dating
back to Pearson.
It is interesting to observe that several distances in this subsection are instances of a
larger class of probability metrics called f -divergences [44]. For any convex function f
with fp1q “ 0, define
df pµ, νq “
ż
Ω
f
ˆ
p
q
˙
q dρ. (2.12)
Choosing fptq “ pt ´ 1q2 yields the χ2-distance, fptq “ p?t ´ 1q2 the squared Hellinger
distance, fptq “ t log t the KL-divergence and fptq “ 12 |t´ 1| the total variation dis-
tance.
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Another important class of probability metrics are integral probability metrics [136]. For
any set F of real-valued bounded measurable functions on Ω, define
dF pµ, νq “ sup
fPF
ˇˇˇˇż
f dµ´
ż
f dν
ˇˇˇˇ
. (2.13)
Choosing F “ th : Ω Ñ R | ‖h‖L ď 1u yields the Wasserstein metric and F “ th : Ω Ñ
R | ‖f‖8 ď 1u yields the total variation distance, see Theorem 2.1. The total variation
distance is the only non-trivial f -divergence that is also an integral probability metric [163].
In statistics, integral probability metrics are called maximum mean discrepancy if F is the
unit ball of a reproducing kernel Hilbert space (RKHS) [71, 163]. A Hilbert space H is
called RKHS, iff there exists a function κ : Ωˆ Ω Ñ R satisfying
@y P Ω : κp., yq P H and @y P Ω,@f P H : xf, κp., yqyH “ fpyq.
The function κ is called reproducing kernel of H. Important examples of kernels on Rd
are linear kernels κpx,yq “ xx,yy ` b with bias b P R, polynomial kernels κpx,yq “
pxx,yy ` bqm of order 2 ď m P N and Gaussian kernels κpx,yq “ exp
´‖x´y‖2
2σ2
¯
with
bandwidth σ P R.
The main results proposed in this work focus on Ω “ Rd, the Borel σ-algebra BpRdq
and probability measures µ, ν which admit probability density functions p, q P M`Rd˘
w. r. t. the Lebesgue reference measure ρ. Throughout this work, whenever possible, we
therefore express probability metrics as distances between densities. For example, we
denote dKLpp, qq “ dKLpµ, νq and dTVpp, qq “ dTVpµ, νq.
2.1.2 Bounds
Our goal of weak similarity assumptions between probability measures requires some in-
tuition about the strength of probability metrics. In this subsection, we review some re-
lationships among the probability metrics proposed in Subsection 2.1.1. We follow Gibbs
and Su [66] who give an illustrative summary of these relationships which we summarize
in the following three theorems and Figure 2.1.
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Theorem 2.2 (Relationships on Measurable Spaces, see e. g. [66])
Let µ and ν be probability measures on a measurable space Ω with densities p and q,
respectively. Then the following holds:
dTVpµ, νq ď
c
1
2
dKLpµ, νq (2.14)
dTVpµ, νq ď dHpµ, νq ď
a
2dTVpµ, νq (2.15)
dHpµ, νq ď
a
dKLpµ, νq (2.16)
dKLpµ, νq ď logp1` dχ2pµ, νqq (2.17)
dHpµ, νq ď
?
2dχ2pµ, νq1{4. (2.18)
If µ is dominated by ν it further holds that:
dTVpµ, νq ď 1
2
b
dχ2pµ, νq. (2.19)
Recall that µ is dominated by ν, denoted by µ ! ν, iff νpAq “ 0 implies µpAq “ 0 for all
measurable sets A.
Theorem 2.3 (Relationships on Metric Spaces, see e. g. [66])
Let µ and ν be probability measures on a metric space Ω with metric d. Then the
following holds:
dPpµ, νq2 ď dWpµ, νq ď pdiampΩq ` 1q dPpµ, νq (2.20)
dDpµ, νq ď dTVpµ, νq (2.21)
dPpµ, νq ď dTVpµ, νq (2.22)
dWpµ, νq ď diampΩq dTVpµ, νq, (2.23)
where diampΩq “ supx,yPΩ dpx, yq. If ν satisfies νpBq ď νpBq`φpq for all B P BpΩq,
B “ tx P Ω | infyPB dpx, yq ď u and some right-continuous function φ then
dDpµ, νq ď dPpµ, νq ` φpdPpµ, νqq. (2.24)
If Ω is finite then the following holds:
dmin dTVpµ, νq ď dWpµ, νq, (2.25)
where dmin “ minx,yPΩ,x‰y dpx, yq.
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Theorem 2.4 (Relationships on R, see e. g. [66])
Let µ and ν be probability measures on R with cumulative distribution functions P
and Q respectively. Then the following holds:
dKpµ, νq ď dDpµ, νq ď 2dKpµ, νq (2.26)
dLpµ, νq ď dPpµ, νq (2.27)
dLpµ, νq ď dKpµ, νq. (2.28)
If ν is dominated by the Lebesgue measure it further holds that:
dKpµ, νq ď
ˆ
1` sup
xPR
ˇˇ
Q1pxqˇˇ˙ dLpµ, νq. (2.29)
Theorem 2.2, Theorem 2.3 and Theorem 2.4 provide several interesting relationships be-
tween topologies on the space of measures. For example, Eq. (2.15) shows that the total
variation distance and the Hellinger distance induce equivalent topologies. Other inequal-
ities induce other topologies. Moreover, the following interesting statements follow imme-
diately.
Corollary 2.1 (Weak Convergence, see e. g. [66])
For measures on R, the Le´vy metric metrizes weak convergence. Convergence under
the discrepancy and Kolmogorov metric imply weak convergence. The discrepancy
and Kolmogorov metric metrize weak convergence of a sequence µ1, µ2, . . . towards ν
if ν is dominated by the Lebesgue reference measure.
For measures on a measurable space Ω, the Prokhorov metric metrizes weak conver-
gence. Convergence under the Wasserstein metric implies weak convergence.
Furthermore, if Ω is bounded, the Wasserstein metric metrizes weak convergence and
convergence under any of the following metrics implies weak convergence: total vari-
ation, Hellinger distance, separation distance, KL-divergence and the χ2-divergence.
If Ω is both bounded and finite, the total variation and Hellinger distance metrize
weak convergence.
2.1.3 Moment Distances
In this work, we analyze domain adaptation problems under weak assumptions on the
similarity of the underlying probability measures. Our assumptions are based on moment
distances which imply a weak form of similarity of probability measures [151].
Simple probability metrics as proposed in Subsection 2.1.1 satisfy the identity of indis-
cernibles, i. e. for all probability measures µ and ν on the measurable space pΩ,Aq it holds
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that
dpµ, νq “ 0 ðñ µ “ ν. (2.30)
In contrast, a moment distance between probability measures µ and ν on Rd satisfies
dpµ, νq “ 0 ðñ hpµq “ hpνq (2.31)
where hpµq “ şφdµ is a vector of moments corresponding to some vector φ “ pφ1, . . . , φnqT
of polynomials φ1, . . . , φn P Rrx1, . . . , xds. Moment distances can be extended to more gen-
eral measurable spaces and more general functionals h. Such metrics are called primary
probability metrics. However, in this work, we are only interested in the real case and
functionals h as given above.
One important example of a moment distance is the following extension of the Engineer’s
metric [151].
Definition 2.11 (`1-Distance Between Moments)
The `1-distance between moments w. r. t. some φ P pRrx1, . . . , xdsqn between two
probability measures µ and ν on the unit cube r0, 1sd is defined by
dMpµ, νq “
∥∥∥∥ż φdµ´ ż φdν∥∥∥∥
1
. (2.32)
Note that the focus on probability measures µ and ν on the unit cube implies that the
vectors
ş
φdµ and
ş
φdµ are finite.
Given the moment distance above, questions about its relation to the probability metrics
described in Subsection 2.1.1 arise. The following theorem gives some intuition.
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Theorem 2.5 (Rachev et al. [151])
Let µ and ν be probability measures on r0, 1s with characteristic functions f and g,
respectively, fulfilling
sup
|t|ďT0
|fptq ´ gptq| ď ε (2.33)
for some real constants T0 and ε. Then there exists an absolute constant CZ such that
for all n P N with
n3C
1
n`1
Z ε
1
n`1 ď T0{2 (2.34)
we have ˇˇˇˇż
xn dµ´
ż
xn dν
ˇˇˇˇ
ď CZn3ε 1n`1 . (2.35)
Theorem 2.5 gives a bound on the differences between moments based on a local bound
on the underlying probability measures.
In Subsection 3.6.1 we extend this theorem to an upper bound on dM in terms of the
Le´vy metric. This implies that dM can be bounded from above by all probability metrics
described in Subsection 2.1.1. One consequence of Theorem 2.5 is that weak convergence
on compact intervals implies convergence of finitely many moments. This result also
follows from Portmanteau’s theorem, see e. g. [53].
Lemma 2.1
The weak convergence of a sequence µ1, µ2, . . . of probability measures on r0, 1sd to
some probability measure ν on r0, 1sd implies the convergence of µ1, µ2, . . . to ν in dM.
However, a zero moment distance does not imply identical probability measures and con-
vergence in moments does not imply weak convergence for general probability measures.
Therefore, questions about the difference of two probability measures based on finitely
many moments arise.
The literature about moment problems [2, 90, 155, 177] provides bounds on the difference
between two one-dimensional probability measures on R with finitely many coinciding
moments. However, bounds in the multivariate case remain scarce [48,97].
Lindsay and Basak show [108] that the Kolmogorov metric between two probability mea-
sures with finitely many coinciding moments can be very large.
Tagliani et al. [129, 174–176] show that, in the case of compactly supported probability
measures, this difference can be bounded by means of the KL-divergence between the
probability density function and the maximum entropy density sharing the same finite
collection of moments.
Barron and Sheu [10] give bounds on the KL-divergence between a compactly supported
Moment-Based Domain Adaptation: Learning Bounds and Algorithms
18 Chapter 2. Background
probability density function and its approximation by estimators of maximum entropy
densities. They establish rates of convergence for log-density functions assumed to have
square integrable derivatives. Their analysis involves moment-based bounds which we will
review in more detail in Subsection 2.4.4.
2.2 Statistical Learning Theory
The process of inductive inference which can roughly be summarized as follows [28]: (1)
observe a phenomenon, (2) construct a model of that phenomenon and (3) make predic-
tions using this model. It is the goal of learning theory to formalize this process. In this
thesis, we rely on a classical part of learning theory which is the statistical learning frame-
work for binary classification. Most results in binary classification can be readily extended
to more general settings as e. g. multi-class classification and regression [158].
In this section we follow Vapnik [181] and Ben-David et al. [15].
For simplicity, we focus on distributions which are represented by probability density
functions p PM`Rd˘ w. r. t. the Lebesgue reference measure.
This section is structured as follows: Subsection 2.2.1 formalizes the problem of binary
classification and the principle of empirical risk minimization. Subsection 2.2.2 summarizes
related results.
2.2.1 Binary Classification
In the framework of binary classification observations are considered in the form of instance-
label pairs. The instances are vectors in Rd. We follow [15,16] and assume labels in r0, 1s,
where intermediate values are used to model non-deterministic, e. g. expected, behaviour.
The goal of binary-classification is the estimation of some unknown function l : Rd Ñ r0, 1s
based on finitely many such instance-label pairs.
Problem 2.1 (Binary Classification, see e. g. [181])
Consider some probability density p PM`Rd˘ and a labeling function l : Rd Ñ r0, 1s.
Given a training sample Xp “ tx1, . . . ,xku drawn from p and a corresponding multiset
Y “ tlpx1q, . . . , lpxkqu of labels, find some function f : Rd Ñ t0, 1u with a small
misclassification risk ż
Rd
|fpxq ´ lpxq| ppxq dx. (2.36)
Remark 1 (A Note on Integrability). For the misclassification risk in Eq. (2.36) to exist,
the Lebsgue integral of |f ´ l| need to exist. We therefore assume that all labeling functions
are Lebesgue integrable and focus on functions f which are integrable.
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In the following let F be a set of integrable binary classifiers, i. e.
F Ă
!
f : Rd Ñ t0, 1u
ˇˇˇ
f integrable
)
. (2.37)
Note that the probability density p and the labeling function l in Problem 2.1 are typically
unknown in practical applications. Therefore, different principles have been proposed
to solve Problem 2.1 based on the samples Xp and Y . The principle of empirical risk
minimization is to choose a function f P F with small empirical misclassification risk
which is given by:
1
k
ÿ
xPXp
|fpxq ´ lpxq| . (2.38)
Other principles which extend empirical risk minimization are structural risk minimization,
regularization and normalized regularization. For an overview, we refer to [28].
All these principles require an a priori choice of a function class F from which f is chosen.
Another common feature is that the empirical misclassification risk as given by Eq. (2.38)
is still considered as part of the optimization procedure, i. e. as a term of the corresponding
objective. One important question is therefore:
Under which conditions can we expect empirical risk minimization to solve Problem 2.1?
It turns out that the success can be expected for large samples Xp and function classes F
of finite complexity. This answer is formalized in the next subsection.
2.2.2 Learning Bounds
This subsection provides results regarding the success of the empirical risk minimization
principle for solving Problem 2.1. First proofs are given by Vapnik and Chervonenkis in
1966, see [182] for an English translation.
These results take the form of probabilistic upper bounds on the absolute difference be-
tween the misclassification risk in Eq. (2.36) and the empirical misclassification risk in
Eq. (2.38). The bounds are based on the sample size of Xp and a measure of the complex-
ity of set F .
To obtain the complexity measure, the idea is to look at the function class ’projected’ on
a sample.
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Definition 2.12 (Growth Function [182])
The growth function of F is defined by
SF : NÑ N
k ÞÑ
ˇˇˇ!
pf px1q , . . . , f pxkqq
ˇˇˇ
f P F , x1, . . . ,xk P Rd
)ˇˇˇ
.
(2.39)
The growth function value SF pkq is the maximum number of ways into which k points can
be classified by the function class F . As shown in [182], the value of the growth function
can be used to bound the absolute difference between the misclassification risk and the
empirical misclassification risk.
Theorem 2.6 (Vapnik and Chervonenkis [182])
Consider some probability density p PM`Rd˘ and a labeling function l : Rd Ñ r0, 1s.
For any δ P p0, 1q and any f P F the following holds with probability at least 1 ´ δ
over the choice of a k-sized sample Xp drawn from p:
ż
|f ´ l| p ď 1
k
ÿ
xPXp
|fpxq ´ lpxq| `
d
8
logSF p2kq ` log 2δ
k
. (2.40)
The question remains how to compute the growth function. Therefore the following quan-
tity is of special importance.
Definition 2.13 (VC-dimension [182])
The Vapnik Chervonenkis dimension (VC-dimension) VCpFq of F is the largest k P N
such that
SF pkq “ 2k. (2.41)
One interpretation of the VC-dimension is that it measures the size of the projections
of a function class onto finite samples [28]. The VC-dimension does not just ’count’ the
number of functions in the class but depends on the geometry of the class. For example
consider the VC-dimension of linear and affine functions:
VC
´!
f : Rd Ñ t0, 1u
ˇˇˇ
fpxq “ 1R`pxw,xyq,w P Rd
)¯
“ d (2.42)
VC
´!
f : Rd Ñ t0, 1u
ˇˇˇ
fpxq “ 1R`pxw,xy ` bq,w P Rd, b P R
)¯
“ d` 1 (2.43)
where 1R`pxq is one iff x is a positive real number and it is zero otherwise.
The following lemma serves as a key to upper bound the growth function. It was inde-
pendently discovered by Sauer in combinatorics, Shelah in model theory and Vapnik and
Chervonenkis in statistics.
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Lemma 2.2 (Vapnik and Chervonenkis, Sauer, Shelah, see e. g. [181])
If VCpFq ă 8 then the following holds for all k P N:
SF pkq ď
VCpFqÿ
i“1
ˆ
k
i
˙
(2.44)
and for all k ě VCpFq the following holds:
SF pkq ď
ˆ
ek
VCpFq
˙VCpFq
. (2.45)
Combining Lemma 2.2 with Theorem 2.6 yields the following learning bound.
Theorem 2.7 (Learning Bound, Vapnik and Chervonenkis [182])
Consider some probability density p PM`Rd˘ and a labeling function l : Rd Ñ r0, 1s.
If VCpFq ď k ă 8, then, for any δ P p0, 1q and any f P F , the following holds with
probability at least 1´ δ over the choice of a k-sized sample Xp drawn from p:
ż
|f ´ l| p ď 1
k
ÿ
xPXp
|fpxq ´ lpxq| `
d
8
VCpFq log 2ekVCpFq ` log 2δ
k
. (2.46)
Theorem 2.7 shows that the empirical risk minimization principle solves Problem 2.1 of
binary classification if the sample size k is large enough and the function class F has small
VC-dimension VCpFq. Moreover, it leads to upper bounds on the following important
quantity.
Definition 2.14 (Sample Complexity, see e. g. [158])
Consider some probability density p PM`Rd˘ and a labeling function l : Rd Ñ r0, 1s.
The sample complexity kF pε, δq of F is the minimum k P N such that the following
holds for all f P F with probability at least 1´ δ over the choice of a k-sized sample
Xp drawn from p: ˇˇˇˇ
ˇˇż |f ´ l| p´ 1k ÿ
xPXp
|fpxq ´ lpxq|
ˇˇˇˇ
ˇˇ ď ε. (2.47)
It follows from Theorem 2.7, see e. g. [158], that there exists some constant C ą 0
with
kF pε, δq ď CVCpFq log
VCpFq
ε ` log 1δ
ε2
. (2.48)
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This result is one of the biggest breakthroughs in machine learning. It shows that the
sample size required for accurately estimating the true misclassification risk does often
grow slower than exponentially with the dimension d. This result seems to be counter in-
tuitive in the light of the exponential rate of convergence in the Weierstrass approximation
theorem for non-smooth functions [181].
It turns out that Eq. (2.48) can be even improved based on a careful analysis of the
so-called Rademacher complexity using a technique called chaining. This leads to the fol-
lowing result often called the quantitative version of the fundamental theorem of statistical
learning.
Theorem 2.8 (Fundamental Theorem of Statistical Learning, see e. g. [158])
Consider some probability density p PM`Rd˘ and a labeling function l : Rd Ñ r0, 1s.
If VCpFq ă 8 then there exist constants C1, C2 P N such that
C1
VCpFq ` log 1{δ
ε2
ď kF p, δq ď C2 VCpFq ` log 1{δ
ε2
. (2.49)
The results above assume one unique labeling function l and samples Xp with elements
being realizations of random variables with the same probability density function p. How-
ever, these assumptions are violated in many practical tasks. In the next section we give a
short overview of the field of domain adaptation which is concerned with the generalization
of these assumptions.
2.3 Domain Adaptation
One motivating question for the framework of domain adaptation is the following:
Under which conditions can we expect a classifier to perform well on some target data
from a situation different from the training one?
To answer this question, the classical statistical learning theory described in Section 2.2
must be extended. One such extension is the framework of domain adaptation.
In this section, we describe the problem of domain adaptation for binary classification
following Ben-David et al. [15], Mansour, Mohri and Rostamizadeh [125] and Cortes and
Mohri [36]. We also briefly summarize related work on learning bounds for domain adap-
tation and algorithms for solving practical domain adaptation problems.
For simplicity and consistency, we focus on distributions represented by probability density
functions p PM`Rd˘ w. r. t. the Lebesgue reference measure.
This section is structured as follows: Subsection 2.3.1 motivates the generalization of clas-
sical statistical learning theory, Subsection 2.3.2 formalizes the problem of domain adap-
tation for binary classification, Subsection 2.3.3 summarizes important results and Sub-
section 2.3.4 reviews different algorithms for solving domain adaptation problems.
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2.3.1 Motivation
Figure 2.2: Practical examples violating assumptions of statistical learning theory. The
goal is to learn a statistical model on a source domain which performs well on a target
domain.
Most results in statistical learning, both practical and theoretical, assume that the un-
derlying data follow one fixed distribution and one labeling function [15, 158, 181]. For
example consider Problem 2.1 of binary classification, which assumes one unique labeling
function l and a sample Xp with elements being realizations of random variables with the
same probability density function p. However, these assumptions are violated in many
practical tasks.
Figure 2.2 shows different practical examples violating the assumptions made in statistical
learning theory. The goal is to learn a statistical model on some source domain such that it
performs well on some target domain. One example is the training of statistical classifiers
on images from a homepage showing clear white backgrounds with the goal of a small
misclassification risk on images captured by a webcam [154]. Another important example is
sentiment analysis of product reviews, where a model is trained on data of a source product
category, e. g. book reviews, and it is tested on data of a related category, e. g. kitchen
product reviews [67]. A third example is the regression of spectroscopic measurements
where different instrumental responses, environmental conditions, or sample matrices can
lead to different source and target measurements [122]. A fourth example is the drilling
of steel components where different machine settings can lead to different torque curves
during time [59,145]. As a last example consider the content-based depth range adaptation
of unlabeled stereoscopic videos by means of labeled data from movies [156,200,201].
The examples above are discussed in the general area of transfer learning [144]. General
transfer learning problems can have the goal of adapting functions such that they solve new
learning tasks, e. g. using a binary classifier to find a function separating three classes. Such
problems are too general for our purpose and we restrict ourselves to the more specific
sub-area of domain adaptation. Domain adaptation is concerned with the learning of
statistical models that perform well on some target data with a labeling function and a
distribution different from some source data.
Subsection 2.3.2 extends the Problem 2.1 of binary classification to the setting of domain
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adaptation.
2.3.2 Binary Classification
We start with a formal definition of a domain.
Definition 2.15 (Domain [15,16,22])
A domain is a pair pp, lq of a probability density function p PM`Rd˘ and a labeling
function l : Rd Ñ r0, 1s.
Recall that a labeling function is assumed to be integrable. The problem of domain
adaptation for binary classification can now be defined as follows.
Problem 2.2 (Domain Adaptation for Binary Classification [15,16,22])
Consider two domains, a source domain pp, lpq and a target domain pq, lqq.
Given a source sample Xp “ tx1, . . . ,xku drawn from p with corresponding labels
Yp “ tlppx1q, . . . , lppxkqu and a target sample Xq “ tx11, . . . ,x1su drawn from q with
corresponding labels Yq Ď tlqpx11q, . . . , lqpx1squ, find some function f : Rd Ñ t0, 1u with
a small target misclassification riskż
Rd
|fpxq ´ lqpxq| qpxqdx. (2.50)
Problem 2.2 is based on two domains. However, it can be easily extended to multiple
domains, see e. g. [204].
Sometimes, equality of the two labeling functions is assumed, i. e. lp “ lq. This assumption
is called covariate shift assumption [18, 166, 167]. Covariate shift problems have seen
significant work [38,84,168] in the area of sample selection bias [79] which can be seen as
a sub-area of domain adaptation.
Note that the target sample Xq in Problem 2.2 can be empty and the label multiset Yq can
be a strict subset of the full label set tlqpx11q, . . . , lqpx1squ. According to the size of Xq and
Yq, different variants of Problem 2.2 are considered: If s ą 0 and Yq “ tlqpx11q, . . . , lqpx1squ,
the problem is called supervised. The setting of supervised domain adaptation is similar to
the one of multi-task learning [30]. However, in contrast to domain adaptation, multi-task
learning aims at finding functions with a high performance on both domains, source and
target. If s ą 0 and ∅ ‰ Yq Ă tlqpx11q, . . . , lqpx1squ, Problem 2.2 is called semi-supervised.
If s ą 0 and no target labels are given, i. e. Yq “ ∅, Problem 2.2 is called unsupervised.
Unsupervised domain adaptation is a problem which often arises in practice when col-
lecting labels is expensive [23, 63, 154]. In Chapter 4, we propose a new algorithm for
unsupervised domain adaptation and test it on benchmark datasets. If s “ 0, Problem 2.2
is called domain generalization. This problem often arises in industrial applications where
application data has a distribution that is different from the one of the training data [122].
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A problem of domain generalization from industrial manufacturing is discussed in more
detail in Section 5.1.
It is important to note that Problem 2.2 is not solvable if the distance between the two
domains is large. This intuition is formalized by Ben-David in [17] and Ben-David and
Urner in [18]. As the authors point out, the unsupervised domain adaptation problem
becomes intractable when the labeling functions are too different. The same holds if the
input distributions largely differ.
However, when the domains are similar, it has been empirically and theoretically shown
that Problem 2.2 can be solved. Most of these theoretical results take the form of learning
bounds as described in Subsection 2.3.3.
2.3.3 Learning Bounds
In the following, let F Ă  f : Rd Ñ t0, 1u ˇˇ f integrable( be a class of binary classifiers.
Following [15], we may state the following result.
Theorem 2.9 (Ben-David et al. [15])
Let pp, lpq and pq, lqq be two domains. Then the following holds for all f P F :ż
|f ´ lq| q ď
ż
|f ´ lp| p` ‖p´ q‖L1 ` λ˚ (2.51)
where
λ˚ “ inf
hPF
ˆż
|h´ lq| q `
ż
|h´ lp| p
˙
. (2.52)
Proof. Following the proof of Theorem 2 in [15], we obtain for any h P F ,ż
|f ´ lq| q “
ż
|f ´ lq| q `
ż
|f ´ h| p´
ż
|f ´ h| p
ď
ż
|f ´ h| q `
ż
|h´ lq| q `
ż
|f ´ lp| p`
ż
|lp ´ h| p´
ż
|f ´ h| p,
where the last inequality follows from the triangle inequality. Note thatż
|f ´ h| q ´
ż
|f ´ h| p ď sup
hPF
ˇˇˇˇż
|f ´ h| q ´
ż
|f ´ h| p
ˇˇˇˇ
ď sup
g:RdÑr´1,1s
ˇˇˇˇż
gq ´
ż
gp
ˇˇˇˇ
“ ‖p´ q‖L1 ,
where the last equality is due to Theorem 2.1 in Section 2.1. Combining the two inequalities
yields ż
|f ´ lq| q ď
ż
|f ´ lp| p` ‖p´ q‖L1 `
ż
|h´ lq| q `
ż
|lp ´ h| p
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and the theorem follows by taking the infimum over all h P F .
The term λ˚ is called the minimum combined misclassification risk and it embodies a
notion of adaptability of a classifier [15]. If λ˚ is large, then Problem 2.2 cannot be solved
by focusing on functions with a small source misclassification risk. On the other hand, if
λ˚ is small, the L1-difference between the densities can be used to measure adaptability.
This can be seen from Theorem 2.9. If ‖p´ q‖L1 is small, a classifier f P F with a small
source misclassification risk shows also a small target misclassification risk.
Theorem 2.9 has important implications for the problem of domain generalization where
no target data is available. Together with Theorem 2.7 it shows that empirical risk min-
imization in the source domain using an appropriately large function class F solves this
problem in settings where the domains are similar.
Theorem 2.9 has also implications for the problem of unsupervised domain adaptation.
In unsupervised domain adaptation no labels of the target domain are available and the
left-hand side of Eq. (2.51) cannot be sampled. Theorem 2.9 motivates a large class of
algorithms which aim at minimizing the right-hand side, see Subsection 2.3.4.
Unfortunately, the L1-norm cannot be accurately sampled [13]. Different approaches have
been proposed to overcome this problem.
One approach extends the statistical learning theory described in Section 2.2. It is based
on the empirical F-divergence pdF pXp, Xqq between two k-sized samples Xp and Xq. The
empirical F-divergence of a symmetric function class F , i. e. a function class F such that
for all h P F also 1´ h P F , is defined by [16,89]
pdF pXp, Xqq “ 2
¨˝
1´ inf
fPF
¨˝
1
k
ÿ
x:fpxq“0
1Xppxq ` 1k
ÿ
x:fpxq“0
1Xqpxq‚˛˛‚. (2.53)
It is shown in [15] that the empirical F-divergence can be efficiently approximated.
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Theorem 2.10 (Ben-David et al. [15, 16,24])
Consider two domains pp, lpq and pq, lqq and let F be symmetric.
If VCpFq ď k ă 8, then, for any δ P p0, 1q and any f P F , the following holds with
probability at least 1´ δ over the choice of two k-sized samples Xp drawn from p and
Xq drawn from q:
ż
|f ´ lq| q ď 1
k
ÿ
xPXp
|fpxq ´ lppxq| `
d
8
VCpFq log 2ekVCpFq ` log 2δ
k
` 1
2
pdF pXp, Xqq ` 4
d
2VCpFq logp2kq ` log 2δ
k
` λ˚.
(2.54)
where λ˚ is defined as in Eq. (2.52).
For large samples, symmetric classes F with small VC-dimension and well solvable domain
adaptation problems, i. e. λ˚ « 0, Theorem 2.10 shows that the empirical source error
and the empirical F-divergence can be used to estimate an upper bound on the target
error.
The proofs of Theorem 2.9 and Theorem 2.10 are based on the triangle inequality for
the binary misclassification error. Other types of errors lead to other forms of these
bounds [43].
Mansour et al. [125–127] extend the arguments of Ben-David et al. by more general distance
measures [125], robustness concepts of algorithms [127] and tighter error bounds based on
the Rademacher complexity.
Recently, Vural considered the problem of transforming two differently distributed samples
by means of two different functions in a common latent space and subsequently learn a
discriminative model [184]. Her assumptions imply that the two different functions do not
map differently labeled sample points onto the same point in the latent space.
In Chapter 3 we provide learning bounds for domain adaptation based on moment dis-
tances in order to provide learning guarantees under weak similarity assumptions on the
source and target density.
2.3.4 Algorithms
Theorem 2.9 suggests various algorithms for domain adaptation based on empirical risk
minimization and the minimization of distances between the transformed source and target
distributions. The large majority of them follow one of the two principles [37]: (a) to
reweight the source and target sample or (b) to learn new feature representations.
Algorithms following principle (a) aim at correcting the domain difference by multiplying
the loss at each training example by a positive weight. Many of these algorithms are
based on the minimization of probability metrics as discussed in Section 2.1. For example,
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the algorithm proposed in [84] is based on minimizing the maximum mean discrepancy,
i. e. an integral probability metric based on a reproducing kernel Hilbert space. The KL-
divergence is minimized in [168]. The generalization bounds proposed in [125] motivate an
algorithm that minimizes a new distance between empirical distribution functions which
is based on a function space and a distance between two functions from this space. This
algorithm has been further extended in [37].
Principle (b) of learning new data representations is illustrated in Figure 2.3 for the prob-
lem of unsupervised domain adaptation. Consider two domains pp, lpq and pq, lqq, a source
sample Xp drawn from p P M
`
Rd
˘
and a target sample Xq drawn from q P M
`
Rd
˘
.
Algorithms which follow principle (b) aim at finding some functions g : Rd Ñ Rs and
f : Rs Ñ t0, 1u such that f ˝ g : Rd Ñ t0, 1u has a small source risk and such that
the probability density functions p˜ and q˜ of the sample representations gpXpq and gpXqq
are similar. This is, in the case of binary classification, often done by minimizing an
approximation of the following objective function:
1
k
ÿ
xPXp
|fpgpxqq ´ lppxq| ` λ ¨ dˆ pgpXpq, gpXqqq (2.55)
where λ ą 0 is a parameter and dˆ is a distance between the source and target sample
representation gpXpq and gpXqq, e. g. an empirical estimation of some probability metric
d :M`Rd˘ˆM`Rd˘Ñ r0,8q.
For example, some algorithms focus on the minimization of empirical estimations of the
maximum mean discrepancy with linear kernel [46,180] or the maximum mean discrepancy
with Gaussian kernel [27, 109, 110]. The Wasserstein distance is applied in [39, 160]. An
empirical estimation of the KL-divergence is minimized in [207]. Moment distances based
on first and second moments are applied in [107, 171]. An empirical estimator of the F-
divergence as defined in Eq. (2.53) is applied in [54, 63, 179]. Other divergences are used
in [19,135,161].
In Chapter 4, we propose a new moment distance based on higher-order moments and
apply it to the representation learning principle.
The parameter λ in Eq. (2.55) is sometimes called domain regularization parameter. Its
selection is a hard problem in unsupervised domain adaptation and domain generalization
due to missing target labels [194]. This problem is discussed in more detail in Subsec-
tion 2.5.5.
It is important to note that under the covariate shift assumption, i. e. lp “ lq, two new
domains pp˜, lp˜q and pq˜, lq˜q with lp˜, lq˜ : Rs Ñ r0, 1s are defined by
lp˜paq “
ş
tx|gpxq“au lppxqppxq dxş
tx|gpxq“au ppxq dx
(2.56)
and lq˜ analogously [16]. Based on this definition, Theorem 2.9 and Theorem 2.10 can be
used to provide learning bounds for algorithms following principle (b). This is done in
Chapter 3 for moment distances.
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Figure 2.3: Principle of learning representations for unsupervised domain adaptation.
Given: Source sample Xp with labels and unlabeled target sample Xq; Goal: Find a
function f ˝g : Rd Ñ t0, 1u with a small misclassification risk on target density q; Method:
Minimizing misclassification risk on source sample Xp and distance dˆ between the sample
representations gpXpq and gpXqq.
2.4 Maximum Entropy Distribution
In this work, we often choose some specific probability distribution from a broader class of
distributions having finitely many moments in common. We take these decisions based on
the principle of maximum entropy. This principle states that the probability distribution
which best represents the current state of knowledge is the one with the largest entropy,
in the context of precisely stated prior data. In this work, the prior data is given by a
finite set of (sample) moments.
In this section, we describe the concept of maximum entropy distributions following mainly
Cover and Thomas [41], and, Wainwright and Jordan [185]. We also review some approx-
imation results following Barron and Sheu [10].
This section is structured as follows: Subsection 2.4.1 gives basic definitions. Subsec-
tion 2.4.2 and subsection 2.4.3 review some properties of maximum entropy distributions.
Finally, Subsection 2.4.4 describes some approximation properties of maximum entropy
distributions.
2.4.1 Maximum Entropy
In this subsection, we focus on distributions which are represented by probability den-
sity functions p PM`r0, 1sd˘ on the d-dimensional unit cube r0, 1sd w. r. t. the Lebesgue
reference measure.
We rely on the following measure of the entropy of a density p PM`r0, 1sd˘.
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Definition 2.16 (Differential Entropy, see e. g. [41])
Shannon’s differential entropy hppq of a probability density p PM`r0, 1sd˘ is given by
hppq “ ´
ż
r0,1sd
ppxq log ppxq dx. (2.57)
The differential entropy is concave, may be negative, and may be potentially infinite if the
integral in Eq. (2.57) diverges [41].
Definition 2.17 (Maximum Entropy Density, see e. g. [41])
Let φ P pRrx1, . . . , xdsqn be a vector of polynomials and let µ P Rn. The maximum
entropy density p satisfying the moment constraint
ş
φp “ µ is the probability den-
sity function with maximum differential entropy hpqq among all probability density
functions in the set #
q PM
´
r0, 1sd
¯ ˇˇˇˇˇ
ż
r0,1sd
φpxqqpxqdx “ µ
+
. (2.58)
Note that our focus on probability densities q PM`r0, 1sd˘ on the unit cube implies that
the elements of the vector
ş
φq are finite. However, the set in Eq. (2.58) can be empty
and the maximum entropy density might not exist [41].
2.4.2 Existence and Uniqueness
If the maximum entropy density as specified in Definition 2.17 exists, there is a special
relation to the following class of probability density functions.
Definition 2.18 (Polynomial Exponential Family)
Let φ P pRrx1, . . . , xdsqn be a vector of polynomials. The polynomial exponential
family Eφ corresponding to φ is the set all probability density functions q PM
`r0, 1sd˘
of the form
qpxq “ cpλq expp´xλ,φpxqyq (2.59)
where λ P Rn is a parameter vector and
cpλq “
˜ż
r0,1sn
expp´xλ,φpxqyq dx
¸´1
(2.60)
is the constant of normalization.
The function f : Rn Ñ R,λ ÞÑ ´ log cpλq is sometimes called cumulant function and is
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continuous, see e.g. [185, Proposition 3.1]. The following Lemma 2.3 shows the unique-
ness of maximum entropy distributions and its special relation to polynomial exponential
families.
Lemma 2.3 (Uniqueness of Maximum Entropy Density, see e. g. [41])
Let φ P pRrx1, . . . , xdsqn be a vector of polynomials and let µ P Rn. If there exists
some q P Eφ with
ş
φq “ µ then q is the unique maximum entropy density satisfying
the moment constraint
ş
φq “ µ.
Definition 2.18 of polynomial exponential families is based on an arbitrary vector φ of
polynomials. More guarantees can be given for specific polynomials. Let therefore ψpm, dq
denote the number of monomials of maximum degree m in d variables without the zero-
degree monomial 1.
Lemma 2.4 (Existence of Maximum Entropy Density, see e.g. [185])
Consider some vector φm “ pφ1, . . . , φψpm,dqqT such that 1, φ1, . . . , φψpm,dq is a basis
of the space Rmrx1, . . . , xds of polynomials with maximum degree m. Then for each
µ in the interior of the set
P :“
"
µ P Rψpm,dq
ˇˇˇˇ
D p PM
´
r0, 1sd
¯
s.t.
ż
φmp “ µ
*
(2.61)
there exists some probability density q P Eφm satisfying
ş
φmq “ µ.
It is interesting to note that
ψpm, dq “
mÿ
i“1
ζpi, dq “
mÿ
i“1
ˆ
d` i´ 1
i
˙
“
ˆ
d`m
m
˙
´ 1,
where ζpm, dq denotes the number of monomials of total degree m in d variables. For a
proof of the equality ζpi, dq “ `d`i´1i ˘ see e. g. [81].
The following serves as a key observation.
Theorem 2.11 (Maximum Entropy Density)
Let p P M`r0, 1sd˘ and φm “ pφ1, . . . , φψpm,dqqT be such that 1, φ1, . . . , φψpm,dq is a
basis of the space Rmrx1, . . . , xds of polynomials with maximum degree m. Then the
maximum entropy probability density p˚ which satisfies
ş
φmp
˚ “ şφmp exists, is
unique and belongs to the exponential family Eφm .
Proof. Our restriction of probability densities w. r. t. the Lebesgue reference measure
excludes convex combinations of Dirac delta functions. It follows that the moment vectorş
φmp lies in the interior of the set P in Eq. (2.61) as it is shown e. g. in [60]). Lemma 2.4
gives the existence and the form of the solution. Lemma 2.3 gives the uniqueness of the
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solution.
For the rest of this work and some given p P M`r0, 1sd˘ and φm, we denote by p˚ the
maximum entropy density satisfying the constraint
ş
φmp
˚ “ şφmp. We further denote
by hφmppq “ hpp˚q the entropy of p˚.
2.4.3 Further Properties
The following Lemma 2.5 summarizes some important properties of maximum entropy
densities as characterized by Theorem 2.11.
Lemma 2.5 (Properties of Maximum Entropy Densities, see [25,45,173,185])
Let p P M`r0, 1sd˘ and φm “ pφ1, . . . , φψpm,dqqT be such that 1, φ1, . . . , φψpm,dq is a
basis of the space Rmrx1, . . . , xds of polynomials with maximum total degree m. Then
the following holds:
1. p˚ “ arg minqPEφm dKLpp, qq
2. dKLpp, p˚q “ hφmppq ´ hppq
3. hφmppq Ñ hppq as mÑ8
4. p˚ “ cpλ˚q expp´xλ˚,φmyq iff λ˚ “ minλPRψpm,dqxλ,
ş
φmpy ´ logpcpλqq
Property 1 shows that p˚ is the best approximation of p by exponential families in Eφm
w. r. t. the KL-divergence. This fact gives reason to call p˚ information projection of
p onto the space Eφm [45]. Applying Property 2, Property 3 and Eq. (2.14) shows that
‖p˚ ´ p‖L1 Ñ 0 as mÑ8. Property 4 is often used in optimization algorithms to compute
approximations of p˚, see e. g. [12].
2.4.4 Approximation by Maximum Entropy Densities
In this subsection, we recall some results from the theory of approximation by sequences of
maximum entropy densities as proposed by Barron, Sheu and Cox mainly in [10] and [42].
Before that, we need the following definition.
Definition 2.19 (Sobolev Space, see e. g. [1])
The Sobolev space of order r w. r. t. the L2-norm is defined by
W r2 “
!
f : Rd Ñ R
ˇˇˇ
‖Dαf‖L2 ă 8 @α P Nd : ‖α‖1 ď r
)
. (2.62)
Note that f PW r2 implies that ‖f‖L2 ă 8 since Dαf “ f for α “ p0, . . . , 0qT P Nd.
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Lemma 2.6 (Barron and Sheu [10])
Consider some φm “ pφ1, . . . , φmqT such that 1, φ1, . . . , φm is a basis of Rmrxs or-
thonormal with respect to some probability density q with ‖log q‖8 ă 8. Further
consider some Aq P R such that ‖fm‖8 ď Aq ‖fm‖L2pqq for all fm P Rmrxs.
Let µ P r0, 1sm, p0 PMpr0, 1sq and denote by µ0 “
ş
φmp0 and b “ e‖log q{p
˚
0 ‖8 .
If
‖µ´ µ0‖2 ď
1
4Aqeb
(2.63)
then the maximum entropy probability density p˚ P Mpr0, 1sq fulfilling ş φmp˚ “ µ
exists and satisfies
‖log p0˚{p˚‖8 ď 4etbAq ‖µ´ µ0‖2 ď t (2.64)
dKLpp0˚ , p˚q ď 2etb ‖µ´ µ0‖22 (2.65)
for t satisfying 4ebAq ‖µ´ µ0‖2 ď t ď 1.
The following Corollary 2.2 follows from Lemma 2.6 and shows the relation between re-
sults on the approximation by exponential families and results on the approximation by
polynomials.
Corollary 2.2 (Barron and Sheu [10])
Consider some vector φm “ pφ1, . . . , φmqT of polynomials such that 1, φ1, . . . , φm is
an orthonormal basis of Rmrxs.
Let p PMpr0, 1sq such that log p P W r2 and Ap P R such that ‖fm‖8 ď Ap ‖fm‖L2ppq
for all fm P Rmrxs.
Denote by f “ log p. Further denote by γ “ minfmPRmrxs ‖f ´ fm‖8 and ξ “
minfmPRmrxs ‖f ´ fm‖L2ppq minimal errors of approximating f by polynomials fm P
Rmrxs. Then the following holds:
4e4γ`1Apξ ď 1 ùñ ‖log p{p˚‖8 ď 2γ ` 4e4γ`1ξAp.
The following Corollary gives some insights in the case of maximum entropy densities
constrained at sample moments.
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Corollary 2.3
Let p, φm, Ap, γ and ξ as in Corollary 2.2. Denote by b “ e2γ`4e4γ`1ξAp and bypµp “ 1k řxPXp φmpxq the sample moments of a k-sized sample Xp drawn from p.
If 4e4γ`1Apξ ď 1 then for all δ P p0, 1q such that p4ebApq2m ď δk with probability
at least 1 ´ δ the maximum entropy probability density p satisfying the constraintş
φmp“ pµp exists and the following holds:
dKLpp˚, pq ď 2ebm
kδ
(2.66)
‖log p{p‖8 ď 1. (2.67)
Proof. For the proof of Eq. (2.66) see the second part of the proof of Theorem 3 in [10].
The proof of Eq. (2.67) follows from the application of Eq. (5.7) of [10] subsequently to
the application of Lemma 5 of [10] in the proof of Theorem 3 in [10].
Note that the approximation error ξ in Corollary 2.2 is in terms of L2ppq-norm instead of
L2pνq with uniform weight function ν. To obtain concrete values for the constant Ap in
Corollary 2.2, the following result can be applied.
Lemma 2.7 (Barron and Sheu [10])
For some fm P Rmrxs with degree less than or equal to m on r0, 1s it holds that
‖fm‖8 ď pm` 1q ‖fm‖L2 . (2.68)
The following result from the theory of approximation by orthonormal polynomials can be
used to obtain concrete values for the approximation errors γ and ξ in Corollary 2.2.
Lemma 2.8 (Cox [42])
For m ě r ě 2 and f PW r2 the following holds:
min
fmPRmrxs
‖f ´ fm‖8 ď
er
pr ´ 1q1{2pm` rqr´1
ˆ
1
2
˙r ∥∥∥f prq∥∥∥
L2
(2.69)
min
fmPRmrxs
‖f ´ fm‖2L2 ď
1
pm` r ` 1q ¨ ¨ ¨ pm´ r ` 2q
ˆ
1
4
˙r ∥∥∥f prq∥∥∥2
L2
(2.70)
2.5 Neural Networks
Empirical risk minimization based on function classes of neural networks has improved
the state-of-the-art in speech recognition [82], visual object recognition [95], object detec-
tion [152] and many other practical areas such as drug discovery [116] and genomics [193],
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see e. g. [99] for further references.
In this section, we describe typically used classes of neural networks following mainly Good-
fellow, Bengio and Courville [69] and Shalev and Ben-David [158]. We also briefly summa-
rize related works regarding the expressive power, optimization, generalization properties
and principles for the domain adaptation of neural networks.
This section is structured as follows: Subsection 2.5.1 gives definitions and some examples
of neural networks. Subsection 2.5.2 discusses the power of neural networks to express
functions of different kinds. Subsection 2.5.3 describes a standard heuristic for finding well
performing neural networks and Subsection 2.5.4 provides some generalization properties
of neural networks. Finally, Subsection 2.5.5 reviews recent works for solving practical
domain adaptation problems with neural networks.
2.5.1 Definition
In this work, we focus on the following class of neural networks, sometimes called fully
connected feed-forward neural networks.
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Definition 2.20 (Neural Network, see e. g. [20, 69])
A neural network fa,σ,ξ is a function
fa,σ,ξ : Rd ˆ
hą
i“0
`
Rai`1ˆai ˆ Rai`1˘Ñ Rah`1
px,θq ÞÑ ξ ˝ gh ˝ ρh ˝ gh´1 ˝ . . . ˝ ρ1 ˝ g0pxq
(2.71)
where h P N is the number of (hidden) layers, a “ pa1, a2, . . . , ah`1qT P Nh`1 is the
architecture vector, σ “ pσ1, . . . , σhqT is the vector of hidden activation functions
σ1, . . . , σh : RÑ R determining
ρi : Rai Ñ Rai
x ÞÑ pσipxq, . . . , σipxqqT
(2.72)
for i P t1, . . . , hu and ξ : Rah Ñ Rah`1 is the output activation function. For i P
t0, . . . , hu and a0 “ d, the linear functions
gi : Rai Ñ Rai`1
x ÞÑ Wix` bi (2.73)
are determined by the parameter vector
θ “ ppW0,b0q, . . . , pWh,bhqq P
hą
i“0
`
Rai`1ˆai ˆ Rai`1˘ . (2.74)
Note that Definition 2.20 is very general in the sense that it models most common exam-
ples of neural networks including restricted Boltzmann machines and convolutional neural
networks which are often applied on images. The number h of hidden layers is called depth
of the neural network and neural networks with a large depth h are called deep [99].
Example 2.1. Consider the single-layer neural network
fpa1,a2q,σ,ξ : R
d ˆ
´
pRa1ˆd ˆ Ra1q ˆ pRa2ˆa1 ˆ Ra2q
¯
Ñ Ra2 (2.75)
with
fpx, ppW0,b0q, pW1,b1qqq “ ξpW1 ¨ ρpW0 ¨ x` b0q ` b1qq (2.76)
where ρpxq “ pσpx1q, . . . , σpxa1qqT for some activation vector x “ px1, . . . , xa1qT.
Standard choices for σ are the sigmoid function sigmpxq “ 1
1`e´x , the tangens hyperbolicus
tanhpxq “ 1´ 2
e2x`1 and the rectifier linear unit relupxq “ maxt0, xu.
Many theoretical results for classification are based on a2 “ 1, σpxq “ ξpxq “ 1R`pxq
which is one iff x ą 0 and zero otherwise, or the signum function σpxq “ ξpxq “ signpxq.
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If the problem is regression, i. e. to approximate some unknown function l : Rd Ñ R based
on a given training sample, common choices for the output activation and the output
dimension are ξpxq “ x and a2 “ 1, respectively.
If the problem is to discriminate between c classes, a common choice is a2 “ c and the
softmax function
ξpxq “ softmaxpxq “ 1řa1
i“1 exi
¨ pex1 , . . . , exa1 qT. (2.77)
In this case, the predicted class y of some input x P Rd is given by y “ arg maxpfpx,θqq,
where arg maxpvq “ arg maxiPt1,...,du vi denotes the largest element of some vector v. One
advantage of this choice is that the i-th elements of the softmax vector in Eq. (2.77) can
be interpreted as the likelihood of the vector x belonging to class i.
In the following, let us denote the set of neural networks with depth h, width w, output
dimension c, activation functions all equal σ : RÑ R and output function ξ by
Nh,w,c,σ,ξ “
!
f : Rd Ñ Rc
ˇˇˇ
fpxq “ fa,pσ,...,σqT,ξpx,θq,a “ pw, . . . , w, cqT P Nh`1,
θ P
hą
i“0
`
Rai`1ˆai ˆ Rai`1˘ ). (2.78)
2.5.2 Expressive Power
In this subsection we provide results showing that neural networks are able to approximate
well very general functions if the network size is sufficiently large.
The following result for single-layer neural networks holds.
Theorem 2.12 (Universal Approximation Theorem, see e. g. [77])
Let σ : RÑ R be a non-constant, bounded and continuous activation function. Then,
for any d P N, any  ą 0 and any continuous function g : r´1, 1sd Ñ r0, 1s, there exists
a single-layer neural network f P N1,w,1,σ,1R` such that
@x P r´1, 1sd : |gpxq ´ fpxq| ă .
However, as shown by the following theorem for the sigmoid activation function, the width
of the single hidden layer might be very large.
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Theorem 2.13 (Size of Expressive Sigmoid Networks, see e. g. [158])
Let wpdq P N be the minimal integer such that, for every  ą 0 and every 1-Lipschitz
continuous function g : r´1, 1sd Ñ r0, 1s, there exists some f P N1,w,1,sigm,sigm with
the property
@x P r´1, 1sd : |gpxq ´ fpxq| ă .
Then wpnq is exponential in d.
Recall that a function f : Rd Ñ R is 1-Lipschitz continuous iff |fpx1q´fpx2q| ď ‖x1 ´ x2‖2
for all x1,x2 P Rd.
Given the success of deep neural networks, the question arises if a neural network that
approximates well very general functions always needs to have large width w. It turns out,
that also a large depth h can result in a strong expressive power for appropriate activation
functions.
Theorem 2.14 (Universal Approximation Theorem for ReLU networks, Lu et al. [113])
For any d P N, any  ą 0 and any Lebesgue-integrable function g : Rd Ñ R, there
exists a neural network f P N1,d`4,1,relu,1R` such that
@x P Rd : |gpxq ´ fpxq| ă .
The results above show how expressive typical neural networks can be. A large field
of recent theory has sought to explain the broad success of neural networks via such
results, see e. g. [75] for further references. However, it is important to note that the
expressive power alone does not guarantee that learning problems can be efficiently solved,
see e. g. [159] for recently discovered examples of functions which cannot be efficiently
estimated based on finitely many examples.
Despite the computational hardness of learning neural networks, there exists a standard
heuristics which performs well in many practical tasks. This heuristic is described in the
next subsection.
2.5.3 Stochastic Gradient Descent
In this subsection we describe a standard heuristic for finding well performing neural
networks: the stochastic gradient descent algorithm.
Finding a neural network from the class Nh,w,1,sign,sign which has minimum empirical risk
as described in Section 2.2 is NP hard even for networks with a single hidden layer that
contains just four neurons [158]. Similar results hold for the aim of close-to-minimal
empirical error [11]. There are also strong indications that the computational hardness
is not mitigated by using deep neural networks or activation functions different from the
signum function. One such indication is that, under some cryptographic assumption, the
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problem of finding, based on finitely many examples, a good approximation of a function
composed of intersections of halfspaces, is known to be computationally hard [91].
Nevertheless, there is a heuristic which often finds good solutions to practical learning
problems: the stochastic gradient descent algorithm. Gradient descent algorithms are op-
timization procedures which iteratively improve the solution candidates by making steps
towards the negative of the gradient of the function at the current candidate point. How-
ever, in learning problems, only samples are given and the underlying functional depen-
dency is unknown. Stochastic gradient descent overcomes this problem by allowing to
step along a random direction as long as the expected value of the direction is a good
approximation of the negative of the gradient.
In particular, stochastic gradient descent algorithms aim at finding a parametric function
f P F which approximates an unknown functional dependency l : Rd Ñ Rc by minimizing
a loss function
L : Rc ˆ Rc Ñ R`
pfpxq, lpxqq ÞÑ Lpfpxq, lpxqq (2.79)
according to the parameter update rule
θi`1 “ θi ´ α ¨ νi d∇θ 1|Xi|
ÿ
xPXi
Lpfpxq, lpxqq, (2.80)
where X1, X2, . . . Ď Xp are random submultisets of Xp all having the same size, α P R`
is the learning rate and ν1,ν2, . . . are parameters of the same size as θ realizing some
weighting of the learning rate by means of the element-wise multiplication d with the
gradient. A pseudo code is given in Algorithm 2.1. There, the computation of the predicted
outputs fpxq for x P Xi used to compute the gradient in Step 2 is called forward pass.
The subsequent computation of the gradient in Xi is called backpropagation.
Algorithm 2.1: Stochastic gradient descent for minimizing Lpfpxq, lpxqq
Input: Sample Xp “ tx1, . . . ,xku with labels Y “ tlpx1, . . . , lpxkqu, learning rate α and
learning rate weighting ν1,ν2, . . .
Output: Parameter vector θ
Init : Initialize parameter vector θ0 randomly and set i “ 0
while stopping criteria is not met do
Step 1 : Find random submultiset Xi from Xp
Step 2 : Calculate the gradient wi “ ∇θ 1|Xi|
ř
xPXi Lpfpxq, lpxqq
Step 3 : Update θi`1 “ θi ´ α ¨ νi dwi
Increment: i :“ i` 1
end
In the following, we derive the stochastic gradient descent algorithm for the problem of
multi-class classification and single-layer neural networks with sigmoid activation function
in the hidden layer and the softmax output function as described in Example 2.1. In
Subsection 2.5.5 we show how to extend this algorithm for solving domain adaptation
problems.
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Similarly to Problem 2.1 of binary classification, in multi-class classification we consider
some unknown probability density function p PM`Rd˘ and a labeling function l : Rd Ñ
r0, 1sc, where the i-th coordinate of some vector lpxq represents the probability that x P Rd
belongs to class i. Given a sample Xp “ tx1, . . . ,xku drawn from p with labels Y “
tlpx1q, . . . , lpxkqu, the problem is to find some f P N1,w,softmax with a small multi-class
misclassification risk ż
Rd
cÿ
i“1
|fipxq ´ lipxq| ppxq dx (2.81)
where fipxq is the i-th element of the vector fpxq.
Unfortunately, the function x ÞÑ řci“1 |fipxq´ lipxq| is not everywhere differentiable and is
consequently not a good choice for a loss. A standard approach to overcome this problem
is to use the cross-entropy loss
Lpfpxq, lpxqq “
cÿ
i“1
´lipxq logpfipxqq. (2.82)
Consider now the single-layer neural network function
fpa1,cq,σ,softmax : R
d ˆ
´
pRa1ˆd ˆ Ra1q ˆ pRcˆa1 ˆ Rcq
¯
Ñ Rc (2.83)
as defined in Example 2.1 with
fpx, ppW0,b0q, pW1,b1qqq “ softmaxpW1 ¨ ρpW0 ¨ x` b0q ` b1qq (2.84)
where ρpxq “ pσpx1q, . . . , σpxa1qqT for some activation vector x “ px1, . . . , xa1q.
The gradient ∇θ 1k
řk
i“1 Lpfpxiq, lpxiqq in X “ tx1, . . . ,xku w. r. t. the parameter vec-
tor
θ “ ppW0,b0q, pW1,b1qq P
´
pRa1ˆd ˆ Ra1q ˆ pRcˆa1 ˆ Rcq
¯
(2.85)
is then given by
∇θErLpfpXq, lpXqqs “
´`∇W0ErLpfpXq, lpXqqs,∇b0ErLpfpXq, lpXqqs˘,`∇W1ErLpfpXq, lpXqqs,∇b1ErLpfpXq, lpXqqs˘¯ (2.86)
where ErXs “ 1k
řk
i“1 xi is the vector of empirical expectations, fpXq “ tfpx1q, . . . , fpxkqu
and
∇b1ErLpfpXq, lpXqqs “ ErfpXq ´ Y s
∇W1ErLpfpXq, lpXqqs “ ErpfpXq ´ Y q ¨ fpXqTs
∇b0ErLpfpXq, lpXqqs “ ErWT1 pfpXq ´ Y q d p1´ fpXqqs
∇W0ErLpfpXq, lpXqqs “ ErpVTpfpXq ´ Y q d fpXq d p1´ fpXqqq ¨XTs
for 1 “ p1, . . . , 1qT. The above formulas follow from ∇xsigmpxq “ sigmpxqd p1´ sigmpxqq
and standard application of the chain rule, see e. g. [69] for more detailed derivations.
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One example for the learning rate weighting sequence ν1,ν2, . . . is to choose an exponen-
tially decreasing sequence
β1e
´1β2 ¨ 1, β1e´2β2 ¨ 1, β1e´3β2 ¨ 1, . . .
with constants β1, β2 P R` and the vector 1 P
`pRa1ˆd ˆ Ra1q ˆ pRcˆa1 ˆ Rcq˘ with all
elements being 1.
Another example is to use
νi “ 1?
zi
zi`1 “ zi ` p∇θErLpX, lpXqqsq2
(2.87)
for i P t1, 2, . . .u, z0 “ 1, element-wise division and element-wise square-root. The opti-
mization algorithm resulting from applying these weights is called Adagrad [52]. Eq. (2.87)
realizes a gradient update according to different update weights for each dimension. Ada-
grad can be interpreted as dividing the learning rate α by the `2-norm of the historical
gradients. The idea is to give frequently occurring features very low learning rates and in-
frequent features high learning rates. The Adagrad algorithm performs well in many prac-
tical cases of sparse data as given in the experiment described in Subsection 4.5.3.
However, in many practical cases of non-sparse data, the Adagrad optimizer can be im-
proved based on the following sequence
zi`1 “ ωzi ` p1´ ωq p∇θErLpX, lpXqqsq2
νi`1 “
?
vi?
zi`1 ` 
vi`1 :“ ωvi ´ p1´ ωq
ˆ
νi?
zi `  d∇θErLpX, lpXqqs
˙2
,
(2.88)
for i P t1, 2, . . .u, z0 “ 0,  being a vector of small constants for numerical stability and
ω being the so called decay constant often set to 0.95. The algorithm resulting from
the weighting sequence in Eq. (2.88) is called Adadelta [196]. Adadelta seeks to reduce
the strongly monotonically decreasing learning rate of Adagrad by reducing the effect of
historical gradients. Adadelta requires no manual tuning of a learning rate, i.e. α “ 1
is often a good choice, and appears robust to noisy gradient information, different model
architecture choices and various data modalities.
We apply Adadelta on many practical problems in Subsection 4.5.4 and Subsection 4.5.5.
Although rarely used, alternatives to the stochastic gradient descent heuristic for training
neural networks are evolutionary algorithms [164] which are especially useful for multi-
objective optimization problems as e. g. [31, 153].
2.5.4 Learning Bounds
This subsection shows the VC-dimension of some neural networks which leads to bounds
on the misclassification risk by using the results stated in Subsection 2.2.2 and Subsec-
tion 2.3.3.
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From Eq. (2.43) we know that the VC-dimension of a neural network without a hidden
layer with signum output activation function equals the number of parameters plus one.
This result can be extended to networks with larger depth.
Theorem 2.15 (VC-Dimension of Binary Networks, Baum and Haussler [14])
For w ě 2 and h ě 1 it holds that VCpNh,w,1,1R` ,1R` q ď 2r log2 perq, where r is the
number of parameters.
The number of free parameters r of a neural network equals the total dimension of its
parameter vector θ. In the case of f P Nh,w,1,1R` ,1R` it is r “ wd ` w ` wc ` c if h “ 1
and r “ wd` w ` ph´ 1qpw2 ` wq ` wc` c if h ě 1.
See Table 2.1 for a summary of results similar to Theorem 2.15 for various activation
functions.
Activation Function σ VC-dimension Reference
sign,1R` Opr log rq [14]
Ωpr log rq [117]
piecewise linear, incl. relu Oprh log rq [76]
Ωprh logpr{hqq [76]
Pfaffian, incl. sigm Opr2h2w2q [87]
Table 2.1: Complexity of VC-dimension for different classes Nh,w,1,σ,1R` of neural networks
with r parameters and different activation functions σ.
2.5.5 Domain Adaptation
In this subsection we show how to extend the stochastic gradient descent algorithm to
solve problems of unsupervised domain adaptation. The described approach follows the
principle of learning new data representations by minimizing empirical estimations of
integral probability metrics as described in Subsection 2.3.4. We also review some recent
related works.
Given a source sample Xp “ tx1, . . . ,xku drawn from some unknown p P M
`
Rd
˘
with
labels Y “ tlpx1q, . . . , lpxkqu labeled by some unknown labeling function l and a target
sample Xq “ tx11, . . . ,x1su drawn from some unknown q PM
`
Rd
˘
, the goal of unsupervised
domain adaptation is to find some function f from a model class F which is a good
approximation of the unknown dependency l.
The representation learning principle aims at minimizing Eq. (2.55). Unfortunately, as
discussed in Subsection 2.5.3, this is not a good choice as minimization objective for
stochastic gradient descent. In the case of multi-class classification and single-layer neural
networks, an appropriate choice is
1
k
kÿ
i“1
Lpfpxiq, lpxiqq ` λ ¨ dˆ ph0pXpq, h0pXqqq , (2.89)
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where L is the cross-entropy loss as defined in Eq. (2.82), dˆ is a distance function between
two samples, λ ą 0 is a weighting factor and h0pXq “ th0px1q, . . . , h0pxkqu are the ac-
tivations of the sample Xp with h0pxq “ ρpW0 ¨ x ` b0q being the output of the hidden
layer of the neural network defined in Eq. (2.83). Algorithm 2.1 can now be used to solve
domain adaptation problems by finding, in addition to a random submultisample Xi from
Xp, a random submultisample X
1
i from Xq, and, by replacing the gradient in Step 2 with
the gradient
wi “ ∇θ
˜
1
|Xi|
ÿ
xPXi
Lpfpxq, lpxqq ` λ ¨ dˆ `h0pXiq, h0pX 1iq˘
¸
. (2.90)
Note that the gradient ∇θ 1|Xi|
ř
xPXi Lpfpxq, lpxqq is given in Eq. (2.86) and the only
missing part is the gradient ∇θdˆ ph0pXiq, h0pX 1iqq with distance dˆ. The procedure is sum-
marized in Algorithm 2.2 and Figure 2.4.
Algorithm 2.2: Unsupervised domain adaptation for finding a single-layer multi-class
neural network f P N1,w,c,sigm,softmax via stochastic gradient descent
Input: Source sample Xp “ tx1, . . . ,xku with labels Y “ tlpx1q, . . . , lpxkqu, target
sample Xq “ tx11, . . . ,x1su, learning rate α, regularization parameter λ and
learning rate weighting ν1,ν2, . . .
Output: Parameter vector θ “ ppW0,b0q, pW1,b1qq P
`pRwˆd ˆ Rwq ˆ pRcˆw ˆ Rcq˘
such that fpx, ppW0,b0q, pW1,b1qqq “ softmax pW1 ¨ ρpW0 ¨ x` b0q ` b1qq
with ρpxq “ psigmpx1q, . . . , sigmpxwqqT
Init : Initialize parameter vector θ0 randomly and set i “ 0
while stopping criteria is not met do
Step 1 : Find random submultisets Xi from Xp and X
1
i from Xq
Step 2 : Calculate the gradient
wi “ ∇θ
´
1
|Xi|
ř
xPXi Lpfpxq, lpxqq ` λ ¨ dˆ ph0pXiq, h0pX 1iqq
¯
where
h0pxq “ ρpW0 ¨ x` b0q
Step 3 : Update θi`1 “ θi ´ α ¨ νi dwi
Increment: i :“ i` 1
end
One good choice for the distance dˆ in Algorithm 2.2 is the Frobenius norm between the
sample covariance matrices of the neural network activations [171]. This distance func-
tion is parameter-free and the resulting algorithm is relatively robust to changes of the
regularization parameter λ.
Similarly, the differences between mean and sample variances in each direction is minimized
in [106, 107, 187]. Therefore, a neural network specific method called batch normalization
is extended for domain adaptation problems.
The Wasserstein distance is applied in [100] and sampled via a variational formulation.
Another approach is to minimize the empirical F-divergence as described in Eq. (2.53)
where F is some class of neural networks. The works proposed in [26, 63, 179] are based
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Figure 2.4: Forward pass and backpropagation in Algorithm 2.2.
on training a classifier which aims at discriminating source samples from target samples.
For minimizing the distance between source and target data representations, the gradient
of the new classifier is reversed during backpropagation.
The maximum mean discrepancy as described in Subsection 2.1.1 is also a good choice.
Different kernel functions lead to different versions of the maximum mean discrepancy and
consequently to different behaviours of Algorithm 2.2. There exist approaches that are
based on linear kernels [46,180] that can be interpreted as mean feature matching. A com-
bination of Gaussian kernels is used in [109] to tackle the sensitivity of the maximum mean
discrepancy w. r. t. changes of the Gaussian kernel parameter by means of a combination
of different kernels with heuristically selected parameters. This approach is underpinned
by theoretical knowledge from studies about reproducing kernel Hilbert spaces [61] and
a linear-time implementation is proposed. It is shown that further improvements are
possible based on more sophisticated neural network architectures [27,110,111].
In Chapter 4 we propose a new moment distance for Algorithm 2.2.
It is important to note that the problem of selecting the parameter λ in Eq. (2.90) is
sophisticated since no target labels are given. Consequently, classical cross-validation
cannot be used as it would suffer from an unbounded bias in the generalization error
estimate [206]. Consequently, finding good algorithms for selecting the parameter λ is
an active research area [194]. Many methods rely on a small set of data from the target
scenarios [39,109] or fix their parameters to some default values [171].
The classical cross-validation algorithm is extended in [206] and [63] for problems of domain
adaptation. The approach for calculating an empirical estimate of the true risk is as
follows: The source sample Xp “ tx1, . . . ,xku and the target sample Xq “ tx11, . . . ,x1su are
split into training samples S and T , respectively, containing 90% of the original samples,
and, validation samples Sval and Tval, respectively, containing 10% of the original samples.
Then, the training sample S with corresponding labels and the training sample T are
used to find a classifier f for the unsupervised domain adaptation problem. Using the
same algorithm, an additional reverse classifier is trained on the sample T with labels
tfpxq | x P T u as ’source sample’ and the sample S as ’target sample’. For this reverse
classifier, the empirical risk is calculated based on the validation sample Sval and the
corresponding given labels. Finally, the empirical risk is used as an estimate for the target
risk.
The above procedure is used in Subsection 4.5.3 to select an appropriate value of the
parameter λ in benchmark experiments.
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Learning Bounds for
Moment-Based Domain
Adaptation
Standard approaches for domain adaptation measure the adaptation discrepancy based
on empirical estimations of probability metrics. In this chapter, we derive a theoretical
framework for domain adaptation which is based on weak assumptions on the similar-
ity of distributions. Our weak assumptions are formulated by moment distances. As a
main result, we derive learning bounds under practice-oriented general conditions on the
underlying probability distributions.
This chapter is structured as follows: Section 3.1 motivates the work done in this chapter.
Section 3.2 describes some relations to recent works in domain adaptation, moment-based
bounds on distances between distributions and exponential families. Section 3.3 formulates
the problem considered in this chapter. Section 3.4 discusses our approach based on
convergence rate analysis. Section 3.5 proposes our main result on moment-based learning
bounds and Section 3.6 gives all proofs.
3.1 Motivation and General Idea
Domain adaptation problems are encountered in everyday life of engineering machine
learning applications whenever there is a discrepancy between assumptions on the learning
and the application setting. As discussed in Section 2.2, most theoretical and practical
results in statistical learning are based on the assumption that the training and test sample
are drawn from the same distribution. However, as outlined in Section 2.3, this assumption
may be violated in typical applications such as natural language processing [23, 86] and
computer vision [63,170].
We relax the classical assumption of identical distributions under training and the appli-
cation setting by postulating that only a finite number of moments of these distributions
are aligned.
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This postulate is motivated two-fold. The first motivation is the current scientific dis-
cussion about the choice of an appropriate distance function for domain adaptation [16,
40, 63, 109, 111, 207]. Standard approaches study domain adaptation based on empirical
estimations of strong probability metrics. The convergence in most common probability
metrics of compactly supported distributions implies the convergence of finitely many mo-
ments. In particular, many common probability metrics admit upper bounds on moment
distances. For example consider Figure 1.1 which is based on the following Lemma 3.1.
See Subsection 3.6.1 for its proof.
Lemma 3.1
Let m P N,m ě 2, φ P pRmrxsqn be a vector of polynomials with maximum total
degree m and let p, q PMpr0, 1sq with moments denoted by µp “
ş
φp and µq “
ş
φq.
The there exist some constants CL,ML P R` such that
dLpp, qq ďML ùñ
∥∥µp ´ µq∥∥1 ď CL ¨ dLpp, qq 12m`2 . (3.1)
The considered postulate of a finite number of aligned moments is therefore weak compared
to the assumption of distributions which are similar in typical probability metrics. One
implication is that results under the proposed setting can also give theoretical insights for
approaches based on stronger concepts of similarity like the Wasserstein distance [40,100],
the maximum mean discrepancy [111] or f -divergences [207].
The second motivation of our postulate is the methodology to overcome a present differ-
ence in distributions by mapping the samples into a latent model space where the resulting
corresponding distributions are aligned. See Subsection 2.3.4 and Figure 2.3 for illustra-
tion. Moment-based algorithms perform particularly well in many practical tasks [9, 51,
106, 171, 187, 205]. A domain adaptation algorithm considering moments of higher orders
is proposed in Chapter 4 of this thesis and further extended in [88,146,147,188,192].
However, distributions with only finitely many moments in common can be very different,
see e.g. [108], which implies that classical bounds on the target risk are very loose for
general distributions under the proposed setting. This brings us to our motivating question
under which further conditions can we expect a discriminative model to perform well on a
future test sample given that only finitely many moments are aligned with those of a prior
training sample.
We approach this problem by also considering the information encoded in the distribu-
tions in addition to the moments. Following Section 2.4, this information can be modeled
by the deviation of the differential entropy to the entropy of the maximum entropy dis-
tribution [41, 129], or equivalently, by the error in KL-divergence of approximation by
exponential families [45]. Note that exponential families are the only parametric distribu-
tions with fixed compact support having the property that a finite pre-defined vector of
moments can serve as sufficient statistic [94] and therefore carries all the information about
the distribution. In addition, exponential families are particularly suitable for our analysis
as they include truncated Normal distributions arising in many applications.
We analyze the convergence of sequences of probability densities in terms of finite moment
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convergence by taking the smoothness and the differential entropy of the densities into
account. Based on results about the approximation by maximum entropy distributions
and polynomials [10,42] we provide bounds of the form
‖p´ q‖L1 ď C ¨
∥∥µp ´ µq∥∥1 ` ε, (3.2)
where ‖p´ q‖L1 is the L1-difference between the probability densities p and q with re-
spective pre-defined vectors of (sample) moments µp and µq, C is a constant depending
on the smoothness of p and q and  is the error of approximating p and q by (estimators
of) maximum entropy distributions measured in terms of differential entropy (and sample
size). The value 2{2 can be interpreted as upper bound on the amount of information
lost when representing p and q by its moments µp and µq, respectively.
To obtain bounds on the expected misclassification risk of a discriminative model tested
on a sample with only finitely many moments similar to those of the training sample, we
extend the theoretical bounds described in Subsection 2.3.3 by means of Eq. (3.2). The
resulting learning bounds do not make assumptions on the structure of the underlying
unknown labeling functions. In the case of two underlying labeling functions, we obtain
error bounds that are relative to the performance of some optimal discriminative function
and in the case of one underlying labeling function, i.e. in the covariate-shift setting [18,
166], we obtain absolute error bounds.
Our bounds show that a small misclassification risk of the discriminative model can be
expected if the misclassification risk of the model on the training sample is small, if the
samples are large enough and their densities have high entropy in the respective classes of
densities sharing the same finite collection of moments. Our bounds are uniform for a class
of smooth distributions and multivariate moments with solely univariate terms.
3.2 Related Work
Our work is partly motivated by the high performance of moment-based unsupervised
domain adaptation methods for representation learning models as discussed in Subsec-
tion 2.3.4 and Subsection 2.5.5. Recent examples can be found in the areas of deep learn-
ing [88,93,106,147,171,188,192], kernel methods [9,51] and linear regression as described
in Chapter 5. However, none of these works provide theoretical guarantees for a small
misclassification risk with exception of [148] who consider general distributions resulting
in possibly loose bounds. Another motivation of our work is that many common proba-
bility metrics admit upper bounds on moment-based distance measures as e. g. discussed
in [151]. Gibbs and Su [66] review different useful relations between probability metrics
without considering moment distances.
Our work is based on the observation that bounds on the L1-norm of the difference between
densities lead to bounds on the misclassification probability of a discriminative model
according to Ben-David et al. [15]. We refer to Subsection 2.3.3 for more details of this
approach.
Following ideas from Tagliani et al. [174–176] and properties of maximum entropy distri-
butions [41], we obtain such bounds for multivariate distributions based on the differential
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entropy. We refer to Subsection 2.1.3 and Section 2.4 for details on these and related
approaches.
Following Barron and Sheu [10] and Cox [42], we present appropriate regularity assump-
tions on the distributions under which the KL-divergence based bounds are further upper
bounded in terms of (sample) moment differences leading to the form of Eq. (3.2).
Our results supplement the picture of probability metrics proposed by Gibbs and Su [66] by
moment distances as shown in Figure 1.1. See Section 2.1 for more details on probability
metrics. In contrast to other works, our main result is a learning bound for domain
adaptation that does not depend on the knowledge of a full test sample but only on the
knowledge of finitely many of its sample moments.
3.3 Problem Formulation
Our formalization is based on Problem 2.2 of domain adaptation for binary classification.
That is, we assume source and target densities p, q P M `r0, 1sd˘ with corresponding
labeling functions lp, lq : r0, 1sd Ñ r0, 1s. In addition, we postulate the alignment of
finitely many moments, i.e.
ş
φp « şφq for some φ P Rmrx1, . . . , xdsn. As a result, we end
up with Problem 3.1 of moment-based domain adaptation for binary classification.
Problem 3.1 (Moment-Based Domain Adaptation for Binary Classification)
Consider two domains, a source domain pp, lpq and a target domain pq, lqq, such thatş
φp « şφq for some φ P Rmrx1, . . . , xdsn.
Given a source sample Xp “ tx1, . . . ,xku drawn from p with corresponding labels
Yp “ tlppx1q, . . . , lppxkqu and a target sample Xq “ tx11, . . . ,x1su drawn from q with
corresponding labels Yq Ď tlqpx11q, . . . , lqpx1squ, find some function f : Rd Ñ t0, 1u with
a small target misclassification riskż
Rd
|fpxq ´ lqpxq| qpxqdx. (3.3)
Without further conditions on the densities, a solution to Problem 3.1 might not exist.
One of our goals is therefore to determine and describe conditions on the densities p and
q such that a solution exists. In particular, we aim at conditions such that a small target
risk in Eq. (3.3) is induced by a small (sampled) source risk
ş |f ´ lp| p, a small difference∥∥µp ´ µq∥∥1 between the (sampled) moments µp “ şφp and µq “ şφq and a small distance
λ˚ between the labeling functions lp and lq as defined in Eq. (2.52).
3.4 Approach by Convergence Rate Analysis
It will turn out that the assumption of high-entropy distributions satisfying additional
smoothness conditions allows us to provide appropriate learning bounds. Our approach
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is based on the analysis of the L1-convergence rate of sequences of densities based on the
convergence of finitely many of its corresponding moments.
This section is structured as follows: Subsection 3.4.1 motivates our approach of bounding
the L1-difference between probability densities. Subsection 3.4.2 discusses the convergence
of probability densities with high entropy while satisfying certain moment constraints.
Subsection 3.4.3 discusses smoothness constraints for convergence rates that are uniform
in certain classes of probability density functions.
3.4.1 From Moment Similarity to L1-Similarity
The postulated similarity of finitely many moments as stated in Problem 3.1 does not
directly lead to the required error guarantees. The following Lemma, see Subsection 3.6.2
for its proof, motivates the consideration of the stronger concept of similarity in L1-
difference.
Lemma 3.2
Let f : r0, 1sd Ñ t0, 1u be integrable and p, q PM `r0, 1sd˘. Then the following holds:
max
l:r0,1sdÑr0,1s
ˇˇˇˇż
|f ´ l| q ´
ż
|f ´ l| p
ˇˇˇˇ
“ 1
2
‖p´ q‖L1 . (3.4)
Lemma 3.2 shows that the L1-difference between the densities p and q has to be small
to obtain absolute non-probabilistic bounds on the misclassification risk. Assume the L1-
difference is not small, then there exists a labeling function lp “ lq “ l such that the
source risk
ş |f ´ lp| p is not a good indicator for the target risk ş |f ´ lq| q. Consequently,
to achieve our goal, a small difference between the moments has to imply a small L1-
difference.
However, two densities with only finitely many moments in common can be far w. r. t. the
Kolmogorov metric [108], and consequently can have a large L1-difference.
3.4.2 Convergence of High-Entropy Distributions
According to Subsection 3.4.1 additional assumptions on the densities are required for
the existence of a solution to Problem 3.1. Therefore, we introduce a notion of -close
maximum entropy densities.
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Definition 3.1 (-Close Maximum Entropy Density)
Let  ě 0 and φm “ pφ1, . . . , φψpm,dqqT be some vector such that 1, φ1, . . . , φψpm,dq
is a basis of the space Rmrx1, . . . , xds of polynomials with maximum total degree m.
Then we call p PM`r0, 1sd˘ an -close maximum entropy density iff
hφmppq ´ hppq ď . (3.5)
Recall from Section 2.4 that hφmppq “ hpp˚q with unique maximum entropy density p˚
satisfying the moment constraint
ş
φmp
˚ “ şφmp. Let us also recall the definition of
ψpm, dq of being the number of monomials of maximum total degree m in d variables,
excluding the monomial 1 of degree 0. It is given by ψpm, dq “ řmi“1 ζpi, dq “ `d`mm ˘´ 1,
where ζpm, dq denotes the number of monomials of total degree m in d variables which is
equal to the number of weak compositions and therefore ζpm, dq “ `d`m´1m ˘.
For some small , by Lemma 2.5 and Eq. (2.14), an -close maximum entropy density p
fulfills ‖p´ p˚‖L1 ď
?
2 and can therefore be interpreted as being well approximable by
its corresponding maximum entropy density p˚.
In the language of Bayesian inference the term dKLpp, p˚q “ hφmppq ´ hppq measures the
information gained when one revises one’s beliefs from the prior probability density p˚ to
the posterior probability density p. In this sense, the amount of information lost when
using the moments
ş
φmp instead of the density p is at most  for -close maximum entropy
densities.
Note that we allow  to be zero to include maximum entropy densities p “ p˚ in our
discussions. The following Lemma 3.3, see Subsection 3.6.3 for its proof, motivates to
consider -close maximum entropy densities for tackling Problem 3.1.
Lemma 3.3
Let  ě 0, let φm “ pφ1, . . . , φψpm,dqqT be some vector such that 1, φ1, . . . , φψpm,dq is a
basis of Rmrx1, . . . , xds and let pn PM
`r0, 1sd˘ for n P t1, . . . ,8u be -close maximum
entropy densities with moments denoted by µn “
ş
φmpn. Then the following holds:
lim
nÑ8 ‖µn ´ µ8‖1 “ 0 ùñ lim supnÑ8 ‖pn ´ p8‖L1 ď
?
8. (3.6)
According to Theorem 2.9 a small misclassification risk in Eq. (3.3) is implied by a small
source risk
ş |f ´ lp| p, a small L1-difference between the densities and a small λ˚. Ac-
cording to Lemma 3.3 this is the case if p, q P M`r0, 1sd˘ are -close maximum entropy
densities and if the moment vectors
ş
φmp and
ş
φmq are similar. Unfortunately, the con-
vergence in Eq. (3.6) can be very slow for sequences in M`r0, 1sd˘ which is shown by the
following example.
Example 3.1. Consider the vector φ2 “ px, x2qT P R2rxs and two one-dimensional trun-
cated Normal distributions with densities p, q PMpr0, 1sq with equal variance but different
means. These distributions are maximum entropy distributions constrained at the mo-
Moment-Based Domain Adaptation: Learning Bounds and Algorithms
3.4. Approach by Convergence Rate Analysis 51
ments
ş
φ2p and
ş
φ2q and therefore satisfy Eq. (3.5) with  “ 0. It holds that for every
moment difference
∥∥ş φ2p´ ş φ2q∥∥1 one can always find a small enough variance such that‖p´ q‖L1 is large.
Example 3.1 shows that additional properties besides Eq. (3.5) are required to obtain fast
convergence rates for sequences in M`r0, 1sd˘.
3.4.3 Convergence of Smooth High-Entropy Distributions
In this subsection we introduce additional smoothness conditions motivated by approxi-
mation results of exponential families [10] and Legendre polynomials [42]. More precisely,
we consider the following set of densities.
Definition 3.2 (Smooth High-Entropy Densities)
Let  ě 0, m P N, m ě 2 and φm “ pφ1, . . . , φmdqT be a vector of polynomials such
that 1, φ1, . . . , φmd is an orthonormal basis of SpanpRmrx1s Y . . .Y Rmrxdsq. We call
p PM`r0, 1sd˘ a smooth high-entropy density iff the following conditions are satisfied:
(A1) hφmppq ´ hppq ď 
(A2) ‖log p‖8 ď 3m´62
(A3) log pi PWm2 @i P t1, . . . , du
(A4)
∥∥Bmxi log pi∥∥L2 ď 5m´4 @i P t1, . . . , du
where pi “
ş1
0 ¨ ¨ ¨
ş1
0 ppx1, . . . , xdq dx1 ¨ ¨ ¨ dxi´1 dxi`1 ¨ ¨ ¨ dxd denote the marginal densi-
ties of p. We denote the set of all smooth high-entropy densities by Hm,.
The set Hm, in Definition 3.2 contains multivariate probability densities p with loosely
coupled marginals. The reason is the specification of the polynomial vector φm resulting
in maximum entropy densities p˚ of densities p PM`r0, 1sd˘ with independent marginals
as shown by Lemma 3.10. One advantage of this simplification is that no combinatorial
explosion has to be taken into account. We will show in Chapter 4 that such moment
vectors are sufficient in many practical tasks. Distributions with loosely coupled marginals
are created by many learning algorithms [8, 35,85].
Note that the present analysis can be extended to general multi-dimensional polynomial
vectors by the usual product basis functions for polynomials. However, the use of such
expansions is precluded by an exponential growth of the number of moments with the
dimension d and the consideration of additional smoothness constraints, see also [10].
The definition of the set Hm, is independent of the choice of the orthonormal basis
1, φ1, . . . , φmd. This follows from properties of the information projection [10].
Assumptions (A3) and (A4) restrict the smoothness of the densities. The upper bound on
the L2-norm, and also the one in (A2), can be enlarged at the cost of more complicated
dependencies on the shape of the log-density functions as shown in Subsection 3.6.4. It
is interesting to observe that, when a density is bounded away from zero, assumptions on
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Figure 3.1: Relationships among probability metrics as illustrated in [66] and supple-
mented by Lemma 3.1 and Theorem 3.1 (dashed). A directed arrow from A to B annotated
by a function hpxq means that dA ď hpdBq. For notations, restrictions and applicability
see Section 2.1.
the log-densities are not too different from the assumptions on derivatives of the densities
itself, see e. g. Remark 2 in [10].
The set Hm, contains densities that are well approximable in KL-divergence by exponen-
tial families: For each  ą 0 and each density p P M`r0, 1sd˘ satisfying (A2) and (A3),
there exists a number of moments m such that minqPEφm dKLpp, qq ď  for the exponential
family Eφm . This follows from the fact that hφmppq Ñ hppq for m Ñ 8 as shown in
Lemma 2.5.
The following Theorem 3.1 gives an uniform bound for the L1-norm of the difference
of densities in Hm, in terms of differences of moments. See Subsection 3.6.4 for its
proof.
Theorem 3.1
Consider somem, , φm andHm, as in Definition 3.2 and let p, q P Hm, with moments
denoted by µp “
ş
φmp and µq “
ş
φmq. Then the following holds:∥∥µp ´ µq∥∥1 ď 12C pm` 1q ùñ ‖p´ q‖L1 ď ?2C ¨ ∥∥µp ´ µq∥∥1 `?8
with the constant C “ 2ep3m´1q{2.
Theorem 3.1 relates the `1-distance between moments to other probability metrics as illus-
trated in Figure 3.1. It can be seen that the `1-distance implements a weaker convergence
than most other commonly applied probability metrics. However, under the assumptions
(A1)–(A4) stated in Definition 3.2 and small , stronger convergence properties are imple-
mented.
The more moments we consider in Theorem 3.1, i.e. the higher m is, the richer is the class
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Hm,. However, with increasing m the constant C also increases. This constant depends
exponentially on m which is induced by the definition of the upper bounds on the norms
of the derivatives in the Definition 3.2.
However, it is interesting to consider more general upper bounds c8 ě ‖log p‖8 and
cr ě
∥∥Bmxi log pi∥∥L2 instead. This leads to the constant C as in Lemma 3.8, used to
prove Theorem 3.1, which depends double exponentially on the upper bounds c8 and cr.
However, the double exponential dependency weakens when considering higher numbers
r of derivatives or numbers m of moments as we discuss in Remark 2. Thus, the main
influence is an exponential dependency on the upper log-density bound c8.
The considered dimension d of the unit cube effects the number of moment differences
considered in the `1-norms in Theorem 3.1. By the specification of the vector φm, this
number increases only linearly with the dimension.
Theorem 3.1 together with Theorem 2.9 give a first result towards identifying a solution
of Problem 3.1: An upper bound on the misclassification risk of the discriminative model
based on differences of moments:
Corollary 3.1
Let m,  and φm be as in Definition 3.2. Let further p, q P Hm, with moments denoted
by µp “
ş
φmp,µq “
ş
φmq, respectively, let lp, lq : r0, 1sd Ñ r0, 1s be two integrable
labeling functions and F Ă  f : r0, 1sd Ñ t0, 1u | f integrable( be a set of binary
classifiers. Then the following holds for all f P F :∥∥µp ´ µq∥∥1 ď 12C pm` 1q
ùñż
|l ´ lq| q ď
ż
|l ´ lp| p`
?
2C ¨ ∥∥µp ´ µq∥∥1 `?8` λ˚
with C “ 2ep3m´1q{2 and λ˚ “ infhPF
` ş |h´ lp| p` ş |h´ lq| q˘.
Corollary 3.1 gives an error bound on the target error that is relative to the error λ˚
of some optimal discriminative function. This is similar to the assumption in probably
approximately correct learning theory that there exists a perfect discriminative model in
the underlying model class [158]. The error λ˚ can be eliminated in the case of equal
labeling functions, i.e. lp “ lq, by using the bound of Theorem 1 in [15] instead of
Theorem 2.9.
Further implications of Corollary 3.1 are discussed in more detail in Section 3.5 together
with the sample case.
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3.5 A Learning Bound for Moment-Based Domain Adapta-
tion
Theorem 3.2
Consider some m, , φm and Hm, as in Definition 3.2 and a function class F with
finite VC-dimension VCpFq. Consider two probability densities p, q P Hm, and two
integrable labeling functions lp, lq : r0, 1sd Ñ r0, 1s.
Let Xp and Xq be two k-sized samples drawn from p and q, respectively, and denote
by pµp “ 1k řxPXp φmpxq and pµq “ 1k řxPXq φmpxq corresponding sample moments.
Then, for every δ P p0, 1q and all f P F , the following holds with probability at least
1´ δ over the choice of samples: If
4C2pm` 1q2mδ´1 ď k (3.7)
and ∥∥pµp ´ pµq∥∥1 ď p2pm` 1qeCq´1 (3.8)
thenż
|f ´ lq| q ď 1
k
ÿ
xPXp
|fpxq ´ lppxq| `
d
4
k
ˆ
VCpFq log 2ek
VCpFq ` log
4
δ
˙
` λ˚
`?2eC ∥∥pµp ´ pµq∥∥1 `?8C
c
dm
kδ
`?8
(3.9)
where C “ 2ep3m´1q{2 and λ˚ “ infhPF
` ş |f ´ lp| p` ş |f ´ lq| q˘.
Theorem 3.2 provides cases where Problem 3.1 has solutions. A proof is outlined in
Subsection 3.6.5.
Theorem 3.2 directly extends the bound in Theorem 2.7 on the target error in the statistical
learning theory proposed by Vapnik and Chervonenkis [182] and the domain adaptation
theory in Theorem 2.9.
Note that according to Vapnik and Chervonenkis [182], a small misclassification risk of
a discriminative model is induced by a small training error, if the sample size is large
enough. Due to Ben-David et al. [15], this statement still holds for a test sample with
a distribution different from the training sample, if the L1-difference of the distributions
is small and if there exists a model that can perform well on both distributions, i. e. the
error λ˚ in Theorem 2.9 is small.
According to Theorem 3.2, a small misclassification risk of a model on a test sample with
moments pµq is induced by a small error on a training sample with moments pµp being
similar to pµq, if the the following holds: The sample size is large enough, the densities p
and q are smooth high-entropy densities with loosely coupled marginals, i. e. p, q P Hm,,
and there exists a model that can perform well on both densities.
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See Lemma 3.11 in Subsection 3.6.5 for improved assumptions and an improved con-
stant C with the drawback of some additional and more complicated assumptions on the
smoothness of the densities.
It is interesting to investigate in more detail the terms in Eq. (3.9) that depend on the
sample size k which is chosen equally for both samples for better readability: Let us
therefore assume a fixed number of moments m and a given probability 1´ δ. For model
classes with VC-dimension VCpFq ě d, i. e. supra-linear models, and for a large sample
size k ą VCpFq, the complexity of the proposed term is bounded by OpaVCpFq{kq which
is smaller than the complexity OpaVCpFq{k logp2ek{VCpFqqq of the classical error bound
in the first line of Eq. (3.9) as proposed in [182]. However, the classical term decreases
faster with complexity Opalogp1{δqq as the probability 1 ´ δ decreases compared to the
proposed term which decreases only with complexity Opa1{δq.
3.6 Proofs
All proofs are summarized in this subsection together with additional remarks and com-
ments.
3.6.1 Bound on Moment Distance by Le´vy Metric
To prove Lemma 3.1, the following Definition 3.3 and Lemma 3.4 from [209] are help-
ful.
Definition 3.3 (Zolotarev Metric [208])
The Zolotarev metric between two probability density functions p, q PMpRq is defined
by
dZpp, qq “ min
Tą0 max
"
1
2
max
|t|ďT
|fptq ´ gptq| , 1
T
*
, (3.10)
where f and g denote the characteristic functions of p and q, respectively.
Lemma 3.4 (Zolotarev Metric Bound [209])
If p, q PMpr0, 2Ksq then
dZpp, qq ď
c´
2K ` 24adLpp, qq ` 1{2¯ dLpp, qq. (3.11)
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Lemma 3.1
Let m P N,m ě 2, φ P pRmrxsqn be a vector of polynomials with maximum total
degree m and let p, q PMpr0, 1sq with moments denoted by µp “
ş
φp and µq “
ş
φq.
The there exist some constants CL,ML P R` such that
dLpp, qq ďML ùñ
∥∥µp ´ µq∥∥1 ď CL ¨ dLpp, qq 12m`2 . (3.1)
Proof. Let ε “a102 dLpp, qq and T0 such that
dZpp, qq “ max
"
1
2
max
|t|ďT0
|fptq ´ gptq|, 1
T0
*
.
Then it holds that
sup
|t|ďT0
|fptq ´ gptq| ď 2 max
"
1
2
max
|t|ďT0
|fptq ´ gptq|, 1
T0
*
ď 2
c´
2K ` 24adLpp, qq ` 1{2¯ dLpp, qq
ďa102 dLpp, qq “ ε
(3.12)
where the second inequality follows from Lemma 3.4 and the last inequality follows from
the fact that dL ď 1.
Theorem 2.5 can be applied and it follows that there exists an absolute constant CZ such
that for all n P N with
n3C
1
n`1
Z ε
1
n`1 ď T0{2
we have that ˇˇˇˇż
xnp dx´
ż
xnq dx
ˇˇˇˇ
ď CZn3ε 1n`1 .
From the definition of ε and Eq. (3.12), in particular using 2T0 ď , we obtain for all n P N
with
n3C
1
n`1
Z p102 dLpp, qqq
n`2
2n`2 ď 1 (3.13)
the inequality ˇˇˇˇż
xnpdx´
ż
xnq dx
ˇˇˇˇ
ď CZn3 p102 dLpp, qqq 12n`2 . (3.14)
The vector φ contains polynomials in Rmrxs which implies that the value of
∥∥µp ´ µq∥∥1
can be computed as a finite weighted sum of differences of moments as specified by the
left-hand side of Eq. (3.14). As a consequence, the value of
∥∥µp ´ µq∥∥1 can be upper
bounded by aggregations of the right-hand side of Eq. (3.14). Let us define ML small
enough such that Eq. (3.13) is fulfilled for all n ď m. From dLpp, qq 12n`2 ď dLpp, qq 12m`2
for 1 ď n ď m the existence of some CL as required by Lemma 3.1 follows.
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3.6.2 Moment Similarity and L1-Similarity
Lemma 3.2
Let f : r0, 1sd Ñ t0, 1u be integrable and p, q PM `r0, 1sd˘. Then the following holds:
max
l:r0,1sdÑr0,1s
ˇˇˇˇż
|f ´ l| q ´
ż
|f ´ l| p
ˇˇˇˇ
“ 1
2
‖p´ q‖L1 . (3.4)
Proof. Let us define the labeling function l˚ : r0, 1sd Ñ r0, 1s by
l˚pxq “
$’’’’&’’’’%
1 if fpxq “ 1 and ppxq ă qpxq
1 if fpxq “ 0 and ppxq ě qpxq
0 if fpxq “ 1 and ppxq ě qpxq
0 if fpxq “ 0 and ppxq ă qpxq
(3.15)
By this construction the following holds:
|f ´ l˚| “ 1A (3.16)
where 1Apxq “
#
1 : x P A
0 : else
and A “ tx P r0, 1sd | ppxq ě qpxqu. From Eq. (3.16) we
obtain
ż
r0,1sd
|f ´ l˚| pp´ qq “
ż
r0,1sd
1App´ qq
“
ż
r0,1sd
1A p´
ż
r0,1sd
1A q
“ 1´
ż
r0,1sd
1Ac p´ 1`
ż
r0,1sd
1Ac q
“
ż
r0,1sd
1Acpq ´ pq
(3.17)
where Ac “ r0, 1sdzA denotes the complement of A.
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For all l : r0, 1sd Ñ r0, 1s, it holds thatˇˇˇˇ
ˇ
ż
r0,1sd
|f ´ l| q ´
ż
r0,1sd
|f ´ l| p
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇ
ż
r0,1sd
|f ´ l| pp´ qq
ˇˇˇˇ
ˇ
ď
ˇˇˇˇ
ˇ supxPr0,1sd  |fpxq ´ lpxq|(
ż
r0,1sd
pp´ qq
ˇˇˇˇ
ˇ
ď
ˇˇˇˇ
ˇ
ż
r0,1sd
pp´ qq
ˇˇˇˇ
ˇ
ď max
#ż
r0,1sd
pp´ qq,
ż
r0,1sd
pq ´ pq
+
ď max
#ż
r0,1sd
1A pp´ qq,
ż
r0,1sd
1Ac pq ´ pq
+
“
ż
r0,1sd
|f ´ l˚| pp´ qq
where the last line is obtained from Eq. (3.17). It follows that
sup
l:r0,1sdÑr0,1s
ˇˇˇˇ
ˇ
ż
r0,1sd
|f ´ l| q ´
ż
r0,1sd
|f ´ l| p
ˇˇˇˇ
ˇ ď
ż
r0,1sd
|f ´ l˚| pp´ qq.
Since l˚ : r0, 1sd Ñ r0, 1s, it also holds that
ż
r0,1sd
|f ´ l˚| pp´ qq ď sup
l:r0,1sdÑr0,1s
ˇˇˇˇ
ˇ
ż
r0,1sd
|f ´ l| q ´
ż
r0,1sd
|f ´ l| p
ˇˇˇˇ
ˇ
and therefore
max
l:r0,1sdÑr0,1s
ˇˇˇˇ
ˇ
ż
r0,1sd
|f ´ l| q ´
ż
r0,1sd
|f ´ l| p
ˇˇˇˇ
ˇ “
ż
r0,1sd
|f ´ l˚| pp´ qq. (3.18)
Using Eq. (3.16) and Eq. (3.17) yields
2
ż
r0,1sd
|f ´ l˚| pp´ qq “ 2
ż
r0,1sd
1A pp´ qq
“
ż
r0,1sd
1A pp´ qq `
ż
r0,1sd
1Ac pq ´ pq
“
ż
r0,1sd
|p´ q|
which finalizes the proof.
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3.6.3 Convergence of High-Entropy Distributions
For this subsection let φm “ pφ1, . . . , φψpm,dqqT be such that 1, φ1, . . . , φψpm,dq is a basis of
Rmrx1, . . . , xds.
The following Lemma 3.5 provides a key relationship allowing to focus on differences of
distributions in exponential families.
Lemma 3.5
Let  ě 0 and p, q PM`r0, 1sd˘ be two -close maximum entropy densities. Then the
following holds:
‖p´ q‖L1 ď
a
2dKLpp˚, q˚q `
?
8. (3.19)
Proof. Applying the Triangle Inequality and Eq. (2.14) yields
‖p´ q‖L1 ď ‖p˚ ´ q˚‖L1 ` ‖p˚ ´ p‖L1 ` ‖q˚ ´ q‖L1
ďa2dKLpp˚, q˚q `a2dKLpp, p˚q `a2dKLpq, q˚q.
The proof now follows from Property 2 in Lemma 2.5 and the definition of -close maxi-
mum entropy densities.
The following Lemma 3.6 analyzes the convergence in KL-divergence of sequences of distri-
butions in exponential families in terms of the convergence of respective moment vectors.
Lemma 3.6
Let ppnqnPN Ă M
`r0, 1sd˘ and p8 P M`r0, 1sd˘ be such that pn is an -close max-
imum entropy density for all n P t1, . . . ,8u and denote its respective moments by
µn “
ş
φmpn. Then the following holds:
lim
nÑ8 ‖µn ´ µ8‖1 “ 0 ùñ limnÑ8 dKLppn˚, p8˚q “ 0.
Proof. As shown by Theorem 2.11, the maximum entropy density pn˚ of pn is independent
of the choice of the basis 1, φ1, . . . , φψpm,dq. Therefore, we may assume without loss of
generality that the elements of φm are solely positive monomials.
According to Eq. (2.59), the maximum entropy distributions pn˚ are of the form pn˚ “
cpλnq exp p´xλn,φmyq with parameter vectors λn P Rψpm,dq. Since pn˚ P M
`r0, 1sd˘ it
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holds that
dKLppn˚, p8˚q “
ż
pn˚ log
pn˚
p8˚
“
ż
pn˚ log
cpλnq expp´xλn,φmyq
cpλ8q expp´xλ8,φmyq
“
ż
pn˚plog cpλnq ´ log cpλ8qq `
ż
pn˚p´xλn,φmy ` xλ8,φmyq
“ plog cpλnq ´ log cpλ8qq ` p´xλn,
ż
pn˚φmy ` xλ8,
ż
pn˚φmyq
“ plog cpλnq ´ log cpλ8qq ` p´xλn,µny ` xλ8,µnyq
“ plog cpλnq ´ log cpλ8qq ` xµn,λ8 ´ λny
ď |log cpλnq ´ log cpλ8q| ` xµn, |λn ´ λ8|y
ď |log cpλnq ´ log cpλ8q| ` ‖λn ´ λ8‖1 .
where the last inequality follows from the choice of the basis 1, φ1, . . . , φψpm,dq.
In the following we show that log cpλnq Ñ log cpλ8q and λn Ñ λ8 as µn Ñ µ8: As shown
in Lemma 2.5, the elements of the parameter vector λ˚ of the maximum entropy distri-
bution p˚ “ cpλ˚q exp p´xλ˚,φmyq in Eq. (2.59) correspond to the Lagrange multipliers
solving the optimization problem minλPRψpm,dq Γpλq where Γpλq “ xλ,µ˚y´ logpcpλqq and
µp “
ş
φmp. Let q “ cpλqq exp p´xλq,φmyq be a probability density of an exponential
family with moments µq “
ş
φmq and parameter vector λq “ pλ1, . . . , λψpm,dqqT. Then
the partial derivative of the function λq ÞÑ Γpλqq w. r. t. the variable λi is given by
BλiΓpλqq “
ż
φip´ Bλi log cpλqq
“
ż
φip´ 1
cpλqqBλicpλqq
“
ż
φip` Bλi
ş
exp p´xλq,φmyq
cpλqq
`ş
exp p´xλq,φmyq
˘2
“
ż
φip` cpλqq
ż
exp p´xλq,φmyq p´Bλixλq,φmyq
“
ż
φip´
ż
cpλqq exp p´xλq,φmyqφi
“
ż
φip´
ż
φiq
and the gradient vector ∇Γpλqq can therefore be computed by
∇Γpλqq “ µp ´
ż
φmq.
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Consequently, the second partial derivative w. r. t. the variables λi and λj is given by
B2λi,λjΓpλqq “ Bλj p
ż
φip´
ż
φiqq
“
ż
cpλqq exp p´xλq,φmyqφiφj ´
ż
exp p´xλq,φmyqφi Bλjcpλqq
“
ż
φiφjq ´
ż
exp p´xλq,φmyqφi cpλqq2
ż
exp p´xλq,φmyqφj
“
ż
φiφjq ´
ż
qφip
ż
qφjq
and the Hessian matrix HΓpλqq can be computed by
HΓpλqq “
ż
pφm ¨ φTmqq ´
ż
φmq ¨ p
ż
φmqqT.
The Hessian matrix HΓ equals the covariance matrix of a random variable with density q.
It is assumed that the elements of φm are independent. HΓ is therefore positive definite
and the function λq ÞÑ Γpλqq reaches its minimum at a vector λ˚ with ∇Γpλ˚q “ 0. The
Implicit Function Theorem can be applied to the function
I : pµ,λq ÞÑ µ´
ż
φmcpλq exp p´xλ,φmyq
guaranteeing the existence of an open set U Ă Rψpm,dq (containing µp) and a unique
continuous function g : µ ÞÑ λ with Ipµ, gpµqq “ 0 for all µ P U . Consequently the
convergence of the moment vector µn Ñ µ8 implies the convergence of the corresponding
parameter vectors λn Ñ λ8 as n tends to infinity.
The convergence of log cpλnq to log cpλ8q follows from the continuity of the cumulant
function λ ÞÑ ´ log cpλq “ log `ş exp p´xλ,φmyq˘ as described in Subsection 2.4.2.
Lemma 3.5 together with Lemma 3.6 motivate to focus on densities with -close maxi-
mum entropy and together prove Lemma 3.3.
3.6.4 Convergence of Smooth High-Entropy Distributions
In this Subsection, we propose a uniform upper bound on the L1-difference between two
densities in the set Hm, as defined in Definition 3.2 that is linear in terms of the `1-
norm of the difference of finite moment vectors. Let us start with the following helpful
statement.
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Lemma 3.7
Let fm P Rmrxs be a polynomial of degree less than or equal to m on r0, 1s and
p PMpr0, 1sq such that ‖log p‖8 “ c8 for some c8 P R. Then the following holds:
‖fm‖8 ď pm` 1qec8{2 ‖fm‖L2ppq .
Proof. For all fm P Rmrxs the following holds by Lemma 2.7:
‖fm‖8 ď pm` 1q ‖fm‖L2 “ pm` 1q
dż 1
0
|fm|2 p
p
ď pm` 1q
d
sup
1
|p|
ż 1
0
|fm|2p.
Since c8 “ ‖log p‖8, it holds that ´c8 ď log p ď c8 and therefore also e´c8 ď 1{|p| ď ec8
which yields the required result.
The following Lemma 3.8 serves as our anchor in the approximation theory summarized
in Subsection 2.4.4.
Lemma 3.8
Consider some m ě r ě 2 and some φm “ pφ1, . . . , φmqT such that 1, φ1, . . . , φm is an
orthonormal basis of Rmrxs.
Let p, q PMpr0, 1sq such that log p, log q PW r2 and denote by p˚ and q˚ corresponding
maximum entropy densities satisfying
ş
φmp
˚ “ şφmp and şφmq˚ “ şφmq, respec-
tively.
If 4e4γ`1ec8{2pm` 1qξ ď 1 then the following holds:∥∥µp ´ µq∥∥2 ď 12C pm` 1q ùñ dKLpp˚, q˚q ď C ¨ ∥∥µp ´ µq∥∥22 (3.20)
where
C “ 2e1`c8`2γ`4e4γ`1ξec8{2pm`1q (3.21)
and
γ “ e
r
?
r ´ 1pm` rqr´1
ˆ
1
2
˙r
cr (3.22)
ξ2 “ e
c8
pm` r ` 1q ¨ ¨ ¨ pm´ r ` 2q
ˆ
1
4
˙r
c2r (3.23)
cr “ ‖Brx log p‖L2 (3.24)
c8 “ ‖log p‖8 . (3.25)
Proof. Let m, r be such that m ě r ě 2. Consider some φm “ pφ1, . . . , φmqT with
1, φ1, . . . , φm forming an orthonormal basis of Rmrxs, i.e. forming an orthonormal basis of
Rmrxs w. r. t. the uniform weight function q˜ which is 1 if x P r0, 1s and 0 otherwise.
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For q˜ it holds that ‖log q˜‖8 ă 8 and with Aq˜ “ m ` 1, due to Lemma 2.7, it also holds
that
‖fm‖8 ď Aq˜ ‖fm‖L2pq˜q
for all fm P Rmrxs. Let p, q P Mpr0, 1sq such that log p, log q P W r2 and denote its
moments by µp “
ş
φmp and µq “
ş
φmq. Choose µ˜ “ µq, p˜0 “ p, b˜ “ e‖log q˜{p˜
˚
0 ‖8 and
note that
b˜ “ e‖log q˜{p˜˚0 ‖8 “ e‖log q˜{p˚‖8 “ e‖log q˜´log p˚‖8 “ e‖log p˚‖8 .
If ∥∥µp ´ µq∥∥2 ď 14pm` 1qe1`‖log p˚‖8
then, due to Lemma 2.6, the maximum entropy density q˚ PMpr0, 1sq satisfies
dKLpp˚, q˚q ď 2et˜e‖log p˚‖8
∥∥µp ´ µq∥∥22
for t˜ satisfying 4pm ` 1qe1`‖log p˚‖8 ∥∥µp ´ µq∥∥2 ď t˜ ď 1, in particular for t˜ “ 1, such
that
dKLpp˚, q˚q ď 2e1`‖log p˚‖8 ¨
∥∥µp ´ µq∥∥22 .
In the following, we aim at an upper bound on ‖log p˚‖8. It holds that
‖log p˚‖8 “ ‖log p˚p{p‖8 “ ‖log p´ log p{p˚‖8 ď ‖log p‖8 ` ‖log p{p˚‖8 (3.26)
where the last inequality is due to the Triangle Inequality. Lemma 3.7 yields
‖fm‖8 ď pm` 1qec8{2 ‖fm‖L2ppq . (3.27)
Denote by p˜ “ p, f˜ “ log p and Ap˜ “ pm ` 1qec8{2. Let us further denote by γ˜ “
minfmPRmrxs ‖f ´ fm‖8 and ξ˜ “ minfmPRmrxs ‖f ´ fm‖L2ppq minimal errors of approximat-
ing f by polynomials fm P Rmrxs. From Corollary 2.2, we obtain
4e4γ˜`1Ap˜ξ˜ ď 1 ùñ ‖log p{p˚‖8 ď 2γ˜ ` 4e4γ˜`1ξ˜Ap˜.
Consider γ and ξ as defined in Eq. (3.22) and Eq. (3.23), respectively. Lemma 2.8 yields
γ˜ ď γ, ξ˜ ď ξ and therefore also
4e4γ˜`1Ap˜ξ˜ ď 4e4γ`1ec8{2pm` 1qξ
Consequently, if 4e4γ`1ec8{2pm` 1qξ ď 1 then
‖log p{p˚‖8 ď 2γ ` 4e4γ`1ξpm` 1qec8{2 (3.28)
and together with Eq. (3.26) we obtain
‖log p˚‖8 ď c8 ` 2γ ` 4e4γ`1ξpm` 1qec8{2.
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Remark 2. For γ and ξ as defined in Lemma 3.8 it holds that γ, ξ P O ` 1
mr´1
˘
and
therefore C Ñ 2e1`c8 as m, r Ñ8.
To obtain simpler statements and useful bounds for small moment orders, we consider
specific upper bounds on the norms of the log-derivatives as defined in Definition 3.2 of
the set P Hm,.
Lemma 3.9
Consider some  ě 0, some m “ r ě 2 and let p P Hm,. Then the following holds:
4e4γ`1ec8{2pm` 1qξ ď 1 and C ď 2ep3m´1q{2
with γ, ξ, cr, c8, C as defined in Lemma 3.8.
Proof. We start by proving the following inequalities inductively for m ě 2,m P N:
5m´4 ď
ap2m` 1q! pm´ 1q
2em`2 (3.29)
3m´ 6
2
ď log
ˆ
em2m´1
pm` 1q?m´ 1
˙
(3.30)ap2m` 1q!
4mmm´1e2 ď
1
4
(3.31)
For m “ 2, . . . , 7 all inequalities are fulfilled. Note that for any m ě 8 the non-negativeness
of later considered terms is ensured. To continue our proof by induction we may therefore
assume that Eqs. (3.29)–(3.31) are fulfilled for some arbitrary but fixed m P N with
m ě 8.
Since p2m` 3qp2m` 2qm
pm´ 1q ´ 25e
2
is a positive and monotonic increasing sequence for m ě 8, as can be proven with any
computer algebra system, it follows that
5 ď
d
p2 ¨ 8` 3qp2 ¨ 8` 2q8
p8´ 1qe2 ď
d
p2m` 3qp2m` 2qm
pm´ 1qe2
such that
5m`1´4 “ 5m´4 ¨ 5
ď 5m´4
d
p2m` 3qp2m` 2qm
pm´ 1qe2
ď
ap2m` 1q! pm´ 1q
2em`2
d
p2m` 3qp2m` 2qm
pm´ 1qe2
“
ap2pm` 1q ` 1q! ppm` 1q ´ 1q
2epm`1q`2
.
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Since
log
ˆ
e 2 pm` 1q?m´ 1
pm` 2q?m
˙
´ 3
2
is a positive and monotonic increasing sequence for m ě 8, as can be proven with any
computer algebra system, it follows that
3
2
ď log
ˆ
e 2 p8` 1q?8´ 1
p8` 2q?8
˙
ď log
ˆ
e 2 pm` 1q?m´ 1
pm` 2q?m
˙
such that
3pm` 1q ´ 6
2
“ 3m´ 6
2
` 3
2
ď 3m´ 6
2
` log
ˆ
e 2 pm` 1q?m´ 1
pm` 2q?m
˙
ď log
ˆ
em2m´1
pm` 1q?m´ 1
˙
` log
ˆ
e 2 pm` 1q?m´ 1
pm` 2q?m
˙
“ log
˜
epm`1q2pm`1q´1
ppm` 1q ` 1qapm` 1q ´ 1
¸
.
Since ap2m` 3qp2m` 2q
4m
´ 1
is a negative and monotonic decreasing sequence for m ě 8, as can be proven with any
computer algebra system, it follows thatap2m` 3qp2m` 2q
4m
ď
ap2 ¨ 8` 3qp2 ¨ 8` 2q
4 ¨ 8 ď 1
such that ap2pm` 1q ` 1q!
4pm`1qpm` 1qpm`1q´1e2 ď
ap2m` 1q!
4mmm´1e2
ap2m` 3qp2m` 2q
4m
ď
ap2m` 1q!
4mmm´1e2 ¨ 1
ď 1
4
.
According to Definition 3.2 and the verified Eq. (3.29) it holds that
cr ď 5m´4 ď
ap2m` 1q! pm´ 1q
2em`2 (3.32)
which, together with Eq. (3.31), implies that
γ ď e
m
?
m´ 1p2mqm´1
ˆ
1
2
˙m ap2m` 1q! pm´ 1q
2em`2 “
ap2m` 1q!
4mmm´1e2 ď
1
4
. (3.33)
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Applying Eq. (3.33), the definition of ξ and Eq. (3.32), we obtain
4e4γ`1ec8{2pm` 1qξ
ď 4eepm` 1qec8{2 e
c8{2ap2m` 1q!
ˆ
1
2
˙m ap2m` 1q! pm´ 1q
2em`2
“ e4epm` 1q
apm´ 1q
2em`22m e
c8
From Definition 3.2 and Eq. (3.30) we know that
c8 ď 3m´ 6
2
ď log
ˆ
em2m´1
pm` 1q?m´ 1
˙
(3.34)
which further gives
e
4epm` 1qapm´ 1q
2em`22m e
c8 ď e4epm` 1q
apm´ 1q
2em`22m
ˆ
em2m´1
pm` 1q?m´ 1
˙
“ 1
and therefore
4e4γ`1ec8{2pm` 1qξ ď 1.
From Eq. (3.21) we obtain
C “ 2e1`c8`2γ`4e4γ`1ξec8{2pm`1q ď 2e2`2γ`c8
and by applying Eq. (3.34) and Eq. (3.33) it holds that
C ď 2e 52` 3m´62 ď 2e 3m´12 .
The following lemma allows to focus on distributions from exponential families with inde-
pendent marginals by considering specific vectors of polynomials.
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Lemma 3.10
Consider some polynomial vector φm “ pφ1, . . . , φmdqT such that 1, φ1, . . . , φmd is an
orthonormal basis of SpanpRmrx1s Y . . .Y Rmrxdsq.
Let p˚, q˚ be two maximum entropy densities satisfying
ş
φmp
˚ “ şφmp, şφmq˚ “ş
φmq for some p, q PM
`r0, 1sd˘. Then the following holds:
dKLpp˚, q˚q “
dÿ
i“1
dKLppi˚ , qi˚ q (3.35)
where pi˚ denotes the maximum entropy density of p satisfying
ş
φ
piq
m p˚ “ şφpiqm p for
some vector φ
piq
m “ pφi1, . . . , φimq such that 1, φi1, . . . , φim is an orthonormal basis of
Rmrxis.
Proof. According to Eq. (2.59) it holds that pi˚ is of the form
pi˚ pxiq “ cipλiq exp
´
´xλi,φpiqm pxiqy
¯
where cipλiq “
´ş1
0 exp
´
´xλi,φpiqm pxiqy
¯
dxi
¯´1
is the constant of normalization and λi P
Rm is a parameter vector. It follows that
p˜˚ “ p1˚ ¨ ¨ ¨ pd˚
“ c1pλ1q exp
´
´xλ1,φp1qm px1qy
¯
¨ ¨ ¨ cdpλdq exp
´
´xλd,φpdqm pxdqy
¯
“
˜ż
r0,1sd
exp
´
´xλ˜, φ˜mpxqy
¯
dx
¸´1
exp
´
´xλ˜, φ˜mpxqy
¯
where λ˜ P Rmd is the concatenation of the vectors λ1, . . . ,λd and φ˜m P Rmrx1, . . . , xds is
the vector of polynomials obtained by the concatenation of φ
p1q
m , . . . ,φ
pdq
m . It holds that p˜˚
is a probability density of exponential form with sufficient statistic φ˜m. The elements of
φ˜m, together with the unit 1, form an orthonormal basis of SpanpRmrx1s Y . . .YRmrxdsq.
The uniqueness and the exponential form of the maximum entropy density p˚ implies that
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p˜˚ “ p˚ and the following holds:
dKLpp˚, q˚q “
ż
r0,1sd
p˚ log p
˚
q˚ dx
“
ż 1
0
. . .
ż 1
0
p1˚ ¨ ¨ ¨ pd˚ log
p1˚ ¨ ¨ ¨ pd˚
q1˚ ¨ ¨ ¨ qd˚
dx1 . . . dxd
“
dÿ
i“1
ż 1
0
. . .
ż 1
0
p1˚ ¨ ¨ ¨ pd˚ log pi˚qi˚
dx1 . . . dxd
“
dÿ
i“1
˜ż 1
0
pi˚ log
pi˚
qi˚
dxi
ź
j‰i
ż 1
0
pj˚ dxj
¸
“
dÿ
i“1
ż 1
0
pi˚ log
pi˚
qi˚
dxi
“
dÿ
i“1
dKLppi˚ , qi˚ q.
We are now ready to prove Theorem 3.1.
Theorem 3.1
Consider somem, , φm andHm, as in Definition 3.2 and let p, q P Hm, with moments
denoted by µp “
ş
φmp and µq “
ş
φmq. Then the following holds:∥∥µp ´ µq∥∥1 ď 12C pm` 1q ùñ ‖p´ q‖L1 ď ?2C ¨ ∥∥µp ´ µq∥∥1 `?8
with the constant C “ 2ep3m´1q{2.
Proof. Consider some m, ,φm and Hm, as in Definition 3.2 and some p, q P Hm,. Then
p, q PMpr0, 1sdq and have -close maximum entropy. Applying Lemma 3.5 yields
‖p´ q‖L1 ď
a
2dKLpp˚, q˚q `
?
8
for p˚, q˚ being the maximum entropy densities satisfying
ş
φmp
˚ “ şφmp, şφmq˚ “ş
φmq. The vector φm “ pφ1, . . . , φmdqT is a polynomial vector such that 1, φ1, . . . , φmd is
an orthonormal basis of SpanpRmrx1s Y . . .Y Rmrxdsq. Therefore, by applying Lemma 3.10,
we obtain
‖p´ q‖L1 ď
gffe2 dÿ
i“1
dKLppi˚ , qi˚ q `
?
8, (3.36)
where pi˚ denotes the maximum entropy density of p satisfying
ş
φ
piq
m pi˚ “
ş
φ
piq
m p for
some vector φ
piq
m “ pφi1, . . . , φimq such that 1, φi1, . . . , φim is an orthonormal basis of
Rmrxis.
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The densities pi˚ can also be seen as maximum entropy densities satisfying
ş
φ
piq
m pi˚ “ µpi “ş
φ
piq
m pi for the marginal densities pi of p defined by
pipxiq “
ż 1
0
¨ ¨ ¨
ż 1
0
ppx1, . . . , xdq dx1 ¨ ¨ ¨ dxi´1dxi`1 ¨ ¨ ¨ dxd.
From Definition 3.2 it follows that log pi PWm2 with Sobolev space Wm2 . If it holds that
4e4γ`1ec8{2pm` 1qξ ď 1 then the following holds by Lemma 3.8:∥∥µpi ´ µqi∥∥2 ď 12C pm` 1q ùñ dKLppi˚ , qi˚ q ď C ¨ ∥∥µpi ´ µqi∥∥22 (3.37)
with C, γ, c8, ξ as defined in Lemma 3.8 with r “ m. Since p P Hm,, Lemma 3.9 implies
that 4e4γ`1ec8{2pm` 1qξ ď 1 and C ď ep3m´6q{2. Since∥∥µpi ´ µqi∥∥2 ď ∥∥µp ´ µq∥∥2 ď ∥∥µp ´ µq∥∥1
it follows that∥∥µp ´ µq∥∥1 ď 12C pm` 1q ùñ dKLppi˚ , qi˚ q ď C ¨ ∥∥µpi ´ µqi∥∥22 . (3.38)
Therefore, if ∥∥µp ´ µq∥∥1 ď 12C pm` 1q
then Eq. (3.36) can be further extended by
‖p´ q‖L1 ď
gffe2 dÿ
i“1
dKLppi˚ , qi˚ q `
?
8 ď
gffe2 dÿ
i“1
C ¨ ∥∥µpi ´ µqi∥∥22 `?8
ď ?2C ¨
dÿ
i“1
∥∥µpi ´ µqi∥∥2 `?8 ď ?2C ¨ dÿ
i“1
∥∥µpi ´ µqi∥∥1 `?8
“ ?2C ¨ ∥∥µp ´ µq∥∥1 `?8.
3.6.5 Learning Bound for Moment-Based Domain Adaptation
In the following, we consider the sample case.
Moment-Based Domain Adaptation: Learning Bounds and Algorithms
70 Chapter 3. Learning Bounds for Moment-Based Domain Adaptation
Lemma 3.11
Consider some m ě r ě 2 and some φm “ pφ1, . . . , φmqT such that 1, φ1, . . . , φm is an
orthonormal basis of Rmrxs.
Let p, q P Mpr0, 1sq such that log p, log q P W r2 and denote by pµp “ 1k řxPXp φmpxq
and pµq “ 1k řxPXq φmpxq the moments of two k-sized samples Xp and Xq drawn from
p and q, respectively.
If 4e4γ`1ec8{2pm` 1qξ ď 1 then for all δ P p0, 1q such that
4C2pm` 1q2me´c8 ď δk (3.39)
with probability at least 1 ´ δ, the maximum entropy densities p and pq satisfyingş
φmp“ pµp and şφmpq “ pµq, respectively, exist and the following holds:
dKLpp˚, pq ď Ce´c8 m
kδ
(3.40)
dKLpq˚, pqq ď Ce´c8 m
kδ
(3.41)∥∥pµp ´ pµq∥∥2 ď 12pm` 1qeC ùñ dKLpp, pqq ď eC ∥∥pµp ´ pµq∥∥22 (3.42)
where
c8 “ max t‖log p‖8 , ‖log q‖8u (3.43)
cr “ maxt‖Brx log p‖L2 ‖Brx log q‖L2u (3.44)
and γ, ξ and C are defined as in Lemma 3.8.
Proof. Let m, r be such that m ě r ě 2 and φm “ pφ1, . . . , φmqT be such that
1, φ1, . . . , φm is an orthonormal basis of Rmrxs.
Let p, q P Mpr0, 1sq such that log p, log q P W r2 with Sobolev space W r2 . Let furtherpµp “ 1k řxPXp φmpxq and pµp “ 1k řxPXq φmpxq be the moments of two k-sized samples
Xp and Xq drawn from p and q, respectively.
From Lemma 3.7 we obtain Ap “ e‖log p‖8{2pm` 1q and Aq “ e‖log q‖8{2pm` 1q such that
‖fm‖8 ď Ap ‖fm‖L2ppq and ‖fm‖8 ď Aq ‖fm‖L2pqq for all fm P Rmrxs.
Denote by A˜ “ maxtAp, Aqu and by fp “ log p, fq “ log q. Further denote by
γ˜ “ max
"
min
fmPRmrxs
‖fp ´ fm‖8 , min
fmPRmrxs
‖fq ´ fm‖8
*
and
ξ˜ “ max
"
min
fmPRmrxs
‖fp ´ fm‖L2ppq , min
fmPRmrxs
‖fq ´ fm‖L2ppq
*
minimal errors of approximating fp and fq by polynomials fm P Rmrxs. Denote by
b˜ “ e2γ˜`4e4γ˜`1ξ˜A˜.
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If 4e4γ˜`1A˜ξ˜ ď 1, then Corollary 2.2 implies that
‖log p{p˚‖8 ď 2γ˜ ` 4e4γ˜`1ξ˜A˜ (3.45)
and for all δ P p0, 1q such that p4eb˜A˜q2m ď δk. Corollary 2.3 implies the existence of the
maximum entropy densities p and pq with probability at least 1´ δ and it holds that
dKLpp˚, pq ď 2eb˜ m
kδ
(3.46)
dKLpq˚, pqq ď 2eb˜ m
kδ
(3.47)
‖log p˚{p‖8 ď 1. (3.48)
Consider γ and ξ as defined in Eq. (3.22) and Eq. (3.23), respectively. Note that
min
fmPRmrxs
‖fp ´ fm‖2L2ppq “ min
fmPRmrxs
ż
|fp ´ fm|2p
ď sup |p| min
fmPRmrxs
ż
|fp ´ fm|2
ď ec8 min
fmPRmrxs
‖fp ´ fm‖22 .
Lemma 2.8 yields γ˜ ď γ, ξ˜ ď ξ. It also holds that A˜ “ maxtAp, Aqu ď ec8{2pm` 1q which
implies
p4eb˜A˜q2m ď p4ee2γ`4e4γ`1ξA˜A˜q2m
ď p4ee2γ`4e4γ`1ξec8{2pm`1qec8{2pm` 1qq2m
“ 4C2pm` 1q2me´c8 .
Therefore, if 4e4γ`1ec8{2pm` 1qξ ď 1 then for all δ P p0, 1q such that
4C2pm` 1q2me´c8 ď δk
with probability at least 1´δ the maximum entropy densities pand pq satisfying şφmp“ pµp
and
ş
φmpq “ pµq, respectively, exist and the following inequalities hold:
dKLpp˚, pq ď 2eb˜ m
kδ
ď 2ee2γ˜`4e4γ˜`1ξ˜A˜m
kδ
ď Ce´c8 m
kδ
(3.49)
dKLpq˚, pqq ď Ce´c8 m
kδ
(3.50)
‖log p˚{p‖8 ď 1 (3.51)
‖log p{p˚‖8 ď 2γ˜ ` 4e4γ˜`1ξ˜A˜ ď 2γ ` 4e4γ`1ξec8{2pm` 1q (3.52)
where the last inequality follows from Eq. (3.45).
Let us now prove the upper bound on dKLpp, pqq. To do this, note that 1, φ1, . . . , φm form
an orthonormal basis of Rmrxs, i.e. they form an orthonormal basis of Rmrxs w. r. t. the
uniform weight function q˜ on r0, 1s. For q˜ it holds that ‖log q˜‖8 ă 8 and with Aq˜ “ m`1,
due to Lemma 2.7, it also holds that
‖fm‖8 ď Aq˜ ‖fm‖L2pq˜q
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for all fm P Rmrxs. Consider the vector of moments µ˜ “ pµq P r0, 1sm. Let p˜0 “ p P
Mpr0, 1sq and note that its moments are given by şφmp˜0 “ pµp. Let b˜ “ e‖log q˜{p‖8 . If the
maximum entropy densities p and pq satisfying şφmp“ pµp and şφmpq “ pµq, respectively,
exist, then by Lemma 2.6 it holds that∥∥pµp ´ pµq∥∥2 ď 14Aq˜eb˜ ùñ dKLpp, pqq ď 2etb˜∥∥pµp ´ pµq∥∥22
especially for t such that 4eb˜Aq˜
∥∥pµp ´ pµq∥∥2 ď t ď 1. If Eq. (3.51) and Eq. (3.52) hold,
then
b˜ ď e‖log p˜q˜pp˚q{ppp˚pq‖8
ď e‖log p‖8`‖log p{p˚‖8`‖log p˚{p‖8
ď ec8`2γ`4e4γ`1ξec8{2pm`1q`1
“ 1
2
C
for C as defined in Lemma 3.8. Therefore, if 4e4γ`1ec8{2pm`1qξ ď 1 then for all δ P r1, 0q
such that
4C2pm` 1q2me´c8 ď δk
with probability at least 1´δ the maximum entropy densities pand pq satisfying şφmp“ pµp
and
ş
φmpq “ pµq, respectively, exist, and, since Eq. (3.51) and Eq. (3.52) hold, the following
also holds: ∥∥pµp ´ pµq∥∥2 ď 12pm` 1qeC ùñ dKLpp, pqq ď eC ∥∥pµp ´ pµq∥∥22 .
Remark 3. If the densities p, q P Hm, then Lemma 3.9 allows to replace the assumption
in Eq. (3.39) of Lemma 3.11 by the assumption
1
δ
16e3m´1pm` 1q2m ď k. (3.53)
However, smaller lower bounds on the sample size are obtained by using the definition of
C as in Lemma 3.8.
We are now able to prove our main result.
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Theorem 3.2
Consider some m, , φm and Hm, as in Definition 3.2 and a function class F with
finite VC-dimension VCpFq. Consider two probability densities p, q P Hm, and two
integrable labeling functions lp, lq : r0, 1sd Ñ r0, 1s.
Let Xp and Xq be two k-sized samples drawn from p and q, respectively, and denote
by pµp “ 1k řxPXp φmpxq and pµq “ 1k řxPXq φmpxq corresponding sample moments.
Then, for every δ P p0, 1q and all f P F , the following holds with probability at least
1´ δ over the choice of samples: If
4C2pm` 1q2mδ´1 ď k (3.7)
and ∥∥pµp ´ pµq∥∥1 ď p2pm` 1qeCq´1 (3.8)
thenż
|f ´ lq| q ď 1
k
ÿ
xPXp
|fpxq ´ lppxq| `
d
4
k
ˆ
VCpFq log 2ek
VCpFq ` log
4
δ
˙
` λ˚
`?2eC ∥∥pµp ´ pµq∥∥1 `?8C
c
dm
kδ
`?8
(3.9)
where C “ 2ep3m´1q{2 and λ˚ “ infhPF
` ş |f ´ lp| p` ş |f ´ lq| q˘.
Proof. Consider some m, ,φm and Hm, as in Definition 3.2 and a function class F with
finite VC-dimension VCpFq. Let p, q P Hm, and lp, lq : r0, 1sd Ñ r0, 1s. Let Xp and Xq be
two arbitrary k-sized samples drawn from p and q, respectively.
Eq. (2.51) (proven by Ben-David et al. [15]) implies thatż
|f ´ lq| q ď
ż
|f ´ lp| p` ‖p´ q‖L1 ` λ˚ (3.54)
where λ˚ “ infhPF
` ş |f ´ lp| p ` ş |f ´ lq| q˘. Combining Theorem 2.7 with Theorem 2.9
the following holds with probability at least 1´ δ (over the choice of k-sized samples Xq
drawn from q):
ż
|f ´ lq| q ď 1
k
ÿ
xPXp
|fpxq ´ lpxq| `
d
4
k
ˆ
VCpFq log 2ek
VCpFq ` log
4
δ
˙
` λ˚ ` ‖p´ q‖L1
(3.55)
In the following, we bound the term ‖p´ q‖L1 from above to obtain the second line of
Eq. (3.9): If the maximum entropy densities pand pq satisfying şφmp“ pµp “ 1k řxPXp φmpxq
and
ş
φmpq “ pµq “ 1k řxPXq φmpxq, respectively, exist, then the Triangle inequality and
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Eq. (2.14) imply
‖p´ q‖L1 ď ‖p´ pq‖L1 ` ‖p´ p˚‖L1 ` ‖pq ´ q˚‖L1 ` ‖p˚ ´ p‖L1 ` ‖q˚ ´ q‖L1
ď ‖p´ pq‖L1 ` ‖p´ p˚‖L1 ` ‖pq ´ q˚‖L1 `a2dKLpp, p˚q `a2dKLpq, q˚q
which, by the -closeness of p, q P Hm,, further implies that
‖p´ q‖L1 ď ‖p´ pq‖L1 ` ‖p´ p˚‖L1 ` ‖pq ´ q˚‖L1 `?8 (3.56)
ďadKLpp, pqq `adKLpp, p˚q `adKLppq, q˚q ` ?8.
The vector φm “ pφ1, . . . , φmdqT is a polynomial vector such that 1, φ1, . . . , φmd is an
orthonormal basis of SpanpRmrx1s Y . . .Y Rmrxdsq. Therefore, by applying Lemma 3.10,
we obtain
‖p´ q‖L1 ď
gffe2 dÿ
i“1
dKLppi, pqiq `
gffe2 dÿ
i“1
dKLppi, pi˚ q `
gffe2 dÿ
i“1
dKLppqi, qi˚ q ` ?8 (3.57)
where pi˚ and pi denote the maximum entropy densities of p and p satisfying şφpiqm pi˚ “ş
φ
piq
m p and
ş
φ
piq
m pi “ şφpiqm p, respectively, for some vector φpiqm “ pφi1, . . . , φimq such that
1, φi1, . . . , φim is an orthonormal basis of Rmrxis.
The density pi˚ is the maximum entropy density satisfying
ş
φ
piq
m pi˚ “ µpi “
ş
φ
piq
m pi for the
marginal density pi of p defined by
pipxiq “
ż 1
0
¨ ¨ ¨
ż 1
0
ppx1, . . . , xdq dx1 ¨ ¨ ¨ dxi´1dxi`1 ¨ ¨ ¨ dxd.
Denote by Xpi the k-sized sample (multiset) consisting of the i-th coordinates of the
vectors stored in the sample X. It holds that the sample Xpi is drawn from the probability
density pi and the density pi can be seen to be the maximum entropy density satisfyingş
φ
piq
m pi “ pµpi “ 1k řxPXpi φpiqm pxq. From Definition 3.2 it follows that ∥∥Bmxi log pi∥∥L2 ď 5m´4
and therefore log pi PW r2 with Sobolev space W r2 . All assumptions from Lemma 3.11 are
fulfilled and therefore the following holds: If 4e4γ`1ec8{2pm`1qξ ď 1 then for all δ P p0, 1q
such that
4C2pm` 1q2me´c8 ď δk
with probability at least 1 ´ δ the maximum entropy densities pi and pqi exist and the
following holds:
dKLppi˚ , piq ď Ce´c8 mkδ (3.58)
dKLpqi˚ , pqiq ď Ce´c8 mkδ (3.59)∥∥pµpi ´ pµqi∥∥2 ď 12pm` 1qeC ùñ dKLppi, pqiq ď eC ∥∥pµpi ´ pµqi∥∥22 (3.60)
with
c8 “ max t‖log pi‖8 , ‖log qi‖8u
cr “ maxt‖Brx log pi‖L2 ‖Brx log qi‖L2u
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and γ, ξ and C are defined as in Lemma 3.8. Since p, q P Hm,, Lemma 3.9 implies
that
4e4γ`1ec8{2pm` 1qξ ď 1 and C ď 2ep3m´1q{2
and by Remark 3 we may simplify the assumption in Eq. (3.39) and obtain
4C2pm` 1q2mδ´1 ď k
as alternative.
Combining the bounds in Eq. (3.58), Eq. (3.59) and Eq. (3.60) with the bound on the
L1-difference in Eq. (3.57), yields the following statement. For every δ P p0, 1q and all
f P F the following holds with probability at least 1 ´ δ (over the choice of samples):
If
4C2pm` 1q2mδ´1 ď k∥∥pµp ´ pµq∥∥1 ď p2pm` 1qeCq´1
then the maximum entropy densities p and pq exist and it holds that
‖p´ q‖L1 ď
gffe2 dÿ
i“1
dKLppi, pqiq `
gffe2 dÿ
i“1
dKLppi, pi˚ q `
gffe2 dÿ
i“1
dKLppqi, qi˚ q ` ?8
ď
gffe2 dÿ
i“1
eC
∥∥pµpi ´ pµqi∥∥22 ` 2
gffe2 dÿ
i“1
Ce´c8 m
kδ
`?8
ď ?2eC
dÿ
i“1
∥∥pµpi ´ pµqi∥∥2 `
c
8C
dm
δk
e´c8{2 `?8
ď ?2eC ∥∥pµp ´ pµq∥∥1 `
c
8C
dm
kδ
`?8 (3.61)
where the last inequality is due to the fact that e´c8{2 ď 1 and the inequality ‖x‖2 ď
‖x‖1.
3.7 Discussion
In this chapter, we formalize the problem of domain adaptation for binary classification
under the assumption that finitely many moments of the source and the target distribution
are similar. We show that additional conditions are needed to guarantee a small misclassi-
fication risk of discriminative models trained only on source data. Appropriate conditions
on the underlying distributions are presented based on the sample size, the number of
moments, the smoothness of the underlying probability densities and the entropy of the
densities. For smooth densities with weakly coupled marginals, our conditions can be
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made as precise as required by increasing the number of moments or the smoothness of
the distributions. Explicit upper bounds on the misclassification risk are provided.
Our analysis formalizes the following intuition: The more information the similar moments
store about the source and the target distribution, the higher is the expected success of
training a model only on data from the source distribution. Moreover, the smoother the
distributions are, the less moments are needed.
Although additional conditions on the distributions are needed, the weakness of our
moment-based assumptions on the similarity between distributions implies that our re-
sults give immediate consequences for most other concepts of similarity.
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Chapter 4
Moment-Based Regularization for
Domain Adaptation
In this thesis, we study domain adaptation problems under weak assumptions on the
similarity of distributions. In Chapter 3, we formalize this problem based on finitely
many differences of moments and propose conditions for the existence of solutions. In this
chapter of the thesis, we study domain adaptation problems beyond these conditions. We
propose a new metric-based regularization strategy which aims at learning new domain-
specific data representations that have finitely many moments in common.
As discussed in Section 1.1, parts of this chapter have already been published. As a re-
sult, extensions of our approach from independent research groups have been developed
e. g. for semi-supervised text classification [147], person re-identification [88], word segmen-
tation [192], more general problems strongly violating the covariate shift assumption [146]
and it has been combined with other distance measures for higher performance [188].
This chapter is structured as follows: Section 4.1 motivates our approach and Section 4.2
discusses some relations to the state-of-the-art. Section 4.3 proposes our new moment
distance which is appropriate for domain adaptation. Section 4.4 shows how to use our
metric for regularization of neural networks. Section 4.5 gives empirical results on large
scale datasets together with its discussion. Section 4.6 gives all the proofs of the stated
claims and Section 4.7 concludes this chapter.
4.1 Motivation and General Idea
Domain adaptation problems arise in many practical fields. One important example is
sentiment analysis of product reviews [67] where a model is trained on data of a source
product category, e. g. kitchen appliances, and it is tested on data of a related category,
e. g. books. A second example is the training of image classifiers on unlabeled real images
by means of nearly-synthetic images that are fully labeled but have a distribution different
from the one of the real images [63].
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In this chapter of the thesis, we approach these problems by following the principle of
learning new data transformations as described in Subsection 2.3.4. That is, we transform
the data in a new space where the domain-specific distributions are similar and learn a
classifier on the source transformations. See Eq. (2.55) and Figure 2.3 for illustration. As
motivated in Chapter 1 and Chapter 3, we model weak assumptions on the similarity of
distributions by focusing on moment distances as described in Subsection 2.1.3. For the
model class, we rely on neural networks as described in Section 2.5.
In addition to the general goal of finding a model with a low misclassification risk, we
aim at a robust learning behaviour. That is, the final models’ performance should be
insensitive to changes of the regularization parameter needed in the objective in Eq. (2.55)
of the principle of learning new feature representations. The robustness is especially
important as the selection of the regularization parameter has to be performed without
target labels.
Our idea is to approach both properties, i. e. high performance and robustness, by ap-
plying a combination of integral probability metrics [136] on polynomial function spaces
as regularizer in the objective of stochastic gradient descent. See Figure 2.4 and Algo-
rithm 2.2 for illustration. Although, the alignment of first and second order polynomial
statistics performs well in domain adaptation [171,180] and generative modeling [134],
higher order polynomials have not been considered before. Possible reasons are instability
issues that arise in the application of higher order polynomials. We approach these issues
by modifying an integral probability metric such that it becomes less translation-sensitive
on a polynomial function space. We call the new probability metric the central moment
discrepancy (CMD).
The CMD is a moment distance as described in Subsection 2.1.3. It has an intuitive
representation in the dual space as the sum of differences of higher order central moments
of the corresponding distributions. We provide a strictly decreasing upper bound for its
moment terms. We give upper and lower bounds of the CMD in terms of other probability
metrics. The upper bounds are in terms of the Le´vy metric and the lower bounds in terms
of the total variation distance. The relation of the CMD to various other probability
metrics is derived by supplementing Figure 2.1 of the relations between probability metrics.
From the theory proposed in Chapter 3, we derive a bound on the misclassification risk of
our approach.
In addition, the classification performance is analyzed on artificial data as well as on bench-
mark datasets for sentiment analysis of product reviews [32], object recognition [154] and
digit recognition [63, 98, 137]. In order to increase the visibility of the effects of the pro-
posed method we refrain from excessive parameter tuning but carry out our experiments
with fixed regularization weighting parameter, fixed parameters of the metric, and with-
out tuning the learning rate. A post-hoc analysis is used to test the sensitivity of our
approach to changes of the number-of-moments parameter and changes of the number of
hidden nodes.
The experiments indicate that (a) our approach often outperforms related approaches
which are based on stronger concepts of similarity and (b) it is not very sensitive to
parameter changes.
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4.2 Related Work
The metric-based regularization of neural networks for domain adaptation has been ap-
proached by many methods. Subsection 2.5.5 outlines three main principles which are
based on applying the F-divergence, the maximum mean discrepancy based on Gaus-
sian kernels or combining specific neural network architectures with the maximum mean
discrepancy.
In contrast to our approach, methods which apply the F-divergence normally train an
additional classifier which includes the need for new parameters, additional computation
times and validation procedures. In addition, the reversal of the gradient can cause several
theoretical problems [7, 54] that contribute to instability and saturation during training.
Our approach achieves higher or comparable accuracy on several domain adaptation tasks
on benchmark datasets.
Compared to approaches applying the maximum mean discrepancy with Gaussian kernel
as regularizer, our approach is sometimes less sensitive to changes of the regularization
parameter as discussed in Subsection 4.5.6.
Compared to approaches which combine specific neural network architectures with the
application of the maximum mean discrepancy with Gaussian kernel, our approach is not
restricted to multiple layers or network architectures. Actually, it can be combined with
these ideas.
4.3 A Moment Distance for Domain Adaptation
In this section, we describe a new moment distance with a low translation sensitivity that
is appropriate as a regularizer for the principle of learning new data representations.
4.3.1 Integral Probability Metrics on Polynomial Function Spaces
As discussed in Subsection 2.1.1, one important class of probability metrics are integral
probability metrics defined by Eq. (2.13). Depending on the choice of the function set
F in Eq. (2.13), one might obtain the Wasserstein distance, the total variation distance,
or the maximum mean discrepancy. In our approach, we focus on polynomial function
spaces. The expectations of polynomials are sums of moments. The resulting metrics are
therefore moment distances.
In the following let us denote the vector
νjpxq “ pν1pxq, . . . , νζpj,dqpxqqT (4.1)
of all ζpj, dq “ `d`j´1j ˘ monomials ν1, . . . , νζpj,dq P Rrx1, . . . , xds of total degree j in d
variables, e. g.
ν3ppx1, x2qTq “ px31, x21x2, x1x22, x32qT. (4.2)
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Further, let us denote by Pm the class of homogeneous polynomials g : Rd Ñ R of degree
m with normalized coefficient vector, i. e.
gpxq “ xw,νjpxqy (4.3)
with ‖w‖2 ď 1 for a real vector w P Rζpm,dq. For example, the expectations of polynomials
g P P3 w. r. t. a probability density function p P M`Rd˘ are linear combinations of the
third raw moments of p, i. e.ż
Rd
gpxqppxq dx “ w1
ż
Rd
x31 ppxqdx` w2
ż
Rd
x21x2 ppxqdx
` w3
ż
Rd
x1x
2
2 ppxq dx` w4
ż
Rd
x32 ppxqdx,
(4.4)
with
a
w21 ` w22 ` w23 ` w24 ď 1.
It is interesting to point out that the space of polynomials Pm in Eq. (4.3) is the unit ball
of a reproducing kernel Hilbert space as described in Subsection 2.1.1.
4.3.2 Problem of Mean Over-Penalization
Unfortunately, an integral probability metric in Eq. (2.13) based on the function space
Pm in Eq. (4.3) and different other metrics [102,134] suffer from the drawback of mean
over-penalization which becomes worse with increasing polynomial order.
For the sake of illustration, let us consider two probability density functions p, q PMpRq.
For m “ 1 we obtain
dP1pp, qq “ sup|w|ď1
ˇˇˇˇż
wxpdx´
ż
wx q dx
ˇˇˇˇ
“ |µp ´ µq|, (4.5)
where µp “
ş
xp and µq “
ş
xq. Now, let us consider higher orders m P N. Assume that
the densities p and q have identical central moments cjppq :“
şpx ´ µpqjp for j ě 2 but
different means µp ‰ µq. By expressing the raw moment
ş
xm p by central moments cjppq,
we obtain, by means of the Binomial theorem,
dPmpp, qq “
ˇˇˇˇż
xm ppxqdx´
ż
xm qpxq dx
ˇˇˇˇ
“
ˇˇˇˇ
ˇ mÿ
j“0
ˆ
m
j
˙
cjppq
`
µm´jp ´ µqm´j
˘ˇˇˇˇˇ . (4.6)
Since the mean values contribute to the sum of Eq. (4.6) by its powers, the metric in
Eq. (2.13) with polynomials as function set is not translation invariant. Much worse,
consider for example µp “ 1 ` ε{2 and µq “ 1 ´ ε{2. Then small changes of the mean
values can lead to large deviations in the resulting metric, i.e. can cause instability in the
learning process.
For another example consider Figure 4.1. Different raw moment based metrics consider
the source Beta distribution (dashed) to be more similar to the Normal distribution on
the left (solid) than to the slightly shifted Beta distribution on the right (solid). This is
especially the case for the integral probability metrics in Eq. (2.13) with the polynomial
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spaces P1, P2 and P4, the maximum mean discrepancy with the standard polynomial
kernel κpx, yq :“ p1` xx, yyq2 and the quartic kernel κpx, yq :“ p1` xx, yyq4 [70, 102], and
the integral probability metrics in [134]. See Subsection 4.6.1 for the proof.
In this work, we propose a metric that considers the distributions on the right to be more
similar.
Figure 4.1: Illustrative example of the problem of mean over-penalization. The maximum
mean discrepancy with standard polynomial kernel [70] and different other raw moment
based metrics [102, 134] lead to counter-intuitive distance measurement as they consider
the source Beta distribution (dashed) to be more similar to the Normal distribution on the
left (solid) than to the slightly shifted Beta distribution on the right (solid). The proposed
metric considers the distributions on the right to be more similar.
4.3.3 The Central Moment Discrepancy
Eq. (4.6) motivates us to look for a modified version of integral probability metrics based
on polynomial function spaces that are less sensitive to translation. Therefore, we propose
the following centralized and translation-invariant versions of integral probability metrics
on polynomial function spaces.
Definition 4.1 (Centralized Integral Probability Metric)
We define the polynomial centralized integral probability metric of order m between
two probability density functions p, q PM`Rd˘ with finite central moments of order
m by
dcPmpp, qq “ sup
gPPm
ˇˇˇˇż
Rd
g
ˆ
x´
ż
Rd
xppxqdx
˙
ppxqdx´
ż
Rd
g
ˆ
x´
ż
Rd
xqpxqdx
˙
qpxqdx
ˇˇˇˇ
.
(4.7)
We now introduce a “refined” metric as the weighted sum of polynomial centralized integral
probability metrics in Eq. (4.7).
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Definition 4.2 (Central Moment Discrepancy)
We define the central moment discrepancy (CMD) of order m between two probability
density functions p, q PM`Rd˘ with finite central moments up to order m by
cmdmpp, qq “ a1 dP1pp, qq `
mÿ
j“2
aj d
c
Pj pp, qq, (4.8)
where aj ě 0 are weighting factors.
Note that in Eq. (4.8) for m “ 1 we take dP1pp, qq “ |µp´µq| which still behaves smoothly
w. r. t. changes of the mean values and is more informative than dcP1pp, qq “ 0. The lower
the value of a1, the less translation sensitive is the CMD.
Probability density functions with compact support are completely determined by their
infinite sequence of moments. The CMD is therefore a metric on the set of compactly
supported distributions for m “ 8. However, as a moment distance, the CMD is only a
pseudo-metric for m ă 8.
The questions of how to compute the metric efficiently, how to appropriately set the
weighting values aj and how the CMD relates to other probability metrics, are discussed
in the next Subsection 4.3.4.
4.3.4 Properties of The Central Moment Discrepancy
So far, our approach of defining an appropriate metric, i. e. Eq. (4.8), has been motivated
by theoretical considerations starting from Eq. (2.13) and our analysis in Subsection 4.3.2.
However, for practical applications we need to compute our metric in a computationally
efficient way. The following theorem provides a key. See Subsection 4.6.2 for its proof.
Theorem 4.1 (Dual Representation of Central Moment Discrepancy)
By setting c1ppq “
ş
xppxq dx and cjppq “
ş
νjpx ´ c1pxqq ppxqdx for j ě 2 with the
vector νj of monomials as in Eq. (4.1), we obtain as equivalent representation for the
central moment discrepancy:
cmdmpp, qq “
mÿ
j“1
aj ‖cjppq ´ cjpqq‖2 . (4.9)
In the special case of m “ 2, the CMD is the weighted sum between the maximum
mean discrepancy with linear kernel and the Frobenius norm of the difference between
the covariance matrices which allows to interpret the CMD as an extension to correla-
tion alignment approaches [169,171] and linear kernel based maximum mean discrepancy
approaches [46,180].
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So far, our analysis has been mainly theoretically motivated. In practice, not all cross-
moments are always needed. Our experiments in Section 4.5 show that reducing the
monomial vector in Eq. (4.1) to
νjpxq “
´
xj1, . . . , x
j
d
¯T
(4.10)
can lead already to better results compared to related approaches while computational ef-
ficiency is improved. Focusing on monomial vectors as in Eq. (4.10) is consistent with the
theoretical results proposed in Chapter 3 which are based on similar assumptions to over-
come a number of polynomial terms which increases exponentially with dimension.
The next practical aspect we must address is how to set the weighting factors aj in
Eq. (4.9) such that the terms of the sum do not increase too much. For distributions with
compact support ra, bsd, the following Lemma 4.1 provides us with suitable weighting
factors, namely aj :“ 1{|b´ a|j . See Subsection 4.6.3 for a proof.
Lemma 4.1 (Decreasing Upper Bound)
Let p, q P M `ra, bsd˘ with finite mean vector c1ppq “ ş xppxq dx, central moment
vector cjppq “
ş
νjpx´ c1pxqq ppxq dx for j ě 2 and the vector νj of monomials as in
Eq. (4.10). Then the following holds:
1
|b´ a|j ‖cjppq ´ cjpqq‖2 ď 2
?
d
˜
1
j ` 1
ˆ
j
j ` 1
˙j
` 1
21`j
¸
. (4.11)
4.3.5 Relation to Other Probability Metrics
In the one dimensional case, the CMD can be upper bounded by the Le´vy metric.
Corollary 4.1 (Upper Bound by Le´vy Metric)
Let p, q PMpr0, 1sq, m P N and the CMD as in Definition 4.2 with ai “ . . . “ am “ 1.
Then there exist constants CL,ML P R` such that
dLpp, qq ďML ùñ cmdmpp, qq ď CL ¨ dLpp, qq 12m`2 . (4.12)
Under the assumptions of Chapter 3, the total variation distance can be upper bounded
in terms of the CMD as follows.
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Figure 4.2: Relationships among probability metrics as illustrated in [66] and supple-
mented by Corollary 4.1 and Corollary 4.2 (dashed). A directed arrow from A to B
annotated by a function hpxq means that dA ď hpdBq. For notations, restrictions and
applicability see Section 2.1.
Corollary 4.2 (Lower Bound by Total Variation Distance)
Let m ě 2,  ě 0 and Hm, as in Definition 3.2. Let further the CMD be as in
Defintion 4.2 with a1 “ . . . “ am “ 1 and central moment vectors as defined in
Lemma 4.1. Then there exists some constant Ccmd P R` such that for all p, q P Hm,
the following holds:
cmdmpp, qq ď 1
4Ccmdep3m´1q{2 pm` 1q
ùñ
dTVpp, qq ď ep3m´1q{4 ¨ Ccmd ¨ cmdmpp, qq `
?
8.
Figure 4.2 illustrates Corollary 4.1 and Corollary 4.2 showing some relations between
the CMD and other probability metrics. It can be seen that the CMD implements a
weaker convergence than most other commonly applied probability metrics. However,
under the assumptions (A1)–(A4) stated in Definition 3.2, and sufficiently small , stronger
convergence properties are implemented.
4.4 Regularization for Neural Networks
In the following we show how to implement the principle of learning new data represen-
tations based on an empirical estimation of the CMD. This principle is described in more
detail in Subsection 2.3.4 and illustrated in Figure 2.3.
In the following setting of unsupervised domain adaptation under covariate-shift we con-
sider two domains pp, lq and pq, lq with p, q PM`Rd˘ and l : Ω Ñ r0, 1s with Ω being an
open subset of Rd. Given a k-sized source sample Xp drawn from p with labels lpXpq and a
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k-sized target sample Xq drawn from q, the goal is to find two functions g : Ω Ñ r0, 1ss and
f : r0, 1ss Ñ t0, 1u from two classes G and F , respectively, such that the target riskż
r0,1ss
|fpgpxqq ´ lpxq| qpxqdx (4.13)
is small. In the principle of learning domain-invariant data representations this is often
done by minimizing an approximation of the following objective function:
1
k
ÿ
xPXp
|fpgpxqq ´ lpxq| ` λ ¨ dˆ pgpXpq, gpXqqq (4.14)
where λ ą 0 is a parameter and dˆ is a distance between the source and target sample
representation gpXpq and gpXqq.
We propose to use the following estimation of the CMD for the distance dˆ:
cmdmpXp, Xqq “
mÿ
j“1
aj ‖pcjppq ´ pcjpqq‖2 , (4.15)
where pc1ppq “ 1k řxPXp νjpxq is the mean of Xp and pcjppq “ 1k řxPXp νjpx ´ c1ppqq for
j P t1, . . . ,mu are the sampled central moments of p with νj as in Eq. (4.10).
Note that the sampled moment pcjppq converges to the true central moment cjppq as defined
in Theorem 4.1 for k Ñ8. It follows from the continuous mapping theorem [123] that the
CMD estimate in Eq. (4.15) is a consistent estimator of the CMD. However, it is a biased
estimate. To obtain an unbiased estimate of a moment distance with similar properties as
the CMD, one can apply the sample central moments as unbiased estimates of the central
moments and use the squared Euclidean norm instead of the Euclidean norm in Eq. (4.9)
as similarly proposed for the maximum mean discrepancy in [71].
4.4.1 Learning Bound
In the following we give an example application of the learning bound proposed in Theo-
rem 3.2 to the method described above. Our example is based on a function class F with
finite VC-dimension VCpFq and the function class
G “ tg P CrpΩ, r0, 1ssq | r ě d´ s` 1, rank Jg “ d a.e.u (4.16)
where Ω Ď Rd is an open set, CrpΩ, r0, 1ssq refers to the set of functions g : Ω Ñ r0, 1ss
with continuous derivatives up to order r, rank Jg refers to the rank of the Jacobian matrix
Jg of the function g and a. e. abbreviates almost everywhere. This definition of G together
with the openness of Ω ensures that the pushforward measures µ ˝ g´1 and ν ˝ g´1 of two
Borel probability measures µ and ν with densities p and q, respectively, have probability
densities p˜ and q˜, respectively [149].
Consider some  ě 0 and the maximum order of moments be m “ 5. The moment
order m “ 5 is appropriate in many practical tasks as shown in [88,146,147,188,192] and
Section 4.5. Let us further denote by
φm “ pη1px1q, . . . , η5px1q, η1px2q, . . . , η5px2q, . . . , η1pxsq, . . . , η1pxsq, . . . , η5pxsqqT
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the vector of polynomials such that
η1pxq “
?
3p2x´ 1q
η2pxq “
?
5
`
6x2 ´ 6x` 1˘
η3pxq “
?
7
`
20x3 ´ 30x2 ` 12x´ 1˘
η4pxq “ 3
`
70x4 ´ 140x3 ` 90x2 ´ 20x` 1˘
η5pxq “
?
11
`
252x5 ´ 630x4 ` 560x3 ´ 210x2 ` 30x´ 1˘
are the orthonormal Legendre polynomials in the variable x up to order 5. Let g P G be
such that the latent densities fulfill
hφmpp˜q ´ hpp˜q ď  and hφmpq˜q ´ hpq˜q ď 
and have log-density functions log p˜, log q˜ PW 52 such that
‖log p˜‖8 ď 5, ‖log q˜‖8 ď 5 and
∥∥B5xi log p˜i∥∥ ď 10,∥∥B5xi log q˜∥∥ ď 10
for all i P t1, . . . , su.
From Eq. (4.21) in the proof of Corollary 4.2 it follows that∥∥pµp ´ pµq∥∥1 ď Ccmd ¨ cmd5pXp, Xqq
with Ccmd “ C5 ¨ 52 ¨ p5 ` 1q ¨ maxtPt0,1,...,5u
 `
5
t
˘( ¨ ?s and C5 “ maxiPt1,...,su ri, where
ri “ ř5t“1 |lt| is the sum of the absolute values of the coefficients lt of all terms in
the orthonormal Legendre polynomials η1pxjq, . . . , η5pxjq which contain the monomial xij ,
i. e. C5 ď 2331 and Ccmd ď 3.5 ¨ 106 ¨ ?s.
Following [16], we define the labeling functions lp : Rs Ñ r0, 1s by
lppaq “
ş
tx|gpxq“au lpxqppxqdxş
tx|gpxq“au ppxq dx
and lq analogously. Let the sample size k ě 6.3 ¨ 109 and
∥∥pµp ´ pµq∥∥1 ď 2.3 ¨ 10´5 (or
cmdmpXp, Xqq ď 6.7 ¨ 10´12). Then, by applying Theorem 3.2 on the domains pp˜, lpq and
pq˜, lqq with the improved assumptions and constants of Lemma 3.11, the following holds
with probability at least 0.8:ż
|f ´ lq| q˜ ď 1
k
ÿ
xPXp
|fpgpxqq ´ lpxq| `
d
4
k
ˆ
VCpFq log 2ek
VCpFq ` 3
˙
` λ˚
` 84.6 ∥∥pµp ´ pµq∥∥1 ` 513
c
s
k
`?8
ď 1
k
ÿ
xPXp
|fpgpxqq ´ lpxq| `
d
4
k
ˆ
VCpFq log 2ek
VCpFq ` 3
˙
` λ˚
` 2.96 ¨ 108 ¨ cmd5pXp, Xqq ` 513
c
s
k
`?8.
(4.17)
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From the “change of variables” Theorem 4.1.11 in [53] we obtainż
|f ´ lq| q˜ “
ż
|f ´ lq| dpQ ˝ g´1q “
ż
|f ´ lq| ˝ g dQ “
ż
|f ˝ g ´ l| q.
In particular, if the dimension of the latent space is taken to be s “ 5, the sample size
k “ 6.3 ¨ 109 and if the function class F is the class of neural networks with one layer
and activation functions 1R` , i. e. VCpFq “ 6, then the following holds with probability
at least 0.8:ż
|f ˝ g ´ l| q ď 1
k
ÿ
xPXp
|fpgpxqq ´ lpxq| ` 2.96 ¨ 108 ¨ cmd5pXp, Xqq ` 0.0148`
?
8` λ˚,
where the sampling error originating from the application of statistical learning theory is
approximately 2.95 ¨ 10´4 and the sampling error originating from our analysis is approx-
imately 1.44 ¨ 10´2.
4.4.2 Algorithm
A concrete implementation of the principle of learning new data representations for un-
supervised domain adaptation for multi-class classification based on the CMD and neural
networks is given by Algorithm 4.1. See Subsection 2.5.5 for descriptions of the neural
network and further notations.
Algorithm 4.1: Moment-based unsupervised domain adaptation for finding a single-layer
neural network f P N1,w,c,sigm,softmax via stochastic gradient descent.
Input: Source sample Xp “ tx1, . . . ,xku with labels Y “ tlpx1q, . . . , lpxkqu, target
sample Xq “ tx11, . . . ,x1su, learning rate α, regularization parameter λ, learning
rate weighting ν1,ν2, . . . and number of moments m
Output: Parameter vector θ “ ppW0,b0q, pW1,b1qq P
`pRwˆd ˆ Rwq ˆ pRcˆw ˆ Rcq˘
such that fpx, ppW0,b0q, pW1,b1qqq “ softmax pW1 ¨ ρpW0 ¨ x` b0q ` b1qq
with ρpxq “ psigmpx1q, . . . , sigmpxwqqT
Init : Initialize parameter vector θ0 randomly and set i “ 0
while stopping criteria is not met do
Step 1 : Find random submultisets Xi from Xp and X
1
i from Xq
Step 2 : Calculate the gradient
wi “ ∇θ
´
1
|Xi|
ř
xPXi Lpfpxq, lpxqq ` λ ¨ cmdm ph0pXiq, h0pX 1iqq
¯
where
h0pxq “ ρpW0 ¨ x` b0q
Step 3 : Update θi`1 “ θi ´ α ¨ νi dwi
Increment: i :“ i` 1
end
Note that the gradient of the term ∇θ 1|Xi|
ř
xPXi Lpfpxq, lpxqq needed in Step 2 of Algo-
rithm 4.1 is given in Eq. (2.86). The gradient ∇θcmdmph0pXq, h0pX 1qq w. r. t. the param-
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eter vector
θ “ ppW0,b0q, pW1,b1qq P
´
pRa1ˆd ˆ Ra1q ˆ pRcˆa1 ˆ Rcq
¯
(4.18)
is given by
∇θcmdmph0pXq, h0pX 1qq “
“
´`∇W0cmdmph0pXq, h0pX 1qq,∇b0cmdmph0pXq, h0pX 1qq˘, `0,0˘¯ (4.19)
with the matrix 0 having all elements zero which is assumed to have appropriate dimen-
sions and the notation h0pXq “ th0pxq | x P Xu. Let us denote the mean of a sample X
by ErXs “ 1|X|
ř
xPX x and the sampled central moments by ErνjpX ´ ErXsqs with the
set notations X ´ ErXs “ tx ´ ErXs | x P Xu, νjpXq “ tνjpxq|x P Xu and the vector
νjpxq as defined in Eq. (4.10).
Let d be the coordinate-wise multiplication. Then, by setting
ΓjpXq “ νpjqph0pXq ´ Erh0pXqsq
∆pX,X 1q “ h0pXq ´ h0pX 1q
qpXq “ h0pXq d p1´ h0pXqq,
the application of the chain rule gives
∇b0cmdmph0pXq, h0pX 1qq
“ ∇b0
∥∥Er∆pX,X 1qs∥∥
2
`
mÿ
j“2
∇b0}ErΓjpXqs ´ ErΓjpX 1qs}2
“ Er∆pX,X
1qs d pErqpXqs ´ ErqpX 1qsq
‖Er∆pX,X 1qs‖2
`
kÿ
j“2
ErΓjpXqs ´ ErΓjpX 1qs
‖ErΓjpXqs ´ ErΓjpX 1qs‖2
d `Er∇b0ΓjpXqs ´ Er∇b0ΓjpX 1qs˘
and ∇b0ΓjpXq “ j ¨ Γj´1pXq d pqpXq ´ ErqpXqsq which follows from the form of the
gradient of the sigmoid function ∇xsigmpxq “ sigmpxq d p1´ sigmpxqq. Analogously, we
obtain ∇W0cmdpX,X 1q.
4.5 Empirical Evaluations
Our experimental evaluations are based on seven datasets, one toy dataset, two benchmark
datasets for domain adaptation, Amazon reviews and Office and four digit recognition
datasets, MNIST, SVHN, MNIST-M and SynthDigits, described in Subsection 4.5.1.
Our experiments aim at providing evidence regarding the following aspects: Subsec-
tion 4.5.2 on the usefulness of our algorithm for adapting neural networks to synthetically
shifted and rotated data, Subsection 4.5.3 on the classification accuracy of the proposed
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Task Domain/Dataset Samples Classes Features
Artificial
example
Source 639 3 2
Target 639 3 2
Sentiment
analysis
Books (B) 6465 2 5000
DVDs (D) 5586 2 5000
Electronics (E) 7231 2 5000
Kitchen appliances (K) 7945 2 5000
Object
recognition
Amazon (A) 2817 31 227ˆ 227
Webcam (W) 795 31 227ˆ 227
DSLR (D) 498 31 227ˆ 227
Digit
recognition
SVHN 99289 10 32ˆ 32
MNIST 70000 10 32ˆ 32
MNIST-M 59001 10 32ˆ 32
SynthDigits 500000 10 32ˆ 32
Table 4.1: Datasets
algorithm on the sentiment analysis of product reviews based on the learning of neural net-
works with a single hidden-layer, Subsection 4.5.4 on the classification accuracy on object
recognition tasks based on the learning of pre-trained convolutional neural networks, Sub-
section 4.5.5 on the classification accuracy of deep convolutional neural networks trained
on raw image data, and, Subsection 4.5.6 on the accuracy sensitivity regarding changes in
the number-of-moments parameter m and changes in the number of hidden nodes.
4.5.1 Datasets
The following datasets are summarized in Table 4.1.
Toy dataset: In order to analyze the applicability of our algorithm for adapting neural
networks to rotated and shifted data, we created a toy dataset illustrated in Figure 4.3.
The source data consists of three classes that are arranged in two-dimensional space.
Different transformations such as shifts and rotations are applied on all classes to create
unlabeled target data.
Sentiment analysis: To analyze the accuracy of the proposed approach on sentiment
analysis of product reviews, we rely on the Amazon reviews benchmark dataset with the
same preprocessing as used by others [32,63,112]. The dataset contains product reviews of
four categories: books (B), DVDs (D), electronics (E) and kitchen appliances (K). Reviews
are encoded in 5000 dimensional feature vectors of bag-of-words unigrams and bigrams
with binary labels: 0 if the product is ranked by 1´ 3 stars and 1 if the product is ranked
by 4 or 5 stars. From the four categories we obtain twelve domain adaptation tasks where
each category serves once as source domain and once as target domain.
Object recognition: In order to analyze the accuracy of our algorithm on an object
recognition task, we perform experiments based on the Office dataset [154], which contains
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images from three distinct domains: amazon (A), webcam (W) and DSLR (D). This dataset
is a standard benchmark dataset for domain adaptation algorithms in computer vision.
According to the standard protocol [63, 109], we downsample and crop the images such
that all are of the same size p227ˆ 227q. We assess the performance of our method across
all six possible transfer tasks.
Digit recognition: To analyze the accuracy of our algorithm on digit recognition tasks,
we rely on domain adaptation between the three digit recognition datasets MNIST [98],
SVHN [137], MNIST-M [63] and SynthDigits [63]. MNIST contains 70000 black and
white digit images, SVHN contains 99289 images of real world house numbers extracted
from Google Street View and MNIST-M contains 59001 digit images created by using the
MNIST images as a binary mask and inverting the images with the colors of a background
image. The background images are random crops uniformly sampled from the Berkeley
Segmentation Data Set [6]. SynthDigits contains 500000 digit images generated by vary-
ing the text, positioning, orientation, background, stroke colors and blur of WindowsTM
fonts. According to the standard protocol [179], we resize the images p32ˆ 32q. We
compare our method based on the standard benchmark experiments SVHNÑMNIST and
MNISTÑMNIST-M (sourceÑtarget). The datasets are summarized in Table 4.1.
4.5.2 Toy Example
The toy dataset is described in Section 4.5.1 and visualized in Figure 4.3. We study
the adaptation capability of our algorithm by comparing it to a standard neural network
described in Subsection 2.5.3 with 15 hidden neurons. That is, we apply Algorithm 4.1
twice, once with λ “ 0 and once with λ ą 0. We refer to the two versions as shallow neural
network (shallow NN) and moment alignment neural network (MANN) respectively. To
start from a similar initial situation, we use the weights of the shallow NN after 2{3 of the
training time as initial weights for the MANN and train the MANN for 1{3 of the training
time of the shallow NN.
The classification accuracy of the shallow NN in the target domain is 86.7% and the
accuracy of the MANN is 99.7%. The decision boundaries of the algorithms are shown in
Figure 4.3, shallow NN on the left and MANN on the right. The shallow NN misclassifies
some data points of the ”`”-class and of the star-class in the target domain (points).
The MANN clearly adapts the decision boundaries to the target domain and only a small
number 0.3% of the points is misclassified. We recall that this is the founding idea of the
principle of learning new data representations for domain adaptation.
Let us now test the hypothesis that the CMD helps to align the activation distributions of
the hidden nodes. We measure the significance of a distribution difference by means of the
p-value of a two-sided Kolmogorov-Smirnov test for goodness of fit. For the shallow NN,
13 out of 15 hidden nodes show significantly different distributions, whereas for the MANN
only five distribution pairs are considered as being significantly different with p-value lower
than 10´2. Kernel density estimates [58] of these five distribution pairs are visualized in
Figure 4.4 (bottom). Figure 4.4 (top) shows kernel density estimates of the distribution
pairs corresponding to the five smallest p-values of the shallow NN. As the only difference
between the two algorithms is the CMD, we conclude that the CMD successfully helps to
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Figure 4.3: Toy example for classification with three classes (”`”, ”´” and stars) in the
source domain and unlabeled data in the target domain (points) solved by Algorithm 4.1.
Left: without domain adaptation, i.e. without the central moment discrepancy in Step 2;
Right: with the proposed approach.
align the activation distributions in this example.
Figure 4.4: Five most different source (dark gray) and target (light gray) activation dis-
tributions of the hidden nodes of the neural networks trained by Algorithm 4.1 on the toy
dataset illustrated in Figure 4.3 without domain adaptation (top) and with the proposed
approach (bottom).
4.5.3 Sentiment Analysis of Product Reviews
In the following experiment, we compare our method to related approaches based on the
single-layer neural network architecture proposed in Subsection 2.5.3.
We use the Amazon reviews dataset with the same data splits as previous works for every
task [32, 63, 112]. Thus, we have a labeled source sample of size 2000 and an unlabeled
target sample of size 2000 for training, and sample sizes between 3000 and 6000 for test-
ing.
Since no target labels are available in the unsupervised domain adaptation setting, we
cannot select parameters via standard cross-validation procedures. Therefore, we apply a
variant of the reverse validation approach [206] as refined for neural networks [63]. See
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Subsection 2.5.5 for details.
We report results for the following methods:
• Shallow Neural Network (NN): Trained by Algorithm 4.1 without domain adapta-
tion, i. e. λ “ 0, based on a neural network with 50 hidden nodes [63].
• Transfer Component Analysis (TCA) [143]: This kernel learning algorithm tries to
learn some transfer components across domains in an reproducing kernel Hilbert
space using the maximum mean discrepancy. For competitive classification accu-
racies, we report results [105] that search the model architecture in a supervised
manner by also considering target labels instead of using unsupervised parameter
selection. The trade-off parameter of the TCA is set to µ “ 0.1 and the optimal
dimension of the subspace is searched for k P t10, 20, . . . , 100, 500u.
• Domain-Adversarial Neural Networks (DANN) [63]: This algorithm is summarized
in Subsection 2.5.5. We report the results of the original paper [63], where the
adaptation weighting parameter λ is chosen among 9 values between 10´2 and 1 on
a logarithmic scale. The hidden layer size is either 50 or 100 and the learning rate
is set to 10´3.
• Deep Correlation Alignment (Coral) [171]: We apply Algorithm 2.2 with the CORAL
distance function as regularizer dˆ. We use the default parameter λ “ 1 as suggested
the original paper [171].
• Maximum Mean Discrepancy (MMD) [70]: We apply Algorithm 2.2 with the maxi-
mum mean discrepancy with Gaussian kernel as regularizer dˆ. Parameter λ is chosen
among 10 values between 0.1 and 500 on a logarithmic scale. The Gaussian kernel
parameter is chosen among 10 values between 0.01 and 10 on a logarithmic scale.
• Central Moment Discrepancy (CMD): In order to increase the visibility of the effects
of the proposed method we refrain from hyper parameter tuning but carry out our
experiments with the same fixed parameter values of λ and m for all experiments.
The number-of-moments parameter m of the CMD in Eq.(4.15) is heuristically set
to five, as the first five moments capture rich geometric information about the shape
of a distribution and k “ 5 is small enough to be computationally efficient. Note
that the experiments in Section 4.5.6 show that similar results are obtained for all
k P t4, . . . , 7u. We use the default parameter λ “ 1 to articulates our preference that
domain adaptation is equally important as the classification accuracy in the source
domain.
Since we must deal with sparse data, we rely on Adagrad [52] optimization technique
described in Subsection 2.5.3. For all evaluations, the default parametrization is used as
implemented in the software framework Keras [33]. We repeat our experiments ten times
with different random initializations.
The mean values and average ranks over all tasks are shown in Table 4.2. Our method out-
performs others in average accuracy as well as in average rank in all except one task.
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Method NN DANN [63] CORAL [171] TCA [143] MMD [70] CMD (ours)
BD 78.7 78.4 79.2 78.9 79 .6 80.5
BE 71.4 73.3 73.1 74.2 75.8 78.7
BK 74.5 77.9 75.0 73.9 78 .7 81.3
DB 74.6 72.3 77.6 77.5 78 .0 79.5
DE 72.4 75.4 74.9 77 .5 76.6 79.7
DK 76.5 78.3 79.2 79 .6 79 .6 83.0
EB 71.1 71.3 71.6 72.7 73 .3 74.4
ED 71.9 73.8 72.4 75 .7 74.8 76.3
EK 84.4 85.4 84.5 86.6 85.7 86 .0
KB 69.9 70.9 73.0 71.7 74 .0 75.6
KD 73.4 74.0 75.3 74.1 76 .3 77.5
KE 83.3 84.3 84.0 83.5 84 .4 85.4
Average 75.2 76.3 76.7 77.2 78 .1 79.8
Average rank 5.8 4.5 4.0 3.3 2 .3 1.1
Table 4.2: Classification accuracy on Amazon reviews dataset for twelve domain adapta-
tion scenarios (sourcetarget).
4.5.4 Object Recognition
In the following experiments we investigate our approach based on the learning of deep
features which are created as an intermediate layer output of a convolutional neural net-
work that is pre-trained on a larger related dataset. We aim at a robust approach, i.e. we
try to find a balance between a low number of parameters and a high accuracy.
Since the Office dataset is rather small (with only 2817 images in its largest domain), we
employ the pre-trained convolutional neural network AlexNet [95]. We follow the standard
training protocol for this dataset and use the fully labeled source sample and the unlabeled
target sample for training [63, 109–111, 171] and the target labels for testing. Using this
”fully-transductive” protocol, we compare the proposed approach to the most related
distribution alignment methods as described in Section 4.5.3. For a fair comparison we
report original results of works that only align the distributions of a single neural network
layer of the AlexNet.
We compare our algorithm to the following approaches:
• Convolutional Neural Network (CNN) [95]: We apply Algorithm 2.1 without domain
adaptation to the network architecture of Subsection 2.5.3 on top of the output
of the layer called fc7 of AlexNet. We use a hidden layer size of 256 [63, 180].
Following [63,109,171], we randomly crop and mirror the images, ensure a balanced
source batch and optimize via stochastic gradient descent with a momentum term
of 0.9 and learning rate decay. In order to increase the visibility of the effects
of the proposed method we refrain from hyper parameter tuning but carry out our
experiments with the Keras [33] default learning rate and default learning rate decay.
• Transfer Component Analysis (TCA) [143]: We report results [110] that are based on
the output of the fc7 layer of AlexNet with parameters tuned via reverse validation
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as described in Subsection 2.5.5.
• Domain-Adversarial Neural Networks (DANN) [63]: The original paper [63] reports
results for the adaptation tasks AW, DW and WD. For the rest of the scenarios,
we report the results of [110]. The distribution alignment is based on a 256-sized
layer on top of the fc7 layer. The images are randomly cropped and mirrored and
stochastic gradient descent is applied with a momentum term of 0.9. The learning
rate is decreased polynomially and divided by ten for the lower layers. It is proposed
to decrease the regularization parameter λ with exponential order according to a
specifically designed λ-schedule [63].
• Deep Correlation Alignment (CORAL) [171]: We report the results and parameters
of the original paper in which they perform domain adaptation on a 31-sized layer
on top of the fc7-layer. Stochastic gradient descent is applied with a learning rate
of 10´3, weight decay of 5 ¨ 10´4 and momentum of 0.9. The domain adaptation
weighting parameter λ is chosen in such a way that ”at the end of training the
classification loss and the CORAL loss are roughly the same” [171].
• Maximum Mean Discrepancy (MMD) [70]: We report the results of Long et al. [109]
in which the maximum mean discrepancy is applied on top of the 31-dimensional
layer after the fc7-layer. The domain adaptation weighting parameter λ is chosen
based on assessing the error of a two-sample classifier according to [61]. A multi-
kernel version of the maximum mean discrepancy is used with varying bandwidth
of the Gaussian kernel between 2´8γ and 28γ with multiplicative step-size of
?
2.
Parameter γ is chosen as the median pairwise distance on the training data, i.e. the
median heuristic [72]. The network is trained via stochastic gradient descent with
momentum of 0.9 and polynomial learning rate decay and cross-validated initial
learning rate between 10´5 and 10´2 with multiplicative step size of
?
10. The
learning rate is set to zero for the first three layers and for the lower layers it is
divided by 10. The images are randomly cropped and mirrored in this approach to
stabilize the learning process.
• Central Moment Discrepancy (CMD): The approach of this paper with the same
optimization strategy as for CNN, with the number-of-moments parameter k “ 5
and the domain adaptation weight λ “ 1 as described in Subsection 4.5.3.
• Few Parameter Central Moment Discrepancy (FP-CMD): This approach aims at a
low number of parameters. The Adadelta gradient weighting scheme as described in
Subsection 2.5.3 is used instead of the momentum in the method above. In addition,
no data augmentation is applied.
The parameter settings of the neural network based approaches are summarized in Ta-
ble 4.3. We repeated all evaluation five times with different random initializations and
report the average accuracies and average ranks over all tasks in Table 4.4.
Without considering the FP-CMD implementation, the CMD implementation shows the
highest accuracy in four of six domain adaptation tasks on this dataset. In the last two
tasks, the DANN algorithm shows the highest accuracy and also has the highest average
accuracy due to these two scenarios.
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Method CORAL [171] DANN [63] MMD [109] CMD (ours) FP-CMD (ours)
Adaptation
nodes
31 256 31 256 256
Adaptation
weight λ
manually
tuned
exp. decay class. strategy 1.0 1.0
Additional
hyper-parameters
no
additional
classifier
range of
kernel params
k “ 5 k “ 5
Gradient
weighting η
momentum momentum momentum momentum adadelta
Learn. rate 10´3 10´3 cv default no
Learn. rate
decay parameter
no yes yes default default
Data
augmentation
yes yes yes yes no
Weight decay yes no no no no
Table 4.3: Summary of parameter settings of state-of-the-art neural network approaches
as applied on the Office dataset. Bold numbers indicate preferable settings.
Method AW DW WD AD DA WA Average Average rank
CNN [95] 52.9 94.7 99.0 62.5 50.2 48.1 67.9 6.3
TCA [143] 61.0 95.4 95.2 60.8 51.6 50.9 69.2 6.0
MMD [70,109] 63.8 94.6 98.8 65.8 52.8 51 .9 71.3 4.7
CORAL [171] 66 .4 95.7 99.2 66.8 52.8 51.5 72.1 3.2
DANN [63] 73.0 96 .4 99.2 72.3 53.4 51.2 74.3 2 .5
CMD (ours) 62.8 96.7 99 .3 66.0 53 .6 51 .9 71.7 2.7
FP-CMD (ours) 64.8 95.4 99.4 67 .0 55.1 53.5 72 .5 2.0
Table 4.4: Classification accuracy on Office dataset for six domain adaptation scenarios
(sourcetarget)
The FP-CMD implementation shows the highest accuracy in three of six tasks over all
approaches and achieves the best average rank. In contrast to the other approaches,
FP-CMD does so without data mirroring or rotation, no tuned, manually decreasing or
cross-validated learning rates, no different learning rates for different layers and no tuning
of the domain adaptation weighting parameter λ.
4.5.5 Digit Recognition
In the following domain adaptation experiments SVHNÑMNIST, SynthDigitsÑSVHN
and MNISTÑMNIST-M, we analyze the accuracy of our method based on the learning
of deep convolutional neural networks on raw image data without using any additional
knowledge. We use the provided training and test splits of the datasets described in
Section 4.5.1.
In semi-supervised learning research it is often the case that the parameters of deep neural
network architectures are specifically tuned for certain datasets [142] which can cause
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problems when applying these methods to real-world applications. Since our goal is to
propose a robust method, we rely on the one architecture for all three digit recognition
task. The architecture is not specifically developed for high performance of our method
but rather independently developed in [78]. In addition, we fix the learning rate, set the
domain adaptation parameters to our default setting and change the activation function of
the last layer to be the tanh function such that the output of the layer is bounded.
We compare our algorithm to the following approaches:
• Deep Convolutional Neural Network (CNN): The architecture of [78] used by other
methods [27,157,171,179]. Data augmentation is applied.
• Deep Correlation Alignment (CORAL) [171]: The same optimization procedure and
architecture as of CNN is used. The domain adaptation weighting parameter λ is
chosen in such a way that ”at the end of training the classification loss and the
CORAL loss are roughly the same” [171], i.e. λ “ 1 as in the original work.
• Maximum Mean Discrepancy (MMD) [70]: We report the results of Bousmalis et
al. [27] in which two separate architectures for each of the two tasks are trained by
the Adam optimizer. The parameters are tuned according to the procedure reported
in [109].
• Adversarial Discriminative Domain Adaptation (ADDA) [179]: We report results of
the original paper for the SVHNÑMNIST task.
• Domain Adversarial Neural Networks (DANN) [63]: The results of the original paper
are reported. They used stochastic gradient descent with a polynomial decay rate,
a momentum term and an exponential learning rate schedule.
• Domain Separation Networks (DSN) [27]: We report the results of the original work
in which they used the adversarial approach as distance function for the similarity
loss. Different architectures are used for both tasks. The hyper-parameters are tuned
using a small labeled set from the target domain.
• Central Moment Discrepancy (CMD): The approach of this paper with the same
optimization strategy as of CNN, the number-of-moments parameter k “ 5 and the
domain adaptation weight λ “ 1 as described in Subsection 4.5.3.
• Cross-Variance Central Moment Discrepancy (CV-CMD): The approach of this pa-
per including the alignment of all cross-variances, i.e. all monomials of order 2 in
Eq. (4.1). The alignment term in the sum of the CMD is divided by
?
2 to compen-
sate for the higher number of second order terms. The parameters k “ 5 and λ “ 1
are used as in all other experiments.
The results are shown in Table 4.5. Our method outperforms others in average accuracy as
well as in average rank in the tasks SVHNÑMNIST and MNISTÑMNIST-M and performs
worse on SynthDigitsÑSVHN.
At the SynthDigitsÑSVHN task, the F-divergence based approaches, i. e. DANN and
DSN, perform better than distance based approaches without adversarial-based implemen-
tation, i. e. MMD, CORAL and CMD. Note that the performance gain, i. e. the percentage
over the baseline, of the best method on the SynthDigitsÑSVHN task is rather low with
Moment-Based Domain Adaptation: Learning Bounds and Algorithms
4.5. Empirical Evaluations 97
Method
SVHNÝÝÝÝÝÑ
MNIST
MNISTÝÝÝÝÝÝÑ
MNIST-M
SynthDigitsÝÝÝÝÝÝÝÑ
SVHN
Average Average rank
CNN 66.74 70.85 80.94 72.84 7.3
CORAL [171] 69.39 77.34 83.58 76.77 5.3
ADDA [179] 76.00 ´ ´ 76.00 5.0
MMD [70,109] 76.90 71.10 88.00 78.67 4.7
DANN [63] 76.66 73.85 91 .09 80.53 4.3
DSN [27] 83.20 82.70 91.20 85 .70 2.3
CMD (ours) 84 .52 85 .04 85.52 85.03 2 .7
CV-CMD (ours) 86.34 88.03 85.42 86.60 2.3
Table 4.5: Classification accuracy for three domain adaptation scenarios (sourcetarget)
based on four large scale digit datasets [63,98,137].
12.68% compared to the other tasks which show 29.37% and 24.25%. That is, the methods
perform more similar on this task than on the others.
The next section analyzes the accuracy sensitivity w. r. t. changes of the hidden layer size
and the number-of-moments parameter.
4.5.6 Accuracy Sensitivity w. r. t Parameter Changes
The first sensitivity experiment aims at providing evidence regarding the accuracy sensitiv-
ity of the CMD regularizer w. r. t. parameter changes of the number-of-moments parameter
m. That is, the contribution of higher terms in the CMD are analyzed. The claim is that
the accuracy of CMD-based networks does not depend strongly on the choice of m in a
range around its default value 5.
In Figure 4.5 we analyze the classification accuracy of a CMD-based network trained on
all tasks of the Amazon reviews experiment. We perform a grid search for the number-
of-moments parameter m and the regularization parameter λ. We empirically choose a
representative stable region for each parameter, r0.3, 3s for λ and t1, . . . , 7u for m. Since
we want to analyze the sensitivity w. r. t. m, we averaged over the λ-dimension, resulting
in one accuracy value per m for each of the 12 tasks. Each accuracy is transformed into
an accuracy ratio value by dividing it by the accuracy of m “ 5. Thus, for each m and
each task, we get one value representing the ratio between the obtained accuracy and the
accuracy of m “ 5. The results are shown in Figure 4.5 at the upper left. The accuracy
ratios between m “ 5 and m P t3, 4, 6, 7u are lower than 0.5%, which underpins the
claim that the accuracy of CMD-based networks does not depend strongly on the choice
of m in a range around its default value 5. For m “ 1 and m “ 2 higher ratio values
are obtained. In addition, for these two values many tasks show worse accuracy than
obtained by m P t3, 4, 5, 6, 7u. From this we additionally conclude that higher values of m
are preferable to m “ 1 and m “ 2.
The same experimental procedure is performed with maximum mean discrepancy regular-
ization weighted by λ P r5, 45s and Gaussian kernel parameter β P r0.3, 1.7s. We calculate
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the ratio values w. r. t. the accuracy of β “ 1.2, since this value of β shows the highest
mean accuracy of all tasks. Figure 4.5 on the upper right shows the results. The accu-
racy of the maximum mean discrepancy network is more sensitive to parameter changes
than the CMD optimized version. Note that the problem of finding the best settings for
parameter β of the Gaussian kernel is a well known problem [83].
The default number of hidden nodes in the sentiment analysis experiments in Subsec-
tion 4.5.3 is 50 to be comparable with other state-of-the-art approaches [63]. The question
arises whether the accuracy improvement of the CMD-regularization is robust to changes
of the number of hidden nodes.
In order to answer this question we calculate the accuracy ratio between the CMD-based
network and the non-regularized network for each task of the Amazon reviews dataset
for different numbers of hidden nodes in t128, 256, 384, . . . , 1664u. For higher numbers
of hidden nodes our NN models do not converge with the optimization settings under
consideration. For the parameters λ and m we use our default setting λ “ 1 and m “ 5.
Figure 4.5 on the lower left shows the ratio values on the vertical axis for every number of
hidden nodes shown on the horizontal axis and every task represented by different colors.
The accuracy improvement of the CMD domain regularizer varies between 4% and 6%.
However, no significant accuracy ratio decrease can be observed.
Figure 4.5 shows that our default setting (λ “ 1,m “ 5) can be used independently of the
number of hidden nodes for the sentiment analysis task.
The same procedure is performed with the maximum mean discrepancy weighted by pa-
rameter λ “ 9 and β “ 1.2 as these values show the highest classification accuracy for 50
hidden nodes. Figure 4.5 at the lower right shows that the accuracy improvement using
the maximum mean discrepancy decreases with increasing number of hidden nodes for this
parameter setting. That is, for accurate performance of the maximum mean discrepancy,
additional parameter tuning procedures for λ and β need to be performed.
4.6 Proofs
4.6.1 Example of Mean Over-Penalization
Let the source probability density function p be defined as the density of the random
variable XS “ 0.8Y ` 0.1 with Y following a Beta distribution with shape parameters
α “ β “ 0.4 (Figure 4.1 dashed). Let the left target distribution qpLq be a Normal dis-
tribution with mean 0.5 and variance 0.272 (Figure 4.1 left) and let the right target dis-
tribution qpRq be defined by the random variable XT “ 0.8 ¨ Y ` 0.12 (Figure 4.1 right).
Then
dP1pp, qpLqq “
ˇˇˇˇż
x ppxq dx´
ż
x qpLqpxqdx
ˇˇˇˇ
“ 0 ă 0.02 ă dP1pp, qpRqq,
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Figure 4.5: Sensitivity of classification accuracy w. r. t. different parameters of CMD (left)
and maximum mean discrepancy (right) on the Amazon reviews dataset. The horizontal
axes show parameter values and the vertical axes show accuracy ratio values. Each line
in the plots represents accuracy ratio values for one specific task. The ratio values on the
upper left are computed w. r. t. the default accuracy for CMD (m “ 5) and on the right
w. r. t. the best obtainable accuracy for maximum mean discrepancy (β “ 1.2). The ratio
values in the lower column are computed w. r. t. the accuracies of the networks with the
same hidden layer but without domain adaptation.
and for P2 and P4 it follows
dP2pp, qpLqq ă 0.016 ă 0.02 ă dP2pp, qpRqq
dP4pp, qpLqq ă 0.02 ă 0.021 ă dP4pp, qpRqq.
Let us now consider the maximum mean discrepancy [70, 102] with standard polynomial
kernel κ2px, yq “ p1 ` xyq2. According to Lemma 4 in [71], the squared population
maximum mean discrepancy MMD2 is given by
MMD2κ2pp, qpLqq “
∥∥∥∥∥
ˆż
x2p,
?
2
ż
xp, 1
˙T
´
ˆż
x2q,
?
2
ż
xq, 1
˙T∥∥∥∥∥
2
H
“ 2
ˇˇˇˇż
x ppxq dx´
ż
x qpLqpxqdx
ˇˇˇˇ2
`
ˇˇˇˇż
x2 ppxq dx´
ż
x2 qpLqpxq dx
ˇˇˇˇ2
ă 0.00025 ă 0.0012 ă MMD2κ2pp, qpRqq.
Similarly it follows for the quartic kernel κ4px, yq “ p1` xyq4 that
MMD2κ4pp, qpLqq ă 0.004 ă 0.006 ă MMD2κ4pp, qpRqq.
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The mean and covariance feature matching integral probability metrics in [134] coincide
in our example with the integral probability metrics based on P1 and P2.
Finally, for the CMD in Eq. (4.8) with a1 “ a2 “ a3 “ a4 “ 1, we obtain
cmd4pp, qpLqq ą 0.0207 ą 0.02 ą cmd4pp, qpRqq.
4.6.2 Dual Representation
Theorem 4.1 (Dual Representation of Central Moment Discrepancy)
By setting c1ppq “
ş
xppxq dx and cjppq “
ş
νjpx ´ c1pxqq ppxqdx for j ě 2 with the
vector νj of monomials as in Eq. (4.1), we obtain as equivalent representation for the
central moment discrepancy:
cmdmpp, qq “
mÿ
j“1
aj ‖cjppq ´ cjpqq‖2 . (4.9)
Proof. The proof follows from the linearity of the expectation for finite sums and the
self-duality of the Euclidean norm. It holds that
cmdkpp, qq
“ a1 dP1pp, qq `
kÿ
j“2
aj d
c
Pj pp, qq
“ a1 sup
gPP1
ˇˇˇˇż
Rd
gpxq ppxq dx´
ż
Rd
gpxq qpxq dx
ˇˇˇˇ
`
`
kÿ
j“2
aj sup
gPPk
ˇˇˇˇż
Rd
gpx´ c1ppqq ppxqdx´
ż
Rd
gpx´ c1pqqq qpxqdx
ˇˇˇˇ
“ a1 sup
‖w‖ď1
ˇˇˇˇż
Rd
xw,xy ppxqdx´
ż
Rd
xw,xy qpxqdx
ˇˇˇˇ
`
`
kÿ
j“2
aj sup
‖w‖ď1
ˇˇˇˇż
Rd
xw,νjpx´ c1ppqqy ppxqdx´
ż
Rd
xw,νjpx´ c1pqqqy qpxq dx
ˇˇˇˇ
“ a1 sup
‖w‖ď1
ˇˇˇˇ
xw,
ż
Rd
xppxq dx´
ż
Rd
xqpxq dxy
ˇˇˇˇ
`
`
kÿ
j“2
aj sup
‖w‖ď1
ˇˇˇˇ
xw,
ż
Rd
νjpx´ c1ppqq ppxq dx´
ż
Rd
νjpx´ c1pqqq qpxq dxy
ˇˇˇˇ
and finally, by duality, cmdkpp, qq “ řkj“1 aj ‖cjppq ´ cjpqq‖.
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4.6.3 Decreasing Upper Bound
Lemma 4.1 (Decreasing Upper Bound)
Let p, q P M `ra, bsd˘ with finite mean vector c1ppq “ ş xppxq dx, central moment
vector cjppq “
ş
νjpx´ c1pxqq ppxq dx for j ě 2 and the vector νj of monomials as in
Eq. (4.10). Then the following holds:
1
|b´ a|j ‖cjppq ´ cjpqq‖2 ď 2
?
d
˜
1
j ` 1
ˆ
j
j ` 1
˙j
` 1
21`j
¸
. (4.11)
Proof. Let c1ppq “
ş
Rd xppxq dx and cjppq “
ş
Rd νjpx ´ c1ppqqppxq dx for j ě 2 be the
central moment vectors of p with νj as defined in Eq. (4.10). Then
1
|b´ a|j }cjppq ´ cjpqq}2 ď 2
?
d sup
pPMpra,bsq
ˇˇˇˇ
cjppq
pb´ aqj
ˇˇˇˇ
ď 2?d sup
pPMpra,bsq
ż ˇˇˇˇ
x´ ş xppxq dx
b´ a
ˇˇˇˇj
dx.
It is shown in [119] that if f : ra, bs Ñ R is a convex function and p PM pra, bsq, thenż
fpxqppxq dx ď b´
ş
xppxq dx
b´ a fpaq `
ş
xppxqdx´ a
b´ a fpbq. (4.20)
For the rest of this proof we follow [55]. Therefore, we apply Eq. (4.20) to the convex
function x ÞÑ |px´ ş xppxq dxq{pb´ aq|j and obtainż ˇˇˇˇ
x´ ş xppxq dx
b´ a
ˇˇˇˇj
ppxq dx
ď b´
ş
xppxq dx
b´ a ¨
ˇˇˇˇ
a´ ş xppxq dx
b´ a
ˇˇˇˇj
`
ş
xppxq dx´ a
b´ a ¨
ˇˇˇˇ
b´ ş xppxq dx
b´ a
ˇˇˇˇj
Let us denote by v “ pş xppxqdx ´ aq{pb ´ aq and note that ppxq P Mpra, bsq implies
v P r0, 1s. It follows that
b´ ş xppxqdx
b´ a ¨
ˇˇˇˇ
a´ ş xppxq dx
b´ a
ˇˇˇˇj
`
ş
xppxq dx´ a
b´ a ¨
ˇˇˇˇ
b´ ş xppxq dx
b´ a
ˇˇˇˇj
ď `p1´ vqvj ` p1´ vqjv˘
ď max
xPr0,1s
`p1´ xqxj ` p1´ xqjx˘
“ max
xPr0,1{2s
`p1´ xqxj ` p1´ xqjx˘
ď max
xPr0,1{2s
p1´ xqxj ` max
xPr0,1{2s
p1´ xqjx.
Since p1´ xqxj is increasing in r0, 12 s, it holds that
max
xPr0,1{2s
p1´ xqxj ď 1
21`j ,
Moment-Based Domain Adaptation: Learning Bounds and Algorithms
102 Chapter 4. Moment-Based Regularization for Domain Adaptation
and since the maximum of p1 ´ xqjx in the interval r0, 12 s is obtained at 1j`1 , it follows
that
max
xPr0,1{2s
p1´ xqjx ď 1
j ` 1
ˆ
j
j ` 1
˙j
.
Finally, we obtain ˇˇˇˇ
x´ ş xppxq dx
b´ a
ˇˇˇˇj
ppxqdx ď 1
21`j `
1
j ` 1
ˆ
j
j ` 1
˙j
.
4.6.4 Relation to Other Probability Metrics
Corollary 4.1 (Upper Bound by Le´vy Metric)
Let p, q PMpr0, 1sq, m P N and the CMD as in Definition 4.2 with ai “ . . . “ am “ 1.
Then there exist constants CL,ML P R` such that
dLpp, qq ďML ùñ cmdmpp, qq ď CL ¨ dLpp, qq 12m`2 . (4.12)
Proof. Let the central moments cjppq of p for j “ 2, . . . ,m as defined in Theorem 4.1 and
denote by ρj “
ş
xjp and νj “
ş
xjq the j-th raw moment of p and q. It follows that
cmdmpp, qq “ |ρ1 ´ ν1| `
mÿ
j“2
|cjppq ´ cjpqq|
ď |ρ1 ´ ν1| `
mÿ
j“2
jÿ
i“0
ˆ
j
i
˙ ˇˇˇ
ρjρ
j´i
1 ´ νjνj´i1
ˇˇˇ
ď |ρ1 ´ ν1| `
mÿ
j“2
jÿ
i“0
ˆ
j
i
˙´
|ρj ´ νj | `
ˇˇˇ
ρj´i1 ´ νj´i1
ˇˇˇ¯
ď |ρ1 ´ ν1| `
mÿ
j“2
jÿ
i“0
ˆ
j
i
˙
p|ρj ´ νj | ` pj ´ iq |ρ1 ´ ν1|q
ď
˜
1`
mÿ
j“2
jÿ
i“0
ˆ
j
i
˙
pj ´ iq
¸∥∥∥∥ż φmp´ ż φmq∥∥∥∥
1
for φm “ p1, x, x2, . . . , xmqT P pRmqm`1, where the first inequality follows from the Bino-
mial theorem, the second inequality follows from the fact that
|x1y1 ´ x2y2| ď |x1 ´ x2| ` |y1 ´ y2| @x1, x2, y1, y2 P r´1, 1s
and the third inequality follows from
|xk1 ´ xk2| ď k ¨ |x1 ´ x2| @x1, x2 P r´1, 1s, k P N.
The statement now follows from Lemma 3.1.
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Corollary 4.2 (Lower Bound by Total Variation Distance)
Let m ě 2,  ě 0 and Hm, as in Definition 3.2. Let further the CMD be as in
Defintion 4.2 with a1 “ . . . “ am “ 1 and central moment vectors as defined in
Lemma 4.1. Then there exists some constant Ccmd P R` such that for all p, q P Hm,
the following holds:
cmdmpp, qq ď 1
4Ccmdep3m´1q{2 pm` 1q
ùñ
dTVpp, qq ď ep3m´1q{4 ¨ Ccmd ¨ cmdmpp, qq `
?
8.
Proof. Let us define the vector
φm “ pη1px1q, . . . , ηmpx1q, η1px2q, . . . , ηmpx2q, . . . , η1pxdq, . . . , η1pxdq, . . . , ηmpxdqqT
of polynomials such that 1, η1pxiq, . . . , ηmpxiq are the orthonormal Legendre polynomials
in the variable xi up to order m.
Denote by ρij “
ş
xijp and by νij “
ş
xijq the i-th raw moments of p and q in the variable
xj . It follows that
∥∥µp ´ µq∥∥1 “ dÿ
j“1
mÿ
i“1
∣∣∣∣ż ηipxjqp´ ż ηipxjqq∣∣∣∣
ď Cm ¨
dÿ
j“1
mÿ
i“1
|ρij ´ νij |
ď Cm ¨
dÿ
j“1
mÿ
i“1
iÿ
t“0
ˆ
i
t
˙ ∣∣∣ρ1tjρi´t1j ´ ν 1tjνi´t1j ∣∣∣
ď Cm ¨
dÿ
j“1
mÿ
i“1
iÿ
t“0
ˆ
i
t
˙´∣∣∣ρi´t1j ´ νi´t1j ∣∣∣` ∣∣ρ1tj ´ ν 1tj∣∣¯
ď Cm ¨
dÿ
j“1
mÿ
i“1
iÿ
t“0
ˆ
i
t
˙`pi´ tq |ρ1j ´ ν1j |` ∣∣ρ1tj ´ ν 1tj∣∣˘
where Cm “ maxiPt1,...,du ri and ri “
řm
t“1 |lt| is the sum of the absolute values of the
coefficients lt of all terms in the orthonormal Legendre polynomials η1pxjq, . . . , ηmpxjq
which contain the monomial xij , see e. g. Subsection 4.4.1. The term ρ
1
ij “
şpxj ´ş
xjp dxjqi dxj , i P N denotes the i-th central moment of the marginal density pj , espe-
cially ρ10j “ 1 and ρ11j “ 0. The terms ν 1ij analogously denote the central moments of
the marginals of q. The second inequality follows from the Binomial theorem, the third
inequality follows from the fact that
|x1y1 ´ x2y2| ď |x1 ´ x2| ` |y1 ´ y2| @x1, x2, y1, y2 P r´1, 1s
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and the fourth inequality follows from
|xk1 ´ xk2| ď k ¨ |x1 ´ x2| @x1, x2 P r´1, 1s, k P N.
It further holds that∥∥µp ´ µq∥∥1 ď Cm ¨ dÿ
j“1
mÿ
i“1
iÿ
t“0
ˆ
i
t
˙`pi´ tq |ρ1j ´ ν1j |` ∣∣ρ1tj ´ ν 1tj∣∣˘
ď Cm ¨
dÿ
j“1
mÿ
i“1
iÿ
t“0
i
ˆ
i
t
˙`|ρ1j ´ ν1j |` ∣∣ρ1tj ´ ν 1tj∣∣˘
ď Cm ¨
dÿ
j“1
mÿ
i“1
mÿ
t“0
m
ˆ
m
t
˙`|ρ1j ´ ν1j |` ∣∣ρ1tj ´ ν 1tj∣∣˘
ď Cm ¨m2 ¨ max
tPt0,1,...,mu
"ˆ
m
t
˙*
¨
dÿ
j“1
mÿ
t“0
`|ρ1j ´ ν1j |` ∣∣ρ1tj ´ ν 1tj∣∣˘
ď Cm ¨m2 ¨ pm` 1q ¨ max
tPt0,1,...,mu
"ˆ
m
t
˙*
¨
mÿ
t“2
‖ctppq ´ ctpqq‖1
ď Cm ¨m2 ¨ pm` 1q ¨ max
tPt0,1,...,mu
"ˆ
m
t
˙*
¨ ?d ¨ cmdmpp, qq (4.21)
where ctppq and ctpqq for t P t1, . . . ,mu are defined as in Theorem 4.1.
Note that the elements of φm, together with one, form an orthonormal basis of the linear
space SpanpRmrx1s Y . . .Y Rmrxdsq.
Denote Ccmd “ Cm ¨m2 ¨ pm` 1q ¨maxtPt0,1,...,mu
 `
m
t
˘( ¨ ?d and C˜ “ 2ep3m´1q{2. If
cmdmpp, qq ď 1
Ccmd2C˜pm` 1q
then, by applying the inequality proven above, we obtain∥∥µp ´ µq∥∥1 ď 12C˜pm` 1q .
Theorem 3.1 can be applied and it follows that
‖p´ q‖L1 ď
a
2C˜ ¨ ∥∥µp ´ µq∥∥1 `?8
ď
a
2C˜ ¨ Ccmd ¨ cmdmpp, qq `
?
8.
The statement now follows from Theorem 2.1.
4.7 Discussion
This chapter proposes a novel approach for unsupervised domain adaptation with neural
networks that relies on a metric-based regularization of the learning process. The regular-
ization aims at implementing the principle of learning new data representations such that
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finitely many moments of the domain-specific representations are similar. The proposed
metric is motivated by instability issues that can arise in the application of integral proba-
bility metrics on polynomial function spaces. Some relations of the new moment distance
to other probability metrics are provided and a bound on the misclassification error of our
method is derived. To underpin the relevance of our ideas beyond the conditions studied
in Chapter 3, we test our approach on an artificial dataset and 21 standard benchmark
tasks for domain adaptation based on 6 large scale datasets.
Compared to related approaches, additional assumptions on the distributions are needed
to theoretically prove the success of our method. However, it turns our that often a lower
misclassification error can be achieved compared to related approaches that are based on
stronger concepts of similarity. In addition, the accuracy of our method is often not very
sensitive to changes of the regularization parameter. The time complexity of our approach
is linear in the number of hidden nodes of the network.
We found that, due to its conceptual simplicity, its solid performance, its low sensitivity
w. r. t. parameter changes and its low time complexity, our approach serves as a good
starting point for further application-specific improvements in domain adaptation appli-
cations.
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Industrial Applications
In this chapter, we show how our ideas can be applied to construct new algorithms for
industrial regression problems. We discuss two problems arising in two different fields:
industrial manufacturing, which we discuss in Section 5.1, and analytical chemistry, which
we discuss in Section 5.2.
The first problem is a special case of multi-source domain generalization for regression as
described in Subsection 2.3.2. Motivated by our learning bound proposed in Chapter 3,
we propose a new algorithm that is based on the similarity of the first moments of multiple
distributions. Our method outperforms classical algorithms in several domain adaptation
experiments with real-world data. Moreover, it finds well-performing regression models for
previously unseen domains which is not possible with classical regression methods.
The second problem from the area of analytical chemistry is unsupervised domain adapta-
tion for regression. Motivated by our metric-based regularization proposed in Chapter 4,
we propose a new regularization strategy for the domain adaptation of linear regression
models. We adapt the partial least squares regression algorithm for the calibration of
chemical measurement systems. In contrast to standard approaches in this field which
are based on so-called transfer samples, our algorithm only uses unlabeled data from the
application measurement system. Theoretical properties of the algorithm are discussed
and it is tested on three real-world datasets.
5.1 Industrial Manufacturing
In industrial manufacturing processes, data is often collected from different operating
conditions and environments leading to different distributions. One example is the drilling
of steel components [59,145] where different machine settings can lead to different torque
curves during time. Other examples can be found in the optical inspection of textures or
surfaces [121, 165, 195], where different lightening conditions and texture classes can lead
to variations in measurements.
Many of these problems are multi-source domain generalization problems as described
in Section 2.3. Given labeled data from multiple source domains, the goal is to find a
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Figure 5.1: Schematic sketch of ScITSM for two-source domain generalization with feature
x and target ∆y. Left column: Differently parametrized tools acting with feature x on a
workpiece causing target feature y. Four basic training steps are performed: (a) Collection
of training data from source domains (representing tools parametrized by 30 and 50); (b)
pre-processing, e. g. analytic modeling, normalization and subsampling; (c) ScITSM for
aligning source data distributions (lines in the right column) based on parametric domain-
dependent corrected and smoothed mean curves (dashed lines); (d) training of a single
machine learning model based on the aligned data of all source domains. The prediction
for an unseen target domain (parametrized by 40) is based on three steps: (a) Collection
of target domain data; (b) application of ScITSM; (c) prediction of ∆y using the trained
machine learning model.
model that performs well on some application data with a distribution different from the
source distributions. Note that in contrast to unsupervised domain adaptation, in domain
generalization no target data, neither labeled nor unlabeled, is given.
We aim at predicting time series from target domains arising in problems of industrial
manufacturing, e. g. torque curves.
We propose a new domain generalization method called scenario-invariant time series
mapping (ScITSM) that leverages available information in multiple similar domains and
applies it to the prediction of previously unseen domains. ScITSM follows the principle
of learning new data representations and maps the data in a new space where the first
moments of the domain-specific data distributions are aligned. Our method is illustrated
in Figure 5.1.
The performance of ScITSM is demonstrated by experiments on a real-world problem of
industrial manufacturing. Details of the application must be kept confidential, so it is
introduced here in an abstracted way. In particular, a schematic sketch of the application
is shown in Figure 5.1, the results of the experiments are presented and parts of the
collected and preprocessed data are shown. The results indicate that prediction accuracy
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can be significantly improved by ScITSM.
This section is organized as follows: Subsection 5.1.1 gives relations to the state-of-the-art.
Subsection 5.1.2 describes the problem. Subsection 5.1.4 details our algorithm. Finally,
Subsection 5.1.5 gives our experiments and results on industrial data.
5.1.1 Related Work
Published domain adaptation algorithms in manufacturing applications are rather scarce.
Successful application in chemistry-oriented manufacturing processes with the usage of
chemometric modeling techniques are presented in [122]. Another successful application
of domain adaptation in intelligent manufacturing for improving product quality was pre-
sented in [114].
The presented method corresponds to the domain adaptation subtask of domain gen-
eralization [135]. As such, our problem setting is similar to the one of some domain
generalization algorithms in the area of kernel methods [47, 56, 62, 73, 74, 135] and neural
networks [65,103,104].
However, to the best of our knowledge there is no domain generalization method that
accounts for multiple source domains and temporal information in time series data in
related fields.
5.1.2 Problem Formulation
For simplicity, we formulate the problem of multi-source domain generalization for time
series of equal length t. Such time series are obtained as results of subsampling procedures
as it is the case in our application in Section 5.1.5. In addition to the standard assumptions
in domain generalization [18,135,166], we assume for each domain a given parameter vector
identifying some properties of the underlying real-world setting, e. g. corresponding tool
dimensions or material properties.
Problem 5.1 (Multi-Source Domain Generalization for Regression)
Consider s source domains pp1, lq, . . . , pps, lq and a target domain pq, lq with labeling
function l : Rdˆt Ñ Rt, probability density functions p1, . . . , ps, q P M
`
Rdˆt
˘
and
s` 1 corresponding parameter vectors ρ1, . . . ,ρs,ρq P Rz.
Given s source samples X1, . . . , Xs drawn from p1, . . . , ps, respectively, with corre-
sponding labels Y1 “ lpX1q, . . . , Ys “ lpXsq and parameters ρ1, . . . ,ρs,ρq, find some
f : Rdˆt Ñ Rt with a small target errorż
Rdˆt
‖fpxq ´ lpxq‖2 dx. (5.1)
Note that, except for the parameter vector ρq, no information is given about data in the
target domain.
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5.1.3 Motivating Learning Bound
Intuitively the error in Eq. (5.1) cannot be small if the target domain is too different from
the source domains. However, if the data distributions of the domains are similar, this
error can be small as shown by the following theorem. The proof is obtained as extension
of Theorem 1 in [15] to multiple sources and time series.
Theorem 5.1
Consider some p1, . . . , ps, q P M
`
Rdˆt
˘
and a labeling function l : Rdˆt Ñ r0, 1st.
Then the following holds for all integrable functions f : Rdˆt Ñ r0, 1st:ż
‖f ´ l‖2 q ď
1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
2
?
t
s
sÿ
j“1
dTVppj , qq. (5.2)
Proof. The following holds:ż
‖f ´ l‖2 q “
ż
‖f ´ l‖2 q `
1
s
sÿ
i“1
ż
‖f ´ l‖2 pi ´
1
s
sÿ
i“1
ż
‖f ´ l‖2 pi
“ 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
ż
‖f ´ l‖2
˜
q ´ 1
s
sÿ
i“1
pi
¸
ď 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
ż
‖f ´ l‖2
ˇˇˇˇ
ˇq ´ 1s
sÿ
i“1
pi
ˇˇˇˇ
ˇ
“ 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
ż
‖f ´ l‖2
ˇˇˇˇ
ˇ1s
sÿ
i“1
q ´ 1
s
sÿ
i“1
pi
ˇˇˇˇ
ˇ
ď 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
ż
‖f ´ l‖2
1
s
sÿ
i“1
|q ´ pi|
ď 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi ` sup
xPRNˆt
‖fpxq ´ lpxq‖
ż
1
s
sÿ
i“1
|q ´ pi|
ď 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi ` sup
y,y1Pr0,1st
∥∥y ´ y1∥∥ 1
s
sÿ
i“1
ż
|q ´ pi|
“ 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi ` sup
xPr´1,1st
‖x‖ 1
s
sÿ
i“1
ż
|q ´ pi|
“ 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
?
t
s
sÿ
i“1
ż
|q ´ pi|
“ 1
s
sÿ
i“1
ż
‖f ´ l‖2 pi `
2
?
t
s
sÿ
i“1
dTVppi, qq
where the last equality follows from Lemma 2.1.
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Figure 5.2: Use case domains with parameters a (horizontal axis) and b (vertical axis).
Source domains are marked by dots and target domains by crosses.
Theorem 5.1 shows that the error in the target domain can be expected to be small if the
mean over all errors in the source domains is small and the mean distance of the target
distribution to the source distributions is small. For simplicity, Theorem 5.1 assumes
a target feature in the unit cube which can be realized in practice e. g. by additional
normalization procedures.
Our method tries to minimize the target error on the left-hand side of Eq. (5.2) by mapping
the data in a new space where an approximation of the right-hand side is minimized. The
minimization of the second term on the right-hand side is tackled by aligning all source
distributions in the new space. For example consider the right column in Figure 5.1. The
minimization of the first term is tackled by subsequent regression.
It is important to note that the alignment of only the source distributions does not mini-
mize the second term on the right-hand side, if the target density q is too different from
all the source densities [15]. As there is no data given from q in Problem 5.1, we cannot
identify such cases based on samples. As one possible solution to this problem, we pro-
pose to consider only domains with parameter vectors ρq representing physical dimensions
of tool settings that are similar to related tool settings with parameters ρ1, . . . ,ρs. See
Figure 5.2 for an example.
5.1.4 Scenario-Invariant Time Series Mapping
Let us consider some source samples X1, . . . , Xs P Rkˆdˆt with label feature vectors
Y1, . . . , Ys P Rkˆt and parameter vectors ρ1, . . . ,ρs P Nz, e. g. parameters 30 and 50
in Figure 5.1. For simplicity of the subsequent description, the number of samples k is
assumed to be equal for each domain.
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The goal of ScITSM is to compute a mapping
Ψ : Rdˆt ˆ Rz Ñ Rt
px,ρq ÞÑ Ψpx,ρq (5.3)
which transforms a time series x of a domain parametrized by ρ to a new time series
Ψpx,pq such that the latent samples ΨpX1,ρ1q, . . . ,ΨpXs,ρsq are similar and such that a
subsequently learned regression model f : Rt Ñ Rt performs well on each domain, where
ΨpX,ρq “ tΨpx,ρq | x P Xu.
The computation of the function Ψ in ScITSM involves three processing steps: Step 1:
Calculation of a mean curve for each source domain, Step 2: Learning of correction func-
tions at equidistant fixed time steps, and, Step 3: Smooth connection of correction func-
tions.
Step 1 (Calculation of Mean Curves): In a first step a smooth curve called mean
curve is fitted for each source domain, see e. g. dashed lines in middle column of Figure 5.1.
Therefore, for each of the domain samples X1, . . . , Xs, the mean value for each of the d
features and t time steps is computed and a spline curve is fitted subsequently by means
of the algorithm proposed in [50]. This process results in a multiset pX P Rsˆdˆt storing
the mean curves, i. e. the rows, for each of the s source domains.
Step 2 (Learning of Equidistant Corrections): After the mean curves are computed,
b equidistant points t1, . . . , tb are fixed and b corresponding correction functions
Φ1, . . . ,Φb : Rz Ñ Rd (5.4)
are learned which map a parameter vector ρi corresponding to the i-th domain close to
the corresponding points pxt1 , . . . , pxtb of the i-th mean curve pxi “ ppx1, . . . , pxtq, i. e. the
i-th row of pX. This is done under the constraint of similar predictions Φt1ppiq,Φt2ppiq of
nearby time steps t1, t2 of two points pxt1 , pxt2 on the mean curve. We apply ideas from the
multi-task learning approach proposed in [57] that aims at similar predictions by means
of similar parameters θ1, . . . , θb of the learning functions Φ1, . . . ,Φb. More precisely, we
propose the following objective function:
min
Φ1,...,Φb
bÿ
j“1
¨˝
sÿ
i“1
∥∥∥ pXi,:,tj ´ Φj pρiq∥∥∥
2
` α
minpj`u,bqÿ
r“maxp1,j´uq
‖θj ´ θr‖22
δ|j´r|´1
` β ‖θj‖1‚˛, (5.5)
where Xi,:,j is the vector of features corresponding to the i-th domain and the j-th timestep
and θj P Rz refers to the parameter vector of Φj , e. g. Φjpρq “ xθj ,ρy` c is a linear model
with parameter vector θj P Rz and bias c P R. The first term of Eq. (5.5) ensures that the
prediction of the correction functions applied on the mean curves are not far away from the
mean curves itself. The second term of Eq. (5.5) ensures similar parameter vectors of 2u
nearby correction functions, where u P N and α, δ P R are hyper-parameters. The last term
ensures sparse parameter vectors by means of L1-regularization [4] with hyper-parameter
β P R.
Step 3 (Smooth Connection): To obtain a time series of length t, we aim at a smooth
connection of the functions Φ1, . . . ,Φb between the points t1, . . . , tb. This is done by
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applying ideas from moving average filtering [120]. For a new time step v ď t, we denote
by
Rpvq “
!`
tvu´ u` 1, rvs` u´ 1˘, `tvu´ u` 2, rvs` u´ 2˘, . . . , `tvu, rvs˘) (5.6)
a set of pairs constructed from the equidistant timesteps t1, . . . , tb in a nested order, where
tvu respectively rvs denote the largest respectively smallest number in tt1, . . . , tbu being
smaller respectively larger than t. The coordinates of the final transformation vector
Ψpx,ρq “ pΨ1px,ρq, . . . ,ΨT px,ρqqT in Eq. (5.3) are obtained by
Ψvpx,ρq “ xv ´
ÿ
pi,jqPRpvq
γ
|Rpvq|´2i`2
2
´
Φipρq ` pv ´ iqΦjpρq´Φipρqj´i
¯
ř
pi,jqPRpvq γ
|Rpvq|´2i`2
2
(5.7)
where |Rpvq| is the cardinality of Rpvq and γ P p0, 1s is the smoothing hyper-parameter.
That is, for each vector element xv of the time series x, a sum is subtracted which describes
a weighted average of linear interpolations between the points Φi and Φj for each time
step pair pi, jq P Rpvq. ScITSM is summarized by Algorithm 5.1.
Algorithm 5.1: Scenario-invariant time series mapping (ScITSM)
Input: Samples X1, . . . , Xs P Rkˆdˆt, scenario parameters ρ1, . . . ,ρs P Rz and
hyper-parameters α, β, γ P R, b, u P N and δ P p0, 1s
Output: Mapping Ψ : Rdˆt ˆ Rz Ñ Rt
Step 1 : Calculation of mean curve tensor pX P Rsˆdˆt
Step 2 : Computation of correction functions according to Eq. (5.5)
Step 3 : Computation of transformation Ψ using Eq. (5.7).
Subsequent Regression: Consider a transformation function Ψ : Rdˆt ˆ Rz Ñ Rt
as computed by ScITSM, a previously unseen target scenario sample Xq “ px1, . . . ,xkq
of size k drawn from q P M `Rdˆt˘ and a corresponding parameter vector ρq P Rz,
e. g. parameter 40 in Figure 2.3. As motivated in Subsection 5.1.3, the distribution of the
transformed sample ΨpXp,ρqq is assumed to be similar to the distributions of the samples
ΨpX1,ρ1q, . . . ,ΨpXs,ρsq which is induced by the selection of an appropriate corresponding
parameter space, see e. g. Figure 2.3 and Figure 5.2. Subsequently to ScITSM, a regression
function
f : Rt Ñ Rt (5.8)
is trained using the concatenated input sample pΨpX1,ρ1q; . . . ; ΨpXs,ρsqq and its corre-
sponding concatenated label values pY1; . . . ;Ysq. Finally, the target features of Xq can be
computed by fpΨpXq,ρqqq.
Theorem 5.1 indicates that the empirical error
1
d
dÿ
i“1
∥∥fpΨpxi,ρqqq ´ lpxiq∥∥2 (5.9)
of the function f ˝Ψ on a new unseen target sample is small if the empirical error is small
on the source samples.
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Figure 5.3: Some selected pre-processed time series of source domains (different colors)
before (left) and after (right) the application of ScITSM.
5.1.5 Empirical Evaluations
We integrated our approach described in Section 5.1.4 into the data-flow of an indus-
trial machine learning pipeline used to implement a virtual sensor [186] in an intelligent
manufacturing setting similar to the one described in Figure 5.1.
Dataset Our use case consists of 11 domains based on physical tool settings with pa-
rameters describing physical tool dimensions as illustrated in Figure 5.2. For each domain,
we collected around 50 time series. We applied some application-specific normalization
and transformation steps to each time series including its subtraction from a finite element
simulation of the mechanical tool process. Some representative resulting time series from
the source domains are illustrated in Figure 5.3 on the left. For our experiments we choose
6 out of 11 domains as source domains and 5 domains as target domains. The target do-
mains are chosen such that its parametrization is well captured by the parametrization of
the source domains as shown in Figure 5.2.
Validation Procedure To estimate the performance of the proposed ScITSM on pre-
viously unseen domains, we evaluate different regression models based on an unsupervised
transductive training protocol [34, 63, 68, 110] combined with cross-validation on source
domains. In a first step, we select appropriate hyper-parameters in a semi-automatic way.
That is, the parameters are fixed by a method expert based only on the unsupervised
data from the source domains without considering any labels, i. e. output values, or target
samples. The decision is based on visual quantification of the distribution alignment in the
representation space. As a result, the hyper-parameters are the same for all subsequently
trained regression models. The result of some representative time series is illustrated in
Figure 5.3.
For evaluating the performance of regression models trained subsequently to ScITSM we
use 10-fold cross-validation [183]. That is, in each of 10 steps, 90% of the data points,
i. e. 90% of each source domain, are chosen as training data and 10% as validation data.
Since no data of the target domains is used for training, the models are evaluated on the
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Figure 5.4: Performance dependency on sample size of support vector regression with
Gaussian kernel without applying ScITSM (solid) and with the proposed ScITSM
(dashed). Horizontal axis: Percentage of training data; Vertical axis: Average root mean
squared error over all unseen target domains except negative transfer domain p2, 40q.
whole data of the target domains in each fold. Using this protocol, 10 different root-mean
squared errors for each model and each domain are computed, properly aggregated and,
together with its standard deviation, reported in Table 5.1.
To show the advantage of using more than one source domain, we additionally optimize
each regression model using the training data of only a single source domain as shown in
Table 5.2.
We compare the following regression models and we use the following parameter sets for
selection:
• Bayesian Ridge Regression [118]: The four gamma priors are searched in the set
t10´3, 10´4, 10´5, 10´6u and the iterative algorithm is stopped when a selected error
in the set t10´2, 10´3, 10´4, 10´5u is reached.
• Random Forest [29]: We used 100 estimators, the maximum depth is searched in
the set t1, 2, 4, 8, . . . ,8u where 8 refers to a pure expansion of the leaves and the
minimum number of splits is selected in the set t2, 4, 8, . . . , 1024u.
• Support Vector Regression [162] (SVR) with sigmoid kernel: The epsilon parameter
is selected from the set t10´1, 10´2, 10´3u, the parameter C is selected in t10´5, 5 ¨
10´4, 10´4, 5 ¨ 10´3, 10´3u and the algorithm is stopped when a selected error in the
set t10´3, 10´5u is reached.
• Support Vector Regression with Gaussian kernel: The epsilon parameter is selected
from the set t10´1, 10´2, 10´3u, the parameter C is selected in t10, 25, 30u, the band-
width parameter is selected in the set t10´5, 10´4, 10´3, 10´2, 10´1, 1u and the algo-
rithm is stopped when a selected error in the set t10´3, 10´2u is reached.
Results Figure 5.3 illustrates some selected time series pre-processed by ScITSM. It can
be seen that the diversity caused by different source domains is reduced resulting in more
homogeneous time series for subsequent regression. Table 5.1 shows the results of applying
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ScITSM to multiple source domains. The application of ScISTM improves all regression
models in average root mean squared error except the support vector regression model
based on Gaussian kernel.
The domain p2, 40q is the only domain where the application of ScITSM reduces the
performance of support vector regression models by a large margin. From Figure 5.2 it
can be seen that both tool dimensions 2 and 40 are not considered in the source domains.
We conclude that at least one dimension should be considered in the source domains
in our use case, otherwise the domain distributions are too different. This well known
phenomenon is often called negative transfer [144].
It is interesting to observe that the random forest models overfit the source domains. This
can be seen by a low average root mean squared error on the source domains compared to
the target domains. Consequently, it is hard for ScITSM to improve the performance on the
source domains (average error decreased only to 97.59% of that of the raw models) where
the target domains errors are improved by a large margin. The target domain improvement
is without considering domain p4, 60q where the random forest model performed best over
all models. This improvement is not unexpected, as the overfitting of source domains can
imply performance improvements in some very similar target domains. However, our goal
is an improvement in many domains, not in single ones.
In general ScITSM improves the results of regression models in 9 out of 11 domains,
where the remaining two results have explainable reasons of negative transfer and overfit-
ting.
In principle it is possible that a high root mean squared error of the models without
ScITSM is caused by mixing data from different domains, i. e. negative transfer happens.
To exclude this possibility, we train one model for each domain and computed the root
mean squared error for all other domains. In a first step, we observe that no model
is able to generalize to domains other than the single training one. The resulting root
mean squared errors of the single domain trained models are excessively high and give
no further information. One possible reason is that the domains are too different. For
example, consider a model trained on the yellow time series in Figure 5.3. Obviously this
model will not perform well on the green time series. This experiment underpins that
generalization is not possible for models trained only on single domains, i. e. the standard
regression case, and that the considered problem of domain generalization is important in
our use case.
It is interesting to observe that even models trained on single domains can be improved
by considering data from different domains. To see this, consider Table 5.2. Each column
denoted by ’without ScITSM’ shows the performance of different models trained on data
from a single domain only. This is in contrast to Table 5.1 where each column shows
errors of the same model on different domains. The application of ScITSM almost always
improves the performance of classical regression models. This is interesting as one may ex-
pect that models trained on data from a specific domain cannot be improved by data from
different domains. However, this positive effect of transfer learning can happen e. g. when
a high number of domains is considered with a comparably low sample sizes.
Another interesting question is about the effect of ScITSM when the amount of source
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domain samples decreases. Therefore, we consider the average root mean squared errors
over all target domains of the best regression models, i. e. SVR with Gaussian kernel, for
a varying number of source samples. The result is shown in Figure 5.4. In our example
the positive effect of ScITSM gets stronger when the sample size of all domains decreases
by a certain percentage value.
Our procedure of choosing appropriate parameters for ScITSM requires expert knowledge
about our method. In our use case, long-term knowledge from several years resulted in
a well-performing default setting. It is interesting to observe that this default setting
gives a high performance independently of the data size as indicated by Figure 5.4. It
is important to note that the selection of appropriate parameters is sophisticated in the
considered problem of domain generalization, as no data of the target domains is given. We
refer to Subsection 2.5.5 for a discussion of this problem. By using our expert knowledge
based method for parameter tuning, the resulting performance of the regression models in
the source domains cannot be directly interpreted as estimating the generalization error.
However, in this work, we are more interested in the generalization error of the unseen
target domains, which are not effected.
We finally conclude that our method successfully enables the improvement of the per-
formance of regression models in previously unseen domains by using information from
multiple similar source domains. The result is obtained by a single regression model,
which is conceptually and computationally simpler than the application of multiple single
models for separate domains.
Bayesian Ridge Random Forest
Scenario without ScITSM with ScITSM perc. without ScITSM with ScITSM perc.
(1, 30) 0.443 (0.082) 0.239 (0.056) 53.93 0.259 (0.109) 0.262 (0.082) 101.13
(1, 50) 0.645 (0.070) 0.359 (0.103) 55.69 0.322 (0.140) 0.311 (0.111) 96.62
(1, 100) 0.431 (0.140) 0.299 (0.070) 69.34 0.308 (0.090) 0.267 (0.064) 86.48
(4, 30) 0.690 (0.117) 0.334 (0.077) 48.47 0.346 (0.095) 0.372 (0.064) 107.31
(4, 50) 0.431 (0.052) 0.243 (0.090) 56.44 0.317 (0.098) 0.238 (0.051) 75.11
(4, 100) 0.488 (0.105) 0.235 (0.064) 48.05 0.197 (0.077) 0.234 (0.101) 118.87
Average 0.521 (0.094) 0.285 (0.077) 55.32 0.292 (0.102) 0.281 (0.079) 97.59
(1, 40) 0.523 (0.078) 0.403 (0.125) 77.12 0.707 (0.243) 0.418 (0.163) 59.12
(1, 60) 0.709 (0.058) 0.394 (0.087) 55.54 0.461 (0.148) 0.381 (0.099) 82.72
(2, 40) 0.576 (0.092) 0.426 (0.117) 73.90 0.949 (0.236) 0.440 (0.108) 46.34
(4, 40) 0.426 (0.031) 0.342 (0.076) 80.30 1.062 (0.238) 0.399 (0.114) 37.57
(4, 60) 0.519 (0.110) 0.371 (0.142) 71.58 0.291 (0.060) 0.395 (0.165) 135.76
Average 0.551 (0.074) 0.387 (0.109) 71.69 0.694 (0.185) 0.407 (0.130) 72.30
SVR (sigmoid) SVR (RBF)
Scenario without ScITSM with ScITSM perc. without ScITSM with ScITSM perc.
(1, 30) 0.586 (0.114) 0.253 (0.081) 43.17 0.243 (0.072) 0.238 (0.068) 97,64
(1, 50) 0.519 (0.221) 0.364 (0.170) 70.15 0.229 (0.092) 0.226 (0.078) 98.46
(1, 100) 0.694 (0.202) 0.379 (0.159) 54.63 0.249 (0.064) 0.242 (0.070) 97.26
(4, 30) 1.697 (0.341) 0.407 (0.067) 23.97 0.342 (0.122) 0.294 (0.098) 85.95
(4, 50) 0.363 (0.154) 0.325 (0.141) 89.66 0.201 (0.060) 0.192 (0.042) 95.71
(4, 100) 0.682 (0.199) 0.341 (0.090) 49.93 0.186 (0.059) 0.166 (0.032) 89.00
Average 0.757 (0.205) 0.345 (0.118) 55.25 0.242 (0.078) 0.226 (0.065) 93.28
(1, 40) 0.491 (0.142) 0.483 (0.134) 98.34 0.445 (0.151) 0.387 (0.129) 87.13
(1, 60) 0.637 (0.208) 0.450 (0.134) 70.70 0.337 (0.079) 0.321 (0.064) 95.24
(2, 40) 0.518 (0.085) 0.570 (0.158) 109.95 0.314 (0.055) 0.385 (0.096) 122.72
(4, 40) 0.684 (0.189) 0.452 (0.153) 66.08 0.382 (0.156) 0.378 (0.156) 98.66
(4, 60) 0.507 (0.202) 0.487 (0.196) 96.08 0.334 (0.056) 0.339 (0.134) 101.45
Average 0.567 (0.165) 0.488 (0.155) 88.23 0.362 (0.099) 0.363 (0.116) 101.04
Table 5.1: Root mean squared error (and standard deviation) of regression models eval-
uated using 10-fold cross-validation. Best values of domains are shown in boldface, im-
provements of ScITSM are shown by italic numbers.
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Bayesian Ridge Random Forest
Scenario without ScITSM with ScITSM perc. without ScITSM with ScITSM perc.
(1,30) 0.215 (0.069) 0.210 (0.065) 97.66 0.255 (0.079) 0.261 (0.078) 102.15
(1,50) 0.202 (0.047) 0.202 (0.048) 100.00 0.370 (0.172) 0.352 (0.151) 95.05
(1,100) 0.342 (0.112) 0.341 (0.109) 99.67 0.325 (0.100) 0.330 (0.127) 101.55
(4,30) 0.275 (0.072) 0.275 (0.074) 100.09 0.351 (0.090) 0.334 (0.094) 95.00
(4,50) 0.217 (0.069) 0.217 (0.070) 100.00 0.301 (0.091) 0.292 (0.081) 96.84
(4,100) 0.197 (0.057) 0.196 (0.058) 99.42 0.240 (0.058) 0.269 (0.095) 111.70
SVR (sigmoid) SVR (RBF)
Scenario without ScITSM with ScITSM perc. without ScITSM with ScITSM perc.
(1,30) 0.404 (0.096) 0.273 (0.099) 67.54 0.390 (0.157) 0.380 (0.161) 97.42
(1,50) 0.486 (0.223) 0.394 (0.222) 81.01 0.364 (0.173) 0.357 (0.159) 98.12
(1,100) 0.656 (0.229) 0.405 (0.167) 61.72 0.360 (0.201) 0.369 (0.194) 102.24
(4,30) 1.130 (0.149) 0.440 (0.071) 38.97 0.502 (0.298) 0.438 (0.244) 87.17
(4,50) 0.382 (0.176) 0.354 (0.174) 92.76 0.323 (0.108) 0.322 (0.110) 99.67
(4,100) 0.580 (0.181) 0.364 (0.094) 62.80 0.215 (0.080) 0.234 (0.102) 108.64
Table 5.2: Root mean squared error (and standard deviation) of regression models trained
and evaluated on a single source domain, i. e. one model per domain, using 10-fold cross-
validation.
5.2 Analytical Chemistry
Recently, domain adaptation techniques attracted considerable attention in analytical
chemistry since adaptation of calibration models, model maintenance and calibration
transfer between similar analytical devices are recurring tasks [5,115,122,138,191].
Yet the success of domain adaptation techniques on the type of data typically derived
from chemical measurement systems has been limited. One reason might be that the
assumptions of the underlying models do not comply with the properties of the data.
Primarily, most of the domain adaptation techniques developed over the past decade
involve non-linear hypotheses, which is the natural choice for applications in e. g. computer
vision, text mining or natural language processing.
This prompted us to revisit three typical phenomenons often observed in spectroscopic
applications: 1. A linear input-output relationship, 2. approximately normally distributed
data and 3. multicollinearity among input dimensions. In particular, a linear input-output
relationship is often motivated by Beer-Lambert’s law. This physical law describes a linear
relationship between absorbance of electromagnetic radiation and analyte concentration
[172], i. e.
A “ ´ log I0
I
“  ¨ c ¨ o, (5.10)
where A denotes absorbance,  is the characteristic substance specific absorptivity of the
analyte, c the concentration in solution and o the optical path length. I0 is the raw
intensity for c “ 0, i. e. the background signal, and I is the attenuated signal.
Note that the linear dependence of the measured signal on concentration might be violated
due to e. g. light scattering, non-linear interactions between different analytes or sample
inhomogeneities. However, Beer-Lambert’s law holds surprisingly well for a wide array of
analytical techniques [128].
In this section, we propose a new algorithm for regression that combines the principle
of learning new data representations with an old technique that strongly influenced the
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field of chemometrics: The non-linear iterative partial least squares algorithm [190]. Our
algorithm aims at mapping the input data on a low-dimensional subspace explaining a
high amount of information of the output variable and at the same time a small differ-
ence between first and second moments of the domain-specific samples. The directions of
this subspace are computed consecutively as closed-form solution of a convex optimiza-
tion problem. Each iteration of our algorithm is followed by matrix deflation yielding
orthogonal, domain-invariant latent variables with high predictive power w. r. t. the out-
put variable in the source domain. Our method is called domain-invariant iterative partial
least squares (DIPALS).
The rest of this section is organized as follows: Subsection 5.2.1 gives a brief overview of
related works. Subsection 5.2.2 describes the problem. Subsection 5.2.3 gives a motivating
learning bound. Subsection 5.2.4 describes our algorithm. Subsection 5.2.5 proposes a
parameter heuristic for the regularization parameter. Finally, Subsection 5.2.7 compares
our algorithm to different domain adaptation techniques on two benchmark datasets from
analytical chemistry.
5.2.1 Related Work
State-of-the-art domain adaptation algorithms are summarized in Subsection 2.3.4.
In the present contribution we introduce an algorithm for regression that takes into account
three observations from analytical chemistry: A linear input-output relationship, approx-
imately normally distributed data and multicollinearity among input dimensions.
In contrast to non-linear kernel based approaches, we aim at a linear projection of the
data motivated by Beer Lambert’s law. In contrast to linear kernel based approaches, we
aim at distribution similarity by considering also second moments which we motivate by
approximately normally distributed data. In contrast to neural network based approaches,
we compute an orthogonal projection leading to a small number of latent variables. In
each iteration, we obtain one coordinate of the projection as closed-form solution which is
motivated by a small number of needed iterations induced by the orthogonality and high
input collinearity.
5.2.2 Problem Formulation
In this section, we consider the problem of unsupervised domain adaptation for regression
under the covariate-shift assumption. Our formulation follows Problem 2.2. For simplicity
we assume equal sample sizes for the source and the target domain.
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Problem 5.2 (Unsupervised Domain Adaptation for Regression)
Consider a source domain pp, lq and a target domain pq, lq with p, q P M`Rd˘ and
some labeling function l : Rd Ñ r0, 1s.
Given a source sample Xp “ tx1, . . . ,xku drawn from p with corresponding labels
Yp “ tlpx1q, . . . , lpxkqu and a target sample Xq “ tx11, . . . ,x1ku drawn from q without
labels, find some function f : Rd Ñ r0, 1s with a small target riskż
Rd
|fpxq ´ lpxq| qpxqdx. (5.11)
5.2.3 Motivating Learning Bound
In the following, we motivate our algorithm by means of a new learning bound under three
typical characteristics often observed in chemical data: Linear dependency between input
and output, multicollinearity of input signals, and, approximately normally distributed
data.
Therefore, let us consider two integrable functions g : Rd Ñ Rs P G and f : Rs Ñ r0, 1s P F .
Assume that the probability density functions p˜ and q˜ of the pushforward measures µ ˝ g´1
and ν ˝ g´1, respectively, exist, where µ and ν are the probability measures corresponding
to p and q, respectively. Let dKLpNp˜,Nq˜q denote the KL-divergence between the two
probability density functions Np˜ and Nq˜ of the Normal distributions with equal mean and
covariance as p˜ and q˜, respectively. Based on these notations, we obtain the following
statement.
Theorem 5.2
Consider two domains pp, lq, pq, lq and the function f ˝ g inducing the latent distribu-
tions p˜, q˜ and the Normal distributions Np˜,Nq˜ as defined above. Then the following
holds: ż
|f ˝ g ´ l| q ď
ż
|f ˝ g ´ l| p`
b
2dKLpNp˜,Nq˜q ` λ˚ `
?
8 (5.12)
where
 “ max tdKLpNp˜, p˜q, dKLpNq˜, q˜qu (5.13)
and
λ˚ “ inf
fPF
ˆż
|f ˝ g ´ l| q `
ż
|f ˝ g ´ l| p
˙
. (5.14)
Proof. Following [16], we define the labeling functions lp : Rs Ñ r0, 1s by
lppaq “
ş
tx|gpxq“au lpxqppxqdxş
tx|gpxq“au ppxq dx
and lq analogously. Applying Theorem 2.9 together with Theorem 2.1 to the two domains
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pp, lpq and pq, lqq yieldsż
|f ´ lq| q˜ ď
ż
|f ´ lp| p˜` 2dTVpp˜, q˜q ` inf
fPF
ˆż
|f ´ lq| q˜ `
ż
|f ´ lp| p˜
˙
where dTV refers to the total variation distance. From the “change of variables” Theo-
rem 4.1.11 in [53] we obtainż
|f ´ lp| p˜ “
ż
|f ´ lp|dpP ˝ g´1q “
ż
|f ´ lp| ˝ g dP “
ż
|f ˝ g ´ l| p
which, together with the application of the Triangle inequality for dTV, implies thatż
|f ˝ g ´ l| q ď
ż
|f ˝ g ´ l| p` λ˚ ` 2dTVpNp˜,Nq˜q ` 2dTVpp˜,Np˜q ` 2dTVpq˜,Nq˜q.
Eq. (5.12) then follows from Theorem 2.2 and the definition of .
Theorem 5.2 shows that the error in the target domain can be bounded in terms of
the error in the source domain, the KL-divergence between Normal approximations of the
latent distributions, a corresponding approximation error  and the domain adaptation
error λ˚. Sample-based upper bounds can be obtained by means of Theorem 3.2.
Theorem 5.2 suggests a small target error if the terms on the right-hand side of Eq. (5.12)
are small. In the following, we motivate different algorithmic properties under which, in
combination with the three observations from chemical measurements, each of these terms
can be expected to be small.
Domain Adaptation Error λ˚: Beer Lambert’s law states a linear relationship between
output variables and inputs. Therefore, we assume a target function l : Rd Ñ r0, 1s that is
well approximable by a linear function, i. e. lpxq « xTd for some d P Rd. For such a target
function l and each linear function g : Rd Ñ Rs with gpxq “ pxTAqT and orthogonal
matrix A P Rdˆs, it always exits a linear function f P F , e. g. fpxq “ xTATd, such
that l « f ˝ g and λ˚ « 0. We therefore aim at finding a function f ˝ g with orthogonal
projection g : Rd Ñ Rs and linear function f : Rs Ñ r0, 1s.
Source Error
ş |f ˝ g ´ l|: To overcome numerical instabilities caused by the observed
high multicollinearity of the input data, the non-linear iterative partial least squares algo-
rithm has been proposed to find a linear latent variable model f ˝ g as defined above with
a small source error. This algorithm serves as a starting point for our method.
Approximation Error : One implication of the assumption of approximately normally
distributed input data is that the application of the linear transformation g leads to latent
densities p˜ and q˜ that are well approximable by Normal densities. It is therefore reasonable
to assume a small  in Theorem 5.2. Similarly to the error in our analysis in Chapter 3,
the term  can be interpreted as an upper bound on the information stored in the densities
p and q in addition to the first two moments [41].
Distribution Divergence dKLpNp˜,Nq˜q: It follows from e. g. Theorem 30.2 in [21] that
the convergence dKLpNpn ,Np8q Ñ 0 for nÑ 8 of some zero mean centered distributions
pn, n P N and p8 is implied by the convergence of the respective covariances σn Ñ σ8.
This motivates us to aim at zero means and similar covariance matrices of p˜ and q˜.
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5.2.4 Domain-Invariant Iterative Partial Least Squares
Let Xp P Rkˆd and Xq P Rkˆd be the two matrices consisting of all input signals x as rows
xT and let y P Rk be the vector of corresponding outputs.
As motivated in Subsection 5.2.3, we aim at computing linear functions f : Rs Ñ R with
fptq “ tTc for c P Rs and g : Rd Ñ Rs with gpxq “ pxTAqT for orthogonal A P Rdˆs
such that the source error is minimized and the sample covariance matrices of the latent
samples XpA and XqA are similar. To handle collinearity in the inputs, we rely on a
regularized version of the non-linear iterative partial least squares algorithm.
Step 0 (Initialization): The initial step of our algorithm consists of zero mean centering
of the inputs and outputs such that ErXps “ ErXqs “ Erys “ 0 where ErXs refers to the
column-wise empirical mean of the matrix X.
Then, we follow the basic ideas of the non-linear iterative partial least squares algorithm
by iterating over the following steps to compute one direction of the latent mapping and
a corresponding regression coefficient after another.
Step 1 (Domain-Invariant Projection): The following objective function is consid-
ered:
min
wTw“1
∥∥Xp ´ ywT∥∥2F ` γwTΛw (5.15)
where ‖.‖F refers to the Frobenius norm, γ is the domain-regularization parameter and
Λ “ Kdiagp|λ1|, . . . , |λd|qKT (5.16)
is the matrix obtained by taking the absolute value of all eigenvalues λ1, . . . , λd in the
eigendecomposition
Kdiagpλ1, . . . , λdqKT “ 1
k ´ 1X
T
p Xp ´ 1k ´ 1X
T
q Xq (5.17)
with corresponding eigenvector matrix K of the difference of the domain-specific covariance
matrices. The first term in Eq. (5.15) corresponds to the ordinary non-linear iterative
partial least squares objective and its minimum is obtained by the direction w where
Xp has maximum sample covariance with y [190]. The second term in Eq. (5.15) is our
contribution and represents an upper bound on the absolute difference between the source
sample variance and the target sample variance in the direction w, see Subsection 5.2.6
for its discussion. The unique solution of Eq. (5.15) is achieved by the vector
wT “ y
TXp
yTy
ˆ
I` γ
yTy
Λ
˙´1
(5.18)
divided by its length wTw. The coordinates tp and tq of the projections corresponding to
the direction w can be computed by
tp “ Xpw and tq “ Xqw. (5.19)
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Step 2 (Regression): Classical ordinary least squares regression of y on tp yields
c “ ptTp tpq´1tTp y. (5.20)
Step 3 (Deflation): Following the Gram-Schmidt process, our algorithm removes the
variation in Xp explained by the current latent variable by subtracting the projection of
Xp along tp, i. e. the following update is performed
Xp “ Xp ´ tpptTp tpq´1tTp Xp. (5.21)
The matrix Xq is updated analogously by means of tq. After each iteration, the coordinates
of the vectors are properly aggregated to obtain the final regression vector b such that
fpgpxqq “ xTb. See Algorithm 5.2 for the formulas and [64] for its derivations. The
projection matrix A such that gpxq “ pxTAqT can be computed by the relationship
[124]:
A “ WpPTWq´1. (5.22)
Algorithm 5.2: Domain-invariant iterative partial least squares (DIPALS)
Input: Source sample Xp, labels y , target sample Xq, number of latent variables s and
regularization weighting γ
Output: Regression vector b P Rd such that fpgpxqq “ xTb
Init : Set W “ pwi, . . . ,wsq, P “ ppi, . . . ,psq, c “ pc1, . . . , csq, y0 “ y ´ Erys,
S0 “ Xp ´ ErXps and T0 “ Xq ´ ErXqs
for i P t1, . . . , su do
Step 1 : Compute eigenvalues λ
piq
1 , . . . , λ
piq
d and eigenvector matrix Ki of
1
k´1S
T
i´1Si´1 ´ 1k´1TTi´1Ti´1 and define vTi “ y
T
i Si´1
yTi yi
´
I` γ
yTi yi
Λi
¯´1
such that wi “ vi{ ‖vi‖2 with Λi “ Kidiagp|λpiq1 |, . . . , |λpiqd |qKTi
Step 2 : Set ci “ ptTp tpq´1tTp yi with tp “ Si´1wi, tq “ Tiwi
Step 3 : Set pTi “ ptTp tpq´1tTp Si´1, qTi “ ptTp tqq´1tTq Ti´1, Si “ Si´1 ´ tppTi ,
Ti “ Ti´1 ´ tqqTi and yi “ yi´1 ´ citp
end
Combine : b “ WpPTWq´1c
5.2.5 Parameter Heuristic
Consider the matrix Λ from Eq. (5.16) and the vector w0 corresponding to the un-
constrained objective function of the non-linear iterative partial least squares algorithm,
i. e. γ “ 0 in Eq. (5.15). We propose to use the value
γi “ ‖Si ´ yiw
T
0 ‖2F
wT0 Λw0
(5.23)
differently in each iteration of Step 1 in Algorithm 5.2. This setting leads to equal weighting
of the terms in the objective Eq. (5.15) in the direction w0.
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5.2.6 Properties of Algorithm
The optimum of the first term in the objective function in Eq. (5.15) is achieved by the
direction w0 where the sample covariance
1
k´1w
T
0 X
T
p y between Xp and the output vector
y is maximal [64]. As a result, the classical non-linear iterative partial least squares
algorithm well handles multicollinearity of the input sample.
The value of our regularizer wTΛw with wTw “ 1 is nothing but the value of the Rayleigh
quotient of the positive semi-definite matrix Λ. It is therefore convex and its summation
preserves the convexity of the original non-linear iterative partial least squares objective,
i. e. the first term in Eq. (5.15). As a result, the unique solution of the objective function
can be obtained as the root of its derivative and has the form of Eq. (5.18).
Our regularizer is an upper bound on the absolute differenceˇˇˇˇ
1
k ´ 1w
TXTp Xpw ´ 1k ´ 1w
TXTq Xqw
ˇˇˇˇ
(5.24)
between the domain-specific sample variances in the direction w. To see this, consider
the eigenvector matrix K and the eigenvalues λ1, . . . , λd as in Eq. (5.17). Then, by letting
v “ pv1, . . . , vdq “ KTw, Eq. (5.24) is equal to
|wTKdiagpλ1, . . . , λdqKTw| “ |v21λ1 ` . . .` v2dλd| ď |v21λ1| ` . . .` |v2dλd|
“ v21|λ1| ` . . .` v2d|λd| “ vTdiagp|λ1|, . . . , |λd|qv “ wTΛw.
This shows that the proposed regularizer corresponds to an upper bound on the difference
between the source sample variance and the target sample variance in the direction w.
It can therefore be interpreted as biasing the non-linear iterative partial least squares
solutions towards directions with a low variance difference between the domains in the
projection space.
The derivations above allow to interpret the regularization strength γ as trade-off between
high input-output covariance in the source domain and low variance difference between
the domains. This leads to intuitive heuristics for default values of γ as proposed in
Subsection 5.2.5. With the value of γ as in Eq. (5.23) we articulate our preference of
treating regression and domain alignment as equal important in a range around the optimal
non-linear iterative partial least squares solution.
5.2.7 Empirical Evaluations
In this subsection we compare our method with several state-of-the-art domain adaptation
techniques on two benchmark datasets from analytical chemistry.
Datasets We consider two benchmark datasets from analytical chemistry: The Corn
dataset and the Tablets dataset. The Corn dataset is a well established dataset used to
benchmark instrument standardization algorithms in analytical chemistry and comprises
near-infrared spectra from a set of 80 corn samples measured on 3 similar spectrometers
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(m5,mp5 and mp6)1. The goal is to predict oil, water, starch and protein contents from the
corresponding spectra. The Tablets dataset was originally published by the international
diffuse reflectance conference in 2002 and consists of near-infrared spectra of 654 pharma-
ceutical tablets recorded on two spectrometers at 650 individual wavelengths2. The goal
is to predict the active pharmaceutical ingredient concentration from the near-infrared
spectra.
Validation Procedure For the Corn dataset we consider domain adaptation between
the different instruments by defining the source domain as the first 40 samples and the
target domain as the following 40 samples of the dataset. Given the four output vari-
ables, this translates into 24 domain adaptation scenarios. We split the target domain
data randomly into an unlabelled training and a test set comprising 24 and 16 samples,
respectively. For the Tablets dataset, we split the data into a calibration, a validation and
a test set comprising 155, 40 and 460 samples measured on both instruments. We consider
domain adaptation between calibration and test sets from the two instruments including
the wavelength range 600-1600 nanometres and proceed in analogy with the experiments
on the Corn dataset. We compare the following approaches:
• Partial Least Squares (PLS) [190]: The number of latent variables is searched in the
set t1, . . . , 12u using 10-fold cross-validation in the source domain.
• Correlation Alignment [169]: CORAL applied to the projections of the training set
of the PLS model followed by ordinary least squares regression.
• Transfer Component Analysis [143]: Motivated by Beer Lambert’s law, we use a
linear kernel. We search the best number of latent variables in the set t1, . . . , 30u
and µ P t10´10, 10´9, . . . , 1u by using all labels in the target domain.
• Joint Distribution Optimal Transport (JDOT) [39]: We vary α P t10´10, 10´9, . . . , 1u
as proposed in the original paper. In addition, we vary the linear kernel ridge
regression parameter λ in the range t10´10, 10´9, . . . , 1u. Both parameters are tuned
using target labels.
• DIPALS with heuristic: The parameter γ is set for each latent variable using the
parameter heuristic described in Subsection 5.2.5.
• DIPALS with source training: The parameter γ is trained by means of 10-fold cross-
validation on the source data in the set t0.1, 1, . . . , 1010u for i P t1, . . . , su latent
variables.
Note that we apply the target test set for searching the best parameters for TCA and
JDOT. Without using target labels, we were not able to get competitive results on our
datasets.
Results The domain differences observed in the Corn datasets occur mainly due to
changes in the instruments’ response and are mostly manifested in offsets between the
1http://www.eigenvector.com/data/Corn/ (accessed April 11, 2018)
2http://www.eigenvector.com/data/tablets/ (accessed January 14, 2019)
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corresponding spectra. All in all, we found similar performance of TCA and DIPALS with
slightly better results with the former for prediction of oil content and with the latter
when predicting moisture as shown in Table 5.3. Although JDOT could improve the
accuracy on the target task for determination of protein and starch compared to the PLS,
accuracy was significantly lower in most scenarios compared to DIPALS despite tuning
of the hyper parameters using target labels. Finally, no improvement of the PLS model
could be achieved with CORAL.
Response Scenario NIPALS CORAL TCA (Sup) JDOT (Sup) DIPALS (Heur) DIPALS (Source)
Protein
m5Ñmp5 0.68˘0.13 0.65˘0.14 0.40˘0.03 0.61˘0.06 0.38˘0.08 0.39˘0.09
m5Ñmp6 0.70˘0.12 0.77˘0.11 0.41˘0.05 0.57˘0.04 0.41˘0.03 0.42˘0.10
mp5Ñm5 0.70˘0.11 0.71˘0.09 0.43˘0.09 0.57˘0.05 0.44˘0.07 0.44˘0.08
mp5Ñmp6 0.65˘0.12 0.66˘0.12 0.36˘0.04 0.59˘0.07 0.50˘0.08 0.49˘0.04
mp6Ñm5 0.69˘0.10 0.69˘0.08 0.43˘0.09 0.58˘0.07 0.43˘0.07 0.43˘0.12
mp6Ñmp5 0.66˘0.11 0.61˘0.15 0.41˘0.05 0.44˘0.05 0.40˘0.06 0.36˘0.03
Starch
m5Ñmp5 1.19˘0.17 1.11˘0.19 0.70˘0.08 0.76˘0.08 0.69˘0.18 0.66˘0.10
m5Ñmp6 1.08˘0.17 1.11˘0.21 0.67˘0.10 0.75˘0.08 0.64˘0.15 0.68˘0.12
mp5Ñm5 1.38˘0.26 1.30˘0.17 0.68˘0.11 0.83˘0.06 0.71˘0.08 0.67˘0.15
mp5Ñmp6 1.20˘0.16 1.27˘0.13 0.68˘0.09 0.82˘0.08 0.80˘0.14 0.72˘0.15
mp6Ñm5 1.38˘0.17 1.48˘0.23 0.64˘0.10 0.82˘0.07 0.76˘0.14 0.69˘0.15
mp6Ñmp5 1.21˘0.14 1.30˘0.11 0.55˘0.08 0.81˘0.06 0.72˘0.18 0.89˘0.19
Oil
m5Ñmp5 0.27˘0.03 0.27˘0.05 0.15˘0.02 0.20˘0.03 0.19˘0.03 0.19˘0.01
m5Ñmp6 0.24˘0.05 0.30˘0.03 0.14˘0.01 0.22˘0.03 0.17˘0.02 0.18˘0.04
mp5Ñm5 0.21˘0.02 0.24˘0.03 0.16˘0.02 0.22˘0.02 0.26˘0.04 0.21˘0.02
mp5Ñmp6 0.21˘0.03 0.21˘0.03 0.15˘0.02 0.20˘0.03 0.20˘0.02 0.21˘0.03
mp6Ñm5 0.22˘0.02 0.23˘0.03 0.17˘0.01 0.22˘0.03 0.23˘0.05 0.19˘0.02
mp6Ñmp5 0.20˘0.03 0.22˘0.03 0.16˘0.02 0.21˘0.02 0.21˘0.04 0.18˘0.01
Moisture
m5Ñmp5 0.24˘0.03 0.28˘0.04 0.24˘0.02 0.30˘0.04 0.22˘0.04 0.22˘0.08
m5Ñmp6 0.27˘0.03 0.27˘0.04 0.27˘0.02 0.31˘0.04 0.25˘0.03 0.20˘0.02
mp5Ñm5 0.26˘0.03 0.27˘0.03 0.29˘0.03 0.27˘0.05 0.23˘0.06 0.25˘0.06
mp5Ñmp6 0.27˘0.02 0.26˘0.04 0.28˘0.02 0.31˘0.03 0.23˘0.04 0.20˘0.03
mp6Ñm5 0.28˘0.03 0.28˘0.03 0.31˘0.03 0.24˘0.01 0.22˘0.03 0.22˘0.05
mp6Ñmp5 0.27˘0.03 0.26˘0.02 0.26˘0.03 0.31˘0.04 0.17˘0.02 0.20˘0.03
Table 5.3: Average root mean squared errors and standard deviations for 10-fold cross-
validation on Corn dataset. The best value for each scenario is indicated in bold. (Sup)
indicates supervised hyper-parameter selection using target domain labels, (Heur) indi-
cates parameter setting using Eq. (5.23) and (Source) indicates parameter setting using
cross-validation on source.
Similar to the Corn datasets, the Tablets dataset involves domain adaptation between
similar near-infrared spectrometers. Accordingly, we found similar overall performance of
DIPALS and TCA on the target tasks as shown by Table 5.4. In contrast, JDOT could not
surpass the performance of the PLS model, which can be explained with the fact that the
Tablets dataset contains several y-direction outliers, i. e. spectra with wrongly assigned
values of active pharmaceutical ingredients, that apparently lead to erroneous transport
of the joint distribution.
5.3 Discussion
In this section, we applied our ideas on two industrial domain adaptation problems. To
extend the scope of problems in this thesis and to show the general applicability of the
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Scenario NIPALS CORAL TCA (Sup) JDOT (Sup) DIPALS (Heur) DIPALS (Source)
cal1Ñtest2 9.48˘0.64 9.56˘0.58 8.50˘0.59 12.86˘1.07 7.69˘0.47 8.04˘0.53
test2Ñcal1 8.18˘0.94 7.89˘1.01 7.23˘1.04 10.26˘0.67 6.54˘1.25 7.58˘1.59
cal2Ñtest1 8.35˘0.58 7.51˘0.73 6.63˘0.92 13.46˘0.50 7.12˘0.68 6.75˘0.48
test1Ñcal2 8.12˘1.55 8.39˘1.33 7.26˘1.83 10.24˘0.55 7.66˘1.66 8.43˘1.25
Table 5.4: Average root mean squared errors and standard deviations for 10-fold cross-
validation on Tablets dataset. The best value for each scenario is indicated in bold. (Sup)
indicates supervised hyperparameter selection using target domain labels, (Heur) indicates
parameetr setting using Eq. (5.23) and (Source) indicates parameter setting using cross-
validation on source.
proposed ideas, we choose two regression problems.
The first problem is in the area of industrial manufacturing. We propose to transform
the data in a new space such that the first moments of samples produced by multiple
different tool settings are similar. In a real world application of industrial manufacturing,
the proposed methods significantly reduce the prediction error on data originating from
already seen tool settings. The biggest benefit of the proposed method is that it can be
applied to unseen data from new unseen tool settings without the need of time and cost
intensive collection of training data using these settings.
The second problem is in the area of analytical chemistry. We consider unsupervised do-
main adaptation for multivariate regression under linear input-output relationship, mul-
ticollinearity and approximately normally distributed domains – a situation frequently
encountered in analytical chemistry. Motivated by our ideas from Chapter 4, we pro-
pose a novel metric-based regularization that performs domain adaptation under the non-
iterative partial least squares framework. Our approach outperforms different state-of-the-
art domain adaptation techniques for linear regression on two benchmark datasets from
analytical chemistry. In contrast to state-of-the-art calibration methods in this field, our
method does not require labeled calibration samples in the target domain.
Unfortunately, parameter selection becomes an important issue without labels in the tar-
get domain. In the first application this issue is mitigated, but not completely solved,
by focusing on domains originating from similar physical tool settings. In the second
problem, our ideas from Chapter 4 are applied to utilize unlabeled data from the target
domain.
Although better results might be achieved by using target labels, the lack of information in
our industrial problem settings is due to high costs in money and resources. The proposed
methods therefore underpin the usefulness of our ideas for resource and money restricted
applications.
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Conclusion
In this thesis we study domain adaptation under weak assumptions on the similarity of
source and target distribution. Our assumptions are based on moment distances which
realize weaker similarity concepts than most other common probability metrics. Under
this new setting, we provide new insights to main components of statistical learning:
• In Chapter 3 we formalize the novel problem setting, give conditions for the con-
vergence of a discriminative model under this setting and derive bounds describing
its generalization ability. For smooth densities with weakly coupled marginals, our
conditions can be made as precise as required based on the number of moments and
the smoothness of the distributions.
• In Chapter 4 we implement the domain adaptation principle of learning new data
representations such that our moment assumptions are satisfied. We provide a new
moment distance for the regularization of the stochastic optimization of neural net-
works and provide several properties including some relations to other probability
metrics, a dual form, a computationally efficient estimation and a learning bound
for the regularization. To underpin the relevance of our ideas beyond the conditions
studied in Chapter 3, we perform empirical experiments on a new artificial dataset
and 21 standard benchmark tasks for domain adaptation which are based on 6 large
scale datasets. Results show that our method often outperforms related alternatives
which are based on stronger assumptions on the similarity of distributions.
• In Chapter 5 we apply our ideas on two industrial regression problems. In contrast
to classical approaches in these fields, our new moment-based methods achieve low
errors on new domains with missing target labels.
Our focus on studying weak assumptions on the similarity of distributions enables straight
forward extensions using stronger assumptions, e. g. new learning bounds and algorithms.
All in all, we consider that throughout this thesis we introduce some theoretical and
computational novelties that can benefit the field of statistical learning and, in particular,
domain adaptation.
With regard to the work discussed in this thesis, we would primarily like to extend the
proposed bounds on the difference between distributions by further upper bounding the
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entropy-based terms in terms of smoothness of log-densities as it is done e. g. in [10].
Such bounds can lead to estimates of the number of moments needed such that an un-
derlying smooth distribution is defined up to arbitrary accuracy which is, to the best of
our knowledge, an open problem [155, 177]. Concerning improved algorithms for domain
adaptation, future plans are centered around entropy minimization as suggested by our
learning bounds. Generally in industrial applications with low sample sizes we consider a
significant potential for moment distance based domain adaptation as a starting point for
developing more problem-specific distance concepts.
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The quote above is attributed to Albert Einstein and written in English with some letters exchanged
by numbers, e. g. the letter E is exchanged by the number 3 and the letter A is exchanged by the number
4. The text without exchanged numbers is: The measure of intelligence is the ability to change. However,
the example above shows that humans can adapt from the distribution of english texts to the different
distribution underlying the text above, and therefore, are able to solve problems of domain adaptation.
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