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I. INTRODUCTION
Microwave interferometry (MI) is an established technique to measure shock and detonation velocities in explosives. This technique is used to measure the phase and amplitude of microwave signals that are transmitted through an unreacted explosive and reflected back at locations of interest. These reflection points are located at dielectric discontinuities such as a shock wave or a reaction front 1, 2 which occur in the media during a detonation event. The phase measurements can then be used to infer the relative position and velocity of the phenomena. MI is a unique nonintrusive diagnostic for explosives research with high temporal resolution; however, challenges exist due to transmission losses and partial reflection of the signal.
Achievable MI signals in explosives are often of a low quality, and velocity measurements in non-ideal systems remain challenging. Total reflection of the MI signal is never realized due to partial transmission through the wave front of interest, 2 as well as attenuation of the signal due to absorption and dispersion effects in the explosive media. 3 Furthermore, the shock or detonation wave may be a nonplanar reflector due to sample diameter effects as well as material heterogeneities 4 resulting in poor signal quality. Other factors which may affect the signal quality include the possibility of a decoupled shock-reaction zone (e.g., shock initiation and detonation failure) giving rise to multiple harmonic frequencies, 1 as well as the confinement of the test explosive acting as a waveguide for the MI signal. 3 When several of these non-idealities are present simultaneously, it may still be possible to extract useful velocity information with an advanced time-frequency analysis.
Despite ongoing research since the early 1950's 3 and subsequent improvements made to microwave interferometers, [5] [6] [7] the explosives' community has been slow to apply time-frequency analysis for velocity measurements. Originally, a simple peak picking or zero crossing method was used to determine the average velocity at finite points in time. Although much of the information contained in the MI signal is lost, this technique can be effective for variable amplitude signals, or when aggressive filtering is needed to determine a phase angle. Modern interferometers now employ two-channel output for phase unwrapping and continuous position measurement. Current phase unwrapping techniques attempt to account for all non-idealities in low quality signals at the expense of possibly introducing error through heavy filtering, normalization, and smoothing of the data. 6 Velocity is then numerically derived from position-time data, resulting in additional numerical errors and requiring additional filtering. The effort required to perform phase unwrapping is highly dependent on the quality of the MI signal, and it is possible that subtle transient features in velocity may be obscured after the application of heavy filtering.
Time-frequency analysis is established in other fields of interferometry including photonic Doppler velocimetry (PDV) 8, 9 and velocity interferometer system for any reflector (VISAR). 10 These analysis techniques hold several advantages for MI over phase unwrapping, including the direct measurement of velocity through frequency (and not by a numerical derivative), robust data analysis for low quality signals, and minimal filter settings with less potential for user bias. Two of the most widely used analysis methods are the shorttime Fourier transform (STFT) and the continuous wavelet transform (CWT).
In this work, the objective is to explore both timefrequency methods and phase unwrapping using two cases of experimental data. A direct comparison is then made between all three techniques for high and low quality MI signals. Overall, the challenges of analyzing MI signals in explosives are unique from other interferometry techniques such as PDV and VISAR due to significant non-idealities commonly present in explosive media.
II. EXPERIMENTAL METHODS
A 35 GHz signal was generated using a custom microwave interferometer 11 and transmitted to the test article through a solid 0.635 cm diameter polytetrafluoroethylene (PTFE) waveguide. A quadrature mixer was used to produce twochannel output 90
• out of phase and was recorded at 2.5 GHz using a Tektronix DPO4034 digital phosphor oscilloscope. The MI output was de-sampled to 100 MHz for data analysis, and the highest frequency content of the output signal was below 4 MHz. Timing of the experiment was based on first light observed by fiber optics: an M34L02 Thorlab patch cable with a 600 µm core diameter transmitted light to a DET10A Thorlab photodetector with 1 ns rise time. The detonation event was contained inside a thick-walled steel box; a schematic of the experiment is shown in Fig. 1 .
In this study, high explosives were pressed into 0.652 cm I.D. 304 stainless steel tubes for velocity measurement. A Teledyne Risi, Inc., RP-502 detonator was used to initiate a detonation in a booster explosive, which transitioned into the test article. The booster consisted of Primasheet 1000, and the test article consisted of either pressed triaminotrinitrobenzene (TATB) powder or a stoichiometric mixture of ammonium nitrate and urea (ANUR). Material properties of the explosives are summarized in Table I , including the Chapman-Jouguet detonation velocity and sample length. The average material wavelength values for Primasheet 1000 and TATB were determined from the Landau-Lifschitz/Looyenga (LLL) mixture equation 1 and previous work. 11 The average wavelength for ANUR was estimated for the analysis because no previous data or mixture laws exist for this material at MI frequencies.
III. ANALYSIS TECHNIQUES
Four different methods are discussed to analyze the twochannel MI output. With each technique, a common set of data analysis procedures was identified and is summarized here. The pre-treatment of the signal consisted of a low-pass filter to eliminate high-frequency noise, and the signal was cropped from the initiation of the booster to the end of the test article. A scaled time variable,t, was introduced to account for the discontinuous jump in velocity at t = 0; it is defined by the piecewise equation,
where λ 1 and λ 2 correspond to the material wavelength of the booster and test article, respectively. Equation (1) was used to eliminate the material wavelength from the velocity equations, as the time-varying frequency content of the signal is proportional to velocity with a scale factor of unity in thê t-domain. The MI signal in thet-domain was re-sampled to a common sampling rate limited by the equation
where F S is the original sampling frequency and V S is the maximum achievable sampling rate over the entire scaled time signal.
The analysis methods consist of discrete peak-picking, phase unwrapping (i.e., quadrature analysis), and timefrequency ridge extraction using both STFT and CWT operations. A complete discussion of the short-time Fourier transform and continuous wavelet transform is beyond the scope of the work, therefore only basic theory and equations are presented; the interested reader is referred to other sources.
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A. Peak-picking analysis
Peak-picking is a discrete method to determine the average detonation velocity at a finite number of points. This method is unbiased from signal filtering, provided the filtering operations do not interfere with the identification of local maxima and minima in time. The analysis is derived from the fundamental velocity-frequency relationship,
where f (t) is the time-varying frequency content of the MI signal, and λ k is the calibrated material wavelength corresponding to an explosive, k, in a multi-material system (k > 1). The material wavelength is dependent on microwave frequency, sample diameter, and permittivity; values of λ k used in this work are shown in Table I . To calculate velocity from the MI output, each advance in phase of the signal by 2π corresponds to the advance of the moving reflector by λ k /2 and the time between consecutive peaks. Thus, an average time-velocity series may be constructed between the ith and (i + 1)th peaks as
which is a discretization of Eq. (3). The resolution of this method could be improved using time points from minima, maxima, and zero crossings; however, the most reliable calculations are made between similar features (e.g., peakto-peak). A simple automated routine was used to identify the local minima and maxima, and the discrete velocity calculations are presented with the results.
B. Quadrature analysis
Quadrature analysis, or phase unwrapping, provides greater spatial resolution than discrete peak-picking. The objective of this analysis is to calculate a phase angle from the two-channel MI output using circularized Lissajous curves; however, the MI signals must be filtered, normalized, and transformed. Initially, low-pass filters are used to eliminate most of the high frequency noise from the signal. For timevarying signals, especially those corresponding to significant variation in velocity (e.g., detonation failure), filters are applied in multiple sections for a range of frequencies. The resulting signals are then spliced together and filtered to eliminate higher frequency noise. A linear map is then used to normalize the microwave signals between extrema to the interval [−1, 1].
After normalization, the Lissajous curves lie on an ellipse and will introduce measurement error. The correction of this quadrature fringe measurement error is discussed in detail in previous work. 15 Here, the equation of an ellipse is written in terms of the phase angle, θ, as
where Q is the rotation matrix about an angle, α, and A, B, ⃗ Z are the fitted parameters. For the normalized Lissajous curves, Eq. (5) is fitted with a non-linear least squares regression using the Bookstein constraint.
16 Equation (5) may be rearranged to solve for the transformed MI signals
where V 1 and V 2 are the normalized signals, and the phase angle may then be calculated as
where tan −1 is the discontinuous arctangent function effectively unwrapping the phase.
Finally, detonation velocity is calculated with a numerical derivative of the phase angle
As discussed in Sec. III, the scaled time variable defined in Eq.
(1) may be used to eliminate the material wavelength, λ k , from the velocity expression to obtain
where Eq. (9) provides a continuous transition in velocity from the booster to the test explosive. A numerical derivative for variable time-step is required to calculate the velocity appearing in Eq. (9) . While multiple methods exist, 11 ,17 a discrete formula was chosen based on the work of Savitzky and Golay, 18 f
where the coefficients are c 1 = 5/32, c 2 = 4/32, and c 3 = 1/32, and k is the index about the point where the derivative is evaluated (k = 0). An additional low-pass filter is applied to compute a final velocity.
C. Short-time Fourier transform
The windowed Fourier transform, or STFT, is defined for a time-varying signal f (t) by
where w (t) is a windowing function, τ is the integration variable, and ω is the angular frequency. For this work, a Hamming windowing function was chosen, and the window width was held constant as a percentage of the total signal length. The accuracy and precision limitations of a windowed Fourier transform are discussed in other work pertaining to PDV measurements. 19, 20 Time-frequency bin sizes for the STFT are determined from the sampling frequency and the period of the signal 044705-4 Kittell, Mares, Jr., and Son Rev. Sci. Instrum. 86, 044705 (2015) according to the relations
where F S is the sampling frequency and T is the period, or total length, of the signal. To ensure time-frequency bin sizes of 0.01 µs and 0.01 MHz, the MI signals were zero padded to extend the signal to a period of T = 100 µs before applying the STFT. Detonation velocity is found by extracting the amplitude ridge line of the spectrogram. Here, the ridge line is determined by the maximum spectrogram amplitude at each value in time. Once a suitable window width is determined, the scaled time variablet from Eq. (1) is passed to the STFT so that the spectrogram frequency is directly proportional to velocity with a scale factor of unity.
D. Continuous wavelet transform
Formally, the CWT of a time-varying signal f (t) is given by
where W f denotes the wavelet transform, u and s are the translation and scale variables, ξ is the integration variable, ψ is the mother wavelet, and ψ * denotes its complex conjugate. Scale and translation are related to time and frequency through the choice of the mother wavelet. In Eq. (13), the function ψ should satisfy the admissibility condition 21 and have a zero mean value.
Following previous work, [8] [9] [10] 12 a Gabor mother wavelet was chosen as the basis for the CWT and is given by the formula
where σ and η are the time spread and center frequency parameters. For the Gabor mother wavelet, time and frequency can be related to scale and translation via
and
Kim and Kim 12 show that the Gabor wavelet shape is controlled by a single dimensionless parameter and introduce the notation of a Gabor wavelet shaping factor Gs = ση, where σ is set to unity. The shaping factor Gs governs the time-frequency resolution of the CWT according to the relations
where σ t u, s and σ ω u, s are the variances (or spread) in time and frequency of the CWT. The effect of Gs on the Gabor wavelet shape is depicted in Fig. 2 . The relative weighting on time or frequency resolution is determined by the number of oscillations in the Gabor wavelet shape; in the limit Gs → ∞, the GWT becomes similar to a time-independent FFT. In the limit Gs → 0, the number of oscillations decreases to improve time localization; however, this also introduces error due to frequency spreading. When Gs = 0, the Gabor wavelet collapses to a normal distribution and violates the admissibility condition (zero mean value). In general, the Gabor wavelet has a non-zero mean; however, it is suggested that Gs ≥ 3 is sufficient to minimize the mean such that the conditions for a mother wavelet are satisfied. 22, 24 Consequently, a frequency bias is introduced near Gs = 3 and was corrected following other work. 25 To visualize the time-frequency intensity, a normalized scalogram is calculated in place of a spectrogram according to the formula
Values of s may be calculated at will via Eq. (15b) so that any discretization of frequency may be transformed into an array of scale values and passed to the CWT. Hence, the desired frequency bin size may be achieved without zero padding. Unlike the STFT window width, the Gs parameter is restricted to a small range of values between 3 and 5.5. 22 It is bounded from below by the admissibility condition, and from above by acceptable temporal resolution. To motivate the upper limit, Eqs. (16a) and (16b) are combined
where T is the period at a particular frequency of the signal, and σ t u, s is the acceptable time spread. Therefore, to resolve transient phenomena occurring over a time interval on the order of one period, Eq. (18) implies that small Gs values 9 are needed. A fixed Gs value between 3 and 5 was also used in similar work. 24 The same ridge extraction algorithm and scaled time variable from the STFT method are used to produce the final normalized scalogram and velocity result. 
IV. RESULTS AND DISCUSSION
An assessment of the different analysis techniques was made using MI data for two trials with TATB and ANUR. These trials are representative of a wide range of detonation phenomena, as well as the non-idealities present in MI signals. For each trial, the average signal-to-noise ratio, number of samples, and parameters for the final time-frequency calculations are shown in Table II . In particular, the TATB data are of a higher quality (S/N = 140) and are presented to illustrate that all methods are capable of determining a timeresolved detonation velocity. The ANUR data are of a lower quality (S/N = 2.2) and are representative of the non-idealities in MI signals; the results clearly illustrate the benefits of using a time-frequency analysis over phase unwrapping techniques.
A. High quality signal
MI output obtained for the high quality TATB signal is shown in Fig. 3 . For this trial, a detonation wave in the booster transitioned into the test article, which also detonated throughout its entire length; however, the detonation velocity was unsteady. The TATB explosive was pressed to an average volume fraction of V A = 0.794 in five increments, and density gradients were formed. The density gradients appear as oscillations in the velocity results due to the dependency of the detonation wave speed on material density. 3 This conclusion was also verified by changing the number of pressing intervals and observing a corresponding change in the number and amplitude of the oscillations in velocity.
Lissajous curves for the MI output and unwrapped phase angle are shown in Figs amplitude; most of the signal inside the curve is of the booster explosive for t < 0. After filtering, normalization, and transformation, the final Lissajous curve is well circularized, and the unwrapped phase angle is presented in Fig. 5 . The final velocity result is shown in Fig. 6 directly compared to the discrete velocity result from peak-picking (open circles). For the final filtering step of the quadrature analysis, filter settings were chosen to best fit between the discrete velocity data.
For an analysis of the TATB data using STFT, the MI signals were zero padded between −50 µs and 50 µs, increasing the signal length from 1355 to 10 000 samples. Initially, the spectrogram was computed using four different window sizes as shown in Fig. 7 . Because the frequency content of the signal is concentrated between 2 and 3 MHz, a single window size was capable of resolving the frequency ridge line. A final spectrogram in the time-modifiedt-domain was computed using a window width w = 0.5% of the signal length, and the velocity result is shown in Fig. 8 in direct comparison with discrete peak-picking. The velocity result from STFT shows an excellent fit to the discrete calculations from peak-picking, as well as similarity with the quadrature analysis by extension.
Velocity calculations based on the CWT differ from the STFT approach due to the control of time-frequency resolution through the Gs parameter and not window width or signal length. The normalized scalogram was computed using Gs values within the range of 3-5.5 22 and is presented in Fig. 9 . From the initial scalogram calculations, a fixed value of Gs = 4 was selected. This value appears to be the minimum value (maximum temporal resolution) needed to resolve the MI signal and also satisfy the admissibility criteria. Although the frequency ridge lines in Fig. 9 contain more noise than the spectrogram ridge lines from STFT, the CWT is a noise-robust operation and the ridges may be filtered if desired. The final velocity calculation using the CWT-based method is shown in Fig. 10 with no filtering and the overlaid peak-picking calculations. The direct comparison of CWT and peak-picking velocity data confirms that both intersect, and that Gs = 4 is a suitable choice for the Gabor wavelet shaping factor.
Quadrature analysis, STFT, and CWT-based methods are equally successful at fitting the discrete peak-picking velocity data for this trial. However, it is emphasized that the discrete velocity calculations from peak-picking were critical in the determination of filter settings for both the quadrature and STFT methods. Moreover, the local maxima and minima of the two-channel output occur with sufficient frequency so that the average velocity calculations are representative of the instantaneous time-resolved detonation velocity. In contrast, tuning of the Gs parameter for the CWT was independent of the velocity result from peak-picking; a value of Gs = 4 may be used for a vast number of time-frequency analyses without any knowledge of the desired result.
B. Lower quality signal
MI output for the low quality signal corresponding to ANUR is shown in Fig. 11 . For this trial, several non-ideal phenomena are observed, including the failure of detonation immediately following the transition of the booster into the test article. The detonation failure was confirmed by the partial recovery of the confiner material, as well as the wave speed existing well-below the Chapman-Jouguet detonation velocity for ANUR. In addition, the transmission of the MI signal is poor and the average signal-to-noise ratio of S/N = 2.2 is difficult for analysis. A final complication is the exponential decay in the wave velocity, which spreads the relevant frequency content of the signal over the range of 0.1-2.5 MHz.
Lissajous curves for the MI signal are shown in Fig. 12 and do not resemble the previous trial. An electromagnetic pulse was captured near −10 µs due to the firing of an exploding bridge-wire detonator to initiate the booster explosive. However, the signal was cropped so that the pulse does not appear in the Lissajous curves (refer to Table II) . Despite the appearance of these data, quadrature analysis may still be used with considerable effort to unwrap the phase angle as shown in Fig. 13 . The final velocity result presented in Fig. 14 fails to fully fit the discrete peak-picking result. Better agreement between quadrature analysis and peak-picking is achieved beyond 20 µs; however, the transient event is not fully captured in the analysis. Unlike quadrature analysis, the time-frequency methods appear to fit the discrete velocity calculations with less error, particularly near t = 0. Final STFT and CWT timeresolved detonation velocities are shown in Figs. 15 and 16 , respectively, and are directly compared to the peak-picking analysis. One challenge unique to STFT is the determination of a suitable window width for the entire signal. For the chosen value of w = 4.0% signal length, there is an excellent agreement between the discrete calculation for t > 0; however, the higher velocity corresponding to the booster appears smeared in Fig. 15 . A different window width may have been applied to the time interval t < 0; instead, the window width was chosen to more closely fit the discrete calculations corresponding to the wave velocity in ANUR.
The potential advantage of a CWT-based analysis is illustrated by the time-resolved velocity calculations in S/N = 2.2 but also the value Gs = 4 achieves optimal timefrequency resolution required for a time-varying signal. This observation is significant because the same Gabor wavelet shaping factor was used in the previous trial; hence, no modification to the wavelet basis was required for the analysis of both signals presented in this work. Further, the ability to control the frequency bin size without the need for zero padding means that this method may be more computationally efficient than STFT-based calculations.
Overall, the effort required with phase unwrapping is highly dependent on the quality of the MI signal, and when several non-ideal effects are present, the results of this trial show significant advantages for using a timefrequency analysis. The Lissajous curves in Fig. 12 
C. Deviations in velocity results
A direct comparison of quadrature, STFT, and CWT was made by calculating the root-mean-square (RMS) of the difference between velocity results. These values are summarized in Table III and show all the unique combinations of differences. For each calculation, the velocity results were cropped slightly to eliminate the influence of edge effects (refer to Table III ). The RMS values show that velocity results from STFT and CWT are the most similar in both trials, whereas quadrature deviates from the time-frequency analyses. Additionally, RMS values for the high quality TATB signal are bounded between 0.11 and 0.13 mm/µs, which may suggest an estimate of the precision when using MI to determine a shock or detonation velocity. Finally, the RMS value is calculated over the entire velocity history, which penalizes deviations in the booster explosive. Although STFT and CWT are in excellent agreement for the low quality ANUR signal, errors in the ideal explosive (t < 0) are reflected by the larger value of 0.42 mm/µs for this trial. Further work is needed to estimate the minimum error associated with each of these analysis techniques depending on the time scale, signal frequency, and noise content. 19, 20 
V. CONCLUSIONS
Time-frequency analysis methods based on STFT and CWT are used to determine the time-resolved detonation velocity with microwave interferometry. These methods are suggested as improved additions to the analysis tools currently used for MI, especially when several non-idealities are present during the observation of a detonation event. Velocity calculations are compared with established peak-picking and phase unwrapping (i.e., quadrature) techniques for two trials corresponding to examples of high and low quality MI signals. The higher quality signal illustrates that all methods are able to resolve the time-varying detonation velocity equally well under favorable conditions; however, minimal tuning of the CWT and STFT is required unlike quadrature analysis.
A low quality MI signal corresponding to an ANUR explosive was challenging to analyze with the quadrature method, and a time-frequency analysis was shown to be much more suitable. Of the two time-frequency methods proposed, the CWT-based analysis has a greater potential for the direct measurement of velocity. It is possible that a fixed Gabor wavelet shaping factor of Gs = 4 may be used in all future calculations, as this value appears to be optimally adjusted for most time-varying MI signals. Therefore, minimal tuning of the wavelet basis is required as compared to the variable windowing size for STFT. Both STFT and CWT methods are suggested as improved alternatives to quadrature analysis for determining a time-resolved detonation velocity. From the results of this work, time-frequency methods prove capable of resolving highly detailed detonation phenomena in non-idealized low quality MI signals. Additionally, a single, constrained parameter is used to control these analysis techniques and allows for minimal user bias in the extraction of velocity information from MI applied to explosives. 
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