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Abstract
Quantum Chromodynamics (QCD) is the theory of the strong interaction, the
theory of the interaction between the constituents of composite elementary par-
ticles (hadrons). In the low energy regime of the theory, standard methods of
theoretical physics like perturbative approaches break down due to a large value
of the coupling constant. However, this is the region of most interest, where the
degrees of freedom of QCD, the color charges, form color-neutral composite ele-
mentary particles, like protons and neutrons. Also the transition to more energetic
states of matter like the quark gluon plasma (QGP), is difficult to investigate with
perturbative approaches. A QGP is a state of strongly interacting matter, which
existed shortly after the Big Bang and can be created with heavy ion collisions for
example at the LHC at CERN. In a QGP the color charges of QCD are deconfined.
This thesis explores ways how to use the non-perturbative approach of lattice
QCD to determine properties of the QGP. It focuses mostly on observables which
are derived from the energy momentum tensor, like two point correlation functions.
In principle these contain information on low energy properties of the QGP like the
shear and bulk viscosity and other transport coefficients. The thesis describes the
lattice QCD simulations which are necessary to measure the correlation functions
and proposes new methods to extract these low energy properties.
The thesis also tries to make contact to another non-perturbative approach
which is Improved Holographic QCD. The aim of this approach is to use the Anti-
de Sitter/Conformal Field Theory (AdS/CFT) correspondence to make statements
about QCD with calculations of a five dimensional theory of gravity. This thesis
contributes to that work by constraining the parameters of the model action by
comparing the predictions with those of measurements with lattice QCD.
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Chapter 1
Introduction
1.1 Standard Model
In summer 2012 the standard model of particle physics was completed: This dis-
covery, which ”is compatible with the production and decay of the Standard Model
Higgs boson” [1, 28], put the last remaining piece into the puzzle. Its theoretical
development started decades ago with the unification of the electromagnetic and
the weak force in the 1960s [45]. Since then the incorporation of the Higgs sector
and of the strong force in the theory of Quantum Chromodynamics (QCD) led to
a model of the fundamental particles and interactions, whose predictions are very
well confirmed by experiment.
But despite its great success there are still unanswered questions. The electro-
weak sector contains interesting fundamental topics such as the violation of charge-
parity symmetry (CP) or neutrino masses, which are not completely understood.
Also the strong sector contains a lot of intrinsically difficult questions, for example
in the physics of the strongly interacting medium which is created at high energy
particle collisions and modifies the interactions of the fundamental particles. And
last but not least the standard model has to be incomplete in principle, because of
its lack of a description of dark matter, dark energy, and the fourth fundamental
force, gravity.
This thesis will be focused on theoretical tools which can be used in the frame-
work of lattice QCD to tackle some of the questions on physics in a strongly
interacting thermal medium like the quark gluon plasma (QGP), which is created
at high energy heavy ion collisions. For this kind of physics it suffices to only
consider the strong interaction as the energy scales of the other sectors are well
separated from the temperature scale at which a QGP forms (Tc ∼ 160 MeV) and
the QCD coupling gets large (ΛQCD ∼ 200 MeV).
QCD is the theory of the strong interaction, which holds together composite
elementary particles (hadrons) by confining all color degrees of freedom of the
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constituents (partons). At zero temperature these colored degrees of freedom can-
not be observed isolated, only color-neutral objects appear as asymptotic states.
This property is called confinement. At finite temperatures above the QCD phase
transition (or equivalently at high energies) this is not the case any more. The
strength of the interaction decreases sufficiently to allow the partons to behave
as free particles perturbed by an interaction. In particular color is not confined
in this regime and acts similar to an electric charge. This justifies the usage of
the standard method of theoretical (particle) physics, a perturbative expansion in
the coupling. Therefore, in the high energy regime QCD is a well understood and
tested theory. Problems emerge in the low energy regime and in the transition
to the low energy regime. Then one has to use non-perturbative approaches like
lattice QCD. The two properties, confinement and asymptotic freedom, make the
strong sector special in the Standard Model – and difficult to handle.
1.2 High Energy Physics Agenda
In about the last decade a paradigm shift in the High Energy Physics (HEP)
community took place. Before that, most people wanted to investigate physics
for a clean zero temperature and density environment and if possible with low
multiplicity events. The hope was that this way it is easiest to find clear signals
of exciting New Physics (i.e. non Standard Model physics) which was expected
to happen at a slightly higher energy than the currently available colliders could
deliver. The best example for this is the search for supersymmetric extensions of
the standard model, which were predicted to be detectable well inside the energy
range of the next highest energy collider. However, the measurements at the LHC
showed ever tighter bounds for the range of parameters in which new physics can
hide from experimenters. This caused a lot of people switching to more ”dirty”
work with high multiplicity events at heavy ion collisions and to study the finite
temperature behaviour of the fundamental theory which is in this energy range
dominantly QCD.
The observable effects from the hot QCD medium may be classified into two
categories. One of them contains modifications of the properties of states like
heavy quarkonia propagating in the medium. The other consists of parameters
of the medium itself, e.g. hydrodynamic low energy coefficients like viscosities.
Observables related to both classes can be measured in experiment.
Relative probabilities for the creation of heavy bound states in heavy ion colli-
sions compared to scaled results for proton-proton collisions are a frequently used
observable related to the in-medium modifications of states (the so called nuclear
modification factor RAA). These measurements report e.g. a suppression of char-
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monium bound states: The higher the energy, the stronger the suppression. This
effect can already be explained by a simple model of a static quark-antiquark-
potential with Coulomb core and linearly rising part plugged into a Schro¨dinger
equation. At zero temperature, i.e. without the medium effects, this model will
give some ground state of the system and excited states.
At finite temperature in the medium this model has to be modified to include
e.g. a Debye-like screening of the strong color charges of the quarks. This modifies
(weakens) the interaction at large distances which reduces the phase space avail-
able for the bound states. As the wave function of the excited states spreads over
a wider spatial range, the states are more sensitive to the in-medium modification
and vanish at lower temperatures than the more tightly bound ground states. But
at high enough temperatures also the ground states dissolve. This explains at
least qualitatively the effect of quarkonium suppression or the ”melting” of the
resonances. A nice review of the charmonium system is given in [93] with some
more up to date experimental references in [5, 6, 27].
The other set of observables are the properties of the medium itself. At high-
energy heavy ion collisions this medium is expected to be a QGP of unconfined
quarks and gluons. Important observable quantities are the transport coefficients
[72]. The most prominent among them is the shear viscosity η or its ratio with the
entropy density η/s. This quantity is of special interest for several reasons. As
viscosity it is related to dynamical dissipative processes and therefore to the gen-
eration of entropy in the QCD medium. Entropy generation in and thermalization
of the QCD medium is a big problem theoretically, as the colliding heavy ions are
isolated from the environment. Therefore it is not possible to sum over some de-
grees of freedom of the environment, which is the usual way to introduce entropy
in an otherwise unitary time evolution. Additionally it was shown in string theory
that a lower bound in η/s of 1/4pi exists for gauge theories in the strong coupling
limit. This was in particular worked out within AdS/CFT duality [56].
On the experimental side η/s has an influence on the dynamical flow behaviour
of the medium and therefore on the elliptic flow parameter v2 after freezeout with
hadronization. Measurements of this parameter in heavy ion collisions suggest
a value of η/s of the order of 0.12 for RHIC energies and of order 0.2 for LHC
energies [43]. As energies at RHIC are smaller than those at LHC the QCD cou-
pling is larger. This behaviour indicates that for even larger couplings than at
RHIC the limit of 1/4pi ∼ 0.08 from AdS/CFT might actually be reachable. How-
ever, the experimental values for η/s could suffer from systematic uncertainties in
the extraction caused by the known large fluctuations in the initial state [79] or
magnetic field effects [13]. To reliably make contact between theory and experi-
ment, one also needs predictions from AdS/CFT with finite coupling corrections,
3
which might be generically large [86]. Therefore, it is important to obtain a QCD
prediction at realistic coupling strength from lattice QCD.
1.3 Lattice Efforts
Since decades lattice QCD studies have been published on the topic of recon-
structing transport properties of the QGP [33, 34, 55, 67, 69, 70, 76, 81, 83, 84].
There is a common problem inherent in most of these analyses: Some properties
of the finite temperature integral kernel K(ω, τ) make it difficult to access the
low energy behaviour of the shear spectral function. This kernel links the spectral
functions to Euclidean correlators, the quantities which are accessible by lattice
QCD calculations. In the last years smearing was used very successfully to reduce
the influence of high energy properties of lattice configurations and to reveal low
energy properties, e.g. the topological susceptibility [8, 24, 52]. The Wilson flow
[58] also has the potential to help at revealing low energy properties of QCD: It
gives an analytic prescription of a method to examine a quantum field theory at a
given length scale which increases with the square root of the flow time. This also
gives a link to renormalization properties of the energy momentum tensor [31, 87],
the correlator of which has to be measured to access the viscosities. The flow is
also readily available on the lattice as an infinitesimal smearing prescription and
has already found important applications, e.g. for scale setting and determination
of the anisotropy [19, 20].
On a related finite temperature problem, however, the lattice QCD approach
could already yield very important results, also with dynamical quarks: It could
determine the equation of state [18, 22] and the fact that the nature of the phase
transition at vanishing chemical potential is an analytic crossover and not a first
or second order phase transition [40]. This crossover takes place between the
confining hadronic phase below the temperature of the transition Tc and the quark
gluon plasma phase above. Other parts of the phase diagram at non-vanishing
chemical potential are difficult to access for the lattice approach because of the
sign problem: It makes the Euclidean action complex and thus not suited for
importance sampling, an important ingredient for every lattice QCD study [39].
Modifications of the properties of heavy bound states by the quark gluon plasma
have often been calculated before. In these calculations one has to determine the
spectral function of the corresponding channels. Usually, the Maximum Entropy
Method (MEM) is used to do so. Most of these calculations are done in the
quenched approximation [2, 34, 35, 77, 80, 90], because MEM requires data with
low statistical errors to reconstruct the spectral function reliably. Now, studies
using dynamical quarks become slowly available as well [21]. All these studies are
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limited by the quality of the reconstruction of the spectral function.
1.4 Non-Lattice Efforts
There are a lot of different approaches to describe the physics which is relevant
in the quark gluon plasma. Some are based on models or effective descriptions
of resummed higher order diagrams like the Hard Thermal Loops framework [16].
The discovery of dualities between some quantum field theories and string theories
made possible the development of a new class of holographic descriptions [7, 65].
While most of the dualities concern field theories which are not like QCD or only
share some of its properties, some frameworks try to explicitly tailor effective string
theory or super gravity descriptions to fit phenomenological needs for a description
of QCD. Some of these descriptions, e.g. the framework of Improved Holographic
QCD, are able to describe properties, as different as bound state energies in the
confining phase and the equation of state in the deconfined phase, qualitatively
or even quantitatively [46–49]. These models, however, need external input from
phenomenology or lattice calculations to fix all free parameters. But after that one
obtains a nonperturbative description of static properties and dynamic processes
in the quark gluon plasma.
1.5 Outline
The remaining parts of the thesis are organized into three main chapters. The next
chapter 2 contains an introduction of the concepts used in the thesis. This includes
a general outline of lattice QCD (section 2.1), the necessary finite temperature
field theory to get from lattice QCD to properties of the QGP (section 2.2), an
introduction to all the properties of the Wilson flow which are relevant for the
current work on improving the reconstruction of QGP properties (section 2.3),
and an introduction to a completely independent way to get information on the
strongly coupled QCD physics via AdS/CFT correspondence (section 2.4).
The following chapter 3 is a collection of the methods employed to get physical
– mostly spectral – information from the lattice QCD data, which is measured in
the form of expectation values of Euclidean correlators. The methods described
include basic effective mass fits (section 3.1), the Correlation Matrix Method or
Variational Method (section 3.2), the Maximum Entropy Method for reconstruc-
tion of complete spectral function without an ansatz (section 3.3), spectral fits
using an ansatz (section 3.4), and a method to get some physical information di-
rectly from the correlators without any spectral reconstruction (section 3.5). This
chapter also contains all the statistical methods for error estimation and dealing
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with correlated data in section 3.6.
Chapter 4 is devoted to a presentation of the numerical results. First of all, the
data sets and the parameters of the simulations, which are used in most of the
numerical results of the thesis, are discussed (section 4.1). The physical results
presented afterwards range from a determination of a set of transport coefficients
of the QGP (section 4.2) and of the equation of state using the Wilson flow (section
4.4), to the comparison of lattice data with data from Improved Holographic QCD
in order to help constraining the parameters involved in the framework (section
4.3).
Chapter 5 contains conclusions and an outlook.
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Chapter 2
Concepts
2.1 Lattice QCD
2.1.1 Continuum Theory
To construct lattice QCD, one naturally starts from the continuum theory. QCD
on continuous flat spacetime with Minkowski metric is defined by its action
S[ψ, ψ¯, A] =
∫
d4xL[ψ, ψ¯, A](x) (2.1)
with the help of a Lagrangian L[ψ, ψ¯, A]. This Lagrangian can be written as a
sum of the pure gauge part LG[A], which depends only on the bosonic degrees
of freedom A, and the fermionic part LF [ψ, ψ¯, A], which depends additionally on
the fermionic degrees of freedom ψ and their Dirac conjugates ψ¯. The fermionic
part is minimally coupled to the gauge fields, i.e. it depends on the gauge fields
only trough the covariant derivative. The gauge field of the strong interaction A
lives in su(3) while the fermionic fields are spinors and live in the Clifford algebra
Cl(1, 3).
The Lagrangians have the form
LG[A] = 12g2 tr[Fµν [A](x)F
µν [A](x)] (2.2)
LF [ψ, ψ¯, A] = ψ¯( /D[A](x) +m)ψ. (2.3)
In this Lagrangian g denotes the strong coupling constant, m the mass of the
fermionic field, /D[A](x) = /∂ + i /A(x) the covariant derivative in Feynman slash
notation, and Fµν [A](x) = −i[Dµ[A](x), Dν [A](x)] the strong field strength tensor.
From the structure of the field strength tensor one directly sees a source of non-
linearity of the theory: As elements of su(3) the Aµ do not commute like the
corresponding fields in Quantum Electrodynamics. This is also the reason for the
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self-interaction of the gluon fields.1
Because QCD is a gauge theory, its action and Lagrangian are constructed in
such a way that they do not violate gauge invariance. In addition all observables
have to be constructed in a gauge invariant way. In essence this means that
the action and the observables must be built from gauge invariant and covariant
quantities only, like the field strength F , the covariant derivative D, and fermionic
”scalar products” of the form ψ¯...ψ.
As all the work for this thesis is done with Euclidean metric, only the analytically
continued version of the theory is considered from now on. Performing this Wick-
rotation one gets an Euclidean version of the action SE.
The most important observable of a theory is usually the spectrum of the theory,
i.e. the energies En of a set of basis states |n〉 of a Hilbert space with a well defined
set of quantum numbers [44]. This observable is accessible both in the Minkovski
and Euclidean version of the theories. E.g. one can measure Euclidean correlation
functions 〈O2(t)O1(0)〉T of operators O1 and O2 at times 0 and t with a defined
set of quantum numbers. The key to extract the energies En of the correlators is
the spectral representation of the correlators
〈O2(t)O1(0)〉 =
∑
n
〈0|O2(t) |n〉 〈n|O1(0) |0〉 e−tEn . (2.4)
Other important observables are the matrix elements of operators 〈0|O2(t) |n〉,
which may also be extracted from Equ. (2.4). The state with the given quantum
numbers and the lowest energy E0 is the easiest one to measure, as for large Eu-
clidean times t the sum on the right hand side of Equ. (2.4) has only a contribution
from the lowest state and it is simply proportional to e−tE0 .
To measure Euclidean correlators one expresses them as a path integral
〈O2(t)O1(0)〉 = 1
Z
∫
D[Φ]e−SE [Φ]O2[Φ(., t)]O1[Φ(., 0)] (2.5)
with functional equivalents O1[.] and O2[.] of the operators O1 and O2, the func-
tional of the Euclidean action SE[.], the partition function
Z =
∫
D[Φ]e−SE [Φ] (2.6)
and the integration measure D[Φ] over paths Φ. The ”paths” Φ in the context
of a field theory are configurations of field variables on the complete space-time
manifold. In the current context of QCD the path is the configuration of the gauge
1All Dirac, color, and flavour indices are usually suppressed for convenience in all formulae
in this work. Most of this work is done on the gluonic side of the theory where Dirac and flavour
indices do not even appear in the first place.
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field A and of all flavours of dynamical fermion fields ψ.
2.1.2 Discretization
The last section proposed to measure observables in QCD by the evaluation of the
Euclidean path intergral
〈O〉 =
∫
D[Φ]e−SE [Φ]O[Φ]/Z. (2.7)
In the perturbative treatment the next step would be to expand the expression in
a small parameter like a coupling. But in QCD the coupling is not small at low
energies which invalidates this approach.
Lattice QCD proposes to directly evaluate the path integral in Equ. (2.7). But
there is a serious problem: The path integral is an infinite dimensional integral over
real degrees of freedom, D[Φ] = ∏x dΦ(x). To make the dimension finite, one can
put the theory on a torus to make the physical volume finite and then discretize
spacetime to make the number of degrees of freedom finite. In the simplest case this
gives a four dimensional hypercubic lattice Λ with periodic boundary conditions,
nt equidistant lattice sites in temporal direction, ns equidistant lattice sites in
each of the three spatial directions, and the lattice spacing a. This gives a finite
dimensional integral with D[Φ] = ∏n∈Λ dΦ(xn).
The resulting integral has still a way too high dimension to integrate numerically.
But the e−SE(Φ) factor suppresses contributions of most paths exponentially such
that an importance sampling Monte-Carlo procedure can work. In importance
sampling the exponential factor is interpreted as a probability density function
ρ(Φ) and the evaluation of the path integral becomes a sum over paths which are
distributed as ρ[Φ] ∼ e−SE [Φ]
∫
D[Φ]ρ[Φ]O[Φ]∫
D[Φ]ρ[Φ] =
1
N
N∑
n=1
P [Φn]∝ρ[Φ]
O[Φn] +O
(
1√
N
)
. (2.8)
To explicitly preserve gauge invariance at finite lattice spacing, in the discretized
action the gauge fields Aµ are replaced by the gauge links Uµ = exp(iaAµ). Also
the integration over space becomes a sum over all lattice points and the derivatives
are replaced by finite differences. The main principle, which a discretized lattice
action SaE has to obey, is that it has to reproduce the continuum action SE in the
limit of vanishing lattice spacing
SaE
a→0→ SE +O(an), (2.9)
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where n is the order of the lattice artefacts. For any result obtained in a lattice
simulation, a continuum limit has to be performed to get results valid for the
continuum theory of QCD. That means that a series of simulations at different
lattice spacings has to be performed as well as an extrapolation of the results to
zero lattice spacing. The higher the order n of the lattice artefacts is, the coarser
the lattice spacings can be to still get results close to the continuum. This is
important to save computing time, as finer lattice spacings are more expensive to
simulate. The observables measured on the lattice also contain lattice artefacts
and one should try to balance both to minimize the combined error including
lattice artefacts.
As the lattice action only has to correspond to the continuum action in the
continuum limit, one has a lot of freedom to construct the lattice action and to
engineer an action with small lattice artefacts [88]. Actions with smaller artefacts
are generically more expensive to simulate, so again one faces a trade-off between
lattice artefacts and a cheap action. In this thesis an (an)isotropic version of a
tree level Symanzik improved gauge action and a Wilson fermion action are used:
SG = β
 1ξg
∑
n,i>j
{cs0Pij(n) + cs1(Rij(n) +Rji(n))}
+ξg
∑
n,k
(
ct0Pk4(n) + ct1Rk4(n) + ct2R4k(n)
) , (2.10)
Pµν(n) = 1− 13ReTr{Uµ(n)Uν(n+ µˆ)U
†
µ(n+ νˆ)U †ν(n)}, (2.11)
Rµν(n) = 1− 13ReTr{Uµ(n)Uµ(n+ µˆ)Uν(n+ 2µˆ)
× U †µ(n+ µˆ+ νˆ)U †µ(n+ νˆ)U †ν(n)}, (2.12)
SF =
∑
n,m
ψ¯(n)K(n,m)ψ(n), (2.13)
K = δn,m − κt
{
(1− γ4)U4(n)δn+4ˆ,m + (1− γ4)U †4(n+ 4ˆ)δn−4ˆ,m
}
− κs
∑
i
{
(r − γi)Ui(n)δn+iˆ,m + (r − γi)U †i (n+ iˆ)δn−iˆ,m
}
− κs
ct∑
i
σ4iF4i(n) + rcs
∑
i>j
σijFij(n)
 δn,m, (2.14)
ξf =
κtut
κsus
, ct =
1
usu2t
, cs =
1
u3s
. (2.15)
More details on these actions are given in [91]. In most parts of the thesis, the
gauge anisotropy ξg and the fermionic anisotropy ξf parameters are set to 1, i.e.
the isotropic version is used, unless stated otherwise.
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The fermionic fields in the action are Grassmann valued. Therefore the inte-
grals over the fermionic degrees of freedom simplify drastically and they can be
integrated out. This process results in an effective theory where the gauge links
U are the only degrees of freedom. But the effective action contains the so called
fermion determinant. It is the determinant of the Dirac operator, which is in the
discretized case a sparse (12n3snt)2 matrix, making it very expensive to evaluate.
In addition it makes the effective action non-local, which removes the possibility
to use some algorithms, e.g. the multilevel algorithm for noise reduction presented
in the next section 2.1.3. Even though the fermion determinant is needed for the
representation of the full dynamics of QCD on the lattice, it is often set to 1. This
cheaper approximation is called ”quenched approximation”.
In principle, one also has to remove the other ingredient used to make the path
integral finite dimensionally: The finite space-time volume. The limit of infinite
spacial volume has always to be performed, or at least a check that changing the
spatial volume significantly does not change the results. The Euclidean temporal
direction, however, is special. The formal equivalence between Euclidean field
theory and statistical physics makes it possible to identify the finite size of the
periodic Euclidean temporal direction as the inverse temperature β = 1/T of the
field theory. This enables the study of finite temperature field theory, when one
does not perform the limit of infinite β and keeps β finite instead.
2.1.3 Smearing
Lattice QCD as outlined in the last section 2.1.2 has the feature that all statistical
errors scale like constN−1/2 with the number of configurations N . This enables
the use of a straightforward ”technique” to obtain more precise results with less
statistical errors: Drowning the problem in computing power. But this strategy
entails some problems: Computing power is a finite resource and especially for
the expensive simulations with dynamical fermions at the physical point this is
clearly not a feasible solution. Also for some problems the const in the scaling
law is large such that an unrealistically high value of N is needed to obtain errors
of the results in physically interesting regimes of at most a few percent. This is
the case for example for correlators of the energy momentum tensor which are
interesting for transport properties of the quark gluon plasma: There the value
of the correlator decays for dimensional reasons as τ−5 for small distances in
Euclidean time, which results in a very poor signal to noise ratio for the correlator
at large distances where the transport properties are encoded.
There are two possible solutions how to minimize the statistical noise [62, 66]:
• Modification of the simulation or
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• Modification of the measurement.
The first solution is chosen in the noise reduction technique called ”multilevel
algorithm”2. The second alternative leads to smearing techniques.
The multilevel algorithm is sketched in Fig. 2.1. In the standard Monte Carlo
simulation the complete lattice is updated in every step and a correlator is mea-
sured. The error scales as N−1/2. In the multilevel algorithm the complete lattice
is updated only every f -th step. Between the big updates, the two subvolumes –
each containing one operator of the correlator – are updated independently with a
layer of the lattice fixed as boundary condition between the two subvolumes. Such
updates are possible for a local lattice action. The correlator only depends on the
fields on the boundary and therefore can be calculated also after averaging the op-
erator measurements on the independently updated configurations. This reduces
the statistical error on each correlator measurement by a factor of f−1/2. The cor-
relator is then only averaged over N/f averages of the measured operators. But
in total, the error then scales approximately as (N/f)−1/2(f−1/2)2 = (fN)−1/2,
which means that it can be a factor of f−1/2 smaller. This significant error re-
duction is only valid if a large part of the statistical error comes from the short
distance fluctuations around an operator in one compartment. This strategy has
been used successfully for pure Yang-Mills theory in [62, 66, 67, 70]. For full QCD
with dynamical quarks this prescription cannot be applied, because the action is
non-local due to the fermion determinant.
Smearing prescriptions on the other hand do not modify the simulation but
instead the measurement of the observables and are independent of the locality
of the action. The effect of smearing is sketched in Fig. 2.2. Smearing also
averages over short distance fluctuations in the measurement of the observables,
from which correlators can be built, like the multilevel algorithm. But unlike the
multilevel algorithm, smearing averages over the short distance fluctuations on a
single configuration rather than over the fluctuations over configurations separated
in simulation time. Smearing can be implemented in two different ways: One can
construct an operator which is extended over a larger range of the lattice and is not
local anymore or one can construct a lattice of smeared links which incorporate
the information of their unsmeared neighbours and measure the standard local
operators on them.3 As smearing makes the operators non-local, the results are not
identical to the ones obtained in continuum theory with local operators. They are
2This ”multilevel algorithm” has nothing to do with the ”multilevel method” or ”multigrid
method” to invert the lattice Dirac operator explained in e.g. [41, 42]
3The smearing described here is different from the smearing in the action, which is used to
improve scaling properties of the action. The smearing here is only applied for the measurement
on configurations generated with any action, smeared or unsmeared.
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Standard MC
i j
⇓
i j
⇓
i j
⇓
i j
Multilevel
i j
↓ ↓
i j
↓ ↓
i j
⇓
i j
Figure 2.1: The multilevel algorithm compared to the standard Monte Carlo pro-
cedure. For details see main text.
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⇓Figure 2.2: The effect of smearing on the measurement of an operator compared
to the unsmeared counterpart. For details see main text.
some observable with the same quantum numbers but without the short distance
contributions. To obtain the proper observable in the continuum limit and to
recover the full ultraviolet contributions, one has to apply the smearing with an
effective smearing radius which vanishes in the continuum limit.
A widely used smearing procedure is stout smearing [75]. Like all gauge smear-
ing procedures stout smearing is a prescription how to average over a local set of
gauge links to produce a smeared or ”fat” link. This new link U ′µ is a function of
the old links Uµ and defined as
U ′µ =eiQµUµ, (2.16)
Qµ =
i
2
(
Ω†µ − Ωµ −
1
3tr[Ω
†
µ − Ωµ]
)
, (2.17)
Ωµ =
ρStout ∑
ν 6=µ
Cµν
U †µ, (2.18)
with Cµν being the staple in the µν plane. One can of course iterate the smear-
ing procedure NStout times to produce even smoother field configurations. The
resulting smearing radius is then given by
rsmear = a
√
8ρStoutNStout. (2.19)
The smearing used in this thesis is stout link smearing, if not stated differently.
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2.1.4 Finite Temperature Spectral Representation
Having defined lattice QCD as Euclidean field theory on a finite and discretized
space time suitable for numerical treatment in the computer, it is now important to
know how the Euclidean observables in these simulations relate to the Minkovski
observables of real physics. In this context one often introduces spectral represen-
tations or spectral functions. This section presents some relations of thermal field
theory which are important to understand the measurements done on the lattice.
For a more detailed discussion the references [14] and [57] can be recommended.
In this presentation only the bosonic case is considered as this case applies
to all the correlators of the energy momentum tensor which will be the main
observables in this thesis. Most concepts carry over to the fermionic case and
whenever important formulae are derived and needed in the thesis, they will be
stated in the fermionic version as well.
Given two bosonic field operators φˆi(x) and φˆj(x) at Minkovski space time point
x = (t, ~x) = (x0, ~x) one can define the usual Green’s functions and correlators
Π>ij(q) =
∫
dtd3~xeiq·x
〈
φˆi(x)φˆ†j(0)
〉
(2.20)
Π<ij(q) =
∫
dtd3~xeiq·x
〈
φˆ†j(0)φˆi(x)
〉
(2.21)
ΠRij(q) = i
∫
dtd3~xeiq·x
〈[
φˆi(x), φˆ†j(0)
]
θ(t)
〉
(2.22)
ρij(q) =
∫
dtd3~xeiq·x
〈1
2
[
φˆi(x), φˆ†j(0)
]〉
(2.23)
with ΠRij(q) called the retarded correlator, ρij(q) the spectral function, the Minkovski
momentum q = (q0, ~q) = (ω, ~q), and the Heaviside function θ.
In Euclidean space one can only measure the Euclidean correlator
ΠEij(q˜) =
∫ β
0
dτd3~xeiq˜·x˜
〈
φˆi(x˜)φˆ†j(0)
〉
(2.24)
where q˜ = (iq˜0, ~q) is an Euclidean momentum, x˜ = (−iτ, ~x) = (−ix˜0, ~x) is an
Euclidean position, and β = 1/T the inverse temperature.
From these definitions and the integral representation of the Heaviside function
θ(t) = i
∫ ∞
−∞
dω
2pi
e−iωt
ω + i0+ (2.25)
one finds the relation for the retarded correlator and the spectral function
ΠRij(q) =
∫ ∞
−∞
dp0
pi
ρij(p0, ~q)
p0 − q0 + i0+ . (2.26)
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Using
1
∆± i0+ = P
( 1
∆
)
∓ ipiδ(∆) (2.27)
with the principal value P gives then the simple relation
=ΠRij(q) = ρij(q). (2.28)
Also, by plugging in the definition of the thermal expectation value and of the
Heisenberg operators
〈.〉 = Tr
[
e−βHˆ .
]
(2.29)
Oˆ(t, ~x) = eitHˆOˆ(0, ~x)e−itHˆ (2.30)
and inserting complete sets of energy eigenstates into the definitions of Π>ij(q) and
Π<ij(q), one gets a Kubo-Martin-Schwinger (KMS) relation between them
Π>ij(q) = eβq
0Π<ij(q). (2.31)
This directly relates them also to the spectral function
ρij(q) =
1
2
(
Π>ij(q)− Π<ij(q)
)
(2.32)
= 12
(
1− e−βq0
)
Π>ij(q). (2.33)
By inverse Fourier transformation of Equ. (2.20) and analytic continuation of
the field operators one can additionally show for the spatially Fourier transformed
Euclidean correlator
C(τ, ~q) :=
∫
d3~xei~q·~x
〈
φˆi(x˜)φˆ†j(0)
〉
(2.34)
=
∫
d3~xei~q·~x
∫ d4p
(2pi)4 e
−ip·x˜Π>ij(p) (2.35)
=
∫ ∞
−∞
dp0
2pi e
−p0τΠ>ij(p0, ~q) (2.36)
=
∫ ∞
−∞
dp0
pi
e−p
0τ
1− e−βp0 ρij(p
0, ~q) (2.37)
Plugging this into the defining equation of the Euclidean correlator Equ. (2.24)
and performing the τ integral one arrives at
ΠEij(q˜) =
∫ ∞
−∞
dp0
pi
ρij(p0, ~q)
p0 − iq˜0 . (2.38)
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If φˆi = φˆ†j, which is true in many cases of interest, the spectral function is
antisymmetric in p0 → −p0 and Equ. (2.37) can be simplified to
Ch(τ, ~q) =
∫ ∞
0
dω
pi
cosh
((
β
2 − τ
)
ω
)
sinh
(
β
2ω
) ρij(ω, ~q). (2.39)
This equation can be understood as a finite temperature and continuous spectrum
generalization of the basic Equ. (2.4). It is essential for lattice studies of spectral
properties of a theory as it connects the spectral function of Minkovski space-time
on the right hand side with an observable which is directly accessible in Euclidean
space-time on the left hand side. In principle, an accurate measurement of the
left hand side followed by inversion of the integral transformation can yield the
spectral function. However, this inversion leads to a lot of technical problems as
discussed in detail in section 3.3.
Equs. (2.37) and (2.39) are valid for bosonic operators. This already covers
a large class of interesting observables including bilinears of fermionic operators
which couple to mesons. For baryons one needs the analogous relation for fermionic
operators which read
CF (τ, ~q) :=
∫ ∞
−∞
dp0
pi
e−p
0τ
1 + e−βp0 ρij(p
0, ~q) (2.40)
CFh (τ, ~q) :=
∫ ∞
0
dω
pi
sinh
((
β
2 − τ
)
ω
)
sinh
(
β
2ω
) ρij(ω, ~q). (2.41)
These are the same relations as for bosonic operators up to a sign. This sign is
exactly the sign difference between the Bose-Einstein and Fermi-Dirac distribu-
tions and cause the difference in statistics. Equ. (2.41) is again valid for operators
which satisfy φˆi = φˆ†j.
In later parts of the thesis the spatially Fourier transformed Euclidean correla-
tors C(τ, ~q) will be called simply Euclidean correlators as the completely Fourier
transformed Euclidean correlators ΠE(q˜) will not appear again.
2.2 Energy Momentum Tensor and Transport
As stated in the introduction, strongly interacting matter at high energies is in a
quark gluon plasma state. This state behaves in first approximation more like an
interacting fluid than a gas of quasi free particles. To describe such a medium in
relativistic parameter regions the language of relativistic hydrodynamics can be
used. In experiments at heavy ion colliders it was determined that the medium
created in such collisions in fact behaves like a nearly perfect fluid. Relativistic
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hydrodynamics is formulated in terms of one of the most basic observables of any
physical theory, the energy momentum tensor.4
2.2.1 Energy Momentum Tensor
The energy momentum tensor is a symmetric5 tensor field Tµν(x) at x = (τ, ~x). It
is the conserved Noether current associated with space-time translations
∇νT µν(x) = 0. (2.42)
On the diagonal, its entries are the energy density T 00 =  and the pressure
T ii = P . The off diagonal elements are the momentum density T 0i = T i0 and
the shear stress or momentum flux T ij = T ji. As only flat Euclidean space-time
is considered in most parts of this thesis, usually there is no distinction made
between covariant and contravariant indices and covariant and partial derivatives.
For pure gauge theories it is given as
Tµν(x) = Fµσ(x)Fνσ(x)− 14δµνFρσ(x)Fρσ(x), (2.43)
where Fµν(x) is the field-strength tensor and a trace over the suppressed color
indices is understood. This expression is traceless in the classical theory. In quan-
tum theory FµσFνσ and FρσFρσ renormalize differently and there is a contribution
to the trace from the conformal anomaly. Most observables built from the energy
momentum tensor, which are considered in this thesis, are built from the traceless
part Θµν of the full Tµν only. Therefore in the following the renormalization of the
traceless contribution is discussed only. A method to renormalize the trace part
will be discussed separately in section 2.3.5.
General Non-perturbative Anisotropic Renormalization Strategy
This prescription is quite general and is therefore discussed for a general setting.
In the end it uses an existing set of renormalization factors of the isotropic lattice
to determine the absolute scale of renormalization factors.
Let Oi be a set of N multiplicatively renormalizable observables6, Oˆi the cor-
responding set of discretized operators for the Oi, and Zi a set of renormalization
4Some authors prefer the term ”stress tensor” instead of ”energy momentum tensor”.
5In most cases of relevance, like the standard model and general relativity, the energy mo-
mentum tensor is symmetric. There are, however, exceptions to this rule, e.g. in generalizations
of general relativity like Einstein-Cartan theory.
6This is not a restriction of this prescription as one can always find a basis of multiplicatively
renormalizable observables.
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factors such that
〈Oi〉 = Zi〈Oˆi〉. (2.44)
In general, the renormalization factors and the lattice expectation values of
the discretized operators depend on the discretization, while the observables are
discretization independent.
Zi = Zi(a, ξ), (2.45)
〈Oˆi〉 = 〈Oˆi〉(a, ξ), (2.46)
Oi = Oi. (2.47)
As the observables do not depend on the discretization, they have in partic-
ular to be equal for different choices of the discretization7, e.g. for different
anisotropies8. This gives us
〈Oi〉 = Zi(ξ0)〈Oˆi〉(ξ0)
= Zi(ξ1)〈Oˆi〉(ξ1). (2.48)
As one can measure the discretized expectation values, Equ. (2.48) is sufficient
to measure at any given temperature the ratios of the renormalization factors
Zi(ξ0)/Zi(ξ1), provided that the expectation value of the observables is not zero
(as is the case for the energy momentum tensor).
But also the case of vanishing expectation values can be resolved. The simplest
option is to use correlators at a finite physical distance.
Let oi(x) be the four-density corresponding to the operator Oi, i.e.
Oi =
∫
d4xoi(x), (2.49)
and oˆi(x) the discretized density. Both have the same renormalization constant
Zi
〈oi(x)〉 = Zi〈oˆi(x)〉. (2.50)
Then one can construct N(N + 1)/2 independent correlators Cij(τ)9 which are
7This statement is strictly true only in the continuum limit. In the following it is assumed
that the lattices are fine enough.
8As only the case of different anisotropies is covered here, the lattice spacing argument a is
dropped in the following.
9This can also be done with correlators separating the operators in spatial direction.
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new observables still only depending on the same N renormalization factors Zi.
The correlators may be defined as
Cij(τ) :=
∫
d3〈~xoi(x)oj(0)〉 (2.51)
=ZiZj
∫
d3~x〈oˆi(x)oˆj(0)〉. (2.52)
Like the observables Oi, their correlators Cij(τ) are independent of the dis-
cretization, their discretized densities, however, are again discretization depen-
dent:
Cij(τ) = Cij(τ) (2.53)
oˆi(x) = oˆi(ξ, x) (2.54)
Following the same arguments which lead to Equ. (2.48) one gets here
Cij(τ) = Zi(ξ0)Zj(ξ0)
∫
d3x〈oˆi(x)oˆj(0)〉(ξ0)
= Zi(ξ1)Zj(ξ1)
∫
d3x〈oˆi(x)oˆj(0)〉(ξ1). (2.55)
Equ. (2.55) is now an overdetermined system of equations for the ratios of
renormalization factors Zi(ξ0)/Zi(ξ1) which allows for a fit of these ratios. The
choice of τ for this system sets the renormalization scale.
Having determined the ratios of renormalization factors non-perturbatively, of
course one still has to get the absolute scale of the factors. For this it is usu-
ally the most convenient choice to simulate using an isotropic reference lattice
because usually some of the factors are degenerate. Such a case allows also for the
determination of ratios between some of the anisotropic renormalization factors
and to build some observables which do not renormalize multiplicatively in the
anisotropic but in the isotropic setting. For all other observables and to get the
absolute scale of the renormalization factors one needs the isotropic factors from
somewhere else.
Renormalization Structure of the Energy Momentum Tensor
On the isotropic lattice the renormalized traceless energy-momentum tensor is
Θisoµν =Zisoµν θisoµν (2.56)
θisoµν =F isoµσ F isoνσ −
1
4δµνF
iso
ρσ F
iso
ρσ , (2.57)
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where Zisoµν = Zdiag for µ = ν, Zisoµν = Zrest for µ 6= ν, and F isoµν is a discretization
of the field-strength tensor on an isotropic lattice.
On the anisotropic lattice this has to be modified introducing different renor-
malization factors depending on the anisotropy ξ = as/at. The operators have to
be built from irreducible representations of the remaining cubic symmetry group of
the lattice. Every representation gets its individual renormalization factor. The
relevant building blocks in terms of quadratics of the anisotropic field strength
tensor F isoµν are given in Tab. 2.1.
operators E and B Z factor∑
i F
iso
0i
2 ∑
iE
2
i Z
EE0
F iso0i
2 − F iso0j
2
E2i − E2j ZEE1
F iso0i F
iso
0j EiEj Z
EE2∑
i<j F
iso
ij
2 ∑
k B
2
k Z
BB0
F isoij
2 − F isojk
2
B2k −B2i ZBB1
F isoij F
iso
jk BkBi Z
BB2
F iso0i F
iso
ji EiBk Z
EB
Table 2.1: Operators belonging to irreducible representations of the cubic group
in terms of the anisotropic field strength tensor F isoµν .
Therefore one has
Θiso00 =ZEE0θEE000 + ZBB0θBB000 (2.58)
Θisokk =ZEE0θEE0kk + ZBB0θBB0kk + ZEE1θEE1kk + ZBB1θBB1kk (2.59)
Θiso0k =ZEBθEB0k (2.60)
Θisokl =ZEE2θEE2kl + ZBB2θBB2kl , (2.61)
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where
θEE000 = +
1
2
∑
i
F iso0i
2
= +12
∑
i
E2i (2.62)
θBB000 =−
1
2
∑
i<j
F isoij
2
= −12
∑
l
B2l (2.63)
−13θ
EE0
00 = θEE0kk =−
1
6
∑
i
F iso0i
2
= −16
∑
i
E2i (2.64)
−13θ
BB0
00 = θBB0kk = +
1
6
∑
i<j
F isoij
2
= +16
∑
k
B2k (2.65)
θEE1kk = +
1
3(2 F
iso
0k
2 −∑
i 6=k
F iso0i
2
) = +13(2E
2
k −
∑
i 6=k
E2i ) (2.66)
θBB1kk =−
1
3(2
∑
i<j,i6=k 6=j
F isoij
2 −∑
i 6=k
F isoki
2
) = −13(2B
2
k −
∑
j 6=k
B2j ) (2.67)
θEB0k =
∑
l 6=k
F iso0l F
iso
kl =
∑
l 6=k
∑
k 6=i 6=l
ElBi (2.68)
θEE2kl =F isok0 F isol0 = EkEl (2.69)
θBB2kl =
∑
k 6=i 6=l
F isoki F
iso
li = BlBk. (2.70)
This gives a total of 7 Z factors in the anisotropic case instead of 2 in the
isotropic case: In the isotropic case ZEE0 = ZBB0 = ZEE1 = ZBB1 = Zdiag and
ZEB = ZEE2 = ZBB2 = Zrest.
If the discussion is restricted to the diagonal elements of Θisoµν , there are 4 relevant
factors ZEE0 , ZEE1 , ZBB0 , and ZBB1 in the anisotropic case instead of just the
single factor Zdiag of the isotropic case.
Renormalization of Expectation Values
In expectation values 〈ΘXX1kk 〉 = 0 due to symmetry between the three spatial di-
rections and 〈ΘEB0k 〉 = 〈ΘXX2kl 〉 = 0 due to symmetry between positive and negative
directions of a single spatial dimension. Therefore for the renormalization of the
expectation value of the energy momentum tensor itself only the two Z factors
ZXX0 are important.
For the determination of these two diagonal renormalization factors, one can
make use of [17] where the renormalized entropy density s = ( + p)/T is cal-
culated.10 This known value can then be used to directly calculate the diagonal
10As s is very small below Tc, this renormalization introduces a large uncertainty. However,
as the renormalization factor is independent of the temperature, one can perform a simulation
with the same β above Tc which allows to determine the renormalization factor with reasonable
accuracy already using only limited statistics.
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isotropic renormalization factor Zdiag via
sT
4 =〈Θ
iso
11 〉
=Zdiag〈θiso11 〉 (2.71)
by measuring 〈θiso11 〉 on an isotropic lattice. To get ZXX0 one can measure 〈θXX011 〉
on both the isotropic lattice and the anisotropic lattice and directly use
ZXX0〈θXX011 〉 =Zdiag〈θXX0,iso11 〉. (2.72)
For the determination of ZXX1 one can also use the degeneracy of the factors
in the isotropic Zdiag. But as 〈ΘXX1kk 〉 = 0 one has to consider one correlator, e.g.(
ZXX1
)2 ∫
d~x〈θXX111 (τ, ~x)θXX111 (0,~0)〉 =
(
Zdiag
)2 ∫
d~x〈θXX1,iso11 (τ, ~x)θXX1,iso11 (0,~0)〉,
(2.73)
or more correlators and solve the overdetermined system, as described above.
By using the three equations (or alternatively an overdetermined system with
cross-correlators like in Equ. (2.48))
(
ZEE2
)2 ∫
d~x〈θEE212 (τ, ~x)θEE212 (0,~0)〉 =
(
Zrest
)2 ∫
d~x〈θEE2,iso12 (τ, ~x)θEE2,iso12 (0,~0)〉,
(2.74)(
ZBB2
)2 ∫
d~x〈θBB212 (τ, ~x)θBB212 (0,~0)〉 =
(
Zrest
)2 ∫
d~x〈θBB2,iso12 (τ, ~x)θBB2,iso12 (0,~0)〉,
(2.75)(
ZEB
)2 ∫
d~x〈θEB01 (τ, ~x)θBB201 (0,~0)〉 =
(
Zrest
)2 ∫
d~x〈θEB,iso01 (τ, ~x)θEB,iso01 (0,~0)〉
(2.76)
one can find the relative factors ZEE2/ZBB2 and ZEB/ZBB2 by using the degene-
racy of the isotropic factors. But for the absolute factor one has to use a different
ansatz than for Zdiag, because all the scalar expectation values proportional to
Zrest vanish in that case.
The correlators of the energy momentum tensor can be written using a general
tensor decomposition as [55, 67]
〈Θij(x)Θkl(y)〉 = A(x− y)(δikδjl + δilδjk) +B(x− y)δijδkl, (2.77)
where i, j, k, and l are spatial indices. This statement is valid for the continuum
and makes use of periodic boundary conditions and the cubic symmetry in the
spatial directions. This makes it possible to rewrite correlators of non-diagonal
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spatial components in terms of correlators of diagonal components of the energy
momentum tensor and to relate the diagonal and non-diagonal renormalization
factors in a non-perturbative way
〈Θ12(τ, ~x)Θ12(0,~0)〉 =14〈(Θ11 −Θ22)(τ, ~x)(Θ11 −Θ22)(0,
~0)〉 (2.78)
⇔
(
Zrest
)2 〈θ12(τ, ~x)θ12(0,~0)〉 =14
(
Zdiag
)2 〈(θ11 − θ22)(τ, ~x)(θ11 − θ22)(0,~0)〉.
(2.79)
To summarize: This prescription allows to determine all renormalization factors
of the isotropic and anisotropic energy momentum tensor up to a single overall
renormalization factor. This last factor can for example be taken from measure-
ments of the entropy density in [17].
2.2.2 Equation of State
Calculating the equation of state in lattice QCD is an important task, as its results
directly concern cosmological studies of the early universe and present heavy-ion
collision experiments. Its calculation in full QCD made big progress in the last
years with fully controlled continuum extrapolated results at physical quark masses
being available for 2 + 1 flavours [18] and even first results for 2 + 1 + 1 flavours
[22]. For the pure SU(3) Yang-Mills theory there are very precise results available
[17].
The equation of state connects the thermodynamic pressure P with the energy
density . For an ideal relativistic gas it reads
 = 3P. (2.80)
From this follows that the trace of the energy momentum tensor vanishes
T µµ = T 00 − 3T ii = − 3P = 0. (2.81)
Any deviation from this behaviour indicates a deviation from the ideal non-
interacting gas. The trace of the energy momentum tensor is therefore also called
interaction measure
I = T µµ = − 3P. (2.82)
A quark gluon plasma is strongly interacting for temperatures which are of
the order of the transition temperature Tc and therefore has I 6= 0. This is also
connected to the breaking of conformal symmetry, as if the theory were conformal,
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there would not be a trace anomaly and I = 0. As it is strongly interacting,
perturbative techniques cannot be used to calculate the equation of state and the
lattice field theory toolset comes in again.
To calculate the trace anomaly on the lattice, one needs to renormalize the
trace of the energy momentum tensor properly. In section 2.2.1 only the non-
perturbative relative renormalization of the traceless parts was discussed. The
renormalised value of the trace can be obtained by measuring the action density
sg and the non-perturbative β function [17, 38]
I
T 4
= n4ta
dβ
da
(
〈sg〉n3s×nt − 〈sg〉n3s×nsubt
)
, (2.83)
with nt and ns the lattice sizes in lattice units in temporal and spatial direction.
The subtraction is done to cancel divergences in the cutoff with the measurement
on a lower temperature lattice sufficiently below the phase transition where the
hadron/glueball resonance gas model works well.
To complete the non-perturbative renormalization of the energy momentum
tensor of the last section 2.2.1, one still needs to get the renormalized value for the
diagonal entries of the energy momentum tensor. This can be done by integrating
a thermodynamics relation to get the pressure
P (T )
T 4
− P (T0)
T 40
=
∫ T
T0
I(T ′)
T ′4
dT ′. (2.84)
The constant of integration can be fixed by again comparing to the hadron/glueball
resonance gas model.
Having a precise determination of the equation of state at hand, like [17], one
can also adapt the strategy from section 2.2.1 to renormalize also correlators con-
taining the trace of the energy momentum tensor. To account for the additive
renormalization, one has to consider differences of the trace at different tempera-
tures but the same coupling like in Equ. (2.83)
IT − IT ′ =〈T µµ 〉T − 〈T µµ 〉T ′
=Ztr (〈θ〉T − 〈θ〉T ′) , (2.85)
where Ztr is the renormalization factor for the trace, θ is a lattice discretization
of the trace, and 〈.〉T is the expectation value at the temperature T . Connected
correlators are then built like
〈T (τ, ~x)T (0,~0)〉 =Z2tr
(
〈θ(τ, ~x)θ(0,~0)〉 − 〈θ(τ, ~x)〉〈θ(0,~0)〉
)
. (2.86)
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2.2.3 Hydrodynamics
After the introduction of the energy momentum tensor in section 2.2.1, this section
contains relations from relativistic hydrodynamics to cover the connection between
the energy momentum tensor and the transport properties in an quark gluon
plasma. The presentation here follows the references [15, 73, 74, 82] and uses
co- and contravariant notation with Minkovski signature to be able to formulate
dynamics.
Relativistic hydrodynamics is a covariant description of the properties of the en-
ergy momentum tensor of a dynamic medium, which is locally close to thermody-
namic equilibrium. It is an effective description of the long wavelength properties
and systematically structured as an expansion in gradients of the local constitut-
ing parameters of the medium. These parameters are the energy density , the
pressure P , the flow 4-velocity uµ, which is connected to the momentum density
Pµ via Pµ = uµ with gµνuµuν = −1, and in theories with conserved charges
also their currents Jµ. In QCD for example there is a conserved current for every
quark flavour. In quenched QCD or pure Yang-Mills theory there are no conserved
currents apart from the momentum density.
The microscopic description of the medium usually defines a relation between
the pressure P and the energy density  via the equation of state P = P () which
was introduced in section 2.2.2. Then there are four independent parameters left,
which are fixed using the conservation of the energy momentum tensor∇µT µν = 0.
This completely determines the fluid dynamics.
In lowest (zeroth) order in the gradient expansion
T µν =
∞∑
n=0
T µνn , (2.87)
the energy momentum tensor can be written as
T µν0 = uµuν + P∆µν , (2.88)
where ∆ := gµν + uµuν acts as projection operator on the spatial directions of the
local co-moving frame.
The first transport coefficients show up at first order in the gradients. To
this order there are two new independent terms which are compatible with the
symmetry of Tµν
T µν1 =− ησµν − ζ∆µν∇αuα, (2.89)
σµν :=∆µα∆νβ
(
∇αuβ +∇βuα − 23∆αβ∇γu
γ
)
. (2.90)
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The term σµν is also called the shear tensor. These terms come with two new
coefficients, the shear viscosity η and the bulk viscosity ζ, which are the first
transport coefficients. Stopping at first order in relativistic hydrodynamics intro-
duces conceptual complications: The resulting equations allow for propagation of
signals faster than light which violates causality. By including second order terms
one can get rid of this problem.
The next order with two gradients per term gives rise to 15 possible new terms.
To be able to write them in a rather compact way some new notation is introduced.
Ωµν :=12∆
µα∆νβ (∇αuβ −∇βuα) (2.91)
is called the vorticity tensor. The most general case also contains terms which are
only relevant for curved space-time. For these one needs the Riemann curvature
tensor Rµναβ, the Ricci tensor Rµν = Rµ ναα and the Ricci scalar R = Rµµ. Also a
notation is introduced for pairs of indices which are space-projected, symmetrized,
and trace-subtracted. For the curvature tensor this notation looks like
Rµ〈να〉β :=12R
µκσβ
(
∆νκ∆ασ + ∆νσ∆ακ −
2
3∆
να∆κσ
)
. (2.92)
In this notation the second order terms are given as
T µν2 =ητpi
(
u · ∇σµν + ∇ · u3 σ
µν
)
+ ητ ∗pi
∇ · u
3 σ
µν
+ κ
(
R〈µν〉 − 2uαuβRα〈µν〉β
)
+ 2κ∗uαuβRα〈µν〉β
+ λ1σ 〈µλ σν〉λ + λ2σ
〈µ
λ Ων〉λ − λ3Ω 〈µλ Ων〉λ + λ4∇〈µ ln s∇ν〉 ln s
+ ∆µν
(
−ζτΠu · ∇∇ · u+ ξ1σαβσαβ + ξ2(∇ · u)2
)
+ ∆µν
(
ξ3ΩαβΩαβ + ξ4∇α⊥ ln s∇α⊥ ln s+ ξ5R + ξ6uαuβRαβ
)
. (2.93)
In this expression there are also 15 new coefficients which are – for obvious reasons
– called second order transport coefficients. Together with some properties and
the first order coefficients they are listed in Tab. 2.2. These properties classify the
coefficients in different categories, e.g. whether they are only relevant for curved
space-time or whether they affect small fluctuations about equilibrium and flat
space linearly.11
The most important property of a coefficient for studies in Euclidean space-time
is whether it is a dynamical or a thermodynamical one. A term is thermodynamical
if it can give a contribution to the energy momentum tensor T µν in equilibrated
11Also coefficients which influence Tµν only in curved space-time like κ are still relevant,
because they mix in the Kubo relations with other transport coefficients, compare reference [74].
27
coefficient order type linearity geometry
η 1. dynamical linear flat
ζ 1. dynamical linear flat
τpi 2. dynamical linear flat
τ ∗pi 2. dynamical nonlinear flat
κ 2. thermodynamical linear curved
κ∗ 2. thermodynamical linear curved
λ1 2. dynamical nonlinear flat
λ2 2. dynamical nonlinear flat
λ3 2. thermodynamical nonlinear flat
λ4 2. thermodynamical nonlinear flat
τΠ 2. dynamical linear flat
ξ1 2. dynamical nonlinear flat
ξ2 2. dynamical nonlinear flat
ξ3 2. thermodynamical nonlinear flat
ξ4 2. thermodynamical nonlinear flat
ξ5 2. thermodynamical linear curved
ξ6 2. thermodynamical linear curved
Table 2.2: First and second order transport coefficients from relativistic hydrody-
namics.
systems. In the general context equilibrium means a time independent density
matrix and a time independent geometry. All other terms are of dynamical nature.
An important consequence of a coefficient being thermodynamical is that it can be
calculated using only retarded correlators at vanishing Minkovski frequency. They
are up to powers of i identical to Euclidean frequency correlators at vanishing
Euclidean frequency and can therefore be in principle straightforwardly evaluated
in an Euclidean lattice simulation. In contrast, the dynamical coefficients require
an evaluation of the retarded correlator at non-vanishing Minkovski frequency,
i.e. they require analytic continuation of the Euclidean lattice results which is an
intrinsically difficult task.
2.2.4 Kubo Relations
Section 2.2.3 introduced the transport coefficients as effective parametrization of
macroscopic properties of any microscopic theory, which is slightly out of equi-
librium. This section deals with possible ways to calculate these coefficients
from measurements in simulations performed with Euclidean metric. This sec-
tion will only reproduce results and details as far as they are relevant for the
understanding of the thesis. For derivations and further details, the references
[12, 15, 73, 74, 82, 89] may be considered.
Transport coefficients can be divided into two groups, dynamical and thermo-
dynamical ones. Dynamical transport coefficients require analytical continuation
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to Minkovski time, i.e. reconstructing the spectral function from an Euclidean two
point correlation function. This is inherently a difficult task to perform on the
lattice. This point will be made more explicit in later paragraphs of this section
and a standard strategy to solve these problems is discussed in section 3.3.
The second group, the thermodynamical transport coefficients, are in principle
easier accessible for Euclidean lattice QCD simulations, because they do not need
analytic continuation of the Euclidean results and can be calculated directly from
Euclidean observables.
Dynamical Transport Coefficients
The observables which can be measured in lattice QCD are Euclidean correlators.
Two point correlation functions for example are defined as
Cµν,ρσ(τ, ~q) = T−5
∫
d3~xei~q·~x (〈Θµν(x)Θρσ(0)〉 − 〈Θµν(x)〉〈Θρσ(0)〉) , (2.94)
where a suitable power of the temperature T is introduced to make the correlator
dimensionless. Any trivial constant contribution to the correlator is subtracted
giving the connected part of the total correlator. These correlators are connected
to their spectral functions ρµν,ρσ(τ, ~q) via the integral transformation Equ. (2.39),
which is reproduced here in slightly more convenient notation
Cµν,ρσ(τ, ~q) =
∫ ∞
0
dωK(τ, ω)ρµν,ρσ(ω, ~q) (2.95)
K(τ, ω) =cosh(ω(τ − 1/(2T )))sinh(ω/(2T )) , (2.96)
with the finite temperature kernel K(τ, ω).
Transport properties are low energy or long wavelength properties of the theory
and are therefore encoded in the low energy properties of the spectral functions.
For the two channels which are relevant for the viscosity the important relations
are [69, 89]
pi lim
ω→0 limq→0
ρ13,13(ω, q)
ω
=η (2.97)
pi lim
ω→0 limq→0
ρ33,33(ω, q)
ω
=43η + ζ, (2.98)
with the bulk viscosity ζ and the momentum taken parallel to the 3-direction
~q = q~e3. At the temperatures relevant for phenomenology, the bulk viscosity ζ
is expected to be much smaller than the shear viscosity η. Therefore it is also
possible to determine the shear viscosity η from ρ33,33.
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Finite Temperature Kernel
To get the dynamic transport properties from the Euclidean correlator, the most
straightforward strategy is to first measure the Euclidean correlator from Equ.
(2.94), then to invert the integral transformation Equ. (2.95) somehow, and fi-
nally to take the limit of the spectral function for vanishing energy to obtain the
transport coefficient following Equs. (2.97) and (2.98). However, there exist, not
surprisingly, several problems in this approach.
A quite obvious problem is directly related to the integral transformation Equ.
(2.95). The Euclidean correlator can be measured only at a very limited number
of points in Euclidean time. From that one wants to reconstruct a ”continuous”
spectral function to get a well defined zero frequency limit from. So the problem
of solving Equ. (2.95) for ρ is ill posed in the first place. There are several ansa¨tze
to deal with that problem, e.g. the Maximum Entropy Method (MEM) [4, 9],
presented in section 3.3. However, this method has always had problems resolving
not only the integrated spectral weight of the spectral function in an extended
region in ω but also to get the value of the spectral function at a single point of
ω – in this case for ω = 0.
In this thesis an ansatz for the spectral function will be used and the data will
be fitted by the numerically evaluated integral. An ansatz provides a continuous
spectral function and has no problems with an underdetermined system of equa-
tions as long as the number of parameters of the ansatz is smaller than the number
of points at which the Euclidean correlator is measured.
A second problem is that the kernel is basically a cosh kernel which gives ex-
ponentially small weight to contributions of low frequency in the Euclidean cor-
relator. This makes it hard to measure the correlator precisely enough to have a
signal not only for the higher energy contributions, but also for the low energy end
of the spectrum. Additionally, this exponentially strong background weight from
high energies has to be disentangled from the transport signal in the analysis.
Moreover, the decay of excited contributions in Euclidean time is not as useful
as one might expect it to be: The decay is only cosh-like so that contributions
at all energies give a contribution to the correlator also at maximum distance in
Euclidean time, i.e. in the middle of the correlator at τ = 1/(2T ). For the current
application this problem is additionally aggravated by the dimension of the spec-
tral function which enhances high energy contributions by an additional factor
of ω4 for large energies. The effect of the finite high energy contribution in the
middle of the correlator can be demonstrated by comparison with the analytically
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known tree-level expectation values [67]
ρt.l.1313(ω,~0) =
1
10
dA
(4pi)2
ω4
tanh(ω/4T ) +
(2pi
15
)2
dAT
4ωδ(ω) (2.99)
Ct.l.1313(τ,~0) =
32dA
5pi2
(∫ ∞
0
dss4 cosh
2((1− 2Tτ)s)
sinh2(s)
− pi
4
72
)
. (2.100)
In this case Ct.l.1313(1/2T,~0) = (28pi2dA)/225, while the part corresponding to trans-
port yields only (4pi2dA)/225 which is only 1/7 of the total value for maximum
Euclidean time separation. A strategy how to remedy this problem is given in
section 3.4.2.
Another problem directly connected to the kernel is that it is in leading order
insensitive to the low frequency behaviour, i.e. to transport [3]. Expanding the
kernel in powers of ω yields
K(τ, ω) = 2T
ω
+
( 1
6T − τ + Tτ
2
)
ω +O(ω3). (2.101)
The divergence for small frequencies is just a technical problem which can be
overcome because the spectral function itself is linear in ω for small ω (compare
e.g. Equs. (2.97), (2.98)). This shows that the leading low frequency contribution
is a term which does not depend on the Euclidean time τ and provides only one
real number as information. To get a value for the transport coefficient, one
should be able to resolve the transport peak, i.e. both the width and the height
of a contribution to the spectral function at low omega. One can expect that the
leading order effect of the transport peak in the correlator scales with the spectral
weight, i.e. the area of the peak, which would then be the information contained
in the constant part. More information from a term of next to leading order in
the kernel is needed to determine the transport coefficient but this is suppressed
by two powers of ω. This is not a problem if the transport peak is very broad. For
the high energy limit, however, the transport peak becomes a δ-like contribution,
which might render the hope for a very broad peak optimistic. The alternative
is to maximize sensitivity to the low energy part of the spectrum, which is the
reason to include data with small finite momentum.
Thermodynamical Transport Coefficients
From Euclidean correlators like those in Equ. (2.94) one can also construct rela-
tions for thermodynamical transport coefficients. But in contrast to the dynamical
coefficients no reconstruction of a spectral function is necessary. Instead the cor-
responding Kubo relations involve simply the Euclidean correlators themselves.
Like the dynamical transport coefficients the thermodynamical transport co-
31
efficients are low energy or long wavelength properties. But this is achieved by
considering the limit of low spatial momenta instead of the limit of small Minkovski
time frequencies. For the two second order thermodynamical transport coefficients
considered in this thesis, κ and λ3, these relations read [74]
κ = lim
q3→0
∂2
∂q23
C12,12(~q), (2.102)
λ3 = −4 lim
p3,q3→0
∂2
∂p3∂q3
Cλ3(~p, ~q) (2.103)
where
Cµν,ρσ(~q) = T
∫
dτCµν,ρσ(τ, ~q) (2.104)
and a correlator Cλ3(~p, ~q) containing a three point correlation function is intro-
duced
Cλ3(~p, ~q) = Cλ3,2(~p+ ~q) + Cλ3,3(~p, ~q) (2.105)
Cλ3,2(~q) = T−4
∫
d4~xei~q·~x〈Xx0y0(x)Θ12(0)〉 (2.106)
Cλ3,3(~p, ~q) = T−4V4
∫
d4~x
∫
d4~yei~q·~xei~p·~y〈Θ10(x)Θ20(y)Θ12(0)〉. (2.107)
The observable Xx0y0 used in Equ. (2.106) originates from a contact term and
reads
Xx0y0 = −FxzFyz (2.108)
where x, y, z ∈ {1, 2, 3}, x 6= z 6= y. It is a part of the xy component of the energy
momentum tensor Θ and therefore renormalizes accordingly.
2.3 Wilson Flow
A particularly interesting and promising concept in lattice QCD is the Wilson flow
[58]. It can be used as a tool for understanding topological properties of the gauge
fields, as an alternative method to set the scale in lattice calculations, and as an
alternative to determine the gauge anisotropy [19, 20].
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2.3.1 Definition
The Wilson flow was introduced in reference [61] in the context of trivializing maps
of field space. A trivializing map is a map F such that
F : V ∈ SU(3)→SU(3) 3 U (2.109)
〈O〉 = 1Z
∫
D[U ]O(U)e−S(U) →〈O〉 = 1Z
∫
D[V ]O(F(V )). (2.110)
The path integral of a field theory becomes trivial, if such a map F can be found.
This map then contains all the dynamics of the theory, Monte-Carlo sampling
procedures become trivial, and therefore there are in particular no problems with
the critical slowing down due to emergence of topological sectors.
In reference [61] such a map was explicitly constructed for pure gauge theories
as result of a flow in field space
d
dtVt =Zt(Vt)Vt (2.111)
V0 =U (2.112)
F−1(U) =V (2.113)
=Vt=1. (2.114)
The generator of this flow is given as a power series in the flow time
Zt(U) =
∞∑
n=0
tnZ(n)(U). (2.115)
The first order in this series is given by the gradient of the action
Z(0)(U) = −g20 {∂x,µS(U)} . (2.116)
This flow truncated at the first order is called Wilson flow or for obvious reasons
also gradient flow.
For the Wilson gauge action one gets an explicit form for the first order generator
Z(0)(U)(x, µ) =−∑
ν 6=µ
P
{
U(x, µ)U(x+ µˆ, ν)U(x+ νˆ, µ)−1U(x, ν)−1
+U(x, µ)U(x+ µˆ− νˆ, ν)−1U(x− νˆ, µ)−1U(x− νˆ, ν)
}
(2.117)
P {M} =12(M −M
†)− 16tr(M −M
†). (2.118)
This gives exactly the generator of a stout smearing step of Equ. (2.17).
In continuum language the Wilson flow is equivalently defined with the flow
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Bµ(t, x)
d
dtBµ = DνGνµ (2.119)
Bµ|t=0 = Aµ, (2.120)
where t denotes the flow time, G the Euclidean field strength tensor, and D the
Euclidean covariant derivative:
Gµν = ∂µBν − ∂νBµ + [Bµ, Bν ] (2.121)
Dµ = ∂µ + [Bµ, .]. (2.122)
From Equ. (2.119) one can also see that the inverse flow time has the unit energy
squared.
2.3.2 Smearing Properties
As seen in the last section, the Wilson flow is well defined in the compact and
non-compact formulation of a gauge theory. In the compact formulation it can be
defined via the generator of a stout smearing step
d
dtVµ = iQµVµ, (2.123)
Vµ|t=0 = Uµ, (2.124)
where Vµ is the flow of the lattice fields Uµ, t is the flow time, and Qµ the gen-
erator of stout smearing steps with ρStout = 1 from Equ. (2.17). On the lattice,
Equ. (2.123) can be integrated up to any desired flow time numerically. As it
is generated by stout smearing steps, it can also be integrated up approximately
by applying a number of stout smearing steps with the resulting flow time being
8t = 8ρStoutNStouta2 = r2smear.
To make this smoothing operation on gauge configurations more explicit, one
can consider the action of the flow on the gauge fields in leading order of pertur-
bation theory in the bare coupling g0 [58]
Bµ(t, x)/g0 = Atµ(x) =
∫
d4yKt(x− y)Aµ(y) +O(g0), (2.125)
Kt(z) = e
−z2/4t
(4pit)2 . (2.126)
This shows the smoothing effect directly as Gaussian filter with a radius of rsmear =√
8t.
As the gauge fields themselves are not gauge invariant quantities, they are no
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observables. To see the effect of the smoothing operation on observables, one
therefore has to construct gauge invariant combinations like scalars or correla-
tors. While sections 2.3.3 and 2.3.4 below discuss some important applications
of the effects on scalar observables, this section will concentrate on the effect on
correlators.
The physical picture is as follows: The flow is a smearing operation which acts
on a length scale rsmear =
√
8t. This affects the ultraviolet contributions to the
correlator at distances τ . rsmear or ω & pi/rsmear, e.g. by reducing the spectral
weight in the spectral representation of the correlator. The infrared contributions
to the correlator at distances τ  rsmear or ω  pi/rsmear should be virtually
unchanged, corresponding to an invariant spectral function in that regime. As the
focus of this thesis is mainly on the infrared parts of spectral functions to obtain
transport coefficients of the quark gluon plasma, it is enough that the infrared
spectral function is invariant. The details of how the flow changes the short
distance part of the correlator can also be worked out using perturbation theory.
An analogous argument as for the frequency in the spectral function applies for
the spatial momentum of observables. The effect of the flow should be strongest
at large momenta and smear out these contributions.
In the remaining part of the section the effects of the flow on the correlator of
the energy momentum tensor in leading order in perturbation theory are given.
Details of the calculations using Equ. (2.125) are worked out in appendix A. The
calculation uses translation invariance, partial integration, and builds the energy
momentum tensor Θtµν at flow time t directly from the gauge fields Atµ at flow
time t.
For any local observables O1 and O2 which behave like
Ot(x) =
∫
d4yKt(x− y)O(y) (2.127)
at finite flow time t, one can derive for their two point correlator the relation
CtO1,O2(τ, ~p) = e
−2t~p2
∫
dy′0K2t1 (τ − y′0)CO1,O2(y′0, ~p) (2.128)
Kt1(τ) =
e−τ
2/4t
√
4piτ
. (2.129)
As the energy momentum tensor is built from a product of two fields at the same
point which both are smeared out by the flow, the effective smearing radius is
changed. The two point function is then given by
Ctµν,ρσ(τ, ~p) = e−t~p
2
∫
dx0Kt1(τ − x0)Cµν,ρσ(x0, ~p) +O(g0) +O(t). (2.130)
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The correction O(t) comes from expanding the product.
Equ. (2.130) connects the correlation function at finite flow time with the one at
zero flow time by convoluting it with a Gaussian in Euclidean time. Although this
equation is only valid for small flow times t and leading order perturbation theory,
i.e. at the highest energies, one can see directly the effect of the non-locality
induced by the smearing of the flow. This will be visible as a strong deviation
from the expected form of an Euclidean correlation function for short distances:
Instead of a sharp peak at finite lattice spacing, which develops to the expected
1/τ 5 divergence in the continuum limit, one gets a smooth bump. This structure
is independent of the lattice spacing when the lattice cutoff at pi/a is at a higher
energy than the cutoff induced by the Wilson flow smearing scale at pi/rsmear.
Another correlation function, which is used in the thesis, is the three point
function of the energy momentum tensor for finite momentum integrated over
Euclidean time. At finite flow time and at leading order this results in
Ctµν,ρσ,κη(p, q) = e−
1
2 (p
2+q2+(p+q)2)tCµν,ρσ,κη(p, q) +O(g0) +O(t). (2.131)
As the Gaussian kernels Kt(τ) are properly normalized to 1, the only factor re-
maining after integration over Euclidean time is the Gaussian suppression of finite
Euclidean momenta. Again this result is only valid for small flow times and at
first order in perturbation theory, which is not the regime of interest for transport
studies.
2.3.3 Scale Setting
Using the perturbative relations given in section 2.3.1 one can derive the behaviour
of scalar quantities like
E = 14G
a
µνG
a
µν , (2.132)
which is basically a definition of the gauge action. This quantity has dimension
4 and can be made dimensionless by multiplying it with a suitable power of the
flow time, t2E. This quantity was discussed in detail in reference [58] both for the
lattice and perturbatively. There it is noted that it is possible to define a scale
based on the fact that E at finite flow time is a physical renormalized quantity.
This is done by requiring
t2〈E〉
∣∣∣
t=t0
= 0.3 (2.133)
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for a scale t0. The parameter 0.3 is chosen such that one is safely in a region
of linear behaviour of t2〈E〉 with the flow time t and that it is readily available
on the lattice in a region with negligible cutoff effects. However, this choice is in
principle arbitrary.
In reference [19] a different but related scale was proposed which is defined by
t
d
dt{t
2〈E〉}
∣∣∣∣∣
t=w20
= 0.3. (2.134)
Compared to t0 the scale w0 has the advantage that it has by about a factor of
4 reduced cutoff effects. For the scale w0 it was also shown that it is sufficient
to consider the gradient flow defined by the gradient of the Wilson gauge action
in contrast to considering the more expensive gradient of the improved Symanzik
gauge action.
2.3.4 Anisotropy Tuning
In analogy to setting the scale in lattice QCD simulations in section 2.3.3, one
can also use the Wilson flow to measure and tune the anisotropy of the lattice as
shown in reference [20]. This is achieved by measuring the scale independently
using observables built from the mixed spacial-temporal contribution to E
Est =
∑
µ or ν temporal
1
4G
a
µνG
a
µν , (2.135)
and the one built from the purely spacial contribution
Ess =
∑
µ and ν spacial
1
4G
a
µνG
a
µν . (2.136)
Because of the symmetry between spacial and temporal directions the expectation
values 〈Est〉 and 〈Ess〉 of both observables should yield half the value of 〈E〉, as
long as both are measured in the same units. That means that the ratio of both
observables in lattice units measured at a fixed flow time in physical units is
proportional to the squared renormalized gauge anisotropy ξg. The same is valid
for the observables used to define the scale with the w0 scale
RE := t
d
dt{t
2〈Ess〉}
∣∣∣∣∣
t=w20
/
t
d
dt{t
2〈Est〉}
∣∣∣∣∣
t=w20
(2.137)
such that in the end
RE = ξ2g . (2.138)
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The calculation of RE requires the integration of the anisotropic Wilson flow which
in turn requires the knowledge of ξg. Therefore Equ. (2.138) becomes a self con-
sistency equation and one has to tune the bare anisotropy to fulfill this equation.
To completely define this choice of discretized anisotropy, one also needs to rede-
fine the scale w0 in the anisotropic setting, which can easily be done by using the
spacial part of Equ. (2.134)
t
d
dt{t
2〈Ess〉}
∣∣∣∣∣
t=w20
= 0.15. (2.139)
2.3.5 Renormalization
The continuous Wilson flow as defined in Equ. (2.119) yields finite renormalized
fields and products of fields at positive flow times as shown in reference [63].
Also all observables measured at finite flow time are finite renormalized quantities
with improved discretization errors. This property can be used to investigate the
renormalization structure of the energy-momentum tensor.
Additionally reference [63] showed that local products of gauge fields at positive
flow time can be expanded in renormalized local operators at zero flow time. This
was used by reference [87] to derive the perturbative structure of the coefficients
appearing in the expansion and to relate them to the MS continuum renormaliza-
tion scheme for small flow time.
In particular, for the trace density E(t, x) and the density of the traceless part
Y (t, x) of the energy-momentum tensor at finite flow time, one finds the expansions
Yµν(t, x) = αY (t)
[
Tµν(x)− δµν4 Tσσ(x)
]
+O(t) (2.140)
E(t, x) = 〈E(t, x)〉+ αE(t)Tµµ(x) +O(t) (2.141)
with the full renormalized energy-momentum tensor densities at vanishing flow
time T . The O(t) corrections in the operator product expansion absorb contribu-
tions of operators of dimension 6 and higher which are accompanied by a factor of
at least t1. The factors αE and αY can be given in a perturbative expansion [87].
More interesting in the context of lattice QCD are non-perturbative strategies
like the one proposed in reference [31]. One can introduce a probe observable φτ
at fixed positive flow time τ and define an effective coefficient αeffE (t) by〈
φt0
∫
d4x[E(t, x)− 〈E(t, x)〉]
〉
=: αeffE (t)
〈
φτ
∫
d4xTµµ(x)
〉
. (2.142)
By construction αeffE (t) = αE(t)+O(t). This way one can construct an expression
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for a properly renormalized trace of the energy-momentum tensor
Tµµ(x) =
1
αeffE (t)
[E(t, x)− 〈E(t, x)〉] +O(t). (2.143)
By using a dilatation Ward identity one gets from Equ. (2.142)
〈
φt0
∫
d4x[E(t, x)− 〈E(t, x)〉]
〉
= αeffE (t)
(
2τ ddτ + dφ
)
〈φτ 〉 (2.144)
with the dimension dφ of the probe observable. To make things more explicit one
can choose
τ = w20 (2.145)
φτ = E(w20) =
1
V4
∫
d4xE(w20, x). (2.146)
With the definition of the scale w0 in Equ. (2.134) one gets(
2τ ddτ + dφ
)
〈φτ 〉 = 2
w40
0.3 (2.147)
and therefore
αeffE (t) =
w40
0.6V4
〈
E(w20)(E(t)− 〈E(t)〉)
〉
. (2.148)
This gives a powerful tool for renormalization of the trace of the energy-momentum
tensor. In principle, the same is possible for the coefficient αY but the expressions
become quite unhandy and will not be covered here [31]. Instead, for the renormal-
ization of the traceless part of the energy-momentum tensor the non-perturbative
stategy outlined in section 2.2.1 will be used.
2.4 AdS/CFT Correspondence
This section will discuss an approach that is in many ways orthogonal to what is
discussed in all other sections of the current chapter 2: It will discuss an aspect of
the relation of some 4 dimensional quantum field theories with some 5 dimensional
theories of classical gravitation, called holography. It will first introduce the topic
along the lines of Maldacenas conjecture on gauge/gravity duality. Then it will
introduce a specific model that is tailored to describe the gauge part of QCD,
called Improved Holographic QCD.
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2.4.1 Maldacenas Conjecture
String theory was originally introduced to describe the spectrum of hadronic states
as excitations of fundamental relativistic strings [7]. After initial success in de-
scribing the Regge trajectories in the hadronic spectrum, the theory had problems
in matching other predictions to experiment. In particular, every string theory
contains a massless spin 2 mode which is not found in the hadron spectrum. Af-
ter that and the successful description of hadrons with QCD, the focus in string
theory shifted towards providing a candidate theory for quantum gravity, as the
graviton, a massless spin 2 mode, is an important ingredient for a quantum theory
of gravity. To use string theory as a fundamental theory of everything poses sev-
eral problems, e.g. the problem of immensely degenerate string vacua which are a
result from different compactifications of 6 of the 10 dimensions of string theory
to arrive at an effectively 4 dimensional description of the world [36, 54].
The next application of string theory is by far the most useful one for everyday
physics. It was conjectured that a type IIB string theory on AdS5 × S5 is dual to
N = 4 U(Nc) Super Yang-Mills theory in 3 + 1 dimensions [65]. In this duality
the effective coupling on the QFT side is given by the ’t Hooft coupling λ =
Ncg
2
YM , while the coupling on the string side is 1/Nc. In particular this enables
derivations of properties of a strongly coupled four dimensional quantum field
theory by calculating properties of a weakly coupled string theory instead. If the
coupling is very weak on the string side corresponding to Nc →∞, one can even
use classical gravity to describe the theory, because the quantum corrections are
suppressed as 1/Nc. More details can been found e.g. in reference [7].
This is an interesting calculational tool for the conformal maximally super-
symmetric U(Nc → ∞) Yang-Mills theory. Other dualities connecting quantum
field theories and string theories have also been found, but none of these theories
is realized in nature. It is expected, however, that some string theories have duals
which approximate QCD in many properties. Therefore it was tried to construct
effective string theory or gravity models that have a dual theory which comes close
to QCD. One of them is shortly introduced in the next section 2.4.2.
There have also been results which are quite general and do not depend much
on the details of the underlying string theory. For example, the duality was used
to show that the shear viscosity over entropy density ratio η/s is very small with a
value of 1/4pi. This is valid for a large class of strongly interacting quantum field
theories, namely those which have a dual gravity description. It was conjectured
that this is the universal absolute lower bound for any fluid [56].
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2.4.2 Improved Holographic QCD
In contrast to the duality described in the last section 2.4.1, the model introduced
here directly aims at producing relevant results for QCD phenomenology, in par-
ticular that of heavy ion collisions. This model, Improved Holographic QCD
(IHQCD), was introduced to describe the results of SU(Nc) Yang-Mills theory
[47, 48] with possible extensions to (massless) quarks. Direct comparisons to pub-
lished results of lattice QCD for zero and finite temperature were used to fix some
of the phenomenologically relevant model parameters [46, 49]. The model is then
consistent with a range of additional lattice observations like glueball masses at
zero temperature and the equation of state from thermodynamics. But the avail-
able and published lattice observables are not enough to completely determine all
of the parameters such that additional lattice calculations are necessary.
Improved Holographic QCD is defined as a theory of 5 dimensional classical
gravitation. It is given by the bulk action
S = M3N2c
∫
d5x
√−g
(
R− 43
(∂λ)2
λ2
− Z(λ)2N2c
(∂a)2 + V (λ)
)
, (2.149)
where M is the 5D Planck mass, Nc is the number of colors, g is the determinant
of the 5D metric, R is the 5D Ricci scalar, λ ∼ eφ with a dilaton field φ, and a is
an axion field. The functions Z(λ) and V (λ) are functions which have their small
and large λ limits fixed by consistency considerations.
The connection to the 4 dimensional Yang-Mills theory, which lives on the
boundary of the AdS space at r = 0, is given by a holographic dictionary re-
lating 5D bulk quantities with 4D QFT quantities. The axion term in the action
is suppressed by 1/N2c and is not important in the large Nc limit. Therefore the
back-reaction of the axions on the metric is not important for determining a back-
ground solution for the metric. Fluctuations of the fields on the background can
then be related to states of the QFT. In the holographic dictionary the graviton is
dual to the Yang-Mills energy momentum tensor tr(F 2µν − 1/4δµνF 2), the dilaton
φ to tr(F 2), the axion field a is dual to the topological charge density tr(F ∧ F ),
and λ is dual to the running ’t Hooft coupling Ncg2YM . It is expected that 4D
Yang-Mills theory is dual to a string theory in 5D with all quantum corrections.
As IHQCD describes a classical theory of gravity without quantum corrections, it
is most reliable in the infrared at low energies and large distances.
The equations of motion arising from the action Equ. (2.149) have for a constant
dilaton potential V (λ) = 12/l2 with some length scale l an AdS solution
ds2 = l
2
r2
(dr2 − dt2 + d~x2), (2.150)
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with the radial AdS coordinate 0 < r < ∞ dual to the energy scale of the QFT:
r → 0 corresponds to the ultraviolet regime whereas r → ∞ corresponds to the
infrared regime. For non-trivial potential the metric is modified by the warp factor
b(r)
ds2 = b(r)(dr2 − dt2 + d~x2), (2.151)
and the equations of motion must be solved numerically.
IHQCD introduces parametrizations for the functions V (λ) and Z(λ) consistent
with the mentioned limiting cases
V (λ) = 12
l2
(
1 + V0λ+ V1λ4/3
√
log(1 + V2λ4/3 + V3λ2)
)
(2.152)
Z(λ) = Z0(1 + c1λ1 + c2λ2 + c3λ3 + c4λ4), (2.153)
with the parameters Vi and ci. V0 and V2 can be expressed in terms of V1 and V3
by relating the dilaton potential to the QCD β function. The corrections due to c2
and c3 are subleading and they can therefore be set to 0. These parameters (and a
few others like the length scale l) have to be constrained by lattice data. Up to now
lattice thermodynamics data and lattice glueball masses have been used for that.
Unfortunately the glueball masses are not very sensitive to some combinations of
the parameters, such that there are still degeneracies in the parameter space. For
example, the masses of the pseudoscalar glueballs go like the asymptotic m0+−n ∼
n behaviour after the first few states, such that from the axial sector just one
combination of c1 and c4 can be fixed.
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Chapter 3
Methods
The current chapter describes a collection of approaches used to extract physical
results from lattice QCD simulations. Thereby it naturally connects chapter 2 on
physical concepts with chapter 4, which contains the results of the numerical sim-
ulations done within this work. Some of the methods presented here were mostly
used in early stages of the work for this thesis to answer questions corresponding to
the reconstruction of spectral properties of quarkonia at finite temperature. The
focus of the corresponding sections 3.1, 3.2, and 3.3 is to present these methods
and some advancements of their applicability, accuracy, and generality which were
achieved during the work for this thesis. Additionally, they constitute a presen-
tation of the leading alternatives to the methods of sections 3.4 and 3.5 which
were mainly used for the analyses in the chapter on numerical results. This chap-
ter ends with a presentation of the statistical methods applied for the analysis of
lattice data in this thesis.
3.1 Effective Mass
All methods in this chapter discuss approaches allowing to extract spectral infor-
mation from measurements performed on Euclidean space-time lattices. Spectral
information in this context means information on the spectral representation
C(τ) =
∑
n
AnK(τ, En) (3.1)
or its continuous counterpart equation
C(τ) =
∫ ∞
0
dωA(ω)K(τ, ω), (3.2)
where the kernel K reflects the geometry of the lattice and symmetry of the
operators. For zero temperature (i.e. infinite lattice extents) K(τ, ω) = e−ωτ
(like in Equ. (2.4)). For finite temperature and bosonic operators K(τ, ω) =
43
cosh
((
β
2 − τ
)
ω
)
/ sinh
(
β
2ω
)
like in Equ. (2.39) while for fermionic operators
K(τ, ω) = sinh
((
β
2 − τ
)
ω
)
/ sinh
(
β
2ω
)
.
3.1.1 General
The first method discussed here usually assumes the validity of the discrete spectral
sum of Equ. (3.1) in the region of low energies. More specifically, it assumes that
the state corresponding to the lowest energy state describes a stable particle and
that there is a finite gap to the next more energetic state. In the language of
the continuous version Equ. (3.2) this implies the existence of a delta function
like contribution in the spectral function at some finite low frequency with the
remaining spectral weight distributed at some finite separation from this ground
state peak.
If one takes any one of the kernels and only the ground state into account, one
can solve the equation connecting the energy of the state and the decay of the
correlator in Euclidean time at two different times to get the energy. This can
be done in various ways either explicitly analytical or numerical.1 Repeating this
for all pairs of adjacent Euclidean times available on the lattice, one gets a value
for the energy of the state for every pair of times. This value is called ”effective
mass” meff .
If the correlator contains only contributions of a single state, then the effective
mass equals the mass of this ground state for every Euclidean time available. In
numerical simulations, however, the statistical error for small Euclidean times is
smaller than the one for large Euclidean times. The reason is that the signal
decays with the kernel approximately exponentially in Euclidean time while the
statistical error is independent of Euclidean time. Therefore it is preferable to use
the value of the effective mass at small times to estimate the ground state mass
to get a clean signal.
For real measurements this is unfortunately never the case and the correlator has
contributions from higher energies. These are fortunately suppressed exponentially
relative to the ground state, because the energy determines the strength of the
decay in Euclidean time. Therefore it is preferable to take the value of the effective
mass at large times for estimation of the ground state mass to get rid of excited
state contaminations. In practice one has to find a compromise between statistical
signal quality and small excited states contaminations.
1A set of solutions for the different kernels is collected e.g. in [64].
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3.1.2 Ground State Width
The analysis of the effective mass to get the ground state mass has been in use
in lattice QCD for a long time. Here an extension of this method is proposed
which – in some limits – could be used to extract a finite ground state width from
the effective mass, too. In place of a broadened ground state there can also be a
close set of sharp states such that their different energies cannot be resolved by
a measurement on the lattice. For such a structure the method would produce
an effective width which corresponds to the spread of the sharp states. A third
option to give such a signal is a broadened excited state which has a much higher
spectral weight than the true ground state. Such a state needs extremely large
Euclidean times to make it decay enough to see a signal of the true ground state.
It is most straightforward to examine the effect of a finite ground state width on
the effective mass using some generic parametrization of a spectral function: Cal-
culate the corresponding correlator and from that the effective mass. To get some
direct insight into the relations, a parametrization is chosen which allows for some
analytical treatment and explicit calculations. For the same reason the following
paragraphs consider only the Laplace kernel for zero temperature K(τ, ω) = e−ωτ .
A generalization to finite temperatures should not pose additional problems apart
from a gradual loss of analytical tractability due to the more complicated kernels.
Also finite temperature introduces the new scale T which results in additional
possibilities of asymptotic behaviour.
The parametrization of the spectral function should contain a broadened peak
at small frequencies and some continuum contribution at higher frequencies. Al-
ready reference [85] proposed to use some parametrized peak and continuum
as a model for the spectral functions. Specifically a Dirac delta peak plus a
Heaviside theta contribution was proposed for the dimensionless spectral function
A˜(ω) = A(ω)/ωn. Here a slightly generalized version of this proposition is used.
The Dirac delta function is replaced by a Gaussian and the Heaviside continuum is
replaced by an offset by ω0 in the generic power law rising part of the continuum.
The offset leads to a n− 1 times continuously differentiable parametrization. The
offset does, however, not change the continuum limit or introduce new parameters
into the parametrization. The Gaussian of course comes at the expense of a new
parameter σ for the width of the Gaussian. Nevertheless, the Dirac delta func-
tion can be always regained by sending σ to zero carefully, as some limits do not
commute here.
These considerations result in the parametrization
A(ω) = Ω√
2piσ
e−
(ω−µ)2
2σ2 +m0(ω − ω0)nΘ(ω − ω0), (3.3)
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Figure 3.1: Example plot of A˜(ω) = A(ω)/ω2 with A(ω) from Equ. (3.3). The
parameters are Ω = 1, µ = 1, σ = 0.1, m0 = 1, ω0 = 1.5, and n = 2.
with the spectral strength Ω of a Gaussian resonance with energy µ and width σ,
the beginning of the continuum ω0, and the Heaviside theta function Θ. The power
of the continuum contribution implies the energy dimension of the correlator.
An example plot of the corresponding dimensionless spectral function A˜(ω) =
A(ω)/ωn is shown in Fig. 3.1.
Going from the spectral function to the correlator is in principle always straight-
forward given the kernel and using Equ. (3.2). As only the Laplace kernel is
considered here it is possible to give an analytic expression for the correlator
C(τ) = Ω2 e
1
2 τ(−2µ+σ2τ)
(
1 + erf
(
µ− σ2τ√
2σ
))
+m0e−τω0
n!
τn+1
(3.4)
=: CΩ(τ) + Cm0(τ), (3.5)
where erf(z) = 2√
pi
∫ z
0 dte−t
2 denotes the error function.
Limit of the correlator for large Euclidean times
The physically interesting behaviour of the correlator in the context of an effective
mass analysis is the limit of large Euclidean time.
The continuum contribution Cm0 is unchanged by the large τ limit and has (for
dimensional reasons) an additional suppression for non-negative energy dimensions
n by an inverse power law. This demonstrates the possibility for non-exponential
behaviour of a correlator for large Euclidean times.
The ground state contribution CΩ has a more interesting behaviour. To analyse
it properly, one can introduce a dimensionless version C˜ = CΩ/Ω dependent on
the dimensionless parameters τ˜ = τµ and σ˜ = σ/µ.
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To recover the case with an infinitely sharp state one can send first σ˜ to zero
C˜(τ˜) = e−τ˜ +O(σ˜2). (3.6)
This is exactly the expected behaviour for a Dirac delta function like contribution.
Keeping a finite width σ˜ one has to expand in large Euclidean time τ first and
then examine the resulting expression
C˜(τ˜) = e
− 12σ˜2√
2piσ˜
1
τ˜
+O
( 1
τ˜ 2
)
. (3.7)
The decay of the correlator for large Euclidean times is again not exponential but
governed by a power law.
Effective masses
To estimate what effect the large τ limits of the last paragraph have on actual
lattice data analysis, one can take a look at the resulting effective masses.
In the continuum limit the effective mass meff of a correlator C(τ) for the
Laplace kernel is given by
meff (τ) = −
d
dτC(τ)
C(τ) . (3.8)
With this formula, an explicit expression for the effective mass is quickly derived
for the analytic correlator of Equ. (3.4). More interesting are the separate cases
where either the spectral weight of the continuum dominates, meff,m0 = meff |Ω=0,
or the broadened peak, meff,Ω = meff |m0=0.
The contribution of the continuum is given by
meff,m0(τ) = ω0 +
1 + n
τ
. (3.9)
This is the behaviour of the effective mass due to a state with energy ω0 for
large Euclidean times and a correction from larger frequencies for small Euclidean
time. Therefore already the continuum contribution alone displays all the features
expected from a correlator consisting of a ground state and excited states contri-
butions. Because of the exponential decay of the high energy contributions this
effective mass signal should not be visible in correlators from lattice simulations:
Any pronounced resonances in lower energy regimes lead to stronger effect.
47
−6 −4 −2 0 2 4 6
0
2
4
λ
Λ(
λ
)
Figure 3.2: Behaviour of the function Λ from Equ. (3.12).
The contribution from a broadened state is given by
meff,Ω(τ) =µ
1− σ˜2τ˜ +
√
2
pi
σ˜
e−(1−σ˜
2τ˜)2/2σ˜2
1 + erf
(
(1− σ˜2τ˜)/√2σ˜
)
 (3.10)
=µ
√
2σ˜Λ
(
1− σ˜2τ˜√
2σ˜
)
(3.11)
with
Λ(λ) :=λ+ 1√
pi
e−λ
2
1 + erf(λ) (3.12)
λ→+∞→ λ+O(e−λ2) (3.13)
λ→−∞→ − 12λ +O
( 1
λ2
)
. (3.14)
The function Λ is plotted in Fig. 3.2. Both limiting cases are clearly visible in the
plot. These two limits are separated by 0 ≈ λ = 1−σ˜2τ˜√2σ˜ or as σ˜ ≥ 0 by τ˜ ≈ 1/σ˜2.
In order for the term ”width of state” to have a well defined meaning, σ  µ
must be satisfied or σ˜  1. Therefore for fixed τ˜ one is always in the regime
τ˜  1/σ˜2 where λ 1. In this regime the corrections to Λ(λ) ≈ λ are more than
exponentially suppressed such that one can safely work in that approximation.
Then the effective mass becomes approximately
meff,Ω(τ) ≈ meff,Ω,approx(τ) =µ
(
1− σ˜2τ˜
)
. (3.15)
As the corrections to this formula are strongly suppressed, this relation gives a
robust connection between the behaviour of the effective mass and both the mass
and the width of the state. For example, to have a relative error of at most 10−3
for the effective mass from this approximation, it is sufficient at σ˜ = 0.1 to keep
τ˜ . 130. In the physical regime σ˜2 is quite small such that the corrections to the
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Figure 3.3: Example plot of effective masses for the spectral function given in Fig.
3.1.
expectation for Dirac delta function shaped peaks is also small. But it can well
amount to percent level, e.g. at σ˜ = 0.1, which is a realistic accuracy for current
simulations.
The other limit λ → −∞ corresponds to the case where σ˜ is kept fixed and
τ˜ is sent to infinity. This is equivalent to calculating the effective mass of the
correlator in the large τ limit in Equ. (3.7). Both result in an effective mass
meff,Ω,τ→∞ = 1/τ which vanishes for large Euclidean times. As explained in the
last paragraph, this behaviour is not expected to be relevant in current lattice
simulations.
As an example, Fig. 3.3 shows the expected effective masses for the same
parameters as those taken in the example of the spectral function in Fig. 3.1.
This section showed that a remaining slope in the analysis of effective masses
does not directly mean that some excited state contribution has not decayed
enough, but may actually signal an effective width of the state under consid-
eration. To measure this width one has to measure only the slope of the effective
mass. This section assumed a Laplace transformation for going from the spectral
function to the Euclidean correlator and a special, Gaussian parametrization of
the finite spectral width of the state. The stability of the results under changes of
both assumptions remains to be investigated but should not pose any problems.
3.2 Correlation Matrix Method
The last section 3.1 discussed how to extract some spectral information from a
single correlator in a channel of a given set of quantum numbers. This way one can
rather reliably extract information on the lowest energy state in that channel using
the effective mass. This section expands that discussion to the case of multiple
correlators corresponding all to a single channel.
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3.2.1 Defining the Problem
In lattice QCD there are different operators Oi with the same quantum numbers
and different overlap with physical states which are the energy eigenstates. From
the lattice one can get expectation values of correlators Cij(τ) of these operators
Cij(τ) = 〈Oi|e−Hˆτ |Oj〉 (3.16)
where i, j ∈ {1, 2, ..., nC}, τ ∈ {a, 2a, ..., nta} is the Euclidean time, Hˆ is the
Hamiltonian, |Oj〉 = Oˆj|0〉, and |0〉 the vacuum state.2 C is called the correlation
matrix, hence the name Correlation Matrix Method (CMM) (also called ”Varia-
tional Method”). One can write Cij(τ) also in spectral representation by inserting
an orthogonal basis of energy eigenstates I = ∑nEn=1 |n〉〈n| with Hˆ|n〉 = En|n〉
Cij(τ) =
nE∑
n=1
M †inMnje−Enτ (3.17)
with the matrix elements Mni = 〈n|Oi〉. One wants to extract the energies and the
matrix elements from C as they correspond more directly to physical information
than the correlation matrix. In principle one can already extract this information
from one correlator Cii(τ) via multi parameter fits to the correlator or the Max-
imum Entropy Method (MEM) of section 3.3. However, these methods usually
have a good grasp on the ground state, but an increasing error in the analysis
of excited states. CMM accesses a matrix of correlator data instead of a scalar,
thus uses more information, and tends to give better results in particular for the
excited states.
3.2.2 The Generalized Eigenvalue Problem
A particularly elegant way to extract the energies is the solution of the generalized
eigenvalue problem (GEP) [59]
C(τ)vn = C(τ0)vnλn (3.18)
with generalized eigenvectors vn and generalized eigenvalues λn. For the case
nE = nO with linearly independent |Oi〉 one can construct an orthogonal basis
|O˜i〉 = ∑j ωij|Oj〉 from the |Oi〉, e.g. by the Gram-Schmidt process. By inserting
the spectral decomposition one can then show that (vn)k =
∑
ij ω
†
kjωjiM
†
in defines
a generalized eigenvector with the eigenvalue λn = e−En(τ−τ0). This is a remarkable
2This relation is valid for the zero temperature case. For non-zero temperature the exponential
has to be replaced by the finite temperature analogon according to section 2.1.4.
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result as it delivers the information on all states already using only the information
at two arbitrarily chosen times τ and τ0. In contrast, in the effective mass analysis
of the last section 3.1 one has to examine the infinite Euclidean time limit just to
access the ground state without any information on excited states.
For nE > nO one still gets the same results but this time again only in the
limit of infinite Euclidean times with exponentially small corrections. For the case
where nE < nO the |Oi〉 are obviously not linearly independent any more and the
GEP is in principle not suited any more. One might argue that in practical lattice
calculations the number of energies or physical states is much larger than any
number of operators which one can measure on the lattice in a limited (or even
finite) amount of time. However, due to the Euclidean nature of the correlators,
the effect of states with very high energy decays exponentially fast in Euclidean
time. Therefore one is left to deal with the information of very few ”rather”
low energy states after very little Euclidean time. To be able to still use the
GEP, one is effectively forced to reduce the set of considered operators up to
the point where nE,effective = nO. Otherwise one has to deal with the effect of
”increasing numerical noise” [25, 26, 78]. However, that reduces the information
available to the analysis and thus the quality of the reconstructed energies and
matrix elements. Therefore it is desirable to modify the method in such a way
that additional linearly dependent operators can be included as they increase the
information for the analysis and thereby should have a stabilizing effect on the
results.
To test the GEP some numerical experiments with mock data have been con-
ducted. The data is produced with Equ. (3.17) and nE = 4, E1 = 0.1, E2 = 0.3,
E3 = 0.6, E4 = 1.0, and M filled with uniform random numbers between −1
and 1.3 Fig. 3.4 gives an example of the resulting effective masses mi,eff (t) =
log(λi(t)/λi(t+1)) for the cases where nE > nO = 3, nE = nO, and nE < nO = 10.
The reconstructed higher energies break off at some τ because of the numerical
error introduced by computing in finite numerical precision (machine precision).
One can see both the exponentially vanishing correction to the effective masses
for nE > nO and the ”increasing numerical noise” for nE < nO.
As there is a continuum of physical states in continuum theory one might expect
a similar phenomenon on the lattice. To see its effect on the solution of the
GEP, an additional continuum term is introduced in the mock data. The spectral
function of the continuum contribution, i.e. its inverse Laplace transformation,
is for mesonic correlators of the form ω2 with ω being the energy of the state.
3If not stated otherwise, all quantities with non-zero dimension are given in lattice units in
this section.
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Figure 3.4: Examples of the effective masses for the GEP for nE > nO = 3 (a),
nE = nO (b), and nE < nO = 10 (c).
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Figure 3.5: Examples of the effective masses for the GEP with continuum contri-
bution.
As the Laplace transformation and the sum in Equ. (3.17) are linear, one can
simply add the continuum contribution which is then
∫∞
0 dωe
−ωτω2 ∝ τ−3. In all
other respects the continuum is treated like an additional energy eigenstate, i.e.
its coupling to the operators is given by another set of random numbers which
basically leads to an additional row in M . Of course the continuum contribution
has to be normalized with some factor N to adjust its effect to that of a discrete
energy eigenstate. The resulting mock data is then defined by
Ccontij (τ) = Cij(τ) +M †icMcj
N
τ 3
(3.19)
with N = 0.01. The effective masses from the GEP with nO = nE + 1 = 5 are
plotted in Fig. 3.5. The continuum contribution indeed adds another state with
Euclidean time dependent effective mass. Like in section 3.1 this dependence is
given by (1 + n)/τ , with n being the exponent of the continuum parametrization,
here n = 2.
Also in section 3.1, the effect of Gaussian broadened states on the effective mass
was investigated. It led to an approximately linear dependence of the effective
mass on the Euclidean time. To represent this in the mock data, the spectral
representation was changed to an integral representation
Cgaussij (τ) =
∫ ∞
0
dω
nE∑
n,m=1
M †in
e
− (−En+ω)2
2σ2n√
2piσn

1
2
e−ωτ
e
− (−Em+ω)2
2σ2m√
2piσm

1
2
Mmj (3.20)
where σn = 0.1En is chosen. To be entirely consistent, one has to remark that
the normalization of M is different in Cgauss than in C and Ccont to account for
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Figure 3.6: Examples of the effective masses for the GEP with Gaussian broadened
states (a) with widths of a tenth of the mass of the state and (b) like (a) but with
the width of the third state doubled.
the additional integration. For evaluations the integral is approximated by a sum.
The result of the GEP is shown in Fig. 3.6. The approximately linear behaviour
which was expected from section 3.1 is clearly visible. Also given in Fig. 3.6 is
the case where σ3 is doubled and all the other parameters are unchanged. At
Euclidean times, where two effective masses of the broadened states are nearly
identical, there is a deviation from the approximate linear behaviour.
In numerical lattice studies the main problem is of course the error of the data
points which is much larger than the 10−16 resulting from the limited machine
precision. Therefore also the stability of the GEP with respect to the addition
of Gaussian noise to the data is investigated. Following [9] the variance of the
noise is chosen as σij(τ) = bCij(τ)τ with the real parameter b controlling the noise
level. Fig. 3.7 shows the resulting effective masses for different values of b. One
can see that with increasing noise level the length of the plateaus in the effective
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energy decreases. As mentioned earlier it would be desirable to find a more stable
reconstruction which yields longer plateaus, e.g. by a method which uses more
data from linear dependent operators.
3.2.3 Different Approaches
Already [59] states that also the solution of the ordinary eigenvalue problem (EP)
C(τ)vn = vnλn (3.21)
gives eigenvalues which are proportional to e−Enτ for large Euclidean times with
exponentially small corrections. Actually this is a quite general phenomenon for
triangular matrix decompositions of C(τ). The eigenvalue problems can also be
rewritten as matrix decompositions of C(τ). For the LU decomposition
C(τ) = L(τ)U(τ) (3.22)
with the lower triangular matrix L(τ) and the upper triangular matrix U(τ) and L
having only the value 1 on its diagonal, the effective masses of the diagonal of U(τ)
give the correct result for large Euclidean times. In the Choleski decomposition
C(τ) = L(τ)L(τ)† (3.23)
with the lower triangular matrix L(τ) the square of the diagonal of L(τ) gives the
correct effective masses for large τ . In case of the QR decomposition
C(τ) = Q(τ)R(τ) (3.24)
with the unitary matrix Q(τ) and the upper triangular matrix R(τ), the diagonal
of R(τ) contains the same information. The same is true for the singular values
σn(τ) of the Singular Value Decomposition (SVD)
C(τ) = U(τ)Σ(τ)V †(τ) (3.25)
with unitary U(τ) and V (τ) and the diagonal matrix Σ(τ) of the σn(τ).4
Examples of the reconstruction of the same mock data (nE = nO = 4) with
these methods are given in Fig. 3.8. All methods can in principle resolve the
states and show some (exponential) decay to the correct splitting. The data for
the Choleski decomposition is not shown as it is only stable for small times where
4”SVD” in this context generally means ”Compact SVD”, i.e. a decomposition where Σ(τ)
is a k × k diagonal matrix and U(τ) and V (τ) are nO × k matrices with k the rank of C(τ).
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Figure 3.7: Examples of the effective masses for the GEP with Gaussian noise on
discrete states for different noise levels b. The last reconstruction with b = 10−20
is a reference reconstruction with noise below machine precision.
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Figure 3.8: Examples of the effective masses for different matrix decompositions.
the correlation matrix is ”positive definite enough” for a numeric decomposition in
machine precision. The used SVD implementation seems to be able to detect quite
well when a singular value is consistent with zero for a given accuracy. Therefore
it gives a clear cutoff in the effective masses. But none of the methods seems to
give an improvement over the GEP at this point.
To examine the performance of the methods for linear dependent operators, the
results of experiments with 4 = nE < nO = 10 are given in Fig. 3.9. The GEP
seems to have problems with the linear dependent operators, the others are rather
stable.
For normal, positive semi-definite matrices SVD is identical to EP. For matrices
without full rank SVD finds an ”optimal” subspace with orthogonal basis built
from the linear dependent columns. Therefore SVD and its relative, the ordinary
EP, are good candidates for a more stable improvement of the GEP. However,
they lack the property to reconstruct the effective masses also at small Euclidean
times. An optimal solution would combine both characteristics.
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Figure 3.9: Examples of the effective masses for different matrix decompositions
and more operators than states.
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3.2.4 Modification of the GEP
As mentioned earlier, the GEP in Equ. (3.18) can be rewritten as a matrix de-
composition
C(τ) = C(τ0)vΛv† (3.26)
with v = (v1|...|vn) the orthonormal basis of eigenvectors and Λ the diagonal
matrix consisting of generalized eigenvalues. This is of course equivalent to an
ordinary eigenvalue problem
C˜(τ0, τ) = vΛv† (3.27)
with C˜(τ0, τ) = C(τ0)−1C(τ). This is exactly where the problems with linearly
dependent operators come in: C(τ0) is no longer invertible as it does not have the
full rank. The numerical inversion of such a matrix introduces large numerical
errors. Therefore an alternative to the ordinary matrix inversion is needed. With
the help of the SVD of C(τ0)
C(τ0) = U(τ0)Σ(τ0)V †(τ0) (3.28)
it is possible to construct such a pseudo inverse
PI(τ0) = V (τ0)Σ(τ0)−1U †(τ0). (3.29)
This pseudo inverse always exists and is equal to the ordinary inverse for invertible
matrices. Furthermore, by performing the inversion via the SVD one can cut the
singular value spectrum off at some limit to get rid of small singular values which
only come from numerical errors or noise in the data (”truncated SVD”). If one
chooses the cutoff so large that only one singular value remains, the pseudo inverse
is proportional to the identity, because C(τ0) is normal and positive definite enough
for U ≈ V and U, V are unitary. Then the pseudo inverse method is equivalent to
solving the ordinary EP. If one chooses a very low cutoff, the pseudo inverse is the
actual inverse for linearly independent operators and the method is equivalent to
solving the GEP. Given a noisy correlation matrix C, one should be able to find
the clearest signal by tuning the cutoff.
Using the pseudo inverse one still has to solve a nO dimensional EP. But the
(truncated) SVD already defines a maximum number of states taken into account
for a small τ0. All Euclidean times τ > τ0 provide less information on the excited
states and the number of contributing states is at most the number at the time
τ0. The other reconstructed eigenvalues will only correspond to noise. Therefore
59
one can also reformulate the problem as an eigenvalue problem with a size equal
to the number k of considered singular values at time τ0
C¯(τ0, τ) = v¯Λ¯v¯† (3.30)
with the k×k matrices v¯ and C¯(τ0, τ) = Σ(τ0)−1U †(τ0)C(τ)V (τ0), and the diagonal
matrix of eigenvalues Λ¯.
This modified procedure, call it ”Singular Decomposed General Eigenvalue
Problem” (SDGEP), should now combine the good properties of all methods:
• good state resolution for small Euclidean times τ (from GEP)
• good stability also for a larger set of linear dependent operators (e.g. EP,
QR, SVD)
• possibility to restrict the noise in the analysis by a cutoff in the spectrum of
singular values (SVD).
Also, due to the SVD there is the potential for reducing the computational effort
for an analysis, because the SVD reduces the size of the eigenvalue problem which
has to be solved for all Euclidean times. This is a convenient property, even
though computational cost is not the limiting factor for this part of the analysis.
The expected tolerance with respect to linear dependent operators should then
open a new direction for the application of the ”law of large numbers” to reduce
the error of lattice results by including more operators with the same quantum
numbers without the effect of ”increasing numerical noise”.
To see the relative performance of the GEP, the EP, and the new SDGEP under
quasi real conditions, another two sets of numerical tests were performed. In the
first set again nE = nO = 4 was chosen and in the second set 4 = nE < nO = 10.
Both sets have Gaussian noise in the mock data. The cutoff for the singular values
in the new method is given relative to the largest singular value. The results of the
first set are shown in Fig. 3.10. One can see that the GEP shows the characteristic
good behaviour for small Euclidean times whereas the EP is more stable for larger
Euclidean times. The new SDGEP method gives somewhat intermediate results
for the chosen cutoffs.
The second set is presented in Fig. 3.11. The GEP was not able to cope with the
linear dependent operators and is therefore excluded from this presentation. The
EP and the new method both show the good behaviour for large times. However,
the new method does also show the elimination of the exponential corrections to
the effective mass for small Euclidean times like the GEP. Because the second
data set is bigger, i.e. the number of operators is larger, the fluctuations of the
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Figure 3.10: Examples of the effective masses for nE = nO = 4 at a noise level
b = 10−3.
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Figure 3.11: Examples of the effective masses for 4 = nE < nO = 10 at a Gaussian
noise level b = 10−3 for EP and SDGEP. The SDGEP singular value spectrum
was cut off at 10−2.
reconstructions are smaller than for the first set. There is no sign of the ”increasing
numerical noise” by including a larger number of sources. This is valid even for
the case of 100 operators which is not shown in the plot.
3.2.5 SDGEP Performance
In order to test the ability to resolve excited states, the lengths of the plateaus in
the effective mass in Euclidean time are studied. The length of a plateau Lp is
defined as the maximum number of points in Euclidean time for which the value of
the effective mass does not differ from the true value of the mass of the state in the
mock data by more than 5% for every point in Euclidean time smaller than or equal
to Lp. For the tests mock data with four states of the energies {0.1, 0.3, 0.6, 1.0}
are used. The singular value spectrum is cut at the fourth value.
Fig. 3.12 gives the length of the plateau. The graphs are in essence shifted in
direction of higher noise by adding additional linear dependent operators. That
is expected since the amount of information is increasing with the number of
operators. This indicates that using more linear dependent operators makes the
analysis more tolerant against noise. The graph for nO = 64 is added to the plot
in order to show that the method is stable for very large numbers of operators.
There is no sign of increasing numerical noise, which means that one can – without
problems – use more operators than resolvable physical states in the analysis.
Naively, the gain in performance is expected to scale with the square root of
the number of operators when their statistical noise is uncorrelated. The com-
putational cost to calculate a cross correlation matrix scales with the square of
the number of operators, which would render the additional operators quite ex-
pensive. But as the additional operators involve different linear combinations of
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Figure 3.12: Length of the plateau Lp in the effective energy for the four states in
dependence of the noise level b for different choices of nO. For this plot 100 random
couplings of the operators to the states have been used and also 100 realizations
of the noise on the data for each coupling.
the eigenstates, they are of more use than just reducing the statistical fluctua-
tions: They stabilize the generalized eigenvalue problem by spanning the operator
space in a more stable way. This effect is seen to be stronger for smaller numbers
of operators, as then the additional operators indeed contribute additional linear
combinations which are not yet similarly realized in the previous set of operators.
This is especially true for the randomly chosen overlaps in this example. The
effect is also stronger for the states with higher energy, as their reconstruction
depends heavily on the performance of the generalized eigenvalue problem and a
stable spanning of the operator space.
Fig. 3.13 shows the maximum tolerable noise level in dependence of the number
of operators nO for every state separately. The effects described above lead here
to an increase in performance, i.e. tolerance to noise in the reconstruction of the
highest energy state, of one order of magnitude already with a moderate increase
in nO, e.g. from 4 to 8, where the cost for the calculation of the matrix only
increases by a factor of 4.
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Figure 3.13: Maximum tolerable error level b to get a plateau of length 8. For this
plot 100 random couplings of the operators to the states have been used and also
100 realizations of the noise on the data for each coupling.
To check whether the gain in performance is only achieved due to a systematic
effect in the choice of the random weights with which the operators couple to
the states, the tests have been performed again with the nO dimensional weight
vectors randomly distributed on the nO − 1 unit sphere. The results of this test
are given in Figs. 3.14 and 3.15. They are essentially unchanged. This shows the
stability of the gain of the method with respect to changes in the random choice
of the operators.
3.2.6 Summary
This section presented the Correlation Matrix Method or Variational Method. It
showed that the behaviour of the effective masses for the different energy eigen-
states is the same as the one given in section 3.1 for Gaussian broadened states
and a continuum contribution. Therefore, it should in principle be possible to
determine not only the mass but also the width of states from the variational
analysis. Additionally a modification of the standard algorithm, the solution of a
generalized eigenvalue problem, is proposed which is free of numerical instabilities
which show up when the number of correlators becomes too large. This makes
it possible to include an arbitrarily large number of operators in the correlation
matrix to make the analysis significantly more stable. For the mock data, this
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Figure 3.14: Same as Fig. 3.12 but for weight vectors randomly picked from the
unit sphere.
leads to an increased tolerance to noise of about an order of magnitude compared
to the standard generalized eigenvalue problem.
3.3 Maximum Entropy Method
The last sections introduced methods for reconstructing the spectral information
of a discrete set of states. This section will take a different approach to reconstruct
a full continuous spectral function5 which is, in principle, completely unrestricted.
This spectral function could directly give a lot of physically interesting quantities
like masses and widths of states, transport properties at low energies, and the
continuous spectrum of scattering states at high energies.
5On the lattice the precise meaning of a continuous spectral function reconstructed from finite
volume lattice data is not completely clear as is noted e.g. in [78]. They prefer to reconstruct a
discrete spectral function for the lattice using the variational method.
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Figure 3.15: Same as Fig. 3.13 but for weight vectors randomly picked from the
unit sphere.
3.3.1 General
The task of the Maximum Entropy Method (MEM) is to directly reconstruct the
spectral function introduced in section 2.1.4, e.g. Equ. (2.39). This short general
introduction is mainly based on [9, 53, 64]. Throughout this section the spectral
representation is given in the following notation
C(τ) =
∫ ∞
0
dωA(ω)K(τ, ω) (3.31)
with the Euclidean correlator C, the spectral function A, and the integral kernel
K. The covariance matrix of the correlator measurements C(τi) is Σij.
The problem in reconstructing an unrestricted continuous spectral function from
lattice data is that one does not get an analytic function for the correlators as a
result of lattice simulations. Therefore one cannot perform the transformation to
the spectral functions exactly, i.e. the inversion of Equ. (3.31). All one gets from
the lattice, is a limited set of noisy data for the correlator, usually Nτ ∼ O(10)
points. From this data one wants to reconstruct an approximately continuous
spectral function, which might need Nω ∼ O(1000) points. If no additional in-
formation is available, the minimization of its χ2 is an ill defined problem. With
CA being defined via Equ. (3.31), for some candidate spectral function A the χ2
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reads
χ2 =
Nτ∑
i,j
(C(τi)− CA(τi))Σ−1ij (C(τj)− CA(τj)). (3.32)
MEM uses additional information in a form which is quantifiable with Bayesian
inference theory, namely prior knowledge about the spectral function, like its pos-
itivity, and introduces an additional term in the process of reconstruction: The
Shannon-Jaynes Entropy
S =
Nω∑
l=1
(
A(ωl)−m(ωl)− A(ωl) log
(
A(ωl)
m(ωl)
))
. (3.33)
This term tends to fit the reconstruction to a default model m which is also part
of the prior knowledge. This default model usually describes the high energy limit
of the spectral function which is known from perturbation theory or the dimen-
sion of the correlator under consideration. This additional information stabilizes
the reconstruction of the spectral function. MEM finds the most likely spectral
function and returns it as unique result by minimizing −Q := 12χ2 − αS with a
positive relative weight α.
The standard algorithm to solve this minimization problem is called ”Bryan’s
Method”. It relies on the singular value decomposition of the kernel
K = V ΞU t (3.34)
to reformulate the Nω dimensional minimization problem into a Nτ dimensional
minimization problem with the new minimization variables
bi =
Nω∑
l
A(ωl)Uli. (3.35)
This results in a huge speed-up of the analysis and also reduces the potential for
numerical errors.
An alternative algorithm was introduced in [53], which also restricts the problem
to a Nτ dimensional subspace but works without singular value decomposition.
Additionally it also eliminates the need to invert the covariance matrix, which is
in most cases for real data not well conditioned. This makes the method cheaper
and more stable against numerical errors. For this method one defines a new
minimization variable
si = − 1
α
Nτ∑
j
Σ−1ij (CA(τj)− C(τj)). (3.36)
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Then the minimization of −Q can be rewritten as a minimization of
U = α2
Nτ∑
i,j
siΣijsj +
Nω∑
l
A(ωl)−
Nτ∑
i
C(τi)si. (3.37)
There is some arbitrariness in defining the objective functions for the minimiza-
tion −Q and U , which is the relative weight α between the two components. This
can be eliminated by marginalizing over α. The remaining arbitrariness is then in
the choice of the default model m.
3.3.2 Generic Default Model
The most common choice for the default model m is the asymptotic behaviour of
the correlator for high energies
m(ω) = m0ωn, (3.38)
where m0 is dimensionless and n is then fixed by the dimension of the correlator.
For mesonic correlators n = 2, for baryonic correlators n = 5, and for correlators
of the energy momentum tensor n = 4.
The parameter m0 can be determined, at least for point-to-point correlators,
from perturbative QCD calculations as it describes the limiting behaviour of the
theory for large energies where asymptotic freedom reigns and the coupling is
small. This calculation has to be redone for every considered channel and every
source and sink type as they change the high energy contributions of the correlator.
This is clearly not a situation which is favourable for fast, stable, and, if possible,
automatic analyses. Here a method is proposed how to estimate this parameter for
a given lattice measurement of a correlator. As the features of the reconstructed
spectral function should, for a sufficiently precise measurement of the correlator,
not depend on the precise value of m0, an estimate of the order of magnitude is
sufficient.
High energy contributions of the spectral function correspond to small Euclidean
time distances of the Euclidean correlator. In this regime all finite temperature
kernels reduce to the zero temperature Laplace kernel e−ωτ . The Laplace trans-
formation of the standard default model of Equ. (3.38) gives
Cm(τ)
τ→0≈ m0 n!
τn+1
. (3.39)
Depending on the expected size of lattice spacing errors, one can then evaluate this
relation for small τ , e.g. τ = 2 and one can use m0 ≈ C(2)2n+1/n! to determine
the default model parameter m0 for MEM.
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3.3.3 Modified MEM Kernels
Small Frequency Modifications
The standard finite temperature integral kernel is given in Equs. (2.39) and (2.96)
and reproduced here for convenience
KT (τ, ω) =
cosh(ω(τ − 1/(2T )))
sinh(ω/(2T )) . (3.40)
It is a very important integral kernel, as it is the one used e.g. in the reconstruction
of transport properties from correlators of the energy momentum tensor. It is
also used in the reconstruction of spectral functions of finite temperature mesonic
correlators to study the melting of quarkonia in heavy ion collisions.
As [4] pointed out, the divergence of KT (τ, ω) ≈ 2T/ω for small ω leads to
numerical problems in the MEM reconstruction for small ω. Their solution was to
use a freedom of the defining Equ. (3.31) to redefine the kernel and the spectral
function by an arbitrary function q(ω). This results in the relations
C(τ) =
∫ ∞
0
dωK¯T (τ, ω)A¯(ω), (3.41)
K¯T (τ, ω) =q(ω)KT (τ, ω), (3.42)
A¯(ω) =q(ω)−1A(ω). (3.43)
[4] chooses
q(ω) = ω2T (3.44)
to cancel the divergence of the kernel at ω = 0. But every q with that limit for
small ω can do that, so that there still remains some freedom. It was noted in [37]
that one can use this remaining freedom to normalize the kernel in τ , i.e. to make∑nt−1
τ=0 K¯(τ, ω) = 1, by choosing
q(ω) = tanh
(1
2ω
)
. (3.45)
This choice does not change the kernel for large ω and leads to commuting limits
of nt →∞ and ω → 0. This modification allows to reconstruct spectral functions
for small frequencies more reliable.
Partial Integration
As stated above, there is always some uncertainty in choosing parameters of MEM
like the default model. It is usually taken to represent the dimensionality of the
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operator under consideration and is therefore a power law. But in lattice QCD
there always is a cutoff at some energy above which there are no states left and the
spectral function therefore is zero. It would be desirable to be able to implement
this in the reconstruction scheme and in the choice of the default model. On the
other hand, to reconstruct transport properties, it would be desirable to have a
scheme, where the derivative of the spectral function with respect to frequency
is directly reconstructed. This would have the advantage that one could get rid
of some systematic uncertainties and background in the reconstruction without
the intermediate step of the spectral function itself. In the following, schemes are
proposed to achieve all that by partial integration of the defining Equ. (3.40).
Let f (i) denote the i-th derivative of f with respect to ω and correspondingly
f (−i) the i-th indefinite integral of f . Then from Equ. (3.40) one gets by partial
integration
C(τ) =
∫ ∞
0
dωK(τ, ω)A(ω)
=K(−1)(τ, ω)A(ω)|∞ω=0 −
∫ ∞
0
dωK(−1)(τ, ω)A(1)(ω)
=−
∫ ∞
0
dωK(−1)(τ, ω)A(1)(ω). (3.46)
In the last step the boundary term vanishes, because A(∞) = 0 due to the lattice
cutoff and one can define K(−1)(τ, ω) =
∫ ω
0 dω
′K(τ, ω′) which leads to K(−1)(τ, 0) =
0. Now Equ. (3.46) is of the same form as Equ. (3.40) except that one can
reconstruct the slope of A directly.
Even though Equ. (3.46) looks just like the original integral equation with
different kernel, one important feature is missing: While the spectral function A
is positive semi-definite, its derivative A(1) is not. That makes it impossible to
use the same definition of the entropy term with A replaced by A(1). Therefore
one has to modify the standard MEM and use different techniques to solve this
problem. A possible modification could be to integrate A(1) up numerically and
then to use the standard entropy term. It might also be sufficient to use the
absolute value of A(1) in the entropy term to make it well defined. Alternatively
one can shift A(1) before reconstruction by some finite positive value, perform the
standard reconstruction and shift it back afterwards.
Analogously one gets
C(τ) =
∫ ∞
0
dωK(τ, ω)A(ω)
=K(τ, ω)A(−1)(ω)|∞ω=0 −
∫ ∞
0
dωK(1)(τ, ω)A(−1)(ω)
=−
∫ ∞
0
dωK(1)(τ, ω)A(−1)(ω) (3.47)
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using A(−1)(ω) =
∫ ω
0 dω
′A(ω′) and therefore A(−1)(0) = 0 and that most kernels
and their derivatives fall off exponentially for large ω and τ 6= 0. If A is positive
semi-definite, then A(−1) has the same property for ω > 0 and one can use the
standard techniques for MEM. Given a measurement of the lattice correlator,
the default model for this reconstruction can be reliably determined as it is the
constant defined by the total integrated spectral weight of the correlator.
As the reformulated problems reconstruct a completely different function, using
these modified kernels could also help to estimate systematic errors in the standard
MEM.
3.3.4 Extensions using Multiple Operators
Apart from modifying the integral kernel to improve the sensitivity to specific as-
pects of the spectral function, it was also proposed to include different operators
in the MEM analysis to improve the total sensitivity. If one uses nO different cor-
relators or operators, in principle on has to solve nO independent MEM problems,
one for each index j of the operator
Cj(τi) =
∫ ∞
0
dωAj(ω)K(τi, ω). (3.48)
This is just the result of correlators Cj corresponding to different operators having
different spectral representations Aj. This means that the amount of data per
degree of freedom in the reconstruction is independent of the number of correlators
included.
Extended MEM
A workaround for this problem was proposed recently in reference [51]. In this
proposal the fact is used that the correlators not only give additional points in the
data vector, but also in the (extended) covariance matrix. For the same lattice
gauge configurations different correlators (e.g. for different momenta) are corre-
lated much like the different Euclidean time points in the same correlator. There-
fore a correlator of an operator carries information on the error of the correlator
of a different operator and its spectral function. Additionally by including these
measurements for the correlated error, the error on quantities like the difference
of two spectral functions is greatly reduced.
This extension is implemented by considering Cj(τi) as a single vector of the
joint index (ij) in the calculation of the χ2. For the example of two operators this
results in the objective function 12χ
2(A1, A2)−α1S(A1)−α2S(A2) to be minimized
with respect to the spectral functions of both correlators A1 and A2. α1 and α2
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ns nt β Nstout ρstout ξg Nconfig
20 90 5.05 6 0.125 2.7 159
Table 3.1: Parameters of the quenched ensemble used for tests of MEM.
can in principle differ and should be marginalized over separately. In current
analyses [51] the coefficients are set to be equal. This can be justified because the
considered correlators have been chosen to be the same apart from the projection
on different momenta.
Combination with Correlation Matrix Method
The ”Extended MEM” of the last section used the correlation of the error of
correlators of different operators to get rid of parts of the correlated errors. It
is also possible to use the cross-correlation of different operators directly to also
reduce the non-correlated parts of the errors and to gain information in addition
to the spectral function.
In section 3.2 a method was described, which uses the information of a cross-
correlation matrix of different operators to disentangle the contributions of differ-
ent states from the correlator. This can be used to get the overlap of the operators
with the physical states using the generalized eigenvectors and to construct a set
of ”optimal” operators, which have mainly overlap with one physical state.
The corresponding weights can also be used to construct the correlator corre-
sponding mainly to one of the states. These correlators are proportional to the
generalized eigenvalues and they can then be used in separate standard MEM
analyses. Afterwards the generalized eigenvectors may be used to reconstruct a
single properly normalized spectral function.
This procedure was tested on a small ensemble of quenched anisotropic configu-
rations. The parameters of the data set are given in Tab. 3.1. An example of the
potential benefit of the method, some reconstructions are given in Fig. 3.16. The
different correlators used for the cross correlation matrix are pseudoscalar corre-
lators with differently smeared sources and sinks. One can clearly see that in this
special case the combined CMM and MEM could identify the four contributions
at the correct energies which are all seen in CMM alone. This is in clear contrast
to the pure MEM case where the reconstructed spectral function wrongly suggests
three contributions.
Unfortunately this enhancement of the state resolution of the combined CMM
and MEM is strongly dependent on the choice of parameters in the MEM part,
e.g. the choice of the default model. This makes it necessary to tune the MEM
reconstruction to the point where it is consistent with CMM. But then the re-
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Figure 3.16: Analysis of the pseudoscalar channel of quenched test data (a) with
the standard CMM, (b) with the standard MEM, (c) with CMM and MEM com-
bined. The MEM reconstructions are performed at fixed α = 0.001 and m0 = 1.
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constructed spectral function does not contain much more information than the
single CMM analysis.
3.3.5 Summary
This section presented the Maximum Entropy Method, some extensions and pro-
posed a few modifications, which can improve the stability and usability of MEM.
Given good data with small errors, MEM can reconstruct some features of the
spectral function quite reliably, like the position and area of the ground state peak.
It seems also possible to extend MEM to excited states analysis by combining it
with the variational method. However, MEM is seen to be strongly dependent on
input parameters like the choice of the default model especially when the errors
on the correlators are sizeable. Therefore MEM is not used in the remainder of
the thesis.
3.4 Spectral Fit
In the sections 3.3 and 3.2 two methods were introduced which can be used to
access information on the spectral function which is encoded in Euclidean corre-
lators. Among these methods MEM has a strong link to standard χ2 fits. There
are cases when MEM is not the optimal way to get the spectral function and a
plain fit performs better. These cases include the setting where systematic errors
in MEM make it difficult to access the specific piece of information, which one is
interested in. MEM is also not the best option for the case when one has a strong
prior knowledge of the shape of the spectral function. This section will introduce
general and specialized χ2 fits for estimating parameters of the spectral function.
The basis for the discussion is again the spectral representation of an Euclidean
correlator in the form of Equ. (2.39), reproduced here for convenience
C(τ) =
∫ ∞
0
dωK(τ, ω)A(ω), (3.49)
with some (finite temperature) integral kernel K.
3.4.1 Least Squares Fit
General
The method of least squares is a prescription to find good estimates for parameters
θ of a model given data [71]. The model is generally a parametrization of the
spectral function A in Equ. (3.49). The method then consists in minimizing the
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sum of squares
χ2(θ) =
∑
i
(Ci − Cθ(τi))2
σ2i
, (3.50)
where Ci and σi are the measured value and standard error of the correlator at
Euclidean time τi, and Cθ(τi) is the prediction of the model for Euclidean time τi
and the parameters θ.6 The parameters at the minimum of χ2 then give the least
squares estimates for the model parameters.
For Gaussian distributed data this minimization of the χ2 is equivalent to the
Maximum Likelihood method. Likelihood is defined via the conditional probability
P (D|θ) for measuring the data D if the model with the parameters θ is realized.
The data D contains the measured value Ci and standard error σi. The likelihood
is the conditional probability P (D|θ) regarded as a function of the model θ
L(θ) := P (D|θ). (3.51)
Under the assumption of a realization of θ, Gaussian distributed data are defined
by the conditional probability
P (D|θ) ∝ exp
(
−12
∑
i
(Ci − Cθ(τi))2
σ2i
)
(3.52)
= exp
(
−12χ
2(θ)
)
. (3.53)
Then
χ2(θ) ∝ −2 log(L(θ)) (3.54)
and the minimization of the sum of squares χ2(θ) is equivalent to the maximization
of the likelihood L(θ).
If the number of measurements is sufficiently large, one can always assume a
Gaussian distribution of the data due to the central limit theorem. Then the χ2 for
the ”correct” model follows a χ2 distribution with the number of degrees of freedom
DOF equal the number of measurements minus the number of fitted parameters.
This χ2 distribution has the number of degrees of freedom as expectation value.
Therefore one can use the value at the minimum of χ2 divided by DOF as a
measure of the goodness-of-fit.
6Least square fits are of course not restricted to Euclidean correlators. Therefore, what is
labelled here as ”Euclidean time” τi can also be a spatial lattice momentum like in sections
4.2.3 and 4.2.2, some combined data point index construction like in section 4.2.1, or some other
completely general data label.
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Correlated Fit
As correlators in lattice QCD are usually strongly correlated between different
points in Euclidean time, the measured values Ci and their standard error σi are
not a complete description of the data. One has to incorporate additionally the
information in the covariance matrix Σij in the fit. This results in one single
change: The introduction of the inverse covariance matrix Σ−1 in the fit Equ.
(3.50)
χ2(θ) =
∑
i,j
(Ci − Cθ(τi))Σ−1ij (Cj − Cθ(τj)). (3.55)
If the covariance matrix is known exactly, this is not a problem at all. But
usually this matrix has to be estimated from the data. In some cases the resulting
matrix is singular and one cannot invert it, in particular for small data sets. Even
if it is non-singular but numerically close to singular, one often cannot invert
the matrix to sufficient precision, such that the inversion introduces artefacts. In
order not to fall back to uncorrelated fits, several methods have been proposed
to circumvent this problem, e.g. modelling of the covariance and smearing of the
eigenvalues of the covariance matrix [71, 94]. A new general method to deal with
numerically singular covariance matrices is presented in section 3.6.2.
3.4.2 Differentially Smeared Fit
The preceding section contained a quite general presentation of the least squares
fitting procedure. This section specializes on the specific problem of the recon-
struction of spectral functions from finite temperature lattice data. The picture in
this context is the following: One wishes to measure a physical spectral function,
which is encoded somehow in the lattice configurations. The only currently known
technique to do so, is the indirect measurement via an Euclidean correlator, which
is a convolution of the spectral function with the finite temperature kernel, given
in Equ. (3.49).
The finite temperature kernel makes it easy to extract some information about
the spectral function, like a sharp low energy peak from the ground state. Other
features like excited states, continuum contributions, or transport properties are
much more difficult to extract. Excited state contributions for example decay
much faster than the ground state and are thus hidden under the ground state
contribution for large Euclidean times. The transport properties are also difficult
to extract, as they are partially ”projected away” by the kernel in leading order,
as explained in section 2.2.4, and usually have a lower spectral weight than all the
possible bound states and continuum contributions.
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All these problems come from the fact that there is only one kernel with which
one can fold the spectral function for measurement. If there were more kernels
with different properties, one could perform several measurements which were
sensitive to different parts of the spectral function. Combining the measurements
with the different kernels would then yield a more complete and more accurate
picture of the properties of the spectral function. The task is now to implement a
set of measurements, which behave (approximately) like convoluting the spectral
function in the configurations with a set of different kernels. In the following the
use of smearing techniques will be motivated as a solution to this problem.
Instead of measuring the same spectral function A(ω) with different kernels
Kn(τ, ω), one can also measure a set of spectral functions An(ω) with the same
kernel K(τ, ω) which are related in some known way and depend on the spectral
function of interest A(ω). A possible way to implement this is to consider spectral
functions which are spectrally filtered versions by the action of some weighting
functions An(ω) = wn(ω)A(ω). This is of course equivalent to measuring the
same spectral function convoluted with different kernels
∫ ∞
0
dωK(τ, ω)An(ω) =
∫ ∞
0
dωK(τ, ω)wn(ω)A(ω)
=:
∫ ∞
0
dωKn(τ, ω)A(ω) (3.56)
with the set of kernels Kn(τ, ω) = K(τ, ω)wn(ω). The task is now to find an imple-
mentation of the spectral filter for the correlator measurements and the functional
form of the weights wn(ω). To gain something in the analysis these weights and
in particular their dependence on n should be known. Otherwise one brings more
degrees of freedom into the analysis than additional data points.
Such filters can be lattice smearing procedures, which act as UV filters: They
suppress fluctuations below a certain length scale in position space or equivalently
above a certain energy in momentum space. The Wilson flow as a prominent
smearing prescription has a special advantage as its regulating properties are in
principle accessible analytically. The parameter n then translates to the Wilson
flow time or the number of smearing steps performed before measuring a correlator.
As can be seen below, the exact form is not important for some low energy
applications at the current level of accuracy of the data; the position of the cutoff
is more important and that is known. As an ansatz for the cutoff one can then
use any parametrization, as long as one checks the dependence of the result on
the functional form of the cutoff in the end. The variation of the result can then
be included in the systematic error estimate. Possible choices for the form of the
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cutoff include
wstepΩ (ω) =Θ(Ω− ω), (3.57)
wtanh,σΩ (ω) =
1
2
(
1 + tanh
(
Ω− ω
σ
))
, (3.58)
werf,σΩ (ω) =
1
2
(
1 + erf
(
Ω− ω
σ
))
, (3.59)
with the Heaviside step function Θ, the error function erf, and the cutoff scale Ω.
The parameter σ defines the width of the cutoff.
The introduction of the weighting function and different smearings in the same
fit generalizes Equ. (3.49) to
CΩ(τ) =
∫ ∞
0
dωK(τ, ω)wf,σΩ (ω)A(ω), (3.60)
where the superscript f denotes the choice of the functional form of the weight
function.
The general concept of using differently smeared correlators together in the
same analysis to gain spectral information has been used in the CMM analysis
aka Variational Method before. In the way formulated here, one can use it also
in a standard χ2 fit, or in a modified MEM. Both analyses can profit a lot of
the additional data points. Anisotropic lattices are also often used to generate
more data points for Euclidean correlator measurements. But combining different
smearings has some advantages, as it does not require the often expensive tuning
of the anisotropy and yields independent information. It can also be combined
with anisotropic lattices to get even more data points.
3.5 Reconstructed Correlator
The two preceding sections 3.3 and 3.4 presented methods to reconstruct com-
plete spectral functions from measurements of Euclidean correlators. While both
methods are in principle capable of performing such a reconstruction, both also
have their drawbacks: MEM is strongly dependent on the choice of parameters
like the default model and the fits of spectral functions of course depend on the
choice of the ansatz. This section will briefly introduce a method which does not
rely on any choices or assumptions to gain information about the change of the
spectral function with temperature. But the price for that is that the amount of
information gained this way is very limited.
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3.5.1 Concept
The concept of a reconstructed correlator was introduced in references [30, 80]. It
is based on an analysis of the temperature dependence of the finite temperature
spectral representation of Equ. (2.39)
CT (τ) =
∫ ∞
0
dωKT (τ, ω)AT (ω), (3.61)
KT (τ, ω) =
cosh(ω(τ − β/2))
sinh(ωβ/2) . (3.62)
With varying temperature, three things change in this equation:
• It is valid in the temperature dependent domain 0 ≤ τ < β = 1/T .
• The integral kernel KT (τ, ω) is dependent on the temperature T .
• The spectral function AT (ω) is dependent on the temperature T .
From these three points, only the change of the spectral function contains physical
information on the relevant degrees of freedom of the theory in the channel under
consideration. The other two points are due to properties of the kernel and mere
manifestations of the periodicity of the Euclidean time direction at finite temper-
ature and not physically relevant for Minkovski time physics. These two changes
have to be disentangled from the physical change in the spectral function.
This can be done by measuring the Euclidean correlator CT at two different
temperatures T and T ′. The correlators cannot be compared directly, as their
domains of definition are different, and they contain convolutions of the physical
spectral functions with different kernels. By reconstructing the spectral function
AT ′ at the reference temperature and folding it with the kernel KT at the other
temperature, one can define the reconstructed correlator
CrecT ;T ′(τ) :=
∫ ∞
0
dωKT (τ, ω)AT ′(ω). (3.63)
This is directly the correlator at T , as it would look like when the spectral function
at T ′ would be the same as the one at T . All other changes with temperature are
absorbed in the reconstruction with the other kernel. Any statistically significant
deviation from CrecT ;T ′(τ) to CT (τ) therefore has to correspond directly to a change
in the spectral function, i.e. to a difference in the physics at the two temperatures
T and T ′.
A convenient observable to look at is for example the difference or the ratio of
CrecT ;T ′(τ) and CT (τ). Deviations from 0 or 1 can then directly be identified with
changes in the physics. From the value of the Euclidean time τ at which this
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change takes place, one can additionally estimate the energy scale at which the
spectral function changes.
It is also possible to disentangle changes in the spectrum at finite frequency from
zero mode contributions. As zero modes contribute a constant value in Euclidean
time to the correlators, they can be eliminated from the analysis by considering
the difference of adjacent points in time or the mid-point subtracted correlators
[29, 92].
3.5.2 Sum Rules
Conceptually, the analysis using reconstructed correlators is very clean. But before
the correlators can be compared directly, the construction uses a reconstructed
spectral function AT ′(ω) at the reference temperature. This can only be done
using MEM or fits and reintroduces again the systematic errors known from these
methods. Fortunately, the kernel has a property which allows constructing the
reconstructed correlator at selected temperatures using Matsubara sums without
reference to any method for analytical continuation [32, 35, 70].
Using the identity
cosh(ω(τ − β/2)))
sinh(ωβ/2) =
∑
m∈Z
e−ω|τ+βm| (3.64)
one can derive a useful kernel property by reordering the sum
KT (τ, ω) =
∑
m∈Z
e−ω|βm+τ |
=
∑
n∈Z
r−1∑
j=0
e−ω|β(rn+j)+τ |
=
r−1∑
j=0
∑
n∈Z
e−ω|βrn+(τ+jβ)|
=
r−1∑
j=0
KT/r(τ + jβ, ω). (3.65)
This property is valid for r ∈ N and useful for the lattice. For example, for two
simulations with the same lattice spacing and at the temperatures T = rT ′, this
translates directly into equations for the reconstructed correlator
CrecT ;T/r(τ) =
r−1∑
j=0
CT/r(τ + jβ). (3.66)
Using this equation one can evaluate reconstructed correlators and all derived
observables directly without the detour over analytical continuation, which would
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bring in additional systematic uncertainties.
3.5.3 Thermal Moments
The last sections on the reconstructed correlator contained a discussion of a
method which gives some information on the spectral content of finite temper-
ature correlation functions. This method, however, did not try to reconstruct a
full spectral function like MEM and the fits of the preceding sections. This section
follows this line of thought and shortly introduces a method to extract moments
of thermal moments of spectral functions [33, 35, 68].
When one expands the Euclidean time dependence of the spectral representation
of Equ. (3.61) at the mid-point of the lattice in a Taylor series, one is naturally
confronted with some weighted moments of the spectral function
C
(n)
T =
dnCT
dn(τT )
∣∣∣∣∣
τT=1/2
(3.67)
=
∫ ∞
0
dω
(
ω
T
)n AT (ω)
sinh(ωβ/2) . (3.68)
By construction, these moments are in principle directly accessible in an Euclidean
lattice calculation without reference to any method of analytical continuation of
the Euclidean correlator to a spectral function. The derivatives of the correlator
can be evaluated numerically, as long as the data at the largest Euclidean time
separation is precise enough.
The weights ωn/ sinh(ωβ/2) have maxima at about ω = 2nT . Therefore one
can expect the main sensitivity of the n-th moment at a frequency of about 2nT .
However, for large frequencies the spectral functions are dominated by a continuum
contribution which also contributes a power law term ∼ ωc. This shifts the region
of main sensitivity in this regime to about 2(n + c)T . In any case, the lower the
moment the more sensitive it is to the infrared properties of the spectral function.
These moments contain again a non-trivial reference to the temperature in the
remaining sinh term of the kernel. To be able to compare two spectral functions
at different temperatures, one can again construct the reconstructed correlator at
temperature T and calculate the thermal moments C(n)T ;T ′ at the temperature T of
the spectral function at T ′.
As the low moments are determined mainly by the infrared properties of the
spectral functions, they are good candidates for a comparison of lattice QCD
results with other approaches like holography. In cases where a full continuum
limit on the lattice side is not available, the effect of the different regularization of
the results at high energies is very prominent for the correlators at large energies,
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but not int the infrared. In addition, in cases where the relative normalization of
the correlator is different, one can still get normalization invariant numbers which
can be compared between different approaches by using ratios of these moments.
3.6 Statistics
This chapter on methods ends with a quite independent general section on aspects
of statistics for lattice data analysis. In contrast to the other sections of this
chapter, this section will not rely on any direct connection to reconstruction of
spectral properties of Euclidean correlators. But of course that is the background
of most parts of the thesis as it is of this section.
3.6.1 Resampling Methods
The Jackknife and Bootstrap methods are very powerful tools to estimate the
statistical error of observables of any complexity. They belong to the larger class
of resampling methods which in essence work in an efficient way on the whole
distribution of the data instead of only some moments, like the mean and variance.
They map the sample of the distribution of the data on a sample of the distribution
of the observable of interest. In principle, any statistically interesting quantities
can be estimated from that distribution. The most interesting quantities are
of course mean and variance, but the resampling methods are not restricted to
these. For the practitioner the most interesting feature is that these methods
automatically keep track of the statistical error propagation. This even works
without the often necessary assumption of Gaussian distributed data.
Bootstrap
The Bootstrap is a general procedure to estimate the distribution of data and
dependent quantities. Let NC be the number of configurations,
D = {Cc}1≤c≤NC (3.69)
the set of configurations and O the observable to be measured on the data. In the
Bootstrap procedure7, first a set of NR replicas
Dr = {Ci}i∈Ir (3.70)
7The Bootstrap presented here is the standard ”Case Bootstrap”.
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of the data set is generated by random sampling NC configurations from the data
D with replacement. Every index set in {Ir}1≤r≤NR is a set of uniformly distributed
integer random numbers between 1 and NC .
On these replicas the observable O can be measured just like on the original
data set, which results in a set {Or = O(Dr)}1≤r≤NR of the measurements of the
observable, which constitute a sample of the distribution of the observable. On
this sample one can measure the mean, variance, and other statistical quantities
in the standard way
〈O〉 = 1
NR
NR∑
r=1
Or (3.71)
σ2〈O〉 =
1
NR − 1
NR∑
r=1
(Or − 〈O〉)2. (3.72)
For the two observables ”mean” and ”variance” and data, which are just plain
real numbers, this looks like
〈C〉 = 1
NR
NR∑
r=1
〈C〉r = 1
NRNC
NR∑
r=1
∑
i∈Ir
Ci (3.73)
σ2〈C〉 =
1
NR − 1
NR∑
r=1
(〈C〉r − 〈C〉)2 (3.74)
〈σ2C〉 =
1
NR
NR∑
r=1
(σ2C)r =
1
NR
NR∑
r=1
1
NC − 1
∑
i∈Ir
(Ci − 〈C〉r)2 (3.75)
σ2σ2C
= 1
NR − 1
NR∑
r=1
(
(σ2C)r − 〈σ2C〉
)2
. (3.76)
Note that the observable O can be any complicated function of the data, e.g.
complex fitting algorithms. But the method to determine the statistically inter-
esting quantities is completely independent of that.
The Bootstrap implemented as above assumes independent i.e. uncorrelated
configurations. But an adaptation for correlated configurations is readily achieved
by blocking the data into NB contiguous blocks
Bb = {Cc}cb≤c<cb+1 (3.77)
with the block index 1 ≤ b ≤ NB, the block boundary indices cb, and the number
of configurations NB,b in a block b. To ensure that the correlation between the
configurations is taken into account, the blocks have to be larger than the corre-
lation length λ. For blocking to effectively get rid of correlations, the data blocks
in principle do not need to be equally sized. However, usually equally sized data
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blocks are used, up to rounding errors when the number of configurations NC is
not an integer multiple of the number of blocks NB. This changes the generation
of replicas of the data (Equ. (3.70)) such that complete blocks of data are chosen
randomly instead of single configurations.
While this procedure is very general and comfortable, it still has some draw-
backs. Due to the random generation of replicas of the data, the resulting esti-
mates are different for every analysis (within the error), even for the same data.
This effect can be minimized by increasing the number of replicas NR. But the
computing time necessary for the data analysis also scales with NR, which makes
the method expensive especially for complex observables O.
Jackknife
The Jackknife does not have this problem of varying analysis results and is other-
wise similar to the Bootstrap method. A difference is the generation of replicas.
In the Jackknife this is done by defining the replicas as the data without one of
the configurations
Dr = {Cc}1≤c≤NC ,c 6=r = {Cc}i∈Ir , (3.78)
which defines new index sets Ir of NI = NC − 1 elements each. This procedure is
deterministic and fixes the number of replicas to be equal to the number of config-
urations NR = NC . This also limits the computational cost, as the observable has
to be evaluated only NC times (and no random numbers have to be drawn). This
procedure yields equivalent statistics to drawing NC − 1 times without replace-
ment instead of drawing NC times with replacement in the Bootstrap method.
This leads to a strong correlation between the replicas and changes the result-
ing distributions of the observables such that the calculations of most interesting
quantities (apart from the mean) have to be modified
〈O〉 = 1
NR
NR∑
r=1
Or (3.79)
σ2〈O〉 =
NR − 1
NR
NR∑
r=1
(Or − 〈O〉)2. (3.80)
Again, for the two observables ”mean” and ”variance” and configurations which
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are just plain real numbers this looks like
〈C〉 = 1
NR
NR∑
r=1
〈C〉r = 1
NRNI
NR∑
r=1
∑
i∈Ir
Ci =
1
NC
NC∑
i=1
Ci (3.81)
σ2〈C〉 =
NR − 1
NR
NR∑
r=1
(〈C〉r − 〈C〉)2 (3.82)
〈σ2C〉 =
1
NR
NR∑
r=1
(σ2C)r =
1
NR
NR∑
r=1
1
NI − 1
∑
i∈Ir
(Ci − 〈C〉r)2 (3.83)
σ2σ2C
= NR − 1
NR
NR∑
r=1
(
(σ2C)r − 〈σ2C〉
)2
. (3.84)
To further limit the computational cost and to account for correlations, one
can again apply the same data blocking technique as the one introduced for the
Bootstrap. Then Equ. (3.78) for the generation of replicas is adjusted such that
only the number of blocks NB = NR replicas are generated with each omitting a
complete block of data.
3.6.2 Decorrelated Data Analysis
In section 3.4 the problem of ill-conditioned covariance matrices in data fitting was
mentioned. Here a new method is proposed, which can eliminate the correlations
from the data by a combination of data blocking and resampling.
To be able to make statements about correlations, one has to introduce a set
of observables {Oi}1≤i≤NO instead of a single one like in the last sections. In
the lattice QCD case, the different observables can be an Euclidean correlator
measured at different points in Euclidean time. NB blocks of data are defined by
their index sets Ib with NB,b elements each.
There are different types of correlations. In general, the Cc are not independent
from each other, e.g. if they originate from a Markov chain. These correlations
can be taken into account straightforwardly by blocking the data as described
above. In general, also the {Oi(Cc)}1≤i≤NO for a single configuration Cc are not
independent, e.g. if they contain Euclidean correlators evaluated at neighbouring
values of Euclidean time. Usually this correlation is accounted for by considering
the covariance matrix of the data
Σij =
1
NC − 1
NC∑
c=1
(Oi(Cc)− 〈Oi〉)(Oj(Cc)− 〈Oj〉). (3.85)
The diagonal elements of the covariance matrix are the variances Σii = σ2i . The
covariance matrix often has to be inverted, e.g. to perform a correlated χ2 fit.
For a lot of data sets this is a problem, as the covariance matrix can be close to
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singular and only be inverted numerically for virtually unachievable amounts of
statistics.
One can, however, define again a method of data blocking to get rid of the
correlations between the operators. This is done by modifying the procedure in
which the inverted covariance is usually used. The problem with the covariance
matrix arises for the set of averages
{〈Oi(Cc)〉In}1≤i≤NO (3.86)
for a single block n, which are correlated. The xI denote x evaluated on the
configurations specified with the index set I. Instead, one may also choose the
number of blocks to equal the number of operators NB = NO and consider
{〈Oi(Cc)〉Ii}1≤i≤NO , (3.87)
which are uncorrelated, as they are calculated from different sets of data. The
covariance matrix for this alternative data set is therefore diagonal by construction
and its inverse is straightforward. The diagonal has entries given by the variances
ΣAij = δij
1
NBi − 1
∑
c∈Ii
(Oi(Cc)− 〈Oi〉Ii)2 (3.88)
=: δijσ2i,Ii . (3.89)
For quantities evaluated on all configurations the index set is omitted.
Additionally, for large NC it is possible to choose the block sizes in such a way
that all the relative errors are equal8
NB,i = NC
σ2i /〈Oi〉2∑NO
j=1 σ
2
j/〈Oj〉2
. (3.90)
This can be seen by using the scaling of the error with the square root of the size
of the statistic
σ2i,Ii
〈Oi〉2 =
NC
NB,i
σ2i
〈Oi〉2 =
NC
∑NO
j=1 σ
2
j/〈Oj〉2
NCσ2i /〈Oi〉2
σ2i
〈Oi〉2 =
NO∑
j=1
σ2j
〈Oi〉2 . (3.91)
This also makes it explicit that the price for having a trivial covariance matrix is
to have less data in a single decorrelated analysis, e.g. a single fit. The choice to
make all errors equal, maximizes the amount of data used in the ”hard” observables
8It is also possible to make the absolute errors equal. This might be of limited use, however,
as the observables can be measured in different units and a sum over their variances is necessary.
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with large error.
To use all data in the analysis, one has to repeat the proposed procedure for
different distributions of the data on the observables or data blocks. In the spirit
of the Jackknife analysis one can do that by selecting a number of starting points
for the definition of the data blocks (i.e. the configuration c = 1 in the cyclic
ordered set {Cc}). The number of repetitions may be taken on the order of the
number of blocks. The results of the different repetitions have to be averaged
to give the final result. To get the statistical error of this result, the complete
prescription can be done inside a Bootstrap or Jackknife analysis.
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Chapter 4
Numerical Results
4.1 Data
This section gives an overview of the simulation data used for most of the anal-
yses in this chapter. It will present an assessment of discretization errors and
finite volume errors, tests of the anisotropic renormalization prescription of the
energy momentum tensor given in 2.2.1, and some implementation details on the
correlator measurement.
4.1.1 Setup
This work assesses the possibility of studying transport coefficients with techniques
available in dynamical simulations. For that it is better to work with pure SU(3)
gauge theory, i.e. in the quenched setup, as more configurations can be generated
to see what size of statistics is sufficient for the more expensive dynamical case.
More precisely, a Symanzik improved gauge action with O(a2) discretization errors
is used [60, 88]. The traceless energy momentum tensor Θµν is built directly from
the clover lattice field strength tensor Fµν and has also O(a2) discretization errors.
In this effort, configurations at temperatures ranging from 0.75 Tc to 4.0 Tc were
generated for 8 ≤ nt ≤ 32 and aspect ratios from 1 to 8. An update sweep consists
of one heatbath and four overrelaxation steps.
In the beginning of this work, anisotropic lattices of anisotropy up to ξ = 4 were
also used. It turned out, however, that they do not give much additional infor-
mation on the low frequency part of the spectral functions compared to isotropic
ones, but are considerably more costly to work with, due to the need to tune the
anisotropy and due to the complications related to renormalization which arise in
the analysis. Therefore, the simulation time was spent on simulating with differ-
ent aspect ratios to get additional points in momentum rather than in Euclidean
time. Nevertheless, to test the anisotropic renormalization procedure of section
2.2.1, quenched anisotropic data is used.
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The simulations were performed on the QPACE machine [11] on the Wuppertal
site with a modified cellsu3 code1.
4.1.2 Momentum Space Correlators from the Lattice
Usually in full dynamic lattice QCD simulations, the generated gauge configu-
rations are directly written to disk. Then every observable can be measured on
the configurations oﬄine, including those which were not implemented or even
known at the time of the simulation. This maximizes the flexibility in analyzing
the data and is very reasonable for dynamical simulations, where the generation
of independent configurations is very expensive. The oﬄine measurement then
has to deal with the whole configurations. Streaming them through memory for
evaluation of some possibly simple observables is time consuming and of course
occupies a large amount of disk space.
In quenched simulations the generation of configurations is quite inexpensive.
Therefore the configurations are not saved to disk. Instead, only the observables
of interest like some scalars or two point functions are saved. However, this makes
it impossible to measure any observable other than those thought of while starting
the simulation.
During the work on this thesis, it happened a few times that after running
simulations the range of interesting observables was increased and the simulations
had to be re-run. Therefore a compromise between saving whole configurations
and saving only the final observables was found. This section motivates the data
layout used for most of the simulations in this thesis.
Data Layout
This thesis mostly deals with gluonic observables, like scalars and two point cor-
relators in Euclidean time at non-vanishing but small spatial momentum. Mostly,
they can be constructed from gauge invariant combinations of the field strength
tensor Fµν , like e.g. the energy momentum tensor. For all considered scalars to be
measured oﬄine, it is sufficient to save all the tr(FµνFρσ) summed over all space-
time points of the lattice for all 6 · (6 + 1)/2 = 21 non-trivial combinations of
(µ, ν, σ, ρ). For two point correlators to be generated oﬄine, one also needs these
sums carried out over one time slice only. This is sufficient for n-point correlators
in Euclidean time with n > 2 as well.
To also get different momenta, the 21 traces projected on definite spatial mo-
mentum have to be saved separately. Here the 2 smallest non-zero momenta along
1The author thanks Szabolcs Borsa´nyi for the efficient pure SU(3) implementation, which
was the starting point for this work.
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the three spatial lattice axes were chosen, because infrared properties of the the-
ory (i.e. transport coefficients) were targeted. Storing complex numbers gives an
additional factor of 2. This gives altogether 2 · 21 · (3 · 2 + 1) · nt floating point
numbers to be stored per configuration, instead of 12 ·n3snt for a full configuration
(factor 12 for storing two complex columns of a SU(3) matrix). This trades the
volume scaling of the amount of data for a constant. For the lattice sizes con-
sidered, this saves 3-4 orders of magnitude in storage requirements and time in
analysis. An additional speedup comes from the fact that a part of the analysis
work (taking the SU(3) traces and reduction over the time slices) is already done
during the simulation. This retains a lot of the flexibility in the analysis as 21n
different n-point correlators in time and also correlators in momentum space for
small momenta can still be constructed from this data.
In the main part of the simulations, a rather coarse implementation of the
Wilson flow is used: A sequence of finite stout smearing steps. To be able to
investigate the effect of smearing as an approximation of the Wilson flow on the
results, the amount of data increases by an order of magnitude by having to save
the data set for each value of the smearing. But this factor is independent of the
data layout. Still the reduction in memory consumption is enough to make the
analysis possible on a desktop PC.
Euclidean Correlator of Two Operators
The simplest correlators are
CO1,O2(x, y) = 〈O1(x)O2(y)〉 , (4.1)
where 〈.〉 denotes the average over configurations.
Due to translational invariance
CO1,O2(x, y) = CO1,O2(0, y − x) (4.2)
=: CO1,O2(y − x) (4.3)
CO1,O2(y) = 〈O1(0)O2(y)〉 (4.4)
= 1
V4
∑
x
〈O1(x)O2(y + x)〉 (4.5)
with the 4-volume V4.
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One can project the correlator on an Euclidean 4-momentum p by
C˜O1,O2(p) =
1
V4
∑
y
eipyCO1,O2(y) (4.6)
= 1
V4
∑
y
eipy
1
V4
∑
x
〈O1(x)O2(y + x)〉 (4.7)
= 1
V4
∑
x
1
V4
∑
y
eip(y+x)e−ipx 〈O1(x)O2(y + x)〉 (4.8)
=
〈
1
V4
∑
x
e−ipxO1(x)
1
V4
∑
y
eip(y+x)O2(y + x)
〉
(4.9)
=
〈
O˜1(−p)O˜2(p)
〉
(4.10)
with
O˜(p) := 1
V4
∑
x
eipxO(x). (4.11)
For zero Euclidean frequency p0 = 0
O˜(0, ~p) = 1
nt
∑
x0
1
V3
∑
~x
ei~p~xO(x) (4.12)
= 1
nt
∑
x0
Oˆ(x0, ~p) (4.13)
with the number of time slices in temporal direction nt, the 3-volume V3 and
Oˆ(x0, ~p) :=
1
V3
∑
~x
ei~p~xO(x). (4.14)
For the correlator this gives
C˜O1,O2(0, ~p) =
〈
O˜1(−p)O˜2(p)
〉
(4.15)
=
〈
1
nt
∑
x0
Oˆ1(x0,−~p)
∑
y0
1
nt
Oˆ2(y0, ~p)
〉
. (4.16)
As written in the beginning of this section, the real and the imaginary part of
the Oˆ(x0, ~p) are computed and saved for every combination (µ, ν, ρ, σ) in O(x) =
tr(Fµν(x)Fρσ(x)) and |~p| = n 2pians with n ∈ {0, 1, 2}.
Euclidean Correlator of Three Operators
The second simplest correlators are
CO1,O2,O3(x, y, z) = 〈O1(x)O2(y)O3(z)〉 . (4.17)
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Again due to translational invariance
CO1,O2,O3(x, y, z) = CO1,O2,O3(0, y − x, z − x) (4.18)
:= CO1,O2,O3(y − x, z − x) (4.19)
CO1,O2,O3(y, z) = 〈O1(0)O2(y)O3(z)〉 (4.20)
= 1
V4
∑
x
〈O1(x)O2(y + x)O3(z + x)〉 . (4.21)
Now one can project the correlator on two Euclidean 4-momenta p and q by
C˜O1,O2,O3(p, q) =
1
V4
∑
y
eipy
1
V4
∑
z
eiqzCO1,O2,O3(y, z) (4.22)
= 1
V4
∑
y
eipy
1
V4
∑
z
eiqz
1
V4
∑
x
〈O1(x)O2(y + x)O3(z + x)〉 (4.23)
= 1
V4
∑
x
1
V4
∑
y
e−ipxeip(y+x)
1
V4
∑
z
e−iqxeiq(z+x) 〈O1(x)O2(y + x)O3(z + x)〉
(4.24)
=
〈
1
V4
∑
x
e−i(p+q)xO1(x)
1
V4
∑
y
eip(y+x)O2(y + x)
1
V4
∑
z
eiq(z+x)O3(z + x)
〉
(4.25)
=
〈
O˜1(−(p+ q))O˜2(p)O˜3(q)
〉
. (4.26)
For the correlator at zero Euclidean frequency this gives
C˜O1,O2,O3(0, ~p, 0, ~q) =
〈
O˜1(−(p+ q))O˜2(p)O˜3(q)
〉
(4.27)
=
〈
1
nt
∑
x0
Oˆ1(x0,−(~p+ ~q))
∑
y0
1
nt
Oˆ2(y0, ~p)
∑
z0
1
nt
Oˆ3(z0, ~q)
〉
.
(4.28)
The maximum |~p + ~q|ans2pi in the data set is 2. Therefore the calculable ~p,~q
combinations are limited and their full list is given in Tab. 4.1. This gives a total
of 7 independent combinations when all momenta are parallel.
4.1.3 Anisotropic Renormalization
In the first part of this section, the applicability of the anisotropic renormalization
procedure described in section 2.2.1 is demonstrated. For this, two simulations
were done with setups corresponding to anisotropies of 1.0 and 4.0. The parame-
ters of the simulation are given in Tab. 4.2. They correspond to a fixed physical
lattice extent in temporal direction of T = 1.5 Tc and a physical aspect ratio of 2.
Nsep is the number of update sweeps, which separate the configurations, and was
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pans2pi q
ans
2pi |~p+ ~q|ans2pi
0 0 0
0 1 1
0 2 2
1 1 2
1 -1 0
1 -2 1
2 -2 0
Table 4.1: Full list of currently calculable ~p,~q combinations.
equal to 1 for these runs. The applied smearing is equivalent in physical units, im-
plying that the number of smearing steps has to be much larger in the anisotropic
case, to satisfy the condition for proper stout smearing ξ2ρStout ≤ 0.125. For larger
smearings or Wilson flow times this makes working with anisotropic lattices much
more expensive.
nt ns β ξ0 NStout ρStout ξStout Nconf Nsep Nstreams
8 16 4.81166 1.0 1 0.0791572 1.0 8.7 · 105 1 5
32 16 5.06027 3.59877 11 0.00719611 4.0 2.9 · 106 1 23
Table 4.2: Parameters of the simulation to demonstrate the anisotropic renormal-
ization strategy.
Fig. 4.1 shows as an example a renormalized anisotropic correlator of the shear
channel in comparison to the isotropic correlator. The ”renormalization scale” is
at an Euclidean time Tτ = 0.25. The renormalization condition is that at that
point the different multiplicatively renormalizing parts of the correlators agree
between the isotropic and the anisotropic lattice. The three resulting equations
for the two relevant renormalization factors were solved by minimization of the
quadratic error. The resulting factors are ZBB1 = 0.937(2) and ZEE1 = 13.19(6),
their tree-level expectations are ZBB1t.l. = 1 and ZEE1t.l. = ξ2 = 16.
One can see a good overall agreement between the anisotropic and the isotropic
correlator. The agreement is worse for Euclidean time separations which are not
close to the renormalization scale. This difference is expected to vanish in the
continuum limit. For finite lattice spacings, one should have this effect in mind
and choose the renormalization scale as the scale of the observable one is interested
in and account for the variation of the renormalization scale when giving the
systematic error of the final result.
For the reasons discussed above and due to the additional systematic error
introduced by the choice of renormalization scale, the remainder of this work will
only deal with isotropic pure SU(3) simulations.
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Figure 4.1: C(τ) = 1
T 5
∫
d~x〈Θ12(0, 0)Θ12(τ, ~x)〉, renormalized and built from diag-
onal components (compare Equ. (2.78)). Errors are statistical Jackknife errors.
4.1.4 Discretization Errors and Scaling
The purpose of this section is to estimate the effect of the lattice spacing on the
relevant correlators. Additionally, its purpose is to estimate what lattice spacing
is sufficient to describe the infrared physics of the transport coefficients. This
largest allowed lattice spacing determines primarily the computational resources
required, which are the main limiting factor for dynamical studies.
For our simulations at different lattice spacings, the smearing radius rsmear or
equivalently the flow time t are held constant to see the effect of discretization
errors on a specific scale of the theory. The parameters of the simulation are
given in section 4.3. The value of NStout cited there is the maximum value used
and corresponds to a smearing radius of Trsmear = 0.5. The smallest radius
corresponds to one smearing step on the coarsest lattice and is Trsmear = 0.11.
Fig. 4.2 gives the dependence of a shear channel correlator on lattice spacing for
some selected values of the flow time, e.g. for T = 1.5 Tc. The plots for different
correlators and for different temperatures exhibit the same features: For small
smearing radii the discretization errors are sizeable and the statistical errors are
large for large separations in Euclidean time. For medium radii the values for all
the different smearing radii lie essentially on the same curve and the discretiza-
tion errors are negligible. The statistical error has been strongly reduced. For
the largest considered smearing radius, the errors still decrease substantially for
large Euclidean time separations below Tc. Above Tc the data for the different
lattice spacings disagree more, probably because the smearing radius has reached
the temporal extent of the lattice. The magnitude of the correlator at small Eu-
clidean distances decreased by orders of magnitude with increasing smearing, just
as expected from an increasing loss of the high energy parts of the spectrum in
the spectral function.
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Figure 4.2: C(τ) = 1
T 5
∫
d~x〈Θ12(0, 0)Θ12(τ, ~x)〉 scaling behaviour. Renormalized
and built from diagonal components (compare Equ. (2.78)). The left column
corresponds to T = 1.5Tc, the right one to T = 0.75Tc with the same smearing in
physical units. Errors are statistical Jackknife errors.
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T/Tc nt ns β NStout ρStout Nconf Nsep Nstreams
0.75 16 16 4.81166 25 0.0837365 5.4 · 104 16 2
0.75 20 20 4.98659 36 0.0872255 4.8 · 104 24 4
0.75 24 24 5.13241 49 0.0942036 3.7 · 104 32 8
0.75 32 32 5.36624 72 0.111649 1.6 · 104 48 22
1.5 8 16 4.81166 25 0.0837365 4.8 · 104 8 6
1.5 10 20 4.98659 36 0.0872255 1.1 · 105 12 3
1.5 12 24 5.13241 49 0.0942036 1.4 · 105 16 6
1.5 16 32 5.36624 72 0.111649 6.2 · 104 24 18
3.0 8 16 5.36624 25 0.0837365 5.9 · 104 8 1
3.0 10 20 5.54986 36 0.0872255 4.3 · 104 12 2
3.0 12 24 5.70092 49 0.0942036 5.4 · 104 16 4
3.0 16 32 5.94063 72 0.111649 4.0 · 104 24 25
4.5 8 16 5.70092 25 0.0837365 7.6 · 104 8 1
4.5 10 20 5.88676 36 0.0872255 4.5 · 104 12 3
4.5 12 24 6.03933 49 0.0942036 3.7 · 104 16 2
4.5 16 32 6.29871 72 0.111649 3.8 · 104 24 19
Table 4.3: Parameters of the simulations used to estimate discretization errors.
As these simulations indeed pointed to a rather complete elimination of the
discretization errors by the use of a discretized Wilson flow, the following sections
will concentrate on the coarsest lattice spacing.
4.1.5 Assessing Finite Volume Errors
This section is devoted to the study of finite volume errors in the correlators,
which might be quite substantial for the aspect ratios of 2 considered in section
4.1.4. To get small momenta, much larger volumes are needed, anyway. These
small momenta are necessary to make the ansatz for the spectral function valid,
which is motivated by hydrodynamics.
The parameters of this simulation run are given in Tab. 4.4. The resulting three
aspect ratios are 2, 6, 8 corresponding to an increase in the volume by a factor of
27 and 64 compared to the smallest volume.
T/Tc nt ns β NStout ρStout Nconf Nsep Nstreams
1.5 8 16 4.81166 25 0.0837365 4.8 · 104 8 6
1.5 8 48 4.81166 25 0.0837365 1.8 · 104 32 9
1.5 8 64 4.81166 25 0.0837365 7.7 · 103 32 9
Table 4.4: Parameters of the simulations used to estimate finite volume effects.
Fig. 4.3 again shows exemplarily a shear channel correlator for a value of the
smearing radius, for which no discretization errors were observe in section 4.1.4.
The results for the larger three volumes show no clear trend: For the smallest and
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the largest volume the results are consistent, while those for the medium large
volume are slightly off. However, as the behaviour is not monotonic and as even
for large Euclidean distances one observes only a two sigma effect, it is probably
caused by the limited statistics. Another possible source for this slight discrepancy
is that there is a large subtraction due to the finite part of the expectation value
of the correlator from the finite value for 〈Θ11〉. This problem does not exist for
the finite momentum data.
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ns/nt = 8
Figure 4.3: C(τ) = 1
T 5
∫
d~x〈Θ12(0, 0)Θ12(τ, ~x)〉 finite volume effects. Renormalized
and built from diagonal components (compare Equ. (2.78)). Errors are statistical
Jackknife errors.
4.2 Transport Coefficients
This section of the thesis covers the analysis of the data set described in section
4.1. The focus in this chapter lies on the reconstruction of transport coefficients
as described in section 2.2. One of the coefficients considered here is of first order
and two are of second order.
4.2.1 First Order: Shear Viscosity
The first coefficient is the shear viscosity η which is a first order transport coeffi-
cient. As this transport coefficient is dynamical in nature, analytic continuation is
necessary, i.e. the reconstruction of a spectral function from an Euclidean correla-
tor. This reconstruction is done here by a direct fit of the correlator to an ansatz
containing a suitably parametrized spectral function.
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Choice of the Ansatz for the Spectral Function
Early attempts to get the viscosity from Euclidean correlator measurements on
the lattice used a Breit-Wigner ansatz to fit the correlator, e.g. [55, 76, 83, 84].
Although the ansatz can describe the data well, it consistently produced a peak of
the spectral density at roughly pi/a. As this is basically the maximum resolvable
energy on the lattice, i.e. the lattice cutoff, the result of fits like that is not so
much a signal for transport from the low frequency tail of the peak, but rather a
signal for some spectral weight distributed mostly close to the lattice cutoff. This
can be expected as the spectral function should scale like ω4 as in the continuum
until it is cut off by the lattice regularization. A later study [67] also got a value
for the position of the peak in a comparable energy range, but described such an
ansatz as an ”unsatisfactory attempt to extract the viscosity” for another reason:
It does not show the expected ω4 behaviour for large energies due to asymptotic
freedom.
As pointed out in section 2.2.4 the current work uses finite momentum data.
This has to be reflected in the ansatz. Following [69], a generic ansatz for the
spectral function may be divided in parts relevant for different energy ranges
ρ = ρlow + ρhigh.2 For the low energy range the predictions from hydrodynamics
[89] can be used as long as ω, q < piT . For the relevant channels these predictions
imply for Equs. (2.97) and (2.98)
ρ13,13(ω, q)
ω
ω,q→0−→ η
pi
ω2
ω2 + (ηq2/(+ p))2 (4.29)
ρ33,33(ω, q)
ω
ω,q→0−→ Γs
pi
(+ p)ω4
(ω2 − vs(q)2q2)2 + (Γsωq2)2 , (4.30)
with the sound attenuation length Γs = (43η + ζ)/( + p) and the speed of sound
vs(q). The speed of sound was calculated in a conformal theory [12]
vs(q) = vs
(
1 + Γs2 q
2
(
τΠ − Γs4v2s
)
+O(q4)
)
, (4.31)
with the relaxation time for shear stress τΠ.
This expectation from hydrodynamics strongly influences the ansatz for ρ33,33
at low energies
ρlow(ω, q)
tanh(ω/2T ) =
2Γs
pi
(+ p)ω4
(ω2 − vs(q)2q2)2 + (Γsωq2)2
1 + σ1ω2
1 + σ2ω2
, (4.32)
2In contrast to [69] the ansatz here discards the parametrization of the medium frequency
part, as its inclusion did not lead to a better fit of mock data, it seems to be primarily sensitive
to noise.
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with the first term of a systematic parametrization of the behaviour for larger
energies by the parameters σ1 and σ2. These two parameters also allow for an
effective finite width of the spectral function. The ansatz at high energies
ρhigh(ω, q)
tanh(ω/2T ) =ω
4 tanh2
(
ω
2T
) 2dA
15(4pi)2 (4.33)
merely fixes the perturbative high energy behaviour. Previous studies have shown
that there are no measurable modifications of the high energy limit. As explained
above, the cutoff tends to have a strong effect on the correlator, the fit will incor-
porate a parametrization of its effect explicitly as described below.
Usage of the Wilson Flow
In this work the Wilson flow is used for three reasons:
1. It strongly suppresses the statistical errors on the observables of interest,
which are infrared quantities.
2. As the fluctuations below a physical distance can be damped, it provides a
method to alleviate cutoff effects, as long as the effective smearing radius
is larger than the lattice spacing rsmear > a. Keeping that distance fixed
in physical units for different lattice spacings, virtually renders observables
independent of the lattice spacing. Nevertheless, the observables remain still
physical and meaningful, as they describe physics at the scale rsmear =
√
8t.
3. It leads to a suppression of the high energy parts of the spectrum down to
the scale pi/rsmear. The observables at a finite flow time are therefore much
more sensitive to the low frequency behaviour of the theory, i.e. its transport
properties.
As hinted to above, the effect of this suppression of the high energy contributions
in the spectrum is modelled directly in the fit as explained in section 3.4.2. The
two parametrizations of the cutoff, which are used here, are
W tanh,ΣΩ (ω) =
1
2
(
1 + tanh
(
Ω− ω
Σ
√
6/pi
))
, (4.34)
W erf,ΣΩ (ω) =
1
2
(
1 + erf
(
Ω− ω
Σ
))
(4.35)
with the error function erf and the cutoff scale Ω = pi/rsmear = pi/
√
8t. The
parameter Σ defines the width of the cutoff. The factor
√
6/pi scaling the width
in W tanh,ΣΩ (ω) is introduced such that the associated distribution has the same
variance as for W erf,ΣΩ (ω), i.e. for a Gaussian.
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This gives all ingredients for the fit ansatz:
C33,33;Ω(τ, q) =
∫ ∞
0
dωK(τ, ω)W f,ΣΩ (ω)ρ33,33(ω, q). (4.36)
The Wilson flow has effectively introduced another (continuous) direction in the
data set, the cutoff scale Ω. As a by-product of the usage of the Wilson flow
this enlarges the number of data points in the fit. The renormalization, following
section 2.2.1, has to be done for every smearing separately.
A remark on the behaviour of the correlator at short Euclidean times is also
in order to correctly interpret the correlator for large flow times. Following Equ.
(2.125), the smearing evolves local operators to non-local ones with approximately
Gaussian support in position space for large energies or weak coupling. Consid-
ering then the Euclidean correlator of such smeared operators, yields a correlator
which is also smeared in the Euclidean time distance, because the Gaussians in
the operators factorize. This is quantified for leading order perturbation theory
in section 2.3.2 and leads to the negative curvature of the correlator for Euclidean
time separations which are smaller than the smearing radius. This feature does
not arise for the infrared behaviour at length scales much larger than the smear-
ing radius, which is the relevant one for studying the transport properties of the
theory.
Determination of the Viscosity
The simulations at the two larger volumes of section 4.1.5 are also used in this
section to determinate the shear viscosity η. Together with the finite momentum
lattices at different temperatures they are listed in Tab. 4.5. The two different
spatial lattice sizes have aspect ratios ra = ns/nt of 6 and 8, which should both be
close to the infinite volume limit, albeit yielding small but different finite momenta.
The momenta accessible on a lattice are determined by the condition that the
spatial lattice size is a multiple of the wavelength:
ns = n
2pi
qn
(4.37)
⇔ qn = 2piT n
ra
. (4.38)
Note that in Equ. (4.38) ra is the physical aspect ratio, which coincides with
ns/nt only in the isotropic case. Using standard anisotropic lattices with as =
ξat > at while keeping ns fixed, will therefore not make smaller or additional
momenta accessible. According to [69], only momenta below |~q| ≤ piT can be
taken for the hydrodynamic fit ansatz of Equ. (4.32). The momenta measured in
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T/Tc nt ns β NStout ρStout Nconf Nsep Nstreams
1.5 8 48 4.81166 25 0.0837365 5.6 · 104 32 27
1.5 8 64 4.81166 25 0.0837365 2.4 · 104 32 27
3.0 8 48 5.36624 25 0.0837365 2.2 · 104 32 9
3.0 8 64 5.36624 25 0.0837365 9.4 · 103 32 9
4.5 8 48 5.70092 25 0.0837365 2.7 · 104 32 18
4.5 8 64 5.70092 25 0.0837365 1.1 · 104 32 18
Table 4.5: Parameters of the finite momentum runs.
this work correspond to n = 0, 1, 2. For the two lattice sizes this corresponds to
at total of 4 different finite momenta piT{13 , 23 , 14 , 12}, all well below piT .
Fig. 4.4 shows the dependence of the measurement of the correlator C33,33(τ, q)
on the momentum q. The difference between the two volumes is also visible in this
correlator. For the combined fit the two zero momentum correlators contribute
for the same values for τ and q, so they will average and describe a monotonous
dependence of the correlator on the momentum.
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Figure 4.4: C(τ, q) = 1
T 5
∫
d~xei2pi~q~x/ns〈Θ33(0, 0)Θ33(τ, ~x)〉. The 3 direction is the
direction proportional to the momentum. Errors are statistical Jackknife errors.
The data points for the fit are selected according to the following criteria:
• All momenta are used in the fit as they are small enough for hydrodynamics
to be applicable.
• The smearing radius has to be larger than a certain scale to suppress dis-
cretization errors: rsmearT > λ.
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• The low end of the fit range in Euclidean time is dynamically cut depending
on the smearing radius to ensure that the effects from the parametrization
of the cutoff are small: τ > rsmearx.
The choices for λ are 0.14, 0.20, and 0.25, for x they are 1.0, 1.2, and 1.4.
These selection criteria leave between 24 and 84 data points for the 5 parameters
of the fit. The cutoff width Σ is kept fixed during the fit to avoid that it grows
too large and modifies the low frequency behaviour. The choices for Σ are 0.5T ,
1T , and 2T . Both functional forms W tanh and W erf are used. To account for
dependence on initial conditions in the fit, the three choices of the initial value
of Γ = 0.2T 3, 0.35T 3, 0.6T 3 are used, keeping all other initial conditions fixed at
σ1 = σ2 = 0 and Tτ = v = 1. This is a rather unbiased choice, as it reflects
only the expected order of magnitude and no fine tuning. All these choices result
in a total of 162 separate analyses for every temperature. The scattering of their
results yields the systematic errors cited for the final results.
The fit is performed correlated in Euclidean time, flow time, and momentum
and the quoted errors are Jackknife errors.34 The fit results are listed in Tab. 4.6.
The values given in this table are the mean over all analyses of the median of
the Jackknife values. The first given error is a statistical error. It is the median
analogue of the 1σ standard deviation of the mean: The mean over all analyses of
half the difference of the 84% and 16% quantile of the distribution of the Jackknife
values. The second error is a systematic error. It is the standard deviation over
all analyses of the median of the Jackknife values. The median and quantiles are
used here, because the fit tends to produce a lot of outliers.
The large uncertainty of the parameter τ reflects the instability of the fit. It has
been tried to get a more stable result by applying cuts on the distributions of the
fit parameters, especially τ , but apart from changing the constrained parameter
itself this had no stabilizing effect on the result. In particular the value for the
transport coefficient Γs was virtually invariant under such cuts.
The results for η/s have quite large statistical and systematical errors. As can
be seen in Fig. 4.5, this makes it impossible to make a reliable statement on
the dependence of the viscosity on temperature. It is at the current error level
consistent both with a constant and with the dependence given in [50]. The figure
also gives the results of previous studies. This work is compatible with these
3The first O(10) iterations of the minimization of χ2 are performed with the uncorrelated χ2.
This procedure improved the convergence of the minimization of the correlated χ2 and led to fit
results with smaller correlated χ2.
4The fit parameter used in the actual fitting routine is not τ , but a asinh(τ/a). This has no
significant effect on the value of the transport coefficient, but partly avoids an instability leading
to arbitrarily large values of τ .
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T/Tc 1.5 3.0 4.5
χ2/DOF 1.2(2)(6) 2.2(3)(5) 2.1(3)(8)
η/s 0.24(7)(6) 0.32(5)(5) 0.43(9)(7)
σ1 -0.07(3)(4) -0.14(2)(3) -0.12(4)(4)
σ2 0.03(2)(3) 0.09(4)(4) 0.1(2)(2)
τ 3(11)(5) 7(22)(26) 20(70)(40)
v 4(2)(2) 2(1)(2) 2(2)(1)
Ωr 0.97(2)(1) 0.93(2)(3) 0.94(2)(3)
Table 4.6: Results of the fits to a hydrodynamics ansatz of the spectral function.
DOF is the number of degrees of freedom. The first error is statistical, the second
systematical.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50
0.1
0.2
0.3
0.4
0.5
0.6
T/Tc
η
/s
Meyer’07 [67]
Meyer’09 [69]
Haas’13 [50]
this work
Figure 4.5: The results of the determination of the viscosity from this work com-
pared to previously reported values in the literature.
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results within the error.
4.2.2 Second Order: λ3
The second coefficient considered here is the second order transport coefficient
λ3. As stated in section 2.2.4, the coefficient λ3 is of thermodynamical nature
and therefore accessible without having to reconstruct a spectral function, which
makes it in principle easier to access for lattice QCD simulations. The defining
Equs. (2.103) and (2.105) from section 2.2.4 are reproduced here for convenience
λ3 = −4 lim
p3,q3→0
∂2
∂p3∂q3
Cλ3(p3, q3)
Cλ3(p3, q3) = Cλ3,2(p3 + q3) + Cλ3,3(p3, q3)
with a two point correlation function Cλ3,2 and a three point correlation function
Cλ3,3.
Strategy
On the lattice only the correlators are measured, not their derivatives. The deriva-
tives could be implemented as a finite difference, which would give a very large
systematic error, because only the lowest momentum point is used. An alterna-
tive is to fit a range of low momentum points to a generic functional form, e.g. a
power series. The most general power series obeying the symmetries p ↔ q and
(p, q)→ −(p, q), is to quadratic order in the momenta
Cλ3(p3, q3) = f0 + f1p3q3 + f2(p23 + q23), (4.39)
from which the transport coefficient can be simply read off as λ3 = −4f1. This
functional form should work for small momenta and, as one is interested in the
zero momentum limit anyway, this is the interesting region. Systematic errors
from the choice of the functional form can be checked by including higher orders.
Fig. 4.6 shows the momentum combinations from Tab. 4.1, which are available
for the three point correlator. The ansatz parametrizes a paraboloid on these
points with major and minor axes on the diagonals of the plot. These points are
shifted by using different volumes, such that independent data are added. In the
data set of this thesis up to 4 volumes are available. For the analysis of this section
only the T = 1.5 Tc data set with nt = 8 and the four volumes ns = 40, 48, 56, 64
are used.
An important consequence of not performing a spectral decomposition is that
one has to get rid of the divergent part of the correlator before extracting physical
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Figure 4.6: Available momenta with |p + q|ans2pi ≤ 2. Independent points in black,
other points are covered by symmetry transformations.
observables, i.e before trying to fit transport coefficients. In order to do that, one
can consider the difference of the correlator at finite temperature and subtract the
correlator at effectively zero temperature (like e.g. [81]). For that to work, both
correlators need to be renormalized properly before subtraction or need to have
the same renormalization properties. Here the difference is always taken at the
same value of the inverse coupling β, but larger temporal lattice extent. As the
correlators are projected to zero Euclidean frequency, i.e. summed over Euclidean
time, that can be done directly. The reference temperature in this analysis is
T0 = 0.75Tc with nt = 16. This can be used as effectively zero temperature,
because it is below the phase transition and the biggest changes in transport
properties are expected only in the temperature regime above Tc where there is a
thermal medium.
As already mentioned in the discussion of the shear viscosity, two point cor-
relators of the energy momentum tensor all need very high statistics and noise
reduction techniques to be measured to sufficient precision, especially for infrared
physics. The three point correlator is even noisier and that has been pointed out
already in the context of reconstructing λ3 from lattice QCD simulation in [74].
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Figure 4.7: Renormalized correlator measurements relative to the error level of
the combined correlator ∆Cλ3 . All (p, q) combinations from Tab. 4.1 are shown
in dependence of q only. Data is shown for T = 1.5Tc, nt = 8, T0 = 0.75 Tc,
ns = 40, 48, 56, 64.
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Figure 4.8: Parameters of fits of the data for the combined correlator Cλ3 to the
series expansion ansatz of Equ. (4.39). λ3 is proportional to f1. Points for the fit
parameters are a bit shifted for better visibility.
Combined Correlator
Fig. 4.7 shows the significance of the measured correlators for the determination
of λ3. For low smearing, the combined correlator Cλ3 hardly exceeds the statistical
error level of the measurement, it is consistent with noise. One also sees that the
total error on the combined correlator is dominated by the error of the three point
function: It is more than two orders of magnitude larger than the error on the two
point function.
For strong smearing and some momenta, the combined correlator seems to start
leaving the region of statistical insignificance. But still only three points are above
the two sigma level and the total error is dominated by the error on the three point
function – but it is only about one order of magnitude larger than the error on the
two point function. The values of the two point function alone are very significant
at the strong smearing.
Ignoring the large error on the combined correlator and performing a fit to the
ansatz of Equ. (4.39), yields the fit results shown in Fig. 4.8 in dependence of
the smearing. The χ2/DOF is compatible with 1 for all fits, but that is expected,
given that the error of the individual data points is large. To get the physical
value of λ3, an extrapolation to vanishing smearing has to be performed. For
this, one is looking for a plateau or at least a linear dependence on the number
of smearing steps as is expected from a leading order behaviour in the flow time.
This is clearly not possible with these fits.
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Taken together, the large error on the three point function makes it impossible
to state a value with reliable error estimate for λ3.
Two Point Correlator
As already seen in Fig. 4.7, the contribution from the two point correlator Cλ3,2
alone has a statistically significant deviation from noise for large smearings. This
becomes apparent in the analogous plot for the two point correlator in Fig. 4.9.
This plot shows only points with independent information, i.e. only one (p, q)
combination with a given p+ q is plotted. The plot for the larger smearing shows
that the data falls into two categories: The points with q = 0 are within one σ
consistent with noise, whereas the points for q 6= 0 are more than six σ away
from noise and give a clear signal for a temperature dependent contribution to
this finite momentum correlator.
The task is now to reconstruct the contribution to λ3 from this signal which is
solely due to the two point correlator. By constructing this contribution one can
determine the order of magnitude of λ3 – assuming that the three point contri-
bution is of the same order of magnitude. Fig. 4.10 shows Cλ3,2 for a range of
smearings. General features are that the statistical uncertainty decreases drasti-
cally with the smearing and also that the magnitude of the correlator decreases.
For all values of the smearing, the correlator at vanishing momentum is consistent
with zero and for large momenta the correlator tends to zero as well (for smearing
which lead to a statistical accuracy to allow for such a statement). This func-
tional form is clearly not consistent with a power series ansatz up to second order
in momentum in analogy to the ansatz of Equ. (4.39).
A suitable ansatz has to model the decay of the correlator for large momenta.
This decay should also be stronger for strong smearings than for small ones. Sec-
tion 2.3.2 contains a derivation of exactly such a feature for local product operators
like the energy momentum tensor in leading order in the coupling and the Wil-
son flow time, c.f. Equ. (2.130). One may assume that the correlators can be
described by a power series in the momentum, regulated by a Gaussian cutoff like
the one from section 2.3.2, for the temperature T and the reference temperature
T0 individually. Then one can write down a natural ansatz which incorporates all
necessary features
Cλ3,2(q3) = (g0 + g2q23)e−sq
2
3 , (4.40)
where s is the parameter for the quadratic inverse width of the Gaussian.5 As
5The width of the Gaussian is given as a free parameter and is not constrained to the value
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Figure 4.9: Renormalized two point correlator measurements relative to the error
level of the two point correlator ∆Cλ3,2. Data is shown for T = 1.5 Tc, nt = 8,
T0 = 0.75 Tc, ns = 40, 48, 56, 64.
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Figure 4.10: Renormalized two point correlator measurements Cλ3,2. Data is scaled
such that the different smearings coincide at one momentum. Data is shown for
T = 1.5Tc, nt = 8, T0 = 0.75Tc, ns = 40, 48, 56, 64.
within the precision of the data, the correlator at vanishing momentum is consis-
tent with zero, one can remove the parameter g0 from the fit and fit the data with
the two parameters g2 and s. The two point correlator contribution to λ3 is −8g2,
because the quadratic term, which is contained in the Gaussian, is regarded as a
pure artefact from the smearing or Wilson flow.
The result of this fit is given in Fig. 4.11. The reduced χ2 is again consistent
with one. But in contrast to the fit of the combined correlator Cλ3 , this fit had
a statistically significant signal to fit for the larger smearings. This is also the
range, in which the parameters resulting from the fit are linear in the number
of stout smearing steps, i.e. the Wilson flow time and one can extrapolate their
values easily to vanishing smearing. The linear extrapolated value of g2 for van-
ishing smearing is −0.377(7)(10)T−2 and the value for s is 0.351(7)(38)T−2. The
extrapolation uses the points at Nstout ∈ {9, 12, 16}. The first error is a statistical
Jackknife error and the second a systematical error, defined as the difference to the
result of the fit, using also the point with Nstout = 25. This gives a contribution to
λ3 from the two point function of 3.02(6)(8)T−2 compared to the analytic leading
order result 13T
−2 in reference [74]6. This could indicate a strong non-perturbative
derived in Equ. (2.130), because the value in that formula is derived for leading order in the
gauge coupling.
6The different power of temperature compared to reference [74] is due to a different normal-
ization of the correlator.
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Figure 4.11: Parameters of fits of the data for the two point correlator Cλ3,2 to the
Gaussian cut off series expansion ansatz of Equ. (4.40). The two point correlator
contribution to λ3 is proportional to g2. Points for the fit parameters are a bit
shifted for better visibility.
contribution to λ3. Note that the inverse Gaussian width is not zero but has a
finite positive value. For vanishing smearing the smearing radius is expected to
diverge.7
It is desirable to have an independent crosscheck to determine whether the
result is based on an artefact from the method. Unfortunately, the value of λ3
in (quenched) QCD has not been determined so far. Therefore it is attempted to
check the method with a different transport coefficient κ.
4.2.3 Second Order: κ
The third and last coefficient treated in this thesis is the second order transport
coefficient κ. Like for λ3 of the last section it is possible to reconstruct this
coefficient without having to reconstruct a spectral function. The defining Equ.
(2.102) from section 2.2.4 is also reproduced here:
κ = lim
q3→0
∂2
∂q23
C12,12(~q).
7Physically, this finite width at zero smearing could be interpreted as the effective smearing
width of the finite lattice spacing. Extrapolating this further to the point at which the inverse
width becomes zero and the width becomes infinite, might correspond to taking the continuum
limit while simulating only at one fixed lattice spacing. The extrapolated value for g2 at this
point is −0.58(3)(7)T−2.
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In contrast to the λ3 case, the determination of this coefficient only requires a
two point function. Therefore this coefficient could be accessible in current lattice
QCD calculations.
The strategy to extract κ from the lattice data is mainly identical to the two
point correlator strategy of the last section. The only difference is that the two
point correlator C12,12 relevant for κ can be constructed not only from the off-
diagonal components of the energy momentum tensor, but also from differences
of the diagonal entries (analogous to the relevant two point correlator for η of
section 4.2.1). The correlator built from the off-diagonal elements will be referred
to as C12,12,Θ and the one built from the differences as C12,12,∆. The diagonal
version C12,12,∆ has the advantage that there is no inherent systematic error from
the choice of the renormalization scale.
The significance of the correlator measurement is shown in Fig. 4.12. As for
the two point correlator in the λ3 case, the measurement for small smearing levels
is indistinguishable from noise, whereas for large smearing the measurement is
clearly different from zero with a significance of over 10 σ. The measurements
of C12,12,Θ and C12,12,∆ have comparable statistical errors and agree within one σ.
This shows again that the renormalization technique for off-diagonal elements of
the energy momentum tensor introduced in section 2.2.1 works. The additional
systematic error on C12,12,Θ from the choice of the renormalization scale is sublead-
ing compared to the statistical error. As both correlator choices are consistent, in
the remainder of this section only the correlator C12,12,∆ is considered.
Unlike the situation for λ3, the point at vanishing momentum has also a signif-
icantly finite value. This indicates that in the case of C12,12 the constant contri-
bution in the power series expansion also carries temperature dependence. In the
fit to the ansatz of Equ. (4.40) (reproduced here for convenience)
C12,12(q3) = (g0 + g2q23)e−sq
2
3 , (4.41)
the parameter g0 has to be kept in the fit.
Fig. 4.13 shows the correlator for some choices of the smearing level. Again,
the absolute magnitude of the correlator decreases with smearing as well as the
statistical error. One can also see a suppression of large momenta, but the width
of of the functional form of this suppression remains constant with increasing
smearing. This is in contrast to the expectation from the interpretation of last
section of the suppression as a smearing cutoff scale in momentum.
Nevertheless, one can fit the correlator with the ansatz and the result is displayed
in Fig. 4.14. The fits for weak and medium strong smearings give a good χ2,
while those for strong smearing have a large χ2. This means that for large enough
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Figure 4.12: Measurements of the renormalized correlators C12,12,Θ and C12,12,∆
relative to the error level ∆C12,12,∆. Data is shown for T = 1.5 Tc, nt = 8,
T0 = 0.75 Tc, ns = 40, 48, 56, 64.
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Figure 4.13: Renormalized correlator measurements C12,12,∆. Data is scaled such
that the different smearings coincide at one momentum. Data is shown for T =
1.5 Tc, nt = 8, T0 = 0.75 Tc, ns = 40, 48, 56, 64.
smearing the fit ansatz is insufficient and it cannot describe the data. As one sees
from Fig. 4.13 that the functional form of the data is the same independent of
smearing, one can interpret the good fits for weak smearing as artefact caused by
the large statistical error. The coefficient g2 in the fit, which should be proportional
to κ, is consistent with zero for all choices of the smearing. The corresponding
functional contribution in the fit seems to be somehow orthogonal to the functional
form of the data. The fit does reflect, however, that the width is approximately
constant.
Of course, one can also find ansa¨tze which fit this data quite well. For example,
the ansatz
C12,12(q3) = cea−a
√
(q3/b)2+1 (4.42)
fits the data well for all smearings, as seen in Fig. 4.15. In this ansatz κ = −ac/2b2.
With this fit result it is clearer that the functional form of the data does not depend
on the smearing, as the fitted values of the parameters are nearly constant within
errors. However, this ansatz has no clear physical interpretation in the Wilson
flow picture, so it is at best difficult to extract a reliable value for the transport
coefficient from it. For large smearing, this ansatz tends to yield a value for κ
of about O(1)T−2, compared to the analytic leading order lattice perturbation
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Figure 4.14: Parameters of fits of the data for the correlator C12,12,∆ to the Gaus-
sian cut off series expansion ansatz of Equ. (4.41). The transport coefficient κ
is proportional to g2. Points for the fit parameters are a bit shifted for better
visibility.
theory result 0.47T−2, to a previous lattice determination 0.36(15)T−2 [81]8, and
to the value from AdS/CFT 1.125T−2 [12].9
For the data at hand, the value of the transport coefficient depends much on the
choice of the ansatz, because there is a relatively large gap between the vanishing
momentum and the first finite momentum data point. This makes it virtually
impossible to reliably extract the second derivative of the function, when at a
comparable scale features set in like the fall off for large momenta, which are not
represented in a power series to second order.
Like in the case of λ3, the difference of the two point correlation function relevant
for κ at finite and zero temperature shows a significant temperature dependence
for small momenta again. This can be seen as a signal for a change in low en-
ergy features of the theory which implies a change in the transport coefficient.
Unfortunately, the change in the coefficient cannot be reliably quantified.
8[81] had twice the spatial lattice extent, thus smaller spatial momenta, simulated at (much)
higher temperatures, and generated an order of magnitude more quenched statistics, which is
currently not realistic for dynamic studies.
9The different power of temperature in the references is due to a different normalization of
the correlator.
115
0 5 10 15 20 25
−2
0
2
4
6
8
10
Nstout
Fi
t
va
lu
e
χ2
a
b
c
−ac/2b2
Figure 4.15: Parameters of fits of the data for the correlator C12,12,∆ to the al-
ternative ansatz of Equ. (4.42). The transport coefficient κ is proportional to
−ac/2b2. Points for the fit parameters are a bit shifted for better visibility.
4.3 Improved Holographic QCD
This section is devoted to a short presentation of some preliminary results of
the comparison of quenched lattice data with the Improved Holographic QCD
(IHQCD) model.10 IHQCD, as outlined in section 2.4.2, is an approach specifically
tailored to describe pure 4D Yang-Mills theory holographically by a classical theory
of 5D gravity. As it does not include quantum corrections, it is most reliable in
the infrared. The model has some free phenomenological parameters which have
to be fixed e.g. by comparison to lattice simulations.
Quantities, which are used for that purpose already, are glueball masses, the
topological susceptibility, and the equation of state. Additional quantities can be
used to constrain parameters which are not sensitive to the quantities already in
use, to overconstrain the parameters, or to check the predictions of IHQCD based
on the already used parameters. A set of parameters, which is based on more
or better data, will then lead to a better prediction of dynamic properties of the
quantum field theory, which are out of principle not accessible by the pure lattice
approach.
Additional quantities, which are accessible on both holography and the lattice,
10An updated and extended version of the results presented here will be part of an upcoming
publication together with Francesco Nitti, Elias Kiritsis, and Umut Gu¨rsoy on the holographic
part of this project.
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Figure 4.16: C(τ) = 1
T 5
∫
d~x〈Θ12(0, 0)Θ12(τ, ~x)〉, renormalized, nt = 32, T =
0.75Tc. Errors are statistical Jackknife errors.
are correlators of the energy momentum tensor and the topological charge density.
Both can be obtained from the traces of products of the field strength tensor. For
a meaningful comparison, the holographic side would have to implement either
something in the AdS bulk that corresponds to a lattice on the boundary or
implement something in the bulk which corresponds to the Wilson flow on the
boundary. Both options are not realistic in the foreseeable future, especially as
the lattice side only has a conceptually very simple thing to do to provide contact
with the continuum results of holography: Perform a continuum limit. But this is
not without problems, too, as the signal in the correlators of the energy momentum
tensor decays very fast in Euclidean time and the most interesting regime for the
comparison to holography is the large distance infrared part of the correlators.
Of course, one may hope that the infrared part is not strongly affected by the
smearing and by the lattice spacing, such that one can go to rather large smearing
radii to suppress the statistical noise.
The lattice data used here is the same as given in section 4.1 with the parameters
listed in Tab. 4.3. Figs. 4.16 and 4.17 show a comparison of lattice data at a
fixed lattice spacing and different smearings to the continuum holographic result
in leading order in 1/Nc in the confined phase at T = 0.75Tc. Fig. 4.16 shows the
correlator of the shear channel. The lattice correlator is renormalized separately
for each smearing with the strategy outlined in section 2.2.1 and compared with
the renormalized holographic result. For Euclidean distances in the range 0.05 .
τT . 0.35, the holographic correlator is off by about a factor of 2 with respect to
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Figure 4.17: C(τ) = 1
T 5
∫
d~x〈q(0, 0)q(τ, ~x)〉, unrenormalized, nt = 32, T = 0.75Tc.
The lines between lattice data points are a smooth interpolation to guide the eye.
Errors are statistical Jackknife errors.
the envelope of the lattice results for different smearings. This factor originates
from a different normalization of the holographic result and is also present when
one compares the perturbative SU(3) result for high frequencies with the one
from IHQCD. If one corrects by this factor, one sees a large region of Euclidean
distances, in which the two results agree very well. Only for the largest Euclidean
distances one can see a deviation between the two results.11
Fig. 4.17 shows the correlator of the topological charge density. For the different
smearing radii on the lattice, one sees the expected behaviour also seen in e.g.
[24, 52]: The region of negative values shrinks and the small τ core of positive
values widens, as the smearing increases. This trend is an artefact of the increasing
non-locality of the effective topological charge density operator. In the continuum
result of holography, the operators are point-like and the correlator is negative
for all positive Euclidean distances. This makes the (re)normalization on the
holographic side difficult and the result plotted here is scaled such that it fits the
lattice results for large distances.
11If one assumes that this result at finite lattice spacing from a combination of different
smearings is consistent with the full continuum extrapolated result, one could interpret the
undershoot of the holographic result with a larger low energy contribution maybe from transport
contributions. That could be explained with the viscosity in the holographic setup giving the very
low universal value of 1/4pi in leading order in 1/Nc. But as long as there are no fully continuum
extrapolated results for the full correlator available, this remains speculative. Simulations to
settle this are already planned.
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At the example of the comparison of the topological charge correlators, one can
see that the comparison of the correlator for shorter distances is not useful, as it
is dominated by lattice artefacts. The holographic result should be most reliable
in the infrared, anyway. Therefore a set of infrared quantities constructed from
the correlator should be optimal for comparison. Section 3.5.3 already identified
such quantities in the thermal moments of the correlators from Equ. (3.68):
C
(n)
T =
dnCT
dn(τT )
∣∣∣∣∣
τT=1/2
=
∫ ∞
0
dω
(
ω
T
)n AT (ω)
sinh(ωβ/2) .
Ratios of the first few moments are especially interesting, as they are unaffected
by normalization and (multiplicative) renormalization problems. To compare the
region in the shear correlator at medium Euclidean distances, where the results
coincide best, one can analogously define moments at τT = 1/412
C
(n)
T =
dnCT
dn(τT )
∣∣∣∣∣
τT=1/4
=
∫ ∞
0
dω
(
ω
T
)n AT (ω)
sinh(ωβ/2)
cosh(ωβ/4), n evensinh(ωβ/4), n odd .
4.4 Equation of State with the Wilson flow
This section will present some results obtained in the determination of the equation
of state using the Wilson flow. The corrsponding concepts were presented in the
sections 2.2.2 and 2.3.5. The most important equations for this section are Equs.
(2.143) and (2.148), reproduced here
Tµµ(x) =
1
αeffE (t)
[E(t, x)− 〈E(t, x)〉] +O(t) (4.43)
αeffE (t) =
w40
0.6V4
〈
E(w20)(E(t)− 〈E(t)〉)
〉
. (4.44)
It is important to note that for finite temperature studies the expectation value
in Equ. (4.43) has to be understood as the zero temperature vacuum expectation
value. This is enough to calculate the equation of state with a non-perturbatively
determined renormalization factor αeffE .13
The data was generated with a modified version of the ”cellsu3” pure gauge
code for the QPACE machine. The parameters of the finite temperature run are
12At these distances both results are quite dominated by their high energy limits such that
the sensitivity of such analyses might be be limited.
13Reference [10] also constructed the equation of state, but using a perturbatively defined αE .
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given in Tab. 4.714 and those for the zero temperature reference in Tab. 4.8. The
action is the same as used in section 4.1.
T/Tc nt ns β dt tmax Nconf Nsep Nstreams
0.8 4 16 3.94519 0.04 0.654587 138593 1 1
0.8 6 24 4.17598 0.04 1.75432 68025 7 1
0.8 8 32 4.35699 0.04 3.41784 17454 12 1
0.9 4 16 4.01265 0.04 0.915313 114307 1 1
0.9 6 24 4.24708 0.04 2.23343 53798 9 1
0.9 8 32 4.43619 0.04 4.32344 13863 15 1
1.0 4 16 4.07252 0.04 1.18596 126300 1 1
1.0 6 24 4.31466 0.04 2.77073 43384 11 1
1.0 8 32 4.50919 0.04 5.34147 11137 19 1
1.1 4 16 4.12643 0.04 1.58692 172104 2 3
1.1 6 24 4.37744 0.04 3.63497 24587 14 4
1.1 8 32 4.57803 0.04 6.47854 9226 23 1
1.2 4 16 4.17598 0.04 1.90051 154836 2 3
1.2 6 24 4.43619 0.04 3.99086 30378 16 1
1.2 8 32 4.64231 0.04 7.68675 7790 27 1
1.3 4 16 4.2236 0.04 2.06617 62344 3 1
1.3 6 24 4.49145 0.04 4.68565 25607 19 1
1.3 8 32 4.70238 0.04 8.98688 6635 32 1
1.5 4 16 4.31466 0.04 2.77073 47076 4 1
1.5 6 24 4.59452 0.04 6.25545 19100 26 1
1.5 8 32 4.81143 0.04 11.9776 4963 43 1
2.0 4 16 4.50919 0.04 4.93059 26837 7 1
2.0 6 24 4.81143 0.04 11.0563 10813 46 1
2.0 8 32 5.03746 0.04 21.423 2780 77 1
Table 4.7: Parameters of the finite temperature run for the determination of the
equation of state with the Wilson flow.
In the continuum and small flow time limit, the equation of state determined
with the Wilson flow should coincide with the equation of state determined with
the standard procedure. Fig. 4.18 shows the continuum extrapolated equation of
state determined with this completely non-perturbative procedure for three values
of the Wilson flow time. While the error for tT 2 = 0 is rather large, it is consistent
with the equation of state determined in reference [17]. This indicates that the
non-perturbatively determined values for αeffE can also be used to renormalize the
trace of the energy momentum tensor at zero flow time. For tT 2 = 0.005 the
statistical errors are reduced considerably, while the result is still consistent with
the reference equation of state. This is probably due to the fact that the Wilson
14The β values given here for a fixed temperature do not fit exactly with those cited in section
4.1. This is due to a change to a more accurate interpolation procedure for the beta function in
section 4.1. Both procedures are consistent within at most about 1%.
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nt ns β dt tmax Nconf Nsep Nstreams
16 16 3.94519 0.04 0.654587 47957 1 1
24 24 4.17598 0.04 1.75432 8688 7 4
32 32 4.35699 0.04 3.41784 11753 12 3
16 16 4.01265 0.04 0.915313 20775 1 1
24 24 4.24708 0.04 2.23343 13699 9 1
32 32 4.43619 0.04 4.32344 9348 15 3
16 16 4.07252 0.04 1.18596 26070 1 1
24 24 4.31466 0.04 2.77073 11017 11 1
32 32 4.50919 0.04 5.34147 7511 19 3
16 16 4.12643 0.04 1.46485 17743 2 1
24 24 4.37744 0.04 3.63497 7556 14 4
32 32 4.57803 0.04 6.47854 6227 23 3
16 16 4.17598 0.04 1.75432 16374 2 1
24 24 4.43619 0.04 3.99086 7716 16 1
32 32 4.64231 0.04 7.68675 5263 27 3
16 16 4.2236 0.04 2.06617 12303 3 1
24 24 4.49145 0.04 4.68565 6523 19 1
32 32 4.70238 0.04 8.98688 4483 32 3
16 16 4.31466 0.04 2.77073 9230 4 1
24 24 4.59452 0.04 6.25545 4850 26 1
32 32 4.81143 0.04 11.9776 3361 43 3
16 16 4.50919 0.04 4.93059 6930 7 1
24 24 4.81143 0.04 11.0563 2749 46 1
32 32 5.03746 0.04 21.423 1892 77 3
Table 4.8: Parameters of the zero temperature reference run for the determination
of the equation of state with the Wilson flow.
121
flow smears out ultraviolet fluctuations, which are responsible for a large part of
the error. At larger values of the flow time, e.g. at tT 2 = 0.01, the O(t) corrections
in Equ. (4.43) become large, such that deviations from the reference equation of
state become visible.
These results are based on a continuum extrapolation of lattices with nt = 4, 6, 8
only. For a more reliable continuum extrapolation a simulation for a least nt = 10
is desirable. However, this completely non-perturbatively determined equation of
state does not rely on the validity of a model, such as the hadron/glueball reso-
nance gas model for low temperatures, and therefore is an important independent
crosscheck of the previous results.
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Figure 4.18: Equation of state determined non-perturbatively with the Wilson
flow. The label ”reference” refers to reference [17].
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Chapter 5
Conclusion and Outlook
This chapter concludes the main part of the thesis by giving a summary of the
most important new developments and numerical results.
The PhD project started out as an effort to determine spectral properties of
hadronic bound states around and above the phase transition with dynamical
fermions. This resulted in some new developments for the improvement of the re-
construction of spectral information from Euclidean correlator data. These include
possible extensions of the classical effective mass analysis to reconstruct also the
width of the states, which are also applicable to the Correlation Matrix Method
or variational method. The project lead to the development of a way to over-
come the problem of increasing numerical noise in the variational method which
is introduced if one uses too many correlators in the correlation matrix. This is
done by combining the generalized eigenvalue problem with a singular value de-
composition. Also improvements of MEM were investigated, like the combination
of CMM and MEM. For MEM, usually a lot of data points in Euclidean time are
needed. This can be achieved e.g. by using anisotropic lattices which introduces
the need to tune the bare anisotropy. A procedure to do this using the Wilson flow
is presented. While all these efforts contributed to the two publications [20, 21],
some of the activity sparked the interest in other properties of the quark gluon
plasma, like transport coefficients.
A lot of important transport coefficients are related to correlators of the en-
ergy momentum tensor. Therefore, a part of the project was to work out a
non-perturbative prescription to determine the renormalization coefficients of the
energy momentum tensor and of its correlators. In this context, also a non-
perturbative prescription for the renormalization of the trace of the energy mo-
mentum tensor using the Wilson flow has been studied and applied to perform
a completely independent determination of the equation of state for pure SU(3)
Yang-Mills theory. The parts of the correlators of the energy momentum tensor,
which are relevant for transport, are those at large Euclidean distances. They
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are especially difficult to obtain sufficiently precise, because the signal in these
correlators decays very fast due to the dimensionality of the energy momentum
tensor.
A very interesting transport coefficient of the quark gluon plasma is the shear
viscosity η. This coefficient has so far only been determined for pure Yang-Mills
theory, using a noise reduction technique that is not available for dynamical sim-
ulations, the multilevel algorithm. Therefore, the Wilson flow has been explored
as an alternative to reduce the statistical noise and at the same time to be more
sensitive to low energy quantities by suppressing contributions of high frequencies.
As the Wilson flow does not rely on locality, the proposed method also works for
simulations with dynamical fermions. This method has then been tested for the
quenched case and produced values for the ratio of shear viscosity over entropy
density η/s, which are consistent with the values in the literature, albeit having
larger errors. This analysis is published in [23].
The large errors on η/s make its determination in the dynamic case not feasible
with current computational resources. The remaining difficulties come partially
from the analytic continuation of the correlator to obtain the spectral function,
which is needed, because η is a dynamical transport coefficient. The thermody-
namic transport coefficients κ and λ3 have also been investigated in this work,
but the data were insufficient to determine the value of the coefficients. For this,
much larger statistics and smaller momenta i.e. larger volumes are necessary –
both requirements, which dynamical simulations currently cannot provide.
In contrast to lattice studies, analytic approaches building on the AdS/CFT
duality, do not have problems with analytic continuation. Models, which aim at
describing real QCD like Improved Holographic QCD, depend on non-perturbative
methods to constrain their phenomenological parameters. Improved Holographic
QCD currently only describes pure Yang-Mills theory. Therefore, lattice studies
are the most important source of constraints. To provide some constraints, mea-
surements of Euclidean correlators of gluonic observables can be used, like the
topological charge density or the energy momentum tensor. These calculations
have the potential of large synergies with quenched calculations for transport
coefficients. Some comparisons between lattice simulations and holography are
presented in this work. Additionally, some convenient infrared properties for the
comparison have been proposed, which are insensitive to the lattice cutoff and to
the current use of classical gravity on the holographic side. This is part of ongoing
research and a publication is already in preparation.
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Appendix A
Calculation of Wilson Flow Smeared
Correlators
This appendix gives the detailed calculation of the effect of the Wilson flow on
correlators of the energy momentum tensor to leading order in perturbation theory,
using Equ. (2.125) of section 2.3.2.
The energy momentum tensor at finite flow time is built directly from the field
strength tensor F tµν , which is in turn built from the Atµ(x)
Θtµν(x) = F tµσ(x)F tνσ(x)−
1
4δµνF
t
ρσ(x)F tρσ(x) (A.1)
F tµν(x) = g0∂µAtν(x)− g0∂νAtµ(x) + g20[Atµ(x), Atν(x)]. (A.2)
That gives
F tµν(x) = g0
∂
xµ
∫
d4yKt(x− y)Aν(y)− (µ↔ ν) +O(g20)
= g0
∫
d4y
(
∂
xµ
Kt(x− y)
)
Aν(y)− (µ↔ ν) +O(g20)
= g0
∫
d4y
(
− ∂
yµ
Kt(x− y)
)
Aν(y)− (µ↔ ν) +O(g20)
= g0
∫
d4yKt(x− y)
(
∂
yµ
Aν(y)
)
− (µ↔ ν) +O(g20)
= g0
∫
d4yKt(x− y)
(
∂
yµ
Aν(y)− (µ↔ ν)
)
+O(g20)
=
∫
d4yKt(x− y)Fµν(y) +O(g0) (A.3)
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and
Θtµν(x) =F tµσ(x)F tνσ(x)−
1
4δµνF
t
ρσ(x)F tρσ(x)
=
∫
d4yKt(x− y)Fµσ(y)
∫
d4zKt(x− z)Fνσ(z)
−14δµν
∫
d4yKt(x− y)Fρσ(y)
∫
d4zKt(x− z)Fρσ(z) +O(g0)
=
∫
d4yKt(x− y)
∫
d4zKt(x− z)Fµσ(y)Fνσ(z)
−14δµν
∫
d4yKt(x− y)
∫
d4zKt(x− z)Fρσ(y)Fρσ(z) +O(g0)
=
∫
d4yKt(x− y)
∫
d4zKt(x− z)Θµν(y, z) +O(g0),
with
Θµν(y, z) = Fµσ(y)Fνσ(z)− 14Fρσ(y)Fρσ(z). (A.4)
A general zero momentum correlator of two Gaussian smeared local observables
O1 and O2 with
Ot(x) =
∫
d4yKt(x− y)O(y) (A.5)
then reads
CtO1,O2(τ) =
〈∫
d3xOt1(τ, ~x)Ot2(0, 0)
〉
= 1
V4
〈∫
d3x
∫
d4x′Ot1(τ + x′0, ~x+ ~x′)Ot2(x′0, ~x′)
〉
= 1
V4
〈∫
d4x
∫
d4x′δ(x0 − τ)Ot1(x+ x′)Ot2(x′)
〉
(A.6)
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4y
∫
d4y′δ(x0 − τ)
Kt(x+ x′ − y)O1(y)Kt(x′ − y′)O2(y′)
〉
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4y
∫
d4y′δ(x0 − τ)
Kt3(~x+ ~x′ − ~y)Kt1(x0 + x′0 − y0)Kt3(~x′ − ~y′)Kt1(x′0 − y′0)O1(y)O2(y′)
〉
= 1
V4
〈∫
dx0
∫
dx′0
∫
d4y
∫
d4y′δ(x0 − τ)
Kt1(x0 + x′0 − y0)Kt1(x′0 − y′0)O1(y)O2(y′)
〉
= 1
V4
〈∫
dx′0
∫
d4y
∫
d4y′Kt1(τ + x′0 − y0)Kt1(x′0 − y′0)O1(y)O2(y′)
〉
= 1
V4
〈∫
d4y
∫
d4y′K2t1 (τ − (y0 − y′0))O1(y)O2(y′)
〉
(A.7)
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or analogous for finite spacial momentum
CtO1,O2(τ, ~p) =
〈∫
d3xei~p·~xOt1(τ, ~x)Ot2(0, 0)
〉
= 1
V4
〈∫
d3x
∫
d4x′ei~p·(~x+~x′)e−i~p·~x′Ot1(τ + x′0, ~x+ ~x′)Ot2(x′0, ~x′)
〉
= 1
V4
〈∫
d4x
∫
d4x′ei~p·(~x+~x′)e−i~p·~x′δ(x0 − τ)Ot1(x+ x′)Ot2(x′)
〉
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4y
∫
d4y′δ(x0 − τ)
ei~p·(~x+~x
′)Kt(x+ x′ − y)O1(y)e−i~p·~x′Kt(x′ − y′)O2(y′)
〉
= 1
V4
〈∫
dx0
∫
dx′0
∫
d4y
∫
d4y′δ(x0 − τ)e−~p·(~pt−i~y)e−~p·(~pt+i~y′)
Kt1(x0 + x′0 − y0)Kt1(x′0 − y′0)O1(y)O2(y′)
〉
= 1
V4
〈∫
dx′0
∫
d4y
∫
d4y′e−~p·(~pt−i~y)e−~p·(~pt+i~y′)
Kt1(τ + x′0 − y0)Kt1(x′0 − y′0)O1(y)O2(y′)
〉
= 1
V4
e−2t~p
2
〈∫
d4y
∫
d4y′ei~p·~ye−i~p·~y′K2t1 (τ − (y′0 − y0))O1(y)O2(y′)
〉
=TV3e−2t~p
2
〈∫
dy0
∫
dy′0K2t1 (τ − (y′0 − y0))O1(y0, ~p)O2(y′0,−~p)
〉
(A.8)
=TV3e−2t~p
2
〈∫
dy0
∫
dy′0K2t1 (τ − y′0)O1(y0, ~p)O2(y′0 + y0,−~p)
〉
=TV3e−2t~p
2
〈∫
dy0
∫
dy′0K2t1 (τ − y′0)O1(0, ~p)O2(y′0,−~p)
〉
=V3e−2t~p
2
〈∫
dy′0K2t1 (τ − y′0)O1(0, ~p)O2(y′0,−~p)
〉
=V3e−2t~p
2
∫
dy′0K2t1 (τ − y′0) 〈O1(0, ~p)O2(y′0,−~p)〉
=e−2t~p2
∫
dy′0K2t1 (τ − y′0)CO1,O2(y′0, ~p) (A.9)
=e−2t~p2
∫
dy′0K2t1 (τ − y′0)
∫
dωK(ω, y′0)ρO1,O2(ω, ~p)
using
Ktn(x) =
e−x
2/4t
(4pit)n/2 (A.10)∫
dnxKt1n (x− y)Kt2n (x− z) = Kt1+t2n (y − z) (A.11)
K2tn (
√
2x) = Ktn(x)
1
(2)n/2 (A.12)
Kt1(z)Kt1(τ + z) = K2t1 (2z + τ)K
t/2
1 (τ/2) (A.13)∫
dxKt1(x+ y)eipx = e−p(pt+iy) (A.14)
O(x0, ~p) =
1
V3
∫
d3xei~p·~xO(x). (A.15)
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A general zero momentum correlator of two Gaussian smeared products O1 and
O2 of local observables with
Ot(x) =
∫
d4yKt(x− y)
∫
d4zKt(x− z)O(y, z) (A.16)
then reads
CtO1,O2(τ) =
〈∫
d3xOt1(τ, ~x)Ot2(0, 0)
〉
= 1
V4
〈∫
d3x
∫
d4x′Ot1(τ + x′0, ~x+ ~x′)Ot2(x′0, ~x′)
〉
= 1
V4
〈∫
d4x
∫
d4x′δ(x0 − τ)Ot1(x+ x′)Ot2(x′)
〉
(A.17)
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4y
∫
d4y′
∫
d4z
∫
d4z′δ(x0 − τ)
Kt(x+ x′ − y)Kt(x′ − y′)Kt(x+ x′ − z)Kt(x′ − z′)O1(y, z)O2(y′, z′)
〉
= 1
V4
〈∫
dx0
∫
dx′0
∫
d4y
∫
d4y′
∫
d4z
∫
d4z′δ(x0 − τ)
Kt1(x0 + x′0 − y0)Kt1(x′0 − y′0)Kt1(x0 + x′0 − z0)Kt1(x′0 − z′0)
K2t3 (~y − ~z)K2t3 (~y′ − ~z′)O1(y, z)O2(y′, z′)
〉
= 1
V4
〈∫
d4y
∫
d4y′
∫
d4z
∫
d4z′Kt1(τ − (y0 − y′0 + z0 − z′0)/2)
K2t(y − z)K2t(y′ − z′)O1(y, z)O2(y′, z′)
〉
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4δx
∫
d4δx′Kt1(τ − (x0 − x′0))
K2t(δx)K2t(δx′)O1
(
x+ δx2 , x−
δx
2
)
O2
(
x′ + δx
′
2 , x
′ − δx
′
2
)〉
= 1
V4
〈∫
d4x
∫
d4x′Kt1(τ − (x0 − x′0))O˘t1(x)O˘t2(x′)
〉
using
∫
dx′0Kt1(x0 + x′0 − y0)Kt1(x0 + x′0 − z0)Kt1(x′0 − y′0)Kt1(x′0 − z′0) =
Kt1(x0 − (y0 − y′0 + z0 − z′0)/2)K2t1 (y0 − z0)K2t1 (y′0 − z′0) (A.18)
with
O˘t(x) =
∫
d4δxK2t(δx)O
(
x+ δx2 , x−
δx
2
)
(A.19)
= O(x) + 2t ∂2δxO
(
x+ δx2 , x−
δx
2
)∣∣∣∣∣
δx=0
+O(t2) (A.20)
by series expansion of O in δx. Additionally, one can derive an exact relation for
129
the higher orders. As the Gaussian kernel K factorizes for the directions and for
a single variable
∫
dxKt(x)f(x) =
(
et∂
2
f
)
(0), (A.21)
it can be also shown that
O˘t(x) = e2t∂2δxO
(
x+ δx2 , x−
δx
2
)∣∣∣∣∣
δx=0
. (A.22)
This is basically a reformulation of the smearing statement: With increasing flow
time the operator becomes less local.
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For finite spatial momentum, this gives
CtO1,O2(τ, ~p) =
〈∫
d3xei~p·~xOt1(τ, ~x)Ot2(0, 0)
〉
= 1
V4
〈∫
d3x
∫
d4x′ei~p·(~x+~x′)e−i~p·~x′Ot1(τ + x′0, ~x+ ~x′)Ot2(x′0, ~x′)
〉
= 1
V4
〈∫
d4x
∫
d4x′ei~p·(~x+~x′)e−i~p·~x′δ(x0 − τ)Ot1(x+ x′)Ot2(x′)
〉
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4y
∫
d4y′
∫
d4z
∫
d4z′δ(x0 − τ)ei~p·(~x+~x′)e−i~p·~x′
Kt(x+ x′ − y)Kt(x′ − y′)Kt(x+ x′ − z)Kt(x′ − z′)O1(y, z)O2(y′, z′)
〉
= 1
V4
e−t~p
2
〈∫
dx0
∫
dx′0
∫
d4y
∫
d4y′
∫
d4z
∫
d4z′δ(x0 − τ)
Kt1(x0 + x′0 − y0)Kt1(x′0 − y′0)Kt1(x0 + x′0 − z0)Kt1(x′0 − z′0)
K2t3 (~y − ~z)K2t3 (~y′ − ~z′)ei
1
2 ~p·(~y+~z)e−i
1
2 ~p·(~y′+~z′)O1(y, z)O2(y′, z′)
〉
= 1
V4
e−t~p
2
〈∫
d4y
∫
d4y′
∫
d4z
∫
d4z′Kt1(τ − (y0 − y′0 + z0 − z′0)/2)
K2t(y − z)K2t(y′ − z′)ei 12 ~p·(~y+~z)e−i 12 ~p·(~y′+~z′)O1(y, z)O2(y′, z′)
〉
= 1
V4
e−t~p
2
〈∫
d4x
∫
d4x′
∫
d4δx
∫
d4Kt1(τ − (x0 − x′0))δx′ei~p·~xe−i~p·~x
′
K2t(δx)K2t(δx′)O1
(
x+ δx2 , x−
δx
2
)
O2
(
x′ + δx
′
2 , x
′ − δx
′
2
)〉
= 1
V4
e−t~p
2
〈∫
d4x
∫
d4x′Kt1(τ − (x0 − x′0))ei~p·~xe−i~p·~x
′
O˘t1(x)O˘t2(x′)
〉
=TV3e−t~p
2
〈∫
dx0
∫
dx′0Kt1(τ − (x0 − x′0))O˘t1(x0, ~p)O˘t2(x′0,−~p)
〉
=TV3e−t~p
2
〈∫
dx0
∫
dx′0Kt1(τ − (x0 − x′0))O1(x0, ~p)O2(x′0,−~p)
〉
+O(t)
(A.23)
=TV3e−t~p
2
〈∫
dx0
∫
dx′0Kt1(τ − x0)O1(x0 + x′0, ~p)O2(x′0,−~p)
〉
+O(t)
=TV3e−t~p
2
〈∫
dx0
∫
dx′0Kt1(τ − x0)O1(x0, ~p)O2(0,−~p)
〉
+O(t)
=V3e−t~p
2
〈∫
dx0Kt1(τ − x0)O1(x0, ~p)O2(0,−~p)
〉
+O(t)
=e−t~p2
∫
dx0Kt1(τ − x0)CO1,O2(x0, ~p) +O(t)
=e−t~p2
∫
dx0Kt1(τ − x0)
∫
dωK(ω, x0)ρO1,O2(ω, ~p) +O(t)
using
∫
dnxKtn(x− y)Ktn(x− z)eipx = K2tn (y − z)e
1
2p(−pt+i(y+z)). (A.24)
Note that Equ. (A.8) for a correlator of a smeared local operator and Equ.
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(A.23) for a correlator of a product of two smeared local operators is the same
apart from a replacement of the flow time t→ t/2 for the case of the product.
Apart from 2-point correlators also integrated 3-point correlators with the same
operators
Ot(x) =
∫
d4yKt(x− y)
∫
d4zKt(x− z)O(y, z) (A.25)
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are of interest for this thesis. For finite momentum, they read
CtO1,O2,O3(p, q) =
〈∫
d4xeipxOt1(x)
∫
d4yeiqyOt2(y)Ot3(0)
〉
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4x′′eip(x+x′′)eiq(x′+x′′)e−i(p+q)x′′
Ot1(x+ x′′)Ot2(x′ + x′′)Ot3(x′′)
〉
= 1
V4
〈∫
d4x
∫
d4x′
∫
d4x′′eip(x)eiq(x′)e−i(p+q)x′′
Ot1(x)Ot2(x)Ot3(x′′)
〉
= 1
V4
〈∫
d4x
∫
d4y
∫
d4z
∫
d4x′
∫
d4y′
∫
d4z′
∫
d4x′′
∫
d4y′′
∫
d4z′′
eipxeiqx
′
e−i(p+q)x
′′
Kt(x− y)Kt(x− z)
Kt(x′ − y′)Kt(x′ − z′)Kt(x′′ − y′′)Kt(x′′ − z′′)
O1(y, z)O2(y′, z′)O3(y′′, z′′)〉
= 1
V4
〈∫
d4y
∫
d4z
∫
d4y′
∫
d4z′
∫
d4y′′
∫
d4z′′
K2tn (y − z)e
1
2p(−pt+i(y+z))O1(y, z)
K2tn (y′ − z′)e
1
2 q(−qt+i(y′+z′))O2(y′, z′)
K2tn (y′′ − z′′)e
1
2 (p+q)(−(p+q)t+i(y′′+z′′))O3(y′′, z′′)
〉
= 1
V4
e−
1
2 (p
2+q2+(p+q)2)t
〈∫
d4y
∫
d4z
∫
d4y′
∫
d4z′
∫
d4y′′
∫
d4z′′
K2tn (y − z)e
1
2p(−pt+i(y+z))O1(y, z)
K2tn (y′ − z′)e
1
2 q(−qt+i(y′+z′))O2(y′, z′)
K2tn (y′′ − z′′)e
1
2 (p+q)(−(p+q)t+i(y′′+z′′))O3(y′′, z′′)
〉
= 1
V4
e−
1
2 (p
2+q2+(p+q)2)t
〈∫
d4x
∫
d4δx
∫
d4x′
∫
d4δx′
∫
d4x′′
∫
d4δx′′
K2tn (δx)eipxO1
(
x+ δx2 , x−
δx
2
)
K2tn (δx′)eiqx
′
O2
(
x′ + δx
′
2 , x
′ − δx
′
2
)
K2tn (δx′′)ei(p+q)x
′′
O3
(
x′′ + δx
′′
2 , x
′′ − δx
′′
2
)〉
= 1
V4
e−
1
2 (p
2+q2+(p+q)2)t
〈∫
d4x
∫
d4x′
∫
d4x′′
eipxO˘1(x)eiqx
′
O˘2(x′)ei(p+q)x
′′
O˘3(x′′)
〉
=V 24 e−
1
2 (p
2+q2+(p+q)2)t
〈
O˘1(p)O˘2(q)O˘3(p+ q)
〉
.
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