An algorithm for the construction of nested coarse tetrahedral meshes given an initial ne tetrahedral mesh is described. This algorithm, termed Dynamic Graph Reduction with Swapping DGRS, is able to produce nested coarse meshes suitable for unstructured multigrid applications. The capabilities of the DGRS approach are demonstrated through several examples.
Introduction
One of the di culties associated with the use of multigrid methods on unstructured meshes has been the generation of the coarse meshes 2, 6, 7, 8, 9, 10, 17 . On a Cartesian mesh this problem has a rather simple solution: the coarsened mesh can be constructed by removing every other point of the ne mesh. This process can be continued until the desired number of meshes have been obtained.
With fully unstructured meshes, where each point can have an arbitrary number of neighbors and the elements are nonuniform, the problem is much more di cult, particularly in three dimensions. To date, two approaches towards grid coarsening on unstructured meshes have become prevalent: the agglomeration method 11, 12, 17 and disjoint meshing 2, 7, 10, 1 4 . Automated procedures which produce a series of nested tetrahedral meshes have been developed with limited success. The most promising approach developed to date appears to be the edgecollapsing method developed by M. Giles and others 6, 8 . Point-based methods, however, appear to be a t a m uch l o wer level of maturity due to their very limited discussion in current literature 2, 9 , 1 3 .
The goal of the current w ork has been to develop an automated grid coarsening procedure suitable for 3D unstructured multigrid applications. The algorithm described herein can produce nested coarse tetrahedral meshes of reasonable quality. Several important features of this algorithm are noted:
Because the procedure is automated, it can be fully integrated into the ow solver and enabled at run-time. No additional preprocessing time is required by the user. The time required to coarsen a ne mesh is signi cantly less than the time required to generate a coarse mesh from scratch". Therefore the grid coarsening procedure can be used in problems which i n volve transient remeshing.
Variations in ne mesh size are automatically captured in the coarse mesh. Because the coarse meshes are tetrahedral no modi cations need to be made to the core ow solver above and beyond the implementation of the actual multigrid scheme. Perhaps the most important of the above features is the ability to use the algorithm in unsteady problems. To date, the majority of 3D unstructured multigrid applications have i n volved static meshes.
The remainder of this paper is organized as follows. Section 2 describes the automated grid coarsening procedure. Section 3 provides a sampling of coarse meshes obtained with this procedure. Example multigrid applications are presented in Section 4. Concluding remarks and an outlook for future work are summarized in Section 5.
Grid Coarsening Algorithm
The grid coarsening procedure can be broken down into two basic parts: point selection and element reconnection. Each is described below.
Point Selection
The point selection criterion used in this work is to require the coarse mesh points to form a Maximally Independent Set MIS of the ne mesh points. Given a set of simply connected points, a subset of those points forms a maximally independent set i :
1. No two points in the subset are connected 2. Each point not in the subset is connected to at least one point which is in the subset When translated into the language of meshes, the above criterion ensure that variations in ne mesh edge size are properly represented in the coarse mesh. Simple drawing exercises will show that violation of either criteria results in arti cial variations in element size.
Several approaches can be used to generate an MIS from a given set of points. The method used in this work to generate an MIS is a pseudo-advancing front procedure based on an hierarchy of points. The algorithm can be summarized as follows:
POINT SELECTION ALGORITHM If ipoint has not been marked
9.
Mark ipoint as in the MIS 10.
Mark each neighborofipoint as not in the MIS 11.
Else If ipoint has not been marked
12.
Continue to next point 13.
End If 14. End Do Several of the steps in the above algorithm are not needed if only an MIS is desired. However, in this case a procedure which simply generates an MIS is insu cient; the boundaries of the computational domain must be preserved. To facilitate element reconnection a series of marking rules are used. Specifically, no point is allowed to mark a neighboring point which is higher up in the hierarchy. For example, surface points are not allowed to mark line points. Furthermore, boundary points are allowed to mark other boundary points if and only if both points are of the same type and both points lie on the same boundary segment. For example, surface points may mark other surface points which lie on the same surface. Volume points are allowed to mark only other volume points.
The sorting of points by v olume is used strictly to improve the quality of the coarse mesh. This feature has the largest impact towards the end of the point selection process when few unmarked points remain.
Element Reconnection
As with point selection, numerous approaches are possible for element reconnection. The most e cient approach is dynamic reconnection, i.e. reconnection during the point marking procedure. Given a point ipoint which is in the MIS, the reconnection procedure consists of the following steps:
ELEMENT RECONNECTION ALGORITHM If any c hecks failed 9.
Disallow reconnection 10.
End If 11. End Do
The dynamic reconnection allows a substantial improvement in coarsening speed when compared to stand-alone procedures for point marking and element reconnection. At the end of the entire procedure, the list of elements will contain a large portion of collapsed elements. These are elements elements which contain one or more identical points. The collapsed elements and the removed points are ltered out. The points and elements which remain constitute the coarser mesh.
The marking rules described in the previous section as well as the volume surface checks serve to maintain the boundaries of the domain during the element reconnection procedure. For example, the reconnection of a surface point to a volume point would distort the boundary and therefore must be disallowed. On curved surfaces the consistency checks must be modi ed slightly to account for the small changes in volume that occur. An additional check that must be performed in this case is that changes in the direction of the outward normals of the boundary faces must be limited to some prescribed maximum.
The Full Algorithm
While the algorithm as described works quite elegantly in 2D, the situation becomes much more complex in 3D. Since not every possible reconnection is valid, at the end of the coarsening procedure a small number of unremoved points points which were marked for removal but could not be removed will remain. This behavior can be overcome through the use of diagonal swapping for tetrahedron and post-processing improvement passes. The application of diagonal swapping and improvement passes results in the near or total elimination of unremoved points.
The full algorithm, which w e refer to as Dynamic Graph Reduction with Swapping DGRS begins with marking and reconnection for corner points: At this stage in the procedure, all points have been marked either as to be kept" or to be removed" and a large number of elements will have been collapsed. As mentioned previously, a n umb e r o f p o i n ts will remain which w ere marked for removal but could not be removed hereafter referred to simply as unremoved points. Testing indicates that this numberis typically 2-5 of the total number of points marked for removal. Reconnections which fail typically do so because either a negative element w ould have been created or the surface topology would have been altered.
The next phase of the algorithm is the improvement phase. In this phase an attempt is made to remove the nunremv points that were not removed. A series of improvement passes are performed until either all o ending points are removed or the number of improvement passes reaches a speci ed maximum npass. An important observation is that in practice, most unremoved points are eliminated within the rst 2-3 improvement passes. Any unremoved points which remain at this stage generally cannot be removed without a new course of action. This behavior is the reason that swaps are forced when the number of improvement passes exceeds 5. Diagonal swaps are forced by allowing any valid swap to occur even if element quality is degraded. Any distorted elements which occur are dealt with in the diagonal swapping at the end of the improvement pass. This approach eliminates unremoved points very e ectively. Nonetheless, in practice a small number of points sometimes cannot be removed without an exorbitant amount of e ort. This numberistypically less than 1 of the total numb e r o f p o i n ts in the coarse mesh.
The most time-consuming portion of this algorithm is the diagonal swapping procedure. At the end of the improvement passes only elements in the region surrounding unremoved points are marked for swapping. If all elements are marked for swapping the computational time increases substantially while the overall mesh quality increases only slightly.
Diagonal Swapping
The diagonal swapping procedure plays an important role in the grid coarsening algorithm. The obvious bene t of diagonal swapping is that the quality of the coarser meshes is improved. Less obvious but just as important is that the diagonal swapping improves the ability of the algorithm to removed unwanted points. This is accomplished by "mixing up" the mesh and thereby increasing the numb e r o f p otential reconnections available.
Due to its importance a signi cant e ort was devoted to maximizing the capabilities of the diagonal swapping procedure. The types of diagonal swapping cases used form two general classes which we refer to as face swaps and edge swaps. The general face swap consists of two or more tetrahedron which share a set of faces. These faces are either reconnected the internal reconnection face swap or replaced by a shared edge the face-edge swap. The general edge swap consists of a ring of elements around an edge. The shared edge is removed and replaced with a set of interior faces. This swap, referred to as the edge-face swap, is the direct inverse of the face-edge swap. The total number of cases implemented in the diagonal swapping procedure is 120. Of these cases, 53 were ported from a 3D unstructured grid generation code. The remainder were developed speci cally for this work.
The gures below provide a sampling of the types of diagonal swaps implemented in this work. 
Coarsening Results
We rst present a sample of coarse meshes generated with the aforementioned procedure.
Building Geometry
The rst test case involves a building geometry used in the simulation of low-speed environmental ows and atmospheric dispersion. Figure 5 shows the initial ne mesh. The two coarse meshes are shown in Figures 6 and 7 . Table 1 summarizes parameters for all meshes. 
Intersecting Cylinders
The second test cases involves two intersecting cylinders. The meshes are shown in Figures 8-10 . A summary of mesh parameters is given in Table 2 . The sample applications were performed using the Coarse Grid Correction scheme 3, 4 with a simple Jacobi smoother 1, 15 . The cycling algorithm used is that of 14 , with icycle = nmesh , 1 in all cases.
Poisson Equation
The multigrid solver was implemented in a prototype application which solves the Poisson equation in a cubic geometry. This test case is intended to establish the performance of our methodology using a pure Laplacian operator. Four coarse meshes were used in the calculation. The parameters for each mesh are summarized in table 3. The individual meshes are shown in Figures 11-15 .
The numerical solution after 1000 multigrid cycles is shown in Figure 16 . The convergence history is shown in Figure 17 ; the log of the residual is plotted as a function of the numb e r o f m ultigrid cycles. To better quantify the performance, the number of multigrid cycles required to reach a xed level of residual and the relative speed-ups are summarized in 4. The reference level of residual is the value after 1000 steps with a single-grid solver. The second sample application is the low speed incompressible ow o ver a NACA-0012 airfoil. The projection method 5, 1 6 w as used to solve the incompressible Euler equations. Multigrid was used to solve the Poisson-like equation for the pressure correction at each time step.
Three meshes were used for this test case. The initial ne mesh is shown in Figure 18 . Figures 19  and 20 show the coarse meshes. Mesh parameters are summarized in Table 5 . Pressure contours for the steady state solution obtained with the multigrid solver are shown in Figure 21 .
A t ypical convergence history in the calculation of the pressure correction is shown in Figure 22 . A decrease of four orders of magnitude in the L 2 norm of the residual vector was speci ed as the convergence criterion. The speed-up in the convergence is typically a factor of 2.5 with two meshes and 3.5 with three meshes. Note that these values decrease as the solution approaches the steady state. The total speed-up for a run of 250 time steps in terms of clock time is 2.1 for two meshes and 2.7 for three meshes. These values include the overhead associated with the grid coarsening procedure. 
Micro Air Vehicle
The nal sample application is the incompressible ow o ver a Micro Air Vehicle MAV. For this demonstration case two meshes were used. The initial ne mesh is shown in Figure 23 . The coarse mesh is shown in Figure 24 . Parameters for both meshes are summarized in Table 6 . The steady-state solution is shown in Figure 25 . 
Conclusions
An automated procedure for the generation of coarse tetrahedral meshes has been presented. This DGRS procedure generates coarse tetrahedral meshes of acceptable quality given an initial ne mesh. The capabilities and exibility of this approach h a ve been demonstrated. Of particular importance is the automated nature of the DGRS algorithm, which eliminates additional preprocessing and allows the procedure to be fully integrated into the ow solver.
Future work will focus on improvements to the algorithm in the areas of robustness and the ability to handle more complex geometries. Improved eciency of the diagonal swapping procedure also will be of importance. The next major goal in this work is to apply this methodology to unsteady problems with transient remeshing and moving bodies on parallel architectures.
