Abstract We study a notion of knockout robustness of a stochastic map (Markov kernel) that describes a system of several input random variables and one output random variable. Robustness requires that the behaviour of the system does not change if one or several of the input variables are knocked out. Gibbs potentials are used to give a mechanistic description of the behaviour of the system after knockouts. Robustness imposes structural constraints on these potentials. We show that robust systems can be described in terms of suitable interaction families of Gibbs potentials, which allows us to address the problem of systems design. Robustness is also characterized by conditional independence constraints on the joint distribution of input and output. The set of all probability distributions corresponding to robust systems can be decomposed into a finite union of components, and we find parametrizations of the components.
Introduction
We want to study knockout robustness of biological systems, for instance neural networks, metabolic networks or gene regulatory networks. Such systems are networks consisting of a number of nodes, where each node receives an input from a subset of the network. In this contribution we restrict attention to the following elementary building block consisting of n input nodes and one output node: input: system output:
A knockout, as we use the term, refers to any perturbation of the system that cuts the connection from one or more of the input nodes to the output node. For example, in a neural network, one may think of blocking a neural connection, and in a metabolic or gene regulatory network one may think of the knockout of a gene that codes for one of the regulatory proteins.
We define a robustness specification R as a set of knockout perturbations. We say that the system is R-robust on a set S of input states, if the behaviour of the system is invariant under the knockouts in R; provided the input belongs to the set S: The restriction to a subset S of the set of input states is necessary to allow non-trivial robustness even for strong robustness specifications. Biologically the set S models the fact that robust systems often exhibit a certain amount of redundancy in the sense that the inputs are usually correlated. Therefore, not all theoretically conceivable combinations of input values are meaningful to the system. As shown in (Ay and Krakauer 2007) , two aspects need to be considered to quantify robustness of such a system: (A) If one or several of the input nodes are removed, the system behaviour should not change too much (''small exclusion dependence''). (B) The behaviour of the output node should depend on the state of the input nodes (''causal contribution'').
The second point is strictly necessary: If the behaviour of the output does not depend on the inputs at all, then it is usually not affected by a knockout of a subset of the inputs. This kind of exclusion independence, which we call trivial robustness, is not excluded by our definition of Rrobustness. In fact, if the robustness specification R is too large, or if the set S is too large, then in any R-robust system the output cannot depend on the input at all. Therefore, to study the causal contribution of the input nodes on the output nodes, we investigate how diverse the behaviour of a system can be, given both R and S: More precisely, robustness specifications imply that the system cannot distinguish all input states, and we may ask how many states the system can discern. This question is related to the topic of error detecting codes, see Remark 7. Our definition can be seen as a generalization of the notions of canalyzing functions and nested canalyzing functions, as introduced by Kauffman. Both types of functions have been studied in the context of robustness. Kauffman suggested to use canalyzing functions to model gene regulatory networks (Kauffman 1993) . Robustness properties were studied, for example, in (Moreira and Amaral 2005) . Nested canalyzing functions are special canalyzing functions which were introduced more recently (Kauffman et al. 2003) . Their robustness properties were investigated in (Kauffman et al. 2004) . As shown in (Jarrah et al. 2007) , the set of nested canalyzing functions equals the set of unate cascade functions, which are used to design efficient logical switching circuits in the theory of computing. Apart from their good robustness properties, the notion of canalyzation is important since it was found that many functions appearing in Boolean network models of biological systems are canalyzing, or even nested canalyzing (Kauffman et al. 2003) .
In what follows we summarize our main results. Based on our definition of robustness, we find an explicit description of all robust systems where neutrality plays an important role. This description provides useful information for the design of robust systems.
To further address the problem of systems design we use Gibbs potentials in order to represent the behaviour of the system under various knockouts. Robustness requirements put constraints on these potentials. More precisely, we show that R-robust systems can be described by low order interactions. Our central result, Theorem 15, states that (k ? 1)-interactions are sufficient to describe the behaviour of systems that are robust against knockouts of arbitrary subsets of (n -k) input nodes. Theorem 18 generalizes this to more asymmetric robustness specifications. As a consequence we can define naturally parametrized systems that are capable of realizing all robust functions.
R-robustness can also be described by conditional independence statements. We study the set P R of all joint distributions satisfying these conditional independence statements. The set P R can be expressed as a union of smooth manifolds that correspond to different choices of the subset S (Lemma 24). Each of these manifolds has a parametrization with parameters that are interpretable in terms of conditional probabilities (Lemma 25).
Our notion of knockout robustness and our results are related to mutational robustness of the genotype-phenotype map, as investigated, for example, in the study of RNA folding. This relation is discussed in detail in Remark 8. Moreover, our analysis applies, for example, to the study of metabolic networks describing the cellular activity of metabolites within a given cell type. It has been found that Boolean networks of threshold functions are good models that are able to describe many aspects of the dynamics of such networks (Albert et al. 2008) . In (Boldhaus et al. 2010) , ideas that are similar to the ideas of the present work have been used to study the robustness against such knockouts of a simple Boolean network describing the yeast cell cycle. In Examples 13 and 17, we apply our results to threshold functions, and we discuss how linear threshold functions can be used to construct robust systems. This paper is organized as follows: section ''Robustness against knockout perturbations'' contains our basic setting and definitions. In section ''Structure of neutral sets'' we give several equivalent formulations of our notion of robustness, and we study the question how many states an R-robust system can distinguish. Section ''Canalyzing functions'' relates our definitions to the notions of canalyzing and nested canalyzing functions. Section ''Robustness and Gibbs representation'' proposes to model the different behaviours of a system under various knockouts using a family of Gibbs potentials. We study how robustness requirements constrain these potentials and how Rrobust systems can be described by low order interactions. Section ''Robustness and conditional independence'' discusses the probabilistic behaviour of the whole system, including its inputs, when the input variables are distributed according to some fixed input distribution. The set of all joint probability distributions is found such that the system is R-robust for all input states with non-vanishing probability. Finally, in section ''k-robustness'' we study the symmetric case where the system is robust against knockout of any subset of n -k input nodes.
Some of our results can also be derived from recent algebraic results by Rauh (2012) about generalized binomial ideals. These ideals generalize the binomial edge ideals of Herzog et al. (2010) and Ohtani (2011) . Similar ideals have recently been studied by Swanson and Taylor (2011) , which discusses what we call (n -1)-robustness. In this paper we give self-contained proofs that are also accessible to readers not acquainted to the language of commutative algebra. We comment on the relation to the algebraic results in Remark 27.
Robustness against knockout perturbations
We consider n input random variables X 1 ; . . .; X n and one output variable Y. Each random variable X 1 ; . . .; X n ; Y takes values in a finite set X 1 ; . . .; X n ; Y: The input state space is the set X in ¼ X 1 Â Á Á Á Â X n ; and the joint state space is X in Â Y: For any subset S ½n :¼ f1; . . .; ng write X S for the random vector ðX i Þ i2S ; then X S is a random variable with values in X S ¼ Â i2S X i : For S = [n] we also write X in instead of X [n] . For any x 2 X in ; the restriction of x to a subset S ½n is the vector xj S 2 X S with ðxj S Þ i ¼ x i for all i 2 S: In contrast, the notation x S will refer to an arbitrary element of X S :
As a model for the computation of the output from the input, we use a stochastic map (Markov kernel) j from X in to Y: Such a stochastic map j can be represented by a matrix, with matrix elements jðx; yÞ; x 2 X in ; y 2 Y; satisfying P y2Y jðx; yÞ ¼ 1 for all x 2 X in : For each x 2 X in the matrix row indexed by x is a probability distribution, denoted by j(x), that models the behaviour of Y when the input variables are in the state x. When the input is distributed according to some input distribution p in , then the joint distribution p of input and output variables satisfies
Formally, we consider j as a function that assigns to each x 2 X in a probability distribution j(x) for the output Y. If p in (X in = x) [ 0, then j(x) can be computed from the joint probability distribution p and equals the conditional distribution of Y, given that X in = x.
When a subset S of the input nodes is knocked out and only the nodes in R ¼ ½n n S remain, then the behaviour of the system changes. Without further assumptions, the postknockout function is not determined by j and has to be specified separately. We model the post-knockout function by a further stochastic map j R from X R to Y: A complete specification of the system is given by a family ðj A Þ A½n that contains one stochastic map j A for each subset A ½n: We refer to ðj A Þ A½n as functional modalities. As a shorthand notation we denote functional modalities by (j A ). The stochastic map j itself, which describes the normal behaviour of the system without knockouts, can be identified with j ½n :
Example 1 As an illustration we consider an example from the field of neural networks: Assume that the output node receives an input x ¼ ðx 1 ; . . .; x n Þ 2 fÀ1; þ1g n and generates the output ?1 with probability 
The structure of this representation of the stochastic map j already suggests what the function should be after a knockout of a set S of input nodes: Simply remove the contributions of all the nodes in S. The post-knockout function is then given by
where R ¼ ½n n S:
In section ''Robustness and Gibbs representation'' we generalize this example and study a class of stochastic maps described by a Gibbs potential function with a sum decomposition that allows to give a holistic description of functional modalities.
What does it mean for functional modalities to be robust? Assume that the input is in state x, and that we knock out a set S of inputs. Denoting the remaining set of inputs by R, we say that (j A ) is robust in x against knockout of S, if j(x) = j R ðxj R Þ, that is, if jðx; yÞ ¼ j R ðxj R ; yÞ for all y 2 Y: ð3Þ
Let R be a collection of pairs (R, x R ), where R ½n and x R 2 X R : We call such a collection a robustness specification in the following. We say that (j A ) is Rrobust in a set S X in if jðxÞ ¼ j R ðxj R Þ; whenever x 2 S and ðR; xj R Þ 2 R: ð4Þ
The main example in this section will be the symmetric robustness structures
Eq. (3) only compares the functional modality j R after knockout with the stochastic map j that describes the regular behaviour of the unperturbed system. In particular, for R(R 0 (½n; the functional modality j R' is in no way restricted by (3). Therefore, it may happen that a system that is not robust against a knockout of a set S 0 ¼ ½n n R 0 recovers its regular behaviour if we knockout even more Theory Biosci. (2014) 133:63-78 65 nodes. While such situations are conceivable and do occur in nature, it is often natural to assume that the following holds: If ðR; x R Þ 2 R and if R(R 0 (½n; then ðR 0 ; x R 0 Þ 2 R for all x R 0 2 X R 0 with x R 0 j R ¼ x R . In this case we call R coherent. A similar notion of coherence is used in reliability theory, see (Birolini et al. 2010) . All examples of robustness structures used in this paper, such as the robustness structures R k and the robustness structures associated to canalyzing and nested canalyzing functions defined in Example 10, are in fact coherent.
In this article, we are mainly concerned with the following question: How should a family of functional modalities be explicitly defined in order to be robust? We refer to this problem as the systems design problem. We consider various instances of this problem. The most direct way of treating that problem is given by a complete description of all robust functional modalities. This description is provided in the next section based on the assumption that S and R are given. However, this assumption is somewhat critical, because some aspects have to be attributed to the environment in which the system is situated, and not to the system itself. In order to be robust in all possible environments, the designed system has to cope with those external aspects. In section ''Robustness and Gibbs representation'', we deal with this problem without assuming that the system knows S: More precisely, using the notion of Gibbs potentials, we find a natural parametrization of systems, that is functional modalities, which includes all R-robust systems (independent of S). Another perspective is taken in section ''Robustness and conditional independence'', where we study the set of all joint distributions (of input and output) of R-robust systems that are robust on some set S; under the assumption that the support of the input distribution is contained in S: We show that the set of all such distributions is a union of manifolds, and we find parameters for these manifolds.
In the next section we provide a complete description of robust functional modalities based on a neutrality property of the largest functional modality. Moreover, we discuss relations to canalyzing functions.
Robustness and neutrality

Structure of neutral sets
By definition, for robust functional modalities (j A ) the largest functional modality j [n] determines the smaller ones in the relevant points via Eq. (4). This motivates the following definition: A stochastic map j is called R-robust in S; if there exist functional modalities (j A ) with j = j [n] that are R-robust in S: More directly, j is R-robust in S if and only if jðxÞ ¼ jðx 0 Þ; whenever x; x 0 2 S; xj R ¼ x 0 j R and ðR; xj R Þ 2 R: ð5Þ
When studying robustness of a stochastic map j we may always assume that R is coherent; for if
, whenever R R 0 ½n: For any subset R ½n and x R 2 X R let
be the corresponding cylinder set. Then j is R-robust in S if and only if j(x) = j(x 0 ) for all x; x 0 2 S \ CðR; x R Þ and ðR; x R Þ 2 R: In other words, the stochastic map j is constant on S \ CðR; x R Þ for all ðR; x R Þ 2 R: Borrowing the terminology from the study of mutational robustness, we also say that S \ CðR; x R Þ is a neutral set of j.
The following construction is useful to study robust functional modalities: Given a robustness specification R; define a graph G R on X in by connecting two elements x; x 0 2 X in by an edge if there is ðR;
Example 2 Assume that X i ¼ f0; 1g for i ¼ 1; . . .; n: Then the input state space X in ¼ f0; 1g n can be identified with the vertices of an n-dimensional hypercube. The graph G R nÀ1 is the edge graph of this hypercube (Fig. 1a) . Cylinder sets correspond to faces of this hypercube. If R & ½n has cardinality n -1, then the cylinder set CðR; x R Þ is an edge, and if R has cardinality n -2, then CðR; x R Þ is a two-dimensional face. Fig. 1b) shows the induced subgraph G R 3 ;S of G R 3 for n = 4 and S ¼ f0000; 0001; 0100; 0101; 1010; 1011; 1110; 1111g:
The graph G R 3 ;S is not connected; it is a union of two twodimensional faces. By comparison, the graph G R nÀ2 has additional edges corresponding to diagonals in the quadrangles of G R nÀ1 : For example, the induced subgraph G R 2 ;S for n = 4, with S as above, is connected (Fig. 1d) .
Proposition 3
The following statements are equivalent for a stochastic map j:
(2) For all ðR; x R Þ 2 R; the set S \ CðR; x R Þ is a neutral set of j. In fact, in this example both connected components are cylinder sets. d The induced subgraph G R2;S ; which is connected (the graph G R2 has additional edges, which are omitted in the diagram; only the edges of G R3 are shown in light gray) (colour figure online) (3) The connected components of G R;S are neutral sets of j.
(4) For any probability distribution p in of X in with p in ðSÞ ¼ 1 and for all ðR; x R Þ 2 R; the output Y is stochastically independent of X ½nnR given X R = x R .
Proof The equivalence (1) , (2) was already shown.
(2) , (3): Condition (2) says that j is constant along each edge of G R;S : By iteration this implies (3). In the other direction, the subgraph of G R;S induced by S \ CðR; x R Þ is connected for all ðR; x R Þ 2 R; and therefore (3) implies (2).
(2) ) (4): For any x 2 X in with p in (x) [ 0, the conditional distribution of the output given the input
By (2), j(x;y) is constant on CðR; xj R Þ \ S: Hence the conditional distribution does not depend on X ½nnR ; and so
Let p in be the uniform distribution on S (or any other probability distribution with support S), and fix ðR; x R Þ 2 R: By assumption, for any x 2 S with
The implications of statement (4) of Proposition 3 about conditional independence statements will be analyzed in detail in section ''Robustness and conditional independence''. In particular, it is possible to characterize the set of all joint probability distributions satisfying the conditional independence statements corresponding to a robustness specification R:
The choice of the set S is important: On one hand S should be large, because otherwise the notion of robustness is very weak. However, if S is too large, then Eqs. (3) may have only very few solutions, depending on the choice of R : For example, if G R is connected and if S ¼ X; then Proposition 3 implies that the output Y is (unconditionally) independent of all inputs. In other words, the causal contribution (B) vanishes. Proposition 3 gives a hint how to choose the set S to ensure a large causal contribution: The goal is to have as many connected components as possible in G R;S : This motivates the following definition:
Definition 4 For any subset S X in ; the set of connected components of G R;S is called an R-robustness structure.
Let B be an R-robustness structure, and let
S ! B be the map that maps each x 2 S to the corresponding block of B containing x. Any stochastic map j that is R-robust on S factorizes through f B in the sense that there is a stochastic map j 0 that maps each block in B to a probability distribution on Y and that satisfies j ¼ j 0 f B : For the matrix elements this equality translates into jðx; yÞ ¼ j 0 ðf B ðxÞ; yÞ for all x 2 X and all y 2 Y: Conversely, any stochastic map j that factorizes in this way through f B is R-robust on S:
To any joint probability distribution p in on X in with pðX in 2 SÞ ¼ 1 we can associate a random variable B ¼ f B ðX 1 ; . . .; X n Þ: If j is R-robust on S; then Y is independent of X 1 ; . . .; X n given B. Note that the random variable B is only defined on [B; which is a set of measure one with respect to p in . The situation is illustrated by the following graph:
When the robustness specification R is fixed, how much freedom is left to choose a robust stochastic map j? More precisely, how many components can an R-robustness structure B have?
Lemma 5 Let B be a robustness structure of the robustness specification R: Let R ½n; S ¼ ½n n R and
Proof The set S is the disjoint union of the jY R j sets CðR; x R Þ \ S for x R 2 Y R and the jX R n Y R j Á jX S j singletons fxg & S with xj R 6 2 Y R : Each of these sets induces a connected subgraph of G R : The statement now follows from Proposition 3. h Example 6 Suppose that S ¼ X in : This means that any R-robustness structure B satisfies [B ¼ X in : If G R is connected, then B has just a single block. In this case the bound of Lemma 5 is usually not tight. On the other hand, the bound is tight if R ¼ fðR; x R Þ : x R 2 X R g:
Remark 7 (Relation to coding theory) Assume that the state spaces X 1 ; . . .; X n are equal to the set ½d ¼ f1; . . .; dg: We can interpret X in as the set of words of length n over the alphabet [d] . In the uniform case R ¼ R k the task is to find a collection of subsets such that any two different subsets have Hamming distance at least nk ? 1. A related problem appears in coding theory: A code is a subset of X in and corresponds to the case that each element of B is a singleton. If distinct elements of the code have Hamming distance at least n -k ? 1, then a message can be reliably decoded even if only k letters are transmitted. If all letters are transmitted, but up to k letters may contain an error, then this error may at least be detected; hence such codes are called error detecting codes. In this setting, the function f B corresponds to the decoding operation. The problem of finding a largest possible code such that all code words have a fixed minimum distance is also known as the sphere packing problem. The maximal size of such a code, which is often denoted by A d (n, nk ? 1), is unknown in general.
Remark 8 (Relation to mutational robustness) Although we study knockout robustness, our definitions and our results are reminiscent of the notion of mutational robustness, as used, for example, in the study of RNA folding, see for example (Schuster et al. 1994; Visser et al. 2003; Wagner and Stadler 2003) . The object of study of mutational robustness is the mapping which assigns to each possible genotype (or gene sequence) a phenotype (for example, a particular folding structure of the RNA). In this context, a neutral set is a set of genotypes that is mapped to the same phenotype. The set of genotypes has a natural graph structure by considering point mutations. The structure and size of the neutral sets are important indicators of mutational robustness. We have defined robustness as invariance with respect to knockout perturbations, where the individual post-knockout functions are described in terms of a family (j A ) of functional modalities. On the other hand, in order to have this kind of robustness, by Proposition 3 (3), the largest functional modality has to be neutral on the connected components of G R;S ; which intuitively correspond to the neutral sets of the genotype-phenotype map of mutational robustness. To further elaborate on this analogy, it is natural to specify neutral mutations as consequence of our robustness concept. Within mutational robustness, the neutrality of point mutations is of prime interest. In R-robust systems, however, property (5) suggests that particular higher order mutations should be considered. To be precise, we choose a configuration x 2 S and ask for which mutations the function j remains unchanged. If there is a subsequence xj R of x such that ðR; xj R Þ 2 R; and if a change (sequence of point mutations) of x outside of R leads to a sequence x 0 that is contained in S; then j(x) = j(x 0 ). Stated differently, if x 0 is a neighbour of x in the graph G R;S then moving from x to x 0 leaves the function j unchanged. For example, robustness with respect to R k implies robustness against all (n -k)-point mutations within S: This restricts to the case of one-point mutations for k = n -1. Clearly, this kind of neutrality differs from the above-mentioned neutrality of point mutations in the context of the genotype-phenotype mapping. However, it is remarkable that knockout robustness also implies robustness against perturbations that are mutational in nature.
Canalyzing functions
Our notion of R-robust functional modalities naturally generalizes and is motivated by canalyzing (Kauffman 1993) and nested canalyzing functions (Kauffman et al. 2004) . In this section we make this connection precise.
Let f : X in ! Y be a function, also called (deterministic) map. Such a map can be considered as a special case of a stochastic map by identifying f with j f ðx; yÞ :¼ 1; if f ðxÞ ¼ y; 0; otherwise.
&
We say that f is (R, x R )-canalyzing, if the value of f does not depend on the input variables X ½nnR given that the input variables X R are in state x R . In other words, the cylinder set CðR; x R Þ is a neutral set of any (R, x R )-canalyzing function:
Given a robustness specification R; we say that f is Rcanalyzing if it is (R, x R )-canalyzing for all ðR; x R Þ 2 R: Clearly, the set of R-canalyzing functions strongly depends on R: On one hand, any function is R-canalyzing with respect to
On the other hand, for two different elements i; j 2 ½n; and
any R-canalyzing function is constant. Note that constant functions are R-canalyzing for any R:
The following statement directly follows from Proposition 3:
Particular cases of R-canalyzing functions have been studied in the context of robustness:
Example 10 (1) Canalyzing functions. A function f with domain X in is canalyzing in the sense of (Kauffman 1993) , if there exist an input node k 2 ½n; an input value a 2 X k ; and an output value b 2 Y such that the value of f is independent of x ½nnfkg ; given that xj k ¼ a: In other words,
(2) Nested canalyzing functions have been studied in (Kauffman et al. 2004) . A function f is nested canalyzing in the variable order X 1 ; . . .; X n with canalyzing input values a 1 2 X 1 ; a n 2 X n and canalyzed output values b 1 ; . . .; b n if f satisfies f(x) = b k for all x 2 X satisfying xj k ¼ a k and xj i = a i for all i \ k. Let R :¼ U n k¼1 R ðkÞ ; where
It is easy to see that f is a nested canalyzing function if and only if it is R-canalyzing.
Robustness and Gibbs representation
In this section we elaborate on the representation of functional modalities that we already used in Example 1 to describe knockouts in the context of neural networks. This representation originates from statistical physics as a very natural description, relating physical interactions, energy, and probabilities of outcomes to each other. Clearly, these physical concepts have to find their corresponding interpretation in our context. As an example we consider the case n = 6:
input: system output:
Y Given Obviously, the probability j(x;y) for an output y given an input x increases with the corresponding affinity Q(x;y) (if all other affinities are constant). In order to model the effect of a knockout, assume that Q(x;y) has a decomposition into individual contributions of the input node sets {1, 2, 3}, {3, 4}, and {5,6} of the form Qðx 1 ; . . .; x 6 ; yÞ ¼ / f1;2;3g ðx 1 ; x 2 ; x 3 ; yÞ þ / f3;4g ðx 3 ; x 4 ; yÞ þ / f5;6g ðx 5 ; x 6 ; yÞ:
This decomposition is illustrated by the following sketch:
In statistical physics, the contributions / A are referred to as interactions. In the context of gene expression, a nontrivial contribution / A , where A has more than one element, corresponds to an epistatic mechanism, in which two or more genes jointly contribute to the expression of a genotype. If we interpret our example as a genotype-phenotype mapping, then the decomposition (6) would suggest epistatic contributions of the genes 1, 2, and 3, the genes 3 and 4, and the genes 5 and 6.
A decomposition of the affinity into interaction terms allows to study knockouts in a very natural way. Consider, for instance, the decomposition (6), and let us assume that node three is knocked out. As a consequence, within the postknockout function all interactions / A for which node three is contained in A are not present anymore. This corresponds to removing / {1,2,3} (x 1 , x 2 , x 3 ; y) and / {3,4} (x 3 , x 4 ; y) from the right-hand side of (6), as shown in the following figure: The resulting post-knockout function is then given as 
where R : = {1, 2, 4, 5, 6} is the set of input nodes after removal of node three. This definition of the post-knockout function generalizes our previous Example 1. We now turn to the general situation. Suppose that a family of interactions / A : X A Â Y ! R is given. Following the motivated idea, it is natural to model the postknockout functions as follows:
We refer to this representation of functional modalities as Gibbs representation of the overall function. In what follows, we study how robustness is reflected in the interactions / A of Gibbs representations. Loosely speaking, we will define a class of interactions / A so that any robust family of functional modalities (j R ) belongs to this class. An adaptive system that is capable of assuming all members of this class-through its adaptation process-will, in particular, be capable of assuming any robust family of functional modalities. Therefore, our results are particularly relevant for the design of robust adaptive systems. Clearly, each j R as defined in (8) is strictly positive. The Möbius inversion formula shows that each strictly positive family (j R ) has a representation of the form (8) with
Such a representation is not unique: If an arbitrary function of x A (that does not depend on y) is added to the function / A , then the function j R , defined via (8), does not change.
In the remainder of this section we study the implications of robustness specifications on such a Gibbs representation. Proposition 11 translates a single robustness constraint. Then we show that R k -robust functional modalities and R k -robust stochastic maps can be described by (k ? 1)-interactions (Theorem 15 and Corollary 16). Theorem 18 and Corollary 20 generalize these two results to other robustness structures. Our results can be used to parametrize the set of R-robust functional modalities. Among other things they imply that (k ? 1)-interactions are sufficient to design R krobust systems.
A single robustness constraint has the following consequences for the / A .
Proposition 11 Let S ½n and R ¼ ½n n S; and let (j A ) be strictly positive functional modalities. The following statements are equivalent:
• (j A ) is robust in x against knockout of S.
• There exists a Gibbs potential (/ A ) for (j A ) that satisfies X B½n; B6 R / B ðxj B ; yÞ ¼ 0; for all x 2 X in ; y 2 Y:
• There exists a Gibbs potential (/ A ) for (j A ) such that P B½n;B6 R / B ðxj B ; yÞ does not depend on y.
• For all Gibbs potentials (/ A ) for (j A ), the sum P B½n;B6 R / B ðxj B ; yÞ does not depend on y.
Proof Denote by / A the potentials defined via (9). Then (3) is equivalent to for all y whenever x 1 = x 2 for the potentials (/ A ) defined via (9). This means: Assuming that (j A ) is 1-robust, it suffices to specify the four functions / ; ðyÞ; / f1g ðx 1 ; yÞ; / f1;2g ð0; 1; yÞ; / f1;2g ð1; 0; yÞ:
The remaining potentials can be deduced from (10). If only the values of (j A ) for x 2 S are needed, then it suffices to specify / ; ðyÞ and / {1} (x 1 ; y).
Does R-robustness in x imply any structural constraints on (j A )? If (j A ) is R-robust in x for all x belonging to a set S; then the corresponding conditions imposed by Proposition 11 depend on S: In the following we are interested in conditions that are independent of S: Such conditions allow to define sets of functional modalities that contain all Rrobust functional modalities for all possible sets S: If S (which will be the support of the input distribution later) is unknown from the beginning, then the system can choose its policy within such a restricted set of functional modalities. To find results that are independent of S; our trick is to find a setM R of functional modalities such that (j A ) can be approximated on S by functional modalities iñ M R : The approximation will be independent of S:
We first consider the special case R ¼ R k :¼ fðR; x R Þ : R ½n; jRj ! k; x R 2 X R g: For simplicity, we replace any prefix or subscript R k by k. If w 1 ; . . .; w n and g are fixed and b ! 1; then
where
if x\0:
The limit functional modalities (11) are deterministic limits of the probabilistic model (1), called linear threshold functions. They lie in the closure of M 2 , but not in M 2 itself. Linear threshold functions are widely used as elementary building blocks in network dynamics, for example to build simple models of neural networks, gene-regulation networks, or metabolic networks. Robustness against knockouts of such networks has been studied in (Boldhaus et al. 2010) , exploring the example of the yeast cell cycle.
LetM kþ1 be the set of strictly positive functional modalities (j A ) such that
for all C ½n with jCj [ k, where Z C;x C is a normalization constant that ensures that j C (x C ) is a probability distribution. Note that Eqs. (12) can be used to parametrize the set M kþ1 : The stochastic maps j A with jAj B k can be chosen arbitrarily, while all other stochastic maps j C with jCj [ k can be computed by normalizing the geometric mean of the stochastic maps j B for B C and jBj = k. where Z A;x A is a normalization constant.
Proof First, assume that (j A ) is strictly positive. By definition, ðj A Þ belongs toM kþ1 : Let x 2 S and C ½n:
Therefore, if x 2 S and jCj [ k, then Z C;xj C ¼ 1 and
is not strictly positive, the statement follows by considering smoothed functional modalities j
njYj and a convergent subsequence of (j ðnÞ A ).
h
Since M k?1 andM kþ1 are independent of S; Theorem 15 shows that these two families can be used to construct robust systems, when the set S is not known a priori but must be learnt by the system, or when S changes with time and the system must adapt.
If we are not interested in all functional modalities but just the stochastic map j describing the unperturbed system, we can describe j in terms of low interaction order. The family of (k ? 1)-interaction stochastic maps, denoted by K k?1 , consists of all strictly positive maps j such that ln jðx; yÞ ¼ X A½n; jAj k W A ðxj A ; yÞ for some real functions W A : X A Â Y ! R:
Corollary 16 Let j be a stochastic map that is k-robust on a set S: There exists a stochastic mapj in the closure of K k?1 such that jðxÞ ¼jðxÞ for all x 2 S:
Proof If j is k-robust on S; there exist functional modalities (j A ) with j = j [n] that are k-robust on S:
Choose ðj A Þ as in Theorem 15. If x 2 S; then jðxÞ ¼ j ½n ðxÞ ¼j ½n ðxÞ: Hence the corollary holds true with j ¼j ½n : h Let us briefly comment on the implications of Theorem 15 and its Corollary 16. An adaptive system has various degrees of freedom, often expressed in terms of parameters, that allow the system to change its properties. In order to solve more complicated tasks or to exhibit a richer behaviour, the system has to have many degrees of freedom, that is parameters. On the other hand, if we are interested in system robustness as a desired property, this constrains the possibilities of the system. Within our specific setting, our results say: In order to have k-robustness, interactions of order greater than k ? 1 are not required. For small k, this implies that a relatively small number of degrees of freedom is sufficient for robustness. This is clearly useful for designing robust systems with a minimal set of parameters.
In the context of a genotype-phenotype map, this results suggest that k-robustness can be obtained in terms of epistatic mechanisms of maximal order k. Epistasis of order greater than k does not contribute to k-robustness.
While low-order interactions are sufficient to design robust systems, this does not mean that all systems that rely on low-order interactions are robust. In the following example we discuss the threshold functions that are used to model neural and metabolic networks.
Example 17 The functional modalities (2) do not lie iñ M 2 : However, it is possible to naturally redefine the functional modalities (2) such that the new functional modalities lie inM 2 :
The construction (2) identifies the summand w i x i y with / {i} . Now we will make another identification: For each i 2 ½n let
The unique extension of these stochastic maps to functional modalities (j A ) inM 2 is given by
where Z A;xj A and Z 0 A;xj A are constants determined by normalization. The functional modalities defined in this way lie inM 2 ; and the stochastic map j [n] agrees with (1). Note that, by tuning the parameters w 1 ; . . .; w n ; any combination of stochastic maps is possible for j 1 ; . . .; j n : This shows that any element ofM 2 has a representation of the form (15).
As in example 13 we can scale the weights w i and the threshold g by a factor of b and send b ! þ1: This leads to the rule
which is a normalized variant of (11) which lies in the closure ofM 2 :
The rule (15) implements a renormalization of the effect of the remaining inputs under knockout. Similar renormalization procedures are sometimes used when training neural networks using Hebb's rule. Usually the total sum of the weights P i w i is normalized to not grow to infinity. The rule (15) suggests that under knockout all remaining weights are amplified by a common factor.
One may wonder whether the rules (15) and (16) are biologically plausible. Probably the rule (2) is more realistic when describing the immediate reaction of the network when a subset of the links is knocked out. However, on a slightly longer time scale, the network may accommodate to the fact that its effective number of inputs has decreased, similar to the renormalization effect in Hebbian learning.
The ideas leading to Theorem 15 can be applied to more general robustness structures R as follows: For any x 2 X let
if there exists R ½n with ðR; xj R Þ 2 R; ½n f g; else;
8 < :
and let R min x be the subset of inclusion-minimal elements of R x : If (j A ) is R-robust in S; then jðx; yÞ ¼ j R ðxj R ; yÞ for any R 2 R for all x 2 X and all C ½n with R min x ðCÞ 6 ¼ ;; where Z C;xj C is a suitable normalization constant. The same proof as for Theorem 15 implies:
Theorem 18 Let (j A ) be functional modalities, and assume that R is coherent. Then there exist functional modalities ðj A Þ in the closure ofM R such that the following holds: If (j A ) is R-robust on a set S X; then
As a generalization of Lemma 14, we can also describẽ M R as a set of functional modalities with limited interaction order. To simplify the presentation, we assume that R is saturated, by which we mean the following: If ðR; x R Þ 2 R for some x R 2 X R ; then ðR; x 0 R Þ 2 R for all x 0 R 2 X R : In other words, a saturated robustness specification is given by enumerating a family of subsets of [n] . For example, the robustness structures R k are saturated, while the robustness structures defining canalyzing and nested canalyzing functions (as introduced above) are not saturated. If R is saturated, then R x and R min x are independent of x 2 X: Consider the family Corollary 20 Let j be a stochastic map, and let R be a coherent and saturated robustness specification. If j is R-robust on a set S; then there exists a stochastic mapj in the closure of K D such that jðxÞ ¼jðxÞ for all x 2 S:
The proof is the same as the proof of Corollary 16.
Remark 21
Instead of representing functional modalities as a family (j A ) of stochastic maps, it is possible to use a single stochastic mapĵ; operating on a larger space, that integrates the information from the family (j A ). The stochastic mapĵ can be constructed as follows: For each i ¼ 1; . . .; n letX i be the disjoint union of X i and one additional element, denoted by 0. This additional state represents the knockout of X i . LetX in 1 X 1 Â . . . ÂX n : For each y 2X in let supp(y) = {i: y i = 0}. We define the stochastic mapĵ : Y ÂX in viâ jðx; yÞ ¼ j suppðxÞ ðxj suppðxÞ ; yÞ:
This construction gives a one-to-one correspondence between functional modalities and stochastic maps fromX in to Y: As an example, consider the functional modalities defined in (2). In this example, the construction ofĵ is particularly easy: it just amounts to extending the input space to {-1, 0, ?1} n . Eq. (1) remains valid forĵ: The construction is more complicated for the functional modalities (15). More generally, any Gibbs representation for functional modalities (j A ) as in (8) 
Robustness and conditional independence
As shown in Proposition 3, robustness of stochastic maps is related to conditional independence constraints on the joint distribution. In this section we study the set of all joint distributions that arise from robust systems in this way.
Remember that the probability distribution p in of the input variables, the stochastic map j describing the system and the joint probability distribution of the complete system are related via pðy; xÞ ¼ jðx; yÞp in ðxÞ; for all ðy; xÞ 2 X in Â Y:
Let R be a robustness specification. By Proposition 3, the stochastic map j is R-robust on supp(p in ) if and only if for all ðR; x R Þ 2 R the output Y is (stochastically) independent of X ½nnR ; given that X R = x R . In the following, this conditional independence (CI) statement will be written as Y? ?X ½nnR jX R ¼ x R : This motivates the following definition: a joint distribution p is called R-robust if it satisfies Y? ?X ½nnR jX R ¼ x R for all ðR; x R Þ 2 R: We denote by P R the set of all R-robust probability distributions.
The single conditional independence statement Y? ?X ½nnR jX R ¼ x R means that the conditional distributions satisfy
for all x 2 X in with pðxÞ 
for all y; y 0 2 Y; x S ; x 0 S 2 X S and x R 2 X R : Here, p(y, x S , x R ) is an abbreviation of p(Y = y, X S = x S , X R = x R ). It is not difficult to see that these two definitions of conditional independence are equivalent. The formulation in terms of determinantal equations is used in algebraic statistics (Drton et al. 2009 ) and will also turn out to be useful here.
A joint probability distribution p can be written as a jYj Â jX in j-matrix. Each Eq. (20) imposes conditions on this matrix saying that certain submatrices have rank one. To be precise, for any edge (x, x 0 ) in the graph G R (as defined before Proposition 3) Eqs. (20) for all y; y 0 2 Y require that the submatrix ðp kz Þ k2Y;z2fx;x 0 g has rank one. For any x 2 X in denote byp x the vector with components p x ðyÞ ¼ pðY ¼ y; X in ¼ xÞ for y 2 Y: Then a distribution p lies in P R if and only ifp x andp y are proportional for all edges (x, y) of G R : Observe thatp x andp y are proportional if and only if either (i) one ofp x andp y vanishes or (ii) j(x) = j(y). This observation allows to reformulate the equivalence (1),(3) of Proposition 3 as follows:
Lemma 22 Let S ¼ fx 2 X in :p x 6 ¼ 0g: A distribution p lies in P R if and only ifp x andp y are proportional whenever x; y 2 S lie in the same connected component of G R;S :
For any family B of subsets of X in let P B be the set of probability distributions p on X in Â Y that satisfy the following two conditions:
(1) [B :¼ S Z2B Z ¼ fx 2 X in :p x 6 ¼ 0g; and (2)p x andp y are proportional, whenever there exists Z 2 B such that x; y 2 Z:
where the union is over all R-robustness structures B. The disadvantage of this decomposition is that there are R-robustness structures B, B 0 such that P B is a subset of the topological closure P B 0 of P B 0 : In other words, each p 2 P B can be approximated arbitrarily well by elements of P B 0 ; and therefore in many cases it suffices to consider only P B 0 : The following definition is needed:
Definition 23 Lemma 24 P R equals the disjoint union S B P B ; where the union is over all R-robustness structures. Alternatively, P R equals the (non-disjoint) union S B P B ; where the union is over all maximal R-robustness structures.
Proof The first statement follows directly from the above considerations. To see that it suffices to take maximal Rrobustness structures in the second decomposition, consider an R-robustness structure B that is not maximal. The following lemma sheds light on the structure of P B :
Lemma 25 Fix an R-robustness structure B. Then P B consists of all probability measures of the form pðY ¼ y; X in ¼ xÞ
where l is a probability distribution on B and k Z is a probability distribution on Z for each Z 2 B and ðp Z Þ Z2B is a family of probability distributions on Y:
Proof It is easy to see that (21) defines indeed a probability distribution. By Lemma 22 it belongs to P B : In the other direction, any probability measure can be written as a product pðy; x 1 ; . . .; x n Þ ¼ pðZÞp x 1 ; . . .; x n jðX 1 ; . . .; X n Þ 2 Z ð Þ pðyjx 1 ; . . .; x n Þ;
if ðx 1 ; . . .; x n Þ 2 Z 2 B; and if p is an R-robust probability distribution, then p Z ðyÞ :¼ pðyjx 1 ; . . .; x n Þ depends only on the block Z in which ðx 1 ; . . .; x n Þ lies. h
Lemma 24 decomposes the set P R of robust probability distributions into the closures of the smooth manifolds P B ; where B runs over the maximal R-robustness structures. Lemma 25 gives natural parametrizations of these manifolds.
By comparison, Theorem 18 and Lemma 19 describe robustness from a different point of view. The result can be translated to the setting of this section as follows:
Corollary 26 Suppose that R is a coherent and saturated robustness structure, and let D be as in (18). If p 2 P B ; then there exists a stochastic mapj 2 K D such that pðyjxÞ ¼jðx; yÞ for all x 2 [B:
In the statement of the corollary note that pðX in ¼ xÞ [ 0 for all x 2 [B; and hence the conditional distribution pðyjxÞ is well-defined in this case.
Corollary 26 can also be viewed from the perspective of hierarchical models: LetD ¼ ff1; . . .; ngg [ fS [ f0g : S 2 Dg: The hierarchical loglinear model ED consists of all probability distributions p on X in Â Y of the form
where / A is a real function with domain X A : By the results of this section, ED is a smooth manifold containing P R in its closure. See (Lauritzen 1996; Drton et al. 2009 ) for more on hierarchical loglinear models.
Remark 27
It is also possible to derive the decomposition in Lemma 24 from results from commutative algebra. Theory Biosci. (2014) 133:63-78 75 Since the Eqs. (20) that describe conditional independence are algebraic, they generate a polynomial ideal, called conditional independence ideal. In this case the ideal is a generalized binomial edge ideal, as defined in (Rauh 2013 ). For such ideals, the primary decomposition is known and corresponds precisely to the decomposition of the set of robust distributions as presented in Lemma 24. The parametrization of Lemma 25 can be considered as a surjective polynomial map and shows that all components of the decomposition are rational.
k-robustness
In this section we consider the symmetric case R ¼ R k : As above, we replace any prefix or subscript R by k. If k = 0, then any pair (x, y) is an edge in G 0 . This means that any 0-robustness structure B contains only one set. There is only one maximal 0-robustness structure, namely B ¼ fX in g; and by Lemma 24 the set P 0 equals the closure of P B : This corresponds to the fact that P 0 is defined by Y? ?X in :
B is actually a maximal k-robustness structure for any 0 B k \ n. This illustrates the fact that the single CI statement Y? ?X in implies all other CI statements of the form Y? ?X ½nnR jX R ¼ x R : The corresponding set P B contains all probability distributions of P k of full support. Now let k = 1. In the case n = 2 we obtain results by Fink (2011) , which can be reformulated as follows: Let n = 2. A 1-robustness structure B is maximal if and only if the following statements hold:
• Each B 2 B is of the form B = S 1 9 S 2 , where S 1 X 1 ; S 2 X 2 : • For every x 1 2 X 1 there exists B 2 B and x 2 2 X 2 such that ðx 1 ; x 2 Þ 2 B; and conversely.
In (Fink 2011 ) a different description is given: The block S 1 9 S 2 can be identified with the complete bipartite graph on S 1 and S 2 . In this way, every maximal 1-robustness structure corresponds to a collection of complete bipartite subgraphs with vertices in X 1 [ X 2 such that every vertex in X 1 and X 2 ; respectively, is part of one such subgraph. Figure 2 shows an example.
This result generalizes in the following way:
Lemma 28 A 1-robustness structure B is maximal if and only if the following statements hold:
• Each B 2 B is of the form B ¼ S 1 Â Á Á Á Â S n ; where S i X i : Conversely, assume that B is a 1-robustness structure satisfying the two assertions of the theorem. For any x 2 X in n [B there exist y 1 ; . . .; y n 2 [B such that x 1 = y 1 , x n = y n . Since x 6 2 [B the points y 1 ; . . .; y n cannot all belong to the same block of B. If y i and y j belong to different blocks of B, then the two edges (x, y i ) and (x, y j ) of G 1 show that B is maximal. h The last result can be reformulated in terms of n-partite graphs generalizing (Fink 2011) : Namely, the 1-robustness structures are in one-to-one relation with the n-partite subgraphs of K jX 1 j;...;jX n j such that every connected component is itself a complete n-partite subgraph K e 1 ;...;e n with e i [ 0 for all i 2 ½n: Here, an n-partite graph is a graph which can be coloured by n colours such that no two vertices with the same colour are adjacent.
Unfortunately the nice product form of the maximal 1-robustness structures does not generalize to k [ 1:
Example 29 (Binary inputs) If n = 3 and X 1 ¼ X 2 ¼ X 3 ¼ f0; 1g; then the graph G 2 is the edge graph of the cube. For a maximal 2-robustness structure B the set X in n [B can be any one of the following (see Fig. 3 ):
• The empty set, • a set of cardinality 4 corresponding to a plane leaving two connected components of size 2, • a set of cardinality 4 containing all vertices with the same parity, or • a set of cardinality 3 cutting off a vertex.
In the last case only the isolated vertex has a product structure (Fig. 3d ).
If n = 4 and X 1 ¼ X 2 ¼ X 3 ¼ X 3 ¼ f0; 1g; then the graph G 3 is the graph of a hyper-cube. Figure 4 shows how a maximal 3-robustness structure can look like.
k-robustness implies (k ? 1)-robustness, and therefore P k P kþ1 : This does not mean that all k-robustness structures are also (k ? 1)-robustness structures, for the following reason: If B is a k-robustness structure and S ¼ [B; then G kþ1;S may have more connected components than G k;S :
Example 30 Consider n = 4 binary random variables X 1 ; . . .; X 4 : Then B :¼ fð1; 1; 1; 1Þ; ð2; 2; 1; 1Þg; fð1; 2; 2; 2Þ; ð2; 1; 2; 2Þg f g is a maximal 2-robustness structure. Both elements of B are connected in G 2 , but not in G 3 , see Fig. 5 .
Nevertheless, the notions of l-robustness and k-robustness for l [ k are related as follows:
Lemma 31 Assume that X 1 ¼ Á Á Á ¼ X n ¼ f0; 1g; and let B be a maximal k-robustness structure of binary random variables. Then each B 2 B is connected as a subset of G s for all s B n -2 k ? 1.
Proof We can identify elements of X in with binary strings of length n. Denote by I r the string 1. . .10. . .0 of r ones and n -r zeroes in this order. Without loss of generality assume that I 0 , I l are two elements of B 2 B; where k B n -l \ s B n -2k ? 1. Then l C 2k, and hence b l 2 c ! k: Let m ¼ d l 2 e: We will prove that we can replace B by B[{I m } and obtain another k-robustness structure. By maximality this will imply that I 0 and I l are indeed connected by a path in G s .
Otherwise there exists A 2 B; A 6 ¼ B; and x 2 A such that x and I m agree in at least k components. Let a be the number of zeroes in the first m components of x, let b be the number of ones in the components from m ? 1 to l and let c be the number of ones in the last n -l components. 
