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Abstract. Time series data usually emerge in many scientific domains. The ex-
traction of essential characteristics of this type of data is crucial to characterize 
the time series and produce, for example, forecasts. In this work, we take ad-
vantage of the trajectory matrix constructed in the Singular Spectrum Analysis, 
as well as of its decomposition through the Principal Component Analysis via 
Partial Least Squares, to implement a graphical display employing the Biplot 
method. In these graphs, one can visualize and identify patterns in time series 
from the simultaneous representation of both rows and columns of such decom-
posed matrices. The interpretation of various features of the proposed biplot is 
discussed from a real-world data set.  
Keywords: Singular Spectrum Analysis, NIPALS algorithm, Biplots. 
1 Overview 
Singular Spectrum Analysis (SSA) is a non-parametric method and a suitable tool to 
perform exploratory analysis on time series [6]. The Basic SSA schema is the version 
that deals with the description and identification of the structure of a one-dimensional 
real-valued time series. Basic SSA can be described as two successive stages: decom-
position and reconstruction. The first one is subdivided into step 1, the embedding, 
and step 2, the Singular Value Decomposition (SVD), while the second consists of 
two other phases, the grouping and the diagonal averaging. The primary purpose is to 
decompose the original time series into the sum of a few interpretable components, 
such as trend, oscillatory shape (e.g., seasonality) which should be separated from a 
noise component [5]. 
 For any matrix, the factorization given by SVD allows practical graphical represen-
tations of both rows and columns of the matrix employing biplots methods [2, 3]. 
Biplots provide easier interpretations, are much more informative than the traditional 
scatterplots, and might facilitate the work in the grouping step in SSA. Several types 
of biplots can be constructed depending on how the three factors identified by SVD 
are aggregated to obtain only two factors. Herein, the option is the biplot method 
proposed by Galindo [3], called HJ-biplot, which yields a simultaneous representation 
of both rows and columns of a matrix of interest with maximum quality [3].  
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 The main objective of this paper is to propose a new exploratory procedure to visu-
alize and identify patterns in the time series through the construction of an HJ-biplot 
from the results of the SVD step on the Basic SSA. Moreover, this work suggests an 
alternative approach to obtain the factorization referred in step 2 (first stage) based on 
the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm [11] instead of the 
usual SVD method. Although it provides equivalent results concerning the singular 
vectors and the singular values, it empowers the SSA to deal with missing values in 
the data, without employing any imputation method, since NIPALS is a suitable tool 
to treat this problem [10, 12]. That occurs because, in each iteration of the NIPALS 
algorithm, only present data are considered in the regressions performed, ignoring the 
missing elements. This is equivalent to defining all missing points in the least squares 
objective function as zero. 
The paper is organized as follows. In Section 2, we provide a short description of 
the theoretical background related to the methods involved in this work. In Section 3, 
we propose a biplot approach to the SSA method and some possible interpretations of 
it. In Section 4, we perform an application of the proposed technique by using real-
world data set. Final conclusions are contained in Section 5. 
2 Methods 
2.1 Basic Singular Spectrum Analysis 
The Basic SSA is a model-free tool used to recognize and identify the structure of a 
time series [5]. As before mentioned, it is composed of two complementary stages, as 
follows. 
First Stage: Decomposition. 
Consider a real-valued time series Y = (𝑦1, … , 𝑦𝑁) of length 𝑁. Let the integer value 
𝐿 (1 < 𝐿 < 𝑁) be the so-called window length, as well as 𝐾 = 𝑁 − 𝐿 + 1. Hereupon, 
the embedding procedure, that is the first step of the Basic SSA, consists in represent-
ing Y in 𝐾 lagged vectors, 𝐱1, … , 𝐱𝐾, each one of size 𝐿 (𝐿-lagged vectors), i.e., 𝐱𝑗 =
(𝑦𝑗 , … , 𝑦𝑗+𝐿−1), 1 ≤ 𝑗 ≤ 𝐾. This sequence of 𝐾 vectors forms the trajectory matrix 
𝐗 = [𝐱1 ∶ … ∶ 𝐱𝐾], that has as its columns the 𝐿-lagged vectors. Step 2, the SVD step, 
results in the singular value decomposition of the trajectory matrix. Consider that 
rank(𝐗) is equal to 𝑑, and the matrix 𝐒 is defined as the product 𝐗′𝐗. So, the SVD of 
𝐗 is the decomposition in the form 
 𝐗 = ∑ √𝜆𝑖𝐮𝑖𝐯𝑖′𝑑𝑖=1 , (1) 
where 𝜆𝑖, 𝑖 = 1, … , 𝑑, are the eigenvalues of the matrix 𝐒 arranged in decreasing order 
of magnitudes (𝜆𝑖 > 0), {𝐯1, … , 𝐯𝑑} is the orthonormal system of the eigenvectors of 
𝐒 associated with the eigenvalues 𝜆1, … , 𝜆𝑑, and 
 𝐮𝑖 = 𝐗𝐯𝐢 √𝜆𝑖⁄ . (2) 
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The elements of the triple √𝜆𝑖 , 𝐮𝑖 , 𝐯𝑖 are also known as singular values, left and right 
singular vectors of 𝐗, respectively.  Besides, defining 
 𝐗i =  √𝜆𝑖𝐮𝑖𝐯𝑖′, (3) 
one can represent 𝐗 as a sum of 𝑑 1-rank matrices, i.e.,  
 𝐗 = 𝐗1 + ⋯ + 𝐗𝑑. (4) 
Second Stage: Reconstruction. 
Once the expansion (4) has been determined, the third step of the SSA starts with the 
partitioning of the index set {1, … , 𝑑} into disjoints subsets 𝐼𝑗 , 𝑗 = 1, … , 𝑝. Let 
 𝐗𝐼 = ∑ 𝐗𝑖𝑖∈𝐼  (5) 
and the decomposition can be written as 
 𝐗 = 𝐗𝐼1 + ⋯ + 𝐗𝐼𝑝. (6) 
The intention of the grouping procedure is the separation of the additive components 
of the time series [6]. The objective of the next phase, the diagonal averaging step, is 
to transform each matrix of the grouping decomposition into a new time series [5]. At 
this point, as in [6], it is convenient to define: 𝕄𝐿,𝐾 as the space of the matrices of 
dimension (𝐿 × 𝐾); 𝕄𝐿,𝐾
(𝐻) the space of Hankel matrices of dimension (𝐿 × 𝐾); the 
embedding operator 𝒯: ℝ𝑁 ↦ 𝕄𝐿,𝐾 as 𝒯(𝑌) = 𝐗; and the projector ℋ of 𝕄𝐿,𝐾 to 
𝕄𝐿,𝐾
(𝐻), that carries out the projection by changing entries on auxiliary diagonals (where 
𝑖 + 𝑗 is a constant) to their averages along the diagonal. So, the diagonal averaging 
procedure corresponds to obtaining 
 ?̃?(𝑘) = 𝒯−1[ℋ(𝐗𝐼𝑘)] (7) 
and, then 
 𝑌 = ∑ ?̃?(𝑘)𝑝𝑘=1 . (8) 
2.2 PCA through NIPALS 
The NIPALS algorithm belongs to the Partial Least Squares family, a set of iterative 
algorithms that implement a wide range of multivariate explanatory and exploratory 
techniques. The NIPALS is designed as an iterative estimation method for Principal 
Component Analysis (PCA), that computes the principal components through an it-
erative sequence of simple ordinary least squares regressions [10, 11]. It produces a 
singular value decomposition (SVD) of a matrix regardless of its dimensions and the 
presence of missing data [10].  Again, considering that the trajectory matrix has rank 
𝑑, the method decomposes 𝐗 as a sum of 𝑑 1-rank matrices in terms of the outer 
product of two vectors, a score 𝐭𝑖 and a loading 𝐩𝑖, so that  
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 𝐗 = 𝐭1𝐩1′ + ⋯ + 𝐭𝑑𝐩𝑑′ . (9) 
The elements of the scores vector 𝐭𝑖 are the projections of the sample points on the 
principal component direction, while each loading in 𝐩𝑖 is the cosine of the angle 
between the component direction vector and a variable axis [4]. The NIPALS first 
computes 𝐭1 and 𝐩1 from 𝐗 and, then, the outer product 𝐭1𝐩1′  is subtracted from 𝐗 to 
calculate the residual matrix 𝐄1. After, 𝐄1 is used to compute 𝐭2 and 𝐩2, and the re-
sidual 𝐄2 is calculated subtracting 𝐭2𝐩2′  from 𝐄1, and so on until to obtain 𝐭𝑑 and 𝐩𝑑. 
The NIPALS algorithm is shown in Algorithm 1. 
Algorithm 1. NIPALS internal relations. 
NIPALS 
                        Input: 𝐄𝟎 = 𝐗 
                        Output: 𝐏 = |𝐩𝟏 : …: 𝐩𝒅|, 𝐓 = |𝐭𝟏 : …: 𝐭𝒅| 
                                for all 𝒊 = 𝟏, … , 𝒅 do 
                                        step 0: initialize 𝐭𝒊 
                                        step 1: 
                                        repeat 
                                                    step 1.1: 𝐩𝒊 = 𝐄𝒊−𝟏′ 𝐭𝒊 𝐭𝒊′𝐭𝒊⁄  
                                                    step 1.2: 𝐩𝒊 = 𝐩𝒊 ‖𝐩𝒊‖⁄  
                                                    step 1.3: 𝐭𝒊 = 𝐄𝒊−𝟏𝐩𝒊 
                                        until convergence of 𝐩𝒊 
                                        step 2: 𝐄𝒊 = 𝐄𝒊−𝟏 − 𝐭𝒊𝐩𝒊′ 
                                 end for 
 
 
From the internal relations in each iteration of the NIPALS algorithm, and after nor-
malizing 𝐭𝑖, such that  
 𝐭𝑖∗ = 𝐭𝑖 ‖𝐭𝑖‖⁄ ⇔ 𝐭𝑖 = √𝐭𝑖′𝐭𝑖 𝐭𝑖∗ , (10) 
the following equations can be verified [10]: 
 𝐄𝑖−1′ 𝐄𝑖−1𝐩𝑖 = 𝜆𝑖𝐩𝑖 (11) 
 𝐄𝑖−1𝐄𝑖−1′ 𝐭𝑖∗ = 𝜆𝑖𝐭𝑖∗, (12) 
where 𝜆𝑖 = 𝐭𝒊′𝐭𝒊 is the eigenvalue of both matrices 𝐄𝑖−1′ 𝐄𝑖−1 and 𝐄𝑖−1𝐄𝑖−1′ , as well as 
𝐩𝑖 and 𝐭𝑖∗ are their corresponding eigenvectors. Thus, the NIPALS decomposition of 𝐗 
can be written as 
 𝐗 = √𝐭1′ 𝐭1 𝐭1∗𝐩1′ + ⋯ + √𝐭𝑑′ 𝐭𝑑  𝐭𝑑∗ 𝐩𝑑′ . (13) 
Now, define the matrix 𝚺 as a diagonal matrix containing the singular values √𝐭𝑖′𝐭𝑖 
arranged in decreasing order. So, one can write the matrix form of the expansion (13) 
as 
 𝐗 = 𝐓∗𝚺𝐏′, (14) 
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where 𝐓∗ is the scores matrix whose column vectors 𝐭𝑖∗ are orthonormal, and 𝐏 is the 
loadings matrix whose column vectors 𝐩𝑖 are also orthonormal. 
2.3 HJ-Biplot 
The term biplot is due to Gabriel [2] and is associated to a graphical representation 
that reveals essential characteristics of multivariate data structure, e.g., patterns of 
correlations between variables or similarities between observations [7]. Consider a 
target data matrix 𝐙 of dimension (𝐼 × 𝐽), and its decomposition in the form 
 𝐙 = 𝐀𝐁′, (15) 
where 𝐀 is a matrix of dimension (𝐼 × 𝑄), and 𝐁 is a matrix of dimension (𝐽 × 𝑄). 
The matrices 𝐀 and 𝐁 create two sets of points, and if 𝑄 = 2, then the rows and col-
umns of 𝐙 can be simultaneously represented into a two-dimensional graph called 
biplot, in which the rows of 𝐀 are reproduced by points and the columns of 𝐁′ are 
expressed as vectors connected to the origin (arrows). Thus, the biplot displays the 
row markers 𝐚1, … , 𝐚𝐼  of 𝐙, as well as its column markers 𝐛1, … , 𝐛𝐽, so that the inner 
product 𝐚𝑖′𝐛𝑗 is the element 𝑧𝑖𝑗  of 𝐙 [8]. Very briefly, the interpretation of the biplot 
representation can be performed as follows:  
1. The distance between points corresponds to how different the associated in-
dividuals are (dissimilarities), mainly if they are well represented; 
2. The size of the arrow is proportional to the standard deviation of the associ-
ated variable. The longer the arrow, the greater the standard deviation; 
3. The cosine of the angle between arrows approximates the correlation be-
tween the variables they represent. Thus, if the angle is next to 90° it indi-
cates a poor correlation, while an angle close to 0° or 180° suggests a strong 
correlation, being positive in the first case and negative in the other. 
 The most popular biplot is the classic one [2], in which the metric of the columns is 
preserved. This version is also designated by GH-biplot [8]. An essential property of 
the GH-biplot is that the biplot vectors have the same configuration of the data matrix 
columns and the quality of representation of columns is maximum. By choosing row 
and column markers properly, the HJ-biplot allows representing the rows and col-
umns simultaneously in the same Euclidean space with optimal quality for both [3]. 
 To construct an HJ-biplot version based on NIPALS instead of SVD as proposed in 
[3], it’s enough to demonstrate the relationship between 𝐭𝑖∗ and 𝐩𝑖, as will be done 
next. 
 From the equation (12), multiplying it to the left by 𝐄𝑖−1′ , it becomes 
 𝐄𝑖−1′ 𝐄𝑖−1(𝐄𝑖−1′ 𝐭𝑖∗) = 𝜆𝑖(𝐄𝑖−1′ 𝐭𝑖∗) (16) 
Next, the vector normalization of (𝐄𝑖−1′ 𝐭𝑖∗) results in 𝐄𝑖−1′ 𝐭𝑖∗ √𝐭𝑖′𝐭𝑖⁄ , i.e., the vector 𝐩𝑖. 
Proceeding in the same way with respect to equation (11), and multiplying it to the 
left by 𝐄𝑖−1 we have 
 𝐄𝑖−1𝐄𝑖−1′ (𝐄𝑖−1𝐩𝑖) = 𝜆𝑖(𝐄𝑖−1𝐩𝑖). (17) 
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After, (𝐄𝑖−1𝐩𝑖) is normalized, which produces 𝐄𝑖−1𝐩𝑖 √𝐭𝑖′𝐭𝑖⁄ , i.e., the vector 𝐭𝑖∗. 
Hence, 
 √𝐭𝑖′𝐭𝑖𝐩𝑖 = 𝐄𝑖−1′ 𝐭𝑖∗, (18) 
and 
 √𝐭𝑖′𝐭𝑖𝐭𝑖∗ = 𝐄𝑖−1𝐩𝑖. (19) 
To unify the biplot axes scales similarly to what is done in [3], the following designa-
tion is done 
 𝐚𝑖 = 𝐄𝑖−1𝐩𝑖 = √𝐭𝑖′𝐭𝑖𝐭𝑖∗ (20) 
 𝐛𝑖 = 𝐄𝑖−1′ 𝐭𝑖∗ = √𝐭𝑖′𝐭𝑖𝐩𝑖. (21) 
Substituting (18) into (20), it follows that 
 𝐚𝑖 = 𝐄𝑖−1𝐛𝑖 √𝐭𝑖′𝐭𝑖⁄ , (22) 
and plugging (20) in (21) we get 
 𝐛𝑖 = 𝐄𝑖−1′ 𝐚𝑖 √𝐭𝑖′𝐭𝑖⁄ . (23) 
Thus, from (22) and (23), the coordinates of the i-th column are expressed as a func-
tion of the coordinates of the i-th row and vice versa. As a consequence, it allows the 
representation of the rows and columns in the same Cartesian coordinates system. 
Moreover, these expressions of the column and row coordinates lead to the maximum 
quality of the representation for rows and columns in the same system [3]. Consider-
ing the matrix form of the NIPALS decomposition in (14), it is worth to mention that 
for the configuration of the HJ-biplot, we have 
 𝐀 = 𝐓∗𝚺, (24) 
 𝐁 = 𝐏𝚺, (25) 
and so, 
 𝐗 ≠ 𝐀𝐁′. (26) 
3 The SSA-HJ-Biplot 
The trajectory matrix that will be decomposed by the NIPALS algorithm at the second 
step of the first stage of the SSA has some peculiarities in relation to the usual multi-
variate data matrix. Instead of individuals and variables, the rows and columns of the 
trajectory matrix represent 𝐿-lagged and 𝐾-lagged vectors of a time series, respective-
ly. That said, after the decomposition of 𝐗, a row marker in the HJ-biplot denotes a 𝐾-
lagged vector and is depicted in the graph as a point. In turn, a column marker repre-
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sents a 𝐿-lagged vector, being that an arrow symbolizes it. One of the goals of SSA-
HJ-biplot is to assist in the grouping step and for this, building more than one SSA-
HJ-biplot may be needed. The first SSA-HJ-biplot uses the 1st and the 2nd principal 
components (PC), the next one uses the 2nd PC and the 3rd PC, and so on as long as 
the remain components can explain the variability of the data, which is given by 
 𝑃𝐶%
(𝑖)
= 𝐭𝑖
′𝐭𝑖 ∑ 𝐭𝑗
′𝐭𝑗
𝑑
𝑗=1⁄ , (27) 
or visually through the scree plot of the singular values (√𝐭𝑖′𝐭𝑖) [5].  
 The window length 𝐿 has to be large enough so that each 𝐿-lagged vector captures 
a substantial part of the behavior of the time series [5], but at the same time, it permits 
the interpretability of the graphics display. A window length equals to 𝑁/2 provides 
both capabilities because it allows for the most detailed decomposition [5]. The inter-
pretation of the first SSA-HJ-biplot is performed in terms of: 
1. The proximity of points. Biplot points whose Euclidean distances are small 
imply similarity in the behavior of the associated 𝐾-lagged vectors; 
2. The length of the biplot vectors. If the arrows are roughly the same size, this 
indicates that the 𝐿-lagged vectors have standard deviation also close, which 
suggests that the process is stationary in the variance; 
3. The angle formed between biplot vectors. If the angle between the two ar-
rows is next to 0°, it hints a strong and positive autocorrelation between the 
two 𝐿-lagged vectors associated (negative if next to 180°). If the angle is 
close to 90°, it is expectable an autocorrelation near to zero. 
It is worth to take in mind the percentage of explained variability represented by 
the first two components, since the higher the percentage, the better the quality of the 
adjust of the SSA-HJ-biplot [3].  
As a rule, a singular value represents the contribution of the corresponding PC in 
the form of the time series. As the tendency generally characterizes the shape of a 
time series, its singular values are higher than the others, that is, they are the first 
eigenvalues [1]. On the other hand, when two singular values are close enough, i.e., 
 √𝐭𝑖′𝐭𝑖 ≈ √𝐭ℎ′ 𝐭ℎ, 
this is an evidence of the formation of plateaus in the scree plot and indicates that the 
associated SSA-HJ-biplot is informative about the oscillatory components of the time 
series [5], as long as the PC explain high variability of the data. 
4 Example 
In this Section, an SSA-HJ-biplot is constructed to a time series that contains the rec-
ords the carbon dioxide concentration in the Earth's atmosphere, measured monthly 
from January of 1965 to December of 1980 at an observing station on Mauna Loa in 
Hawaii [9], referred as T.S. CO2 in this work and that is represented in Fig. 1. Two 
auxiliary plots in Fig. 2 provide some hints for what to expect in an SSA-HJ-biplot 
analysis in the data. In Fig. 2 (b), where the 1st  PC is plotted against an index 𝑗 =
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1, … , 𝐾, the presence of a trend component in T.S. CO2 is manifest, and this should 
emerge somehow in the first SSA-HJ-biplot, i.e., in the biplot where the axes are the 
1st and 2nd PCs. Fig. 3 brings the first SSA-HJ-biplot, where one can verify that the 1st 
PC explains 67% of the data variability, i.e., the trend direction. A channel formed by 
two dotted lines helps in the perception of the presence of the trend, although the 2nd  
PC contributes to attenuate the slope if compared with the plot in Fig. 2 (b). Each one 
of the biplot points (in red) represents a 𝐾-lagged vector, and its corresponding label 
indicates the month in which the lagged vector starts. In this sense, accordingly to the 
graph legend, a point labeled as “O” means a 𝐾-lagged vector starting in October of 
some year, and a label “D” symbolizes that the respective 𝐾-lagged vectors begins in 
December, and so on. These points are the row markers, determined by the rows of 
𝐓∗𝚺, that is 𝐚𝑖′ = 𝐭𝑖′, 𝑖 = 1, … , 𝐿. 
 
Fig. 1. Carbon dioxide concentration in the Earth's atmosphere measured monthly from January 
of 1965 to December of 1980 at an observing station on Mauna Loa in Hawaii. 
According to the biplot theory, near points indicate similarity in the behavior of the 
lagged vectors, e.g., the points tagged as A, Y, and U in Fig. 3, i.e., the 𝐾-lagged 
vectors starting in April, May, and June. But not only that. Considering the labeling 
procedure before mentioned, the SSA-HJ-biplot is also capable of capturing the be-
havior of the months, since April, May, and June correspond precisely to the periods 
in which the highest concentration of carbon dioxide occurs in the atmosphere. It 
means that the points in the first SSA-HJ-biplot can represent not only the K-lagged 
vectors that start in a given month but also the month itself. 
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Fig. 2. Auxiliary plots in the SSA-HJ-biplot analysis. 
In Fig. 3, the SSA-HJ-biplot represents the column markers (the 𝐿-lagged vectors) as 
black arrows up to the sixth 𝐿-lagged vector (tagged as 𝐿1 until 𝐿6), ordered from top 
to bottom. From the seventh 𝐿-lagged vector onwards the pattern repeats itself, and so 
they were plotted in gray. It means that the first group of arrows, which is at the top, 
refer to the 𝐿-lagged vectors beginning in January and July, just below those as start-
ing in February and August, and so on. The angle between two consecutive arrows 𝐿𝑖 
and 𝐿𝑗, such that 𝑖 = 1, … ,5 and 𝑗 = 𝑖 + 1, indicates a strong autocorrelation between 
the respective 𝐿-lagged vectors since 𝐿𝑖 and 𝐿𝑗 form very sharp angles. As for 𝐿1 and 
the others up to 𝐿6, the angles range from something close to 0 to something close to 
90 degrees, which suggests a fading of the autocorrelations. And this cycle repeats 
from 𝐿7 periodically, which suggests the non-stationarity also in the seasonality. 
 Fig. 4 shows the SSA-HJ-biplot formed by the 2nd and 3rd PCs, while Fig. 5 ex-
hibit the SSA-HJ-biplot constructed from the 4th and 5th PCs. Along with the first 
SSA-HJ-biplot, these are the only ones that produce interpretable results or evidence 
some pattern in the time series, being that these results are in agreement with the one 
verified in the scree plot of the singular values in Fig. 2 (a), where the pair of points 
related to √𝐭2′ 𝐭2 and √𝐭3′ 𝐭3 are around at the same level, the same with respect to 
√𝐭4
′ 𝐭4 and √𝐭5′ 𝐭5. In the SSA-HJ-biplot of Fig. 4, there are well defined 12 groups of 
row markers, where each one of these groups refers to a 𝐾-lagged vector that starts 
for a specific month. Also, the column markers associated with each one of these 
groups show strong autocorrelation between the 𝐿-lagged vectors. All of this indicates 
a seasonal pattern, with peaks and valleys separated by 12 months. In turn, the SSA-
HJ-biplot of Fig. 5 groups the lagged vectors two by two, e.g., January and July, Feb-
ruary and August, and so on. Interpreting this together with the biplot of Fig. 4, where 
these same groups occur but in the opposite directions, one can conclude that the val-
leys tend to be six months behind the peaks. 
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Fig. 3. First SSA-HJ-biplot of the T.S.CO2 trajectory matrix decomposition. 
 
Fig. 4. The second SSA-HJ-biplot whose axes are the 2nd and 3rd PCs. 
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Fig. 5. The third SSA-HJ-biplot whose axes are the 4th and 5th PCs. 
 
Therefore, the result of the grouping step for the decomposition of the T.S. CO2 
should be 𝐗1 and 𝐗2, the first corresponding to the trend component, and the second 
describing the seasonal component, in which   
 𝐗1 = √𝐭1′ 𝐭1 𝐭1∗𝐩1′ ,  (28) 
and 
 𝐗2 = ∑ √𝐭i′𝐭i 𝐭i∗𝐩𝑖′5𝑖=2 , (29) 
with the rest being related to the noise component. 
5 Conclusions 
This paper attempts to provide an alternative way to visualize and understand the 
underlying structure of the trajectory matrix, that is the result of the embedding step 
of the SSA. The HJ biplot visualization method appears to be a promisor exploratory 
technique adequate to the purposes of this work since it provides interpretability to the 
results of the SVD step as was illustrated by an application. The SSA-HJ-biplots and 
auxiliary graphics provided a visual solution for the decomposition of the analyzed 
time series, properly separating the trend and the oscillatory component, using biplot 
axes up to the fifth PC. Also, allowed the identification of all relevant eigentriple, 
composed by the singular values √𝐭i′𝐭i, by the left singular vectors 𝐭i∗, and by the right 
singular vectors 𝐩i, 𝑖 = 1, … , 5,  to perform the grouping step. The study also revealed 
that the SSA-HJ-biplot points, representative of the row markers (𝐚i′) and symbol of 
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the 𝐾-lagged vectors that begin in a given period of the series (months in this specific 
case) could also depict the period itself in terms of dissimilarities, being possible to 
visually verify the months with the highest and lowest levels of CO2 concentration in 
the atmosphere throughout the years. The SSA-HJ-biplot built with the 1st and 2nd PCs 
proved yet to be useful in dealing with autocorrelations between the column markers, 
which are drawn as arrows and represent the 𝐿-lagged vectors. This study is promis-
ing in the sense that the SSA-HJ-biplot has a great potential as an exploratory tool to 
analyze the structure of a univariate time series due to its visual appeal in such a com-
plex issue. 
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