Abstract: This paper discusses principles of microphone array beamforming, specifically the use of LMS algorithm with training sequence. The problem of wideband nature of acoustical signals and its impact on the techniques of beamforming are discussed. Detailed explanation of classic narrowband and wideband LMS beamformers is presented, as well as the modification of narrowband algorithm with pre-steering. Experimental testing and comparison of algorithm performances was conducted and measurement results are presented. The used microphone array is part of Brüel & Kjaer acoustical camera, and is comprised of 18 omnidirectional non-uniformly spaced microphones.
Introduction
Microphone arrays are microphone systems that are able to achieve far greater directivity as opposed to standard directional microphone constructions [1] . Their operation is based on the superposition of signals from multiple microphones, which are spatially distributed following a certain geometry. Prior to summation, signals undergo certain modifications in order to adapt system characteristics to the desired application. For example, one practical application of these systems is in conference audio systems [2] , where an array of microphones is used to locate the active speaker, maximize the beam in his direction and then acquire the signal. Another popular application is the acoustical camera which can separate dominant sound sources or sound sources of certain frequency content on a given visual scene [3] .
The key characteristics that describe the microphone array operation are the direction of maximum sensitivity (main lobe) and the shape of directivity function. Both characteristics depend on the spatial distribution of microphones as well as on the type of processing performed on the signals [4] . Predominant methods of processing the microphone signals are delay and scaling. By delaying the signals, one performs the directional steering of the main lobe [5] . It should be noted though, that this action inevitably leads to the distortion of the shape of directivity pattern. Shape itself can be manipulated with by scaling the microphone signals with certain weighting coefficients. Operations of delay and scaling can be realized by multiplying the analytical waveform of the signals with complex weighting coefficients. These coefficients are also called the spatial filter coefficients, and the process itself: spatial filtering or beamforming [4] . The laws which apply to filtering signals in time domain are also valid in the case of spatial filtering. Optimization of spatial filter characteristics is the result of algorithms used in sensor arrays. A great number of these algorithms originate from the field of antenna arrays in radio communications (array processing). Their application in the domain of acoustical signals is often impossible due to wide frequency bandwidth of the signals, hence certain modifications must be made.
This paper covers the experimental performance comparison of two adaptive LMS beamforming techniques in real, closed space conditions. Adaptive LMS algorithm [6, 7] is one of the basic algorithms used in array processing and this paper presents two variations of it: narrowband algorithm and wideband algorithm. These algorithms are widely spread in literature. This paper also suggests a modification of the narrowband algorithm that is referred to as the wideband algorithm with pre-steering. Pre-steering is a technique that attempts to overcome the issue of high computational complexity which is inherent in wideband LMS algorithms. With this technique, the issue of large frequency bandwidth of acoustical signals is dealt with by assessing the relative time differences of the signals arriving at different microphones, and then aligning the signals according to those delays. Time delays are determined by cross-correlating the signals from the microphones using a training sequence, with a resolution equal to the sampling period. After the pre-processing of signals, narrowband LMS algorithm is used. The performance of the modified algorithm is compared with the performance of the classic wideband LMS beamforming.
Signal acquisition is performed using a planar non-uniform microphone array consisting of 18 microphones, which is a part of Brüel & Kjaer acoustical camera. The utilized training sequences were MLS sequence [8] as well as real acoustical signals.
The paper states the theoretical basis of adaptive narrowband and wideband LMS algorithms applied to microphone arrays. Afterwards, the pre-steering modification of the narrowband algorithm is described, followed by the description of the experiment along with the utilized equipment. At the end, the experimental results are presented followed by the most significant conclusions derived therefrom. 
Signal bandwidth interpretation
In terms of modelling signals in sensor array theory, the signal can be considered narrowband if mutual delays of complex envelopes of the signals detected by the microphones can be neglected. Then, for an array of L sensors, the following holds:
where s(t) stands for the complex envelope of the signal, and τ n is the delay between the signal on the sensor n in respect to some reference point. Equation
(1) will be satisfied if the following condition is met:
where B is the frequency bandwidth of the complex envelope, and ΔT max is the maximal delay time. From (2) it is clear that both the frequency bandwidth of the signal and array geometry dictate whether the signal can be considered narrowband.
Narrowband beamforming
As was mentioned earlier, one of the means of beamforming is multiplication of signals with complex coefficients. The selection of coefficients dictates the direction of maximal sensitivity as well as the shape of the directivity function (beampattern) [4] . If the narrowband condition is met than the structure from Fig. 1 can be used for beamforming. Signals from microphone outputs are represented in their analytical form and then multiplied with the set of complex coefficients [9] . Beampatterns of a linear microphone array consisting of eight omnidirectional microphones are presented in Fig. 2 . The topmost figure represents the beampattern of the array when no processing is applied to the signals, only simple summation of all signals. Basic parameters that describe the direction of the maximal sensitivity are the azimuth and elevation angle and main lobe width. The shape of directivity is also a function of frequency and Fig. 2 presents the beampattern for only one frequency. The middle picture in Fig. 2 shows a 30 degree shift of the direction of the main lobe (beamsteering). Main lobe shift is realized by using a set of complex coefficients of the following form:
where τ n is a time delay for the nth microphone. It is clear that the direction of main lobe is shifted towards the azimuth 30º. An unavoidable side effect that follows beamsteering is the distortion of the side lobes to a certain extent. The bottommost picture of Fig. 2 presents the manipulation over the shape of directivity function using coefficients of the following form:
where A n is the modulus of the coefficient in the n th branch of the array. The directivity function shaping presented in the bottommost picture of Fig. 2 is called null steering, which means setting a direction in which the directivity function will have the value of zero [5] . Null steering can only be achieved by coefficients of the type presented in (4).
Fig. 2 -Linear array beampattern without processing (top left), phase shift (bottom left), amplitude scaling and phase shift -null steering (bottom right).

Wideband beamforming
Narrowband beamformers are based on the assumption that selected coefficients will introduce the same delay for all spectral components of the signal from the sensor. However, when signals are wideband, it is necessary to process the signals with a structure that takes into account different phase shifts of different spectral components of a wideband signal. This paper presents the so called TDL (tap delay line) structure [9] that achieves this. Instead of one coefficient in every branch of the microphone array, TDL consists of a number of delay lines, outputs of which are multiplied with complex coefficients and then summed up. This structure is presented in Fig. 3 . In Fig. 3 L is the number of microphones and K is the number of delay elements in each branch of the array. When K equals 1 the structure represents a narrowband beamformer. This structure allows the control of phases and amplitudes of multiple spectral components within a frequency band of interest, hence it can be used for wideband signal processing. Obviously, the computational complexity of the operations performed in this structure is vastly greater than that of a narrowband beamformer.
Adaptive beamforming
Application of adaptive algorithms in microphone array field is based on using a predefined signal to train the array. From a desired spatial direction a training signal is emitted and it is used as a reference for adapting the weighting coefficients. When the signal is acquired and processed it is compared to a reference training signal with the goal to minimize the difference between the two. If the signal acquisition is performed in the presence of interfering signals, the algorithm will create a beampattern that favours the direction from which the training signal comes, and suppresses the signals arriving from the direction from which interference occurs. After coefficient optimization, the array can be used to extract the signal from the direction for which it is adapted. Optimization algorithm can be any of the usual algorithms such as: LMS (Least Mean Square), NLMS (Normalized Least Mean Square), RLS (Recursive Least Squares) etc. [9] . Fig. 4 shows the structure of adaptive beamforming with LMS algorithm.
Fig. 4 -Adaptive beamforming.
In Fig. 4 d(t) denotes the predefined training sequence, and ɛ(t) the error signal. This paper looks into application of LMS algorithm for minimization of mean square error in adaptive beamforming. Calculation of coefficient values for the optimal spatial filter is based on the gradient descent optimization method [5] . In the n th iteration coefficients are calculated for n+1 st iteration, which will filter the training sequence. In the n+1 st iteration the mean square value of the error signal is calculated, which is the difference between the signal on the output of the array processing structure and the reference signal. Based on this value, optimization of coefficient values for n+2 nd iteration is performed. This algorithm is performed iteratively until the optimal value of coefficients is obtained for which a certain condition related to the size of the error is met. Expression for the mean square error represents a positively defined quadratic form that in theory has one global minimum. Spatial filter coefficients values that give a minimum of this function represent the optimal values.
Fig. 5 -Gradient descent method.
Graphical illustration of the gradient descent method is shown in Fig. 5 . The goal is to find the quickest route from the start point on the surface of this function to the minimum which corresponds to optimal coefficient values.
Values in the n+1
st iteration are calculated as in (5):
where μ is gradient step size, which is a positive scalar value that controls the speed of convergence, and ( ( )) w n ∇ξ represents the gradient of mean square error. From Fig. 4 it is obvious that the error signal can be calculated using the following formula:
where (.)* denotes complex conjugate transposition. From (5) and (6) the final expression for the coefficient values can be written as:
The value of parameter μ determines the speed of convergence and the size of the residual error. For bigger steps the speed of convergence is greater, but so is the residual error, and vice versa.
Pre-steering method
Pre-steering represents a modification of narrowband beamformer which gives a structure that is suitable for wideband signal processing, but is much less computationally complex with respect to classic wideband beamformers. As with the basic narrowband beamformer every branch consists of only one complex weighting coefficient. However, prior to multiplication, signals from each microphone are delayed by a time interval called a pre-steering delay time (τ n in Fig. 6 ). The purpose of delay blocks is to achieve mutual time alignment of all signals, so that mutual delays are no longer than one sampling period. The values of delays for certain signals are determined based on cross-correlation of received signals. In order to precisely determine relative delays, based on crosscorrelation, the training sequence must possess good cross-correlation characteristics. Therefore, in experiments presented in this paper, an MLS pseudo-random sequence is used (Maximum Length Sequence). After the alignment with pre-steering, coefficient optimization is carried out so as to create a null in the interference direction. Adaptive beamformer with presteering is illustrated in Fig. 6 . 
Experimental Setup
This chapter gives a brief description of the experimental setup and equipment that has been used. Measurements were performed in closed space conditions in a reverberant space, where multiple reflections are present. As the source of acoustical signals studio monitors JBL LSR6325P-1 were used [10] . The microphone array consists of 18 non-linearly spaced microphones which are a part of B&K acoustical camera [11] . Prior to measurement, the calibration of each microphone has been carried out. Signal acquisition was performed utilizing a hardware-software solution PULSE from B&K. Experimental setup is shown in Fig. 7 . 
Experimental Results
This chapter presents the results obtained using the three different adaptive algorithms. Comparison of results obtained with adaptive narrowband beamformer, adaptive wideband beamformer and adaptive beamformer with presteering is performed. Comparison criteria are speed of convergence, error convergence and residual error.
In the first scenario the performance of narrowband algorithm is tested with a narrowband excitation, which is the sum of two sinusoidal signals with frequencies 300 Hz and 1500 Hz, and with a wideband excitation using the MLS sequence. The results are displayed in Fig. 8 .
In Fig. 8 red colour represents the original signal, whereas blue represents the signal from the output of the array processing algorithm. In the ideal case these two signals would overlap. It is noticeable in the upper figure that the output signal follows the original one to a certain degree. This means that the algorithm is able to perform the adaptation. However, in the case of a wideband excitation, the narrowband algorithm is unable to adapt. This is obvious from the bottom figure, since it is clear that the output signal does not follow the changes of the input. This test was designed as an illustration of the algorithm behaviour and its qualitative assessment, and no quantitative evaluation was performed.
The second scenario compares the performances of two variants of wideband algorithms. The excitation signal is an MLS sequence reproduced from the "right" speaker located at azimuth 30º and elevation of 90˚. The comparison of signal waveform and error convergence is performed. Both algorithms utilize step size of 10 -3 for the LMS algorithms, and the adaptation is performed over 30000 samples. TDL structure consists of 300 taps in each branch of the processing block. 9 shows the error convergence for the two algorithms. Convergence time is approximately the same for both algorithms. It should be noted however, that the error value at the beginning of adaptation process is about 30 times smaller in the case of the TDL algorithm. After the adaptation process, signals are filtered with the optimized set of coefficients to give the output signal. Fig. 10 shows segments of output signals from both algorithms together with the corresponding training sequence. Results displayed in the figure demonstrate a slightly better match for the TDL algorithm, which comes at the expense of greater computational complexity.
Fig. 9 -Error convergence: pre-steering algorithm (top), TDL algorithm (bottom).
The comparison of residual error of the two algorithms is performed. The error signal is computed as the difference between the original signal and the output signal after array processing. Residual error power is approximately 0.052 in the case of pre-steering algorithm, whereas in the case of TDL algorithm it is 0.026 . This 3 B difference in favour of TDL algorithm corresponds to the difference seen in Fig. 10 . The acceptable difference between the output signal and the original one is a matter of subjective impression and concrete conclusions can be made only after conducting extensive psychoacoustic research. In the third experiment signals are reproduced simultaneously from both speakers. Right speaker reproduces the signal of interest, whereas the left speaker reproduces the interfering signal. The purpose of this experiment is to separate the signal of interest by suppressing the interference. Reproduced signals are guitar tones. The right speaker reproduces the note G (signal of interest), left speaker reproduces note H (interfering signal). Each microphone will detect the signal that represents the sum of the two mentioned signals, along with all the reflected components that occur in closed space. Ratio of the signal of interest and the interference will depend on the position of the microphone relative to the speakers. Adaptive algorithms define coefficients of spatial filter that has maximum in the direction of the speaker that reproduces the signal of interest, and forms a minimum in the direction of interference. Ideal case would be complete suppression of the interfering signal. Since this is not practically possible it is necessary to quantify the gain in interference suppression achieved by utilizing a microphone array compared to using only one microphone.
Signals of guitar tones consist of fundamental frequency component and higher harmonics. Fundamental frequency component of note G is at 196.00 z, while of note H is at 246.94 z. Most of the signal energy is concentrated within the first couple of harmonics. Therefore, this experiment considers fundamental frequency component and the first two harmonics. Fig. 1 shows the spectrum of the signal detected by one microphone. This signal consists of spectral components of the signal of interest and of the interfering signal. Arrows indicate the spectral components of the signal of interest. It can be seen in this figure that the level of the fundamental component of the signal of interest is relatively low compared to the interfering signal. To separately measure the energy of every component in the spectrum, filter banks are used. A filter bank has been designed using previously developed software [12] . The resulting filter bank has all-pass complementarity property, which makes it suitable for application in audio signal processing. In Fig. 1 the amplitude characteristics of the filter bank that extracts the signal of interest are indicated with green colour, whereas the red colour represents the bank that extracts the interfering signal. Since the frequencies of components are known, it is possible to make a complementary bank so that each filter in this bank will separate only one spectral component. By calculating the signal levels at the outputs of filters it is possible to quantify the ratio of signal to interference before the use of microphone array structure. Table 1 shows the levels of individual spectral components as well as the total signal level detected with one microphone. The levels indicated in Table 1 are obtained using the following formula:
where p rms is the root mean square of sound pressure signal after passing through the filter corresponding to the given harmonic, and p 0 is the reference value of 20 Pa. It should be noted though, that signals from the output of the filters will be comprised not only of note harmonics, but also of any spectral content present in the filtered band. This spectral content is the consequence of ambient noise. The signal of interest (note G) represents the training sequence. The training process is performed while reproducing simultaneously both the signal of interest and interference. After obtaining the optimal set of coefficients and filtering the signal, we use the previously described methodology to determine the levels of signal and interference from the output of the array structure. Fig. 2 shows the spectrum of the signals for pre-steering and TDL algorithms. It can be concluded that TDL algorithm separates the signal of interest more efficiently. However, it can be seen that with pre-steering algorithm certain gain is also achieved compared to using one microphone, which is manifested as the greater relative level of fundamental component of the signal of interest compared to one presented in Fig. 1 . The results are quantified in Table 2 . The levels indicated are obtained using (8) .
correlation characteristics. If that is not the case, this algorithm is much more sensitive to reflections of the original signal which exist in closed space, compared to TDL algorithm. The optimized set of coefficient produced by any of the algorithms can be used to extract the signal coming from the direction of the training sequence as long as it has spectral characteristic similar to those of the training sequence.
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