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abstract and key words
Tests of hypotheses based on Higher Order Statistics (HOS) are reviewed in the particular context of the identification of non-
linear processes in space plasma. The time series under study are associated with the measurements of electric or/and mag-
netic field components, or/and counting rates of particles. The basic principles of HOS techniques are reviewed. A general
and unified procedure is suggested in order to construct statistical tests: (1) for detecting a non-gaussian or transient signal
in a gaussian (or non-gaussian) noise, (2) testing a stochastic time series for non-gaussianity (including non-linearity), (3)
studying non-linear wave interactions by using the kth-order coherency function. Asymptotic theory of estimates of the kth-
order spectra is implemented in a digital signal processing framework. The effectiveness of the signal detection algorithms
is demonstrated through computer simulations. Examples of application on the analysis of satellite data are given.
Higher-order statistics; non-linear phenomena; transient phenomena; space plasmas.
résumé et mots clés
Des tests d’hypothèses basés sur des statistiques d’ordre supérieur sont revus dans le contexte particulier de l’identification de
processus non-linéaires dans les plasmas spatiaux. Les séries temporelles étudiées sont associées à la mesure de composantes
du champ électrique et/ou magnétique d’ondes ou de turbulences, et/ou de données particules. Les principes de base des sta-
tistiques d’ordre supérieur sont brièvement rappelés. Une procédure générale et unifiée est suggérée afin de construire des tests
statistiques permettant : (1) de détecter des signaux non-gaussiens ou transitoires au sein d’un bruit gaussien (ou non-gaussien),
(2) de tester si une série temporelle est associée ou non à un processus stochastique issu d’un processus non-linéaire, (3) d’étu-
dier des interactions non-linéaires à plusieurs ondes par l’utilisation de la fonction de cohérence d’ordre k. La théorie asymp-
totique des estimés des spectres d’ordre k est mise en œuvre dans le cas discret. L’efficacité des algorithmes de détection est
démontrée par le biais de simulations numériques. Des exemples d’applications à des données satellites sont présentés.
Statistiques d’ordre supérieur ; phénomènes non linéaires ; phénomènes transitoires ; plasmas spatiaux.
1. introduction
Nonlinear processes are known to play a major role in the
exchange of energy in space plasmas. Their identification is one
of the main objectives of space plasma experimenters. The stu-
dies are generally performed from time series associated with
the measurements of electromagnetic wave field components
and/or of particle distributions. The analysis techniques which
are involved are based on principles developed in statistical
physics. However, in the absence of review papers directed to
the problems they have to solve, experimenters have a tendency
either to make use of a small amount of the capabilities of the
methods only, or to use hypotheses they don’t check.
An illustration of the problem encountered by space experi-
menters is given in [32]. To point out the presence of a non-
linear interaction in the ionosphere, they are looking for phase
relationships between the waveform of an electric field compo-
nent measured on-board a satellite and the time series associat-
ed with density fluctuations observed at the same times on the
satellite. As the two signals are clearly non-stationary at the time
intervals where an energy exchange seems to take place, the
authors use properties of higher-order correlations and spectra
for bandlimited deterministic transients, as recalled by Pflug et
al. in a series of papers devoted to the study of acoustic signals
[37, 38]. All references are given on the basic papers from which
it is possible to check whether the procedure is applicable or not.
But, the checking is not done for two reasons: first, the needed
information is scattered in several papers, which makes difficult
a full understanding of the principles; second, real data are so
different from the synthetic data on which the principles have
been tested that it seems worthless to try to test all hypotheses.
The same remarks can be made for others papers using higher-
order statistics published by space plasma experimenters [10, 28,
52]. The authors are faced to the same experimental constraints:
– limitation in the measured field components and/or particle
distributions, with the consequence that the most relevant data
are not always available,
– signals recorded at a moving point in space, with the conse-
quence : (i) that the time intervals on which the analysis is pos-
sible is very limited, (ii) that the observations are generally
made off the interaction regions, i.e. that the original phenome-
na are partially masked by propagation effects,
– observation of intermediate regimes between strong turbu-
lence (characterised by the apparition of transient events and/or
clear frequency peaks on the power spectra) and weak turbu-
lence (which look like stochastic phenomena).
Before applying higher-order statistics, they make clear their
hypotheses. But they don’t re-examine basic questions of appli-
cability. It is the objective of the present paper to provide ele-
ments to fill this gap and to present examples of applications on
satellite data.
Let start the re-examination of the applicability or higherorder
statistics right from the beginning. When using the power spec-
tral density (PSD) estimation, the process under consideration is
treated as a superposition of statistically uncorrelated harmonic
components [35]. As a consequence, phase relations between
frequency components are suppressed [20]. In other words, sec-
ond-order statistics (SOS) are phase-blind and only describe lin-
ear mechanisms governing the process. However, there are prac-
tical situations where we would have to look beyond the power
spectrum or autocorrelation domain.
The general motivation behind the use of HOS in signal pro-
cessing is threefold [34]
1.  to extract information due to deviations from normality,
2.  to estimate the phase of non-Gaussian parametric signals,
3. to detect and characterise the nonlinear properties of mecha-
nisms that generate time series via phase relations of their har-
monic components.
Higher-order spectra are quite natural tools to analyse the non-
linearity of a system operating under a random input. However,
general relations are not available for arbitrary random data
passing arbitrary nonlinear systems. Each type of non-linearity
has to be investigated as a special case. Despite the fact that
progress has been achieved in developing the theoretical proper-
ties of nonlinear models, only a few statistical methods for the
detection and characterisation of non-linearity from a finite set
of observations are available [35]. 
In [17], [18], [19], [22], [24] and [49], by using 3rd-order
coherency function, several statistical tests have been proposed:
–  to detect a non-gaussian or transient signal in a gaussian (or
non-gaussian) noise,
–  to test a stochastic time series for non-gaussianity (including
non-linearity),
–  to study non-linear wave interactions.
They refer to fundamental books and papers such as [1], [5], [6],
[7], [34], [35], [41], [42], and [47].
The aim of the present paper is to give experimenters a basic the-
oretical background without having to consider a variety of
approaches that are often accompanied by errors and/or incom-
plete simulations. A general and unified procedure of higher-
order spectra analysis technique is suggested to reconstruct the
statistical tests listed above. It allows to determine the smallest
(k – 1) dimensional region in the frequency domain (or respec-
tively the kth-order discrete principal time domain) whose kth-
order spectral values uniquely specify the entire kth-order spec-
trum. Using this result, one is able to construct the kth-order
principal test-statistic.. A slight modification of the principal sta-
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order moment and cumulant of this process, denoted mkx
(τ1, . . . , τk−1) and ckx(τ1, . . . , τk−1) , are defined as the joint
k th-order moment and cumulant of the random variables x(n),
x(n+ τk1), . . . , x(n+ τk−1), i.e.
mkx(τ1, . . . , τk−1) = E[x(n)x(n+ τ1) . . . x(n+ τk−1)] (4)
ckx(τ1, . . . , τk−1)=Cum[x(n), x(n+ τ1), . . . , x(n+τk−1)] (5)
They depend only on the time differences τ1, . . . , τk−1, τi
= 0,±1,±2, . . . for all i. Note that if {x(n)} were non-station-
ary, all mkx and ckx would also be time dependent.
For the gaussian case, il can be shown that all mkx and ckx for
k odd are identical to zero [26]. Let us stress out that the even-
order moments, and specially m4x , are, generally speaking, not
equal to zero, while the even-order cumulants are null.
For the non-gaussian case, it can also be shown [26] that, for
k = 3, 4 , mkx and ckx are related such that
ckx(τ1, . . . , τk−1)=mkx(τ1, . . . , τk−1)−mkg(τ1, . . . , τk−1) (6)
where {g(n)} is a Gaussian random process with the same sec-
ond order statistics as {x(n)}. Cumulants therefore, not only
display the amount of higher-order correlation, but also provide
a measure of the distance of the random process from gaussian-
ity. Finally, using the properties mentioned above, it can be eas-
ily demonstrated that the 2nd, 3rd and 4th order cumulants or the
random process {x(n)} in the non-gaussian case, are given by
c2x(τ) = E [x(n)x(n+ τ)] (7)
c3x(τ1, τ2) = E [x(n)x(n+ τ1)x(n+ τ2)] (8)
c4x(τ1, τ2, τ3) = E [x(n)x(n+ τ1)x(n+ τ2)x(n+ τ3)]
− c2x(τ1)c2x(τ2 − τ3)
− c2x(τ2)c2x(τ3 − τ1)
− c2x(τ3)c2x(τ1 − τ2)
(9)
By setting τ = τ1 = τ2 = τ3 = 0 in (7), (8) and (9), we get
γ2x = E[x2(n)] = c2x(0) (variance)
γ3x = E[x3(n)] = c3x(0, 0) (normalized skewness)           (10)
γ4x = E[x4(n)]− 3[γ2x]2 = c4x(0, 0, 0)(normalized kurtosis)
2.3. cumulant spectra 
Assuming that ckx(τ1, . . . , τk−1) is absolutely summable, the
k th-order discrete spectra or polyspectra of the process {x(n)}
are defined as the (k − 1)– dimensional discrete-time Fourier
transform of the k th-order cumulant, i.e.
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tistical tests allows passing easily from one algorithm to anoth-
er. Asymptotic theory of estimates of the k th-order spectra is
implemented in a digital signal processing framework. The
effectiveness of the signal detection algorithms is demonstrated
through numerical simulations and applied on real satellite data.
All the notations and abbreviations used in this paper are listed
at the end.
2. general background
2.1. moments and  cumulants
Before outlining some of the methods that have been proposed,
let first introduce some useful background definitions and pro-
perties of higher-order statistics [7, 33, 35, 51].
Let v = (v1, v2, . . . , vk) be real parameters and x = (x1, x2,
. . . , xk) a collection of random variables. The k th-order joint
moments are given by [35]
Mom[x1, x2, . . . , xk]=E{x1, x2, . . . , xk}
= {−j}k ∂
kΦ(v1, v2, . . . , vk)
∂v1∂v2 . . . ∂vk
∣∣∣
v1=v2=...=vk=0
(1)
where
Φ(v1, v2, . . . , vk)=E {exp[j(v1x1+v2x2+. . .+vkxk)]}
is their joint characteristic function and j2 = −1 .
The joint cumulants (also called semi-invariants of order k),
Cum[x1, x2, . . . , xk] , of the same set of random variables, are
defined as the coefficients of (v1, v2, . . . , vk) in the Taylor series
expansion (provided it exists) of the cumulant-generating func-
tion
Ψ(v1, v2, . . . , vk) = ln Φ(v1, v2, . . . , vk) (2)
about zero, i.e.
Cum[x1, x2, . . . , xk]=(−j)k ∂
klnΦ(v1, v2, . . . , vk)
∂v1∂v2 . . . ∂vk
∣∣∣
v1=v2=...=vk=0
(3)
Some important properties of cumulants can be found in the
Appendix.
2.2. moments and cumulants 
of stationary processes 
Consider a real stationary random process {xn} = {x(n)},
n = 0,±1,±2, . . . and its moments up to order k exist. The k th-
Ckx(f1, . . . , fk−1) =
∑
τ1
. . .
∑
τk−1
ckx(τ1, . . . , τk−1)
exp{−j2π(f1τ1 + . . .+ fk−1τk−1)}
(11)
It is a periodic function with period 1,
|fi|  12 for i = 1, 2, . . . , k − 1 and
|f1 + f2 + . . .+ fk−1|  12 .
The idea of a spectral representation for higher-order moments
of a time series appears in [4], and was further developed in
[47]. A spectral representation for cumulants (attributed to
Kolmogorov) appears in [47]. Higher-order spectra are derived
from the first principles in [5, 6]. The quantities C2x(f),
C3x(f1, f2) and C4x(f1, f2, f3) are called the spectrum, the bis-
pectrum, and the trispectrum, respectively. These quantities will
also be denoted as Sx(f), Bx(f1, f2), Tx(f1, f2, f3) , through-
out this paper. According to the alternative direct method [5],
they can be presented  in the discrete frequency domain as fol-
lows
Sx(f) = E[X(f)X∗(f)] (spectrum)
Bx(f1, f2) = E[X(f1)X(f2)X∗(f1 + f2)] (bispectrum) 
Tx(f1, f2, f3) = E[X(f1)X(f2)X(f3)X∗(f1 + f2 + f3)]
(trispectrum)
(12)
where
X(f) = X
(m
N
)
=
N−1∑
n=0
x(n)exp
{
−j 2πmn
N
}
,
m = 0, 1, . . . , N/2 (13)
is an N -point discrete Fourier transform (DFT).
2.4. the k th-order coherency function
A normalized cumulant spectrum, or k th-order coherency func-
tion, is a function that combines two completely different entities,
namely, the cumulant spectrum of order k, Ckx(f1, . . . , fk−1)
and the power spectrum C2x(f) of a process. The k th-order
coherency function is defined as follows
Pkx(f1, . . . , fk−1)
=
Ckx(f1, . . . , fk−1)
[C2x(f1) . . . C2x(fk−1)C2x(f1 + . . .+ fk−1)]1/2
(14)
The second-order (k = 2), the third-order (k = 3) and the
fourth-order (k = 4) coherency function are called coherency,
bicoherency and tricoherency respectively and will be also
denoted as sx(f), bx(f1, f2), tx(f1, f2, f3) . The k th-order
coherency function is very useful for the detection and the char-
acterization of non-linearities in time series via phase relations
of their harmonic components.
The magnitude of the k th-order coherency, |Pkx(f1, . . . , fk−1)|,
is called the coherency index.
Many symmetries have been pointed out [34, 35, 36, 41] in the
argument of ckx(τ1, . . . , τk−1) and Ckx(f1, . . . , fk−1) which
make their calculations manageable. It is very important to
know the k th-order discrete-time principal domain PDk (or
respectively the smallest (k − 1)-dimensional region in the fre-
quency domain whose k th-order spectral values uniquely speci-
fy the entire k th-order spectrum) [8].
Finally a logical question to ask is “Why do we need fourth-
order cumulants, i.e., aren’t third-order cumulants sufficient?” If
a random process is symmetrically distributed, then its third-
order cumulant equals zero; hence, for such a process, we must
use fourth-order cumulants.
3. statistical tests based
on HOS: detection
scheme and HOS 
estimators
Throughout most of this paper, we will consider the basic prob-
lem of detecting the presence or the absence of a signal
{s(n);n = 0, 1, . . . , N − 1} in a set of measurements {x(n);
n = 0, 1, . . . , N − 1} , corrupted by a noise  {ν(n); n = 0, 1,
. . . , N − 1} . In this section, {x(n)} is assumed to be stationary
and {s(n)} to be non-gaussian. The noise is supposed to be an
additive white Gaussian noise (AWGN), and independent of the
signal. Although both of these assumptions are often violated in
applications, they are invoked here to focus our attention on the
effects of the signal model in the detector design. The effect of
a non-Gaussian noise will be discussed in section 4 and 6.
3.1. detection scheme
Since {ν(n)} is additive and independent of the signal, the
detection scheme can be described mathematically in terms of
an hypothesis test between the following pair of statistical
hypotheses
H0 : x(n) = ν(n), n = 0, 1, . . . , N − 1
versus (15)
H1 : x(n) = ν(n) + s(n), n = 0, 1, . . . , N − 1
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Assuming all the moments of the signal and the noise exist up to
the order k , the gaussianity of {ν(n)} implies (c.f. equation (6))
that for k  3 the cumulants ckν(τ1, . . . , τk−1) ≡ 0 , or respec-
tively the higher-order spectra Ckν(f1, . . . , fk−1) ≡ 0 , over
their corresponding time and frequency domains. Thus, assu-
ming a non-Gaussian signal process {s(n)} to have a nonzero
k th-order spectrum, the discrete-time hypotheses (15) can be
turned into the following test
H0 : Ckx(f1, . . . , fk−1) ≡ 0 over PDk
versus (16)
H1 : Ckx(f1, . . . , fk−1) = 0 over PDk
where PDk is the k th-order discrete-time principal domain [5,
8] (e.g. PD2 = 1/2, PD3 = 1/16 if the process {x(n)} is not
aliased and PD4 = 1/72).
As one can notice, this test depends only on the k th-order spec-
tra of the observation process  {x(n)}. So, before going any fur-
ther (see section 4.2.), we need to describe briefly the computa-
tion and the asymptotic properties of a consistent estimator of
Ckx with reduced estimation variance.
3.2. computation and asymptotic 
properties of a consistent 
polyspectra estimator
In the (k − 1)-dimensional frequency domain, a consistent esti-
mator of Ckx(f1, . . . , fk−1) , based upon N samples of {x(n);
n = 0, 1, . . . , N − 1} and denoted Ĉ(N)kx (f1, . . . , fk−1) , can be
formed as follows [5, 6]. As a starting point, one has to check the
mean value of the signal. Indeed, if the mean value is signifi-
cantly different from zeo, it might impact the dynamics of the
signal. A way to avoid this problem is to centre the signal such
that: x(t) = x(t)− 1
T
∫
T
x(t)dt , with T = NTs and Ts the
sampling period set to unity. Then, The N = JL samples are
divided into J non-overlapping segments of L samples each (L
is assumed even). An L-point DFT is then performed over each
segment
X(j)(m) =
L−1∑
n=0
x(j)(n)exp
{
−i2πmn
L
}
for m = 0, 1, . . ., and j = 1, 2, . . . , J (17)
at the point
(f1, . . . , fk−1) =
(m1
L
, . . . ,
mk−1
L
)
, is given by
Ĉ
(j)
kx (f1, . . . , fk−1) =
1
L
X(j)(f1) . . .X(j)(fk−1)X(j)
∗
(f1 + . . .+ fk−1
(18)
The frequency resolution (or bandwidth) of this periodogram is
1/L in each direction. In order to reduce the variance of this
estimator, the k th-order periodograms from each of the J non-
overlapping segments are averaged to form
Ĉ
(av)
kx (f1, . . . , fk−1) =
1
J
J∑
j=1
Ĉ
(j)
kx (f1, . . . , fk−1) (19)
In order to further reduce the variance, an additional smoothing
over a hypercube containing M resolution cells on a side (a total
of Mk−1 discrete-frequency values) is performed in the fre-
quency domain, assuming the k th-order spectrum is relatively
smooth in that neighborhood. At this stage the exact smoothing
window shape is not critical, so we will use a uniform window
for simplicity. 
This frequency averaging finally yields to
Ĉ
(N)
kx (f1, . . . , fk−1)=
1
Mk−1
M/2−1∑
q1=−M/2
. . .
M/2−1∑
qk−1=−M/2
Ĉ
(av)
kx
(
f1 +
q1
L
, . . . , fk−1 +
qk−1
L
)
(20)
The resulting number of smoothed estimates Ĉ(N)kx (f1, . . . , fk−1)
over PDk is approximately equal to (PDk)/∆k−1kN .
The bandwidth of Ĉ(N)kx in each dimension of the combined
time-and frequency-domain smoothing is
∆kN = M
1
L
=
JM
N
(21)
If we define ∆kN to be the smoothing bandwidth of a general
estimate such as (20), then the asymptotic behavior of the result-
ing estimates is described by the following theorem
THEOREM 1 [6]: Given that the cumulants of {x(n)} exist and
satisfy a weak summability condition and that for N →∞,∆kN
satisfies
∆kN → 0,∆k−1kN N →∞ (22)
then asymptotically as N →∞, the estimate is complex
Gaussian distributed with
Ĉ
(N)
kx (f1, . . . , fk−1) ∼ Nc {Ckx(f1, . . . , fk−1),
1
∆k−1kN N
C2x(f1) . . . C2x(fk−1)C2x(f1 + . . .+ fk−1)
}
(23)
The key result associated with this approach is that for suffi-
ciently large N it provides approximately unbiased estimates
E{Ĉ(N)kx (f1, . . . , fk−1)} ∼= Ckx(f1, . . . , fk−1) (24)
with asymptotic variances
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Outside these planes, both trispectra are identical. Consequently,
the estimation of the trispectrum based on cumulants not only
requires to center the signal beforehand but also to subtract the
last 3 terms of equation (26). Indeed, it is easy to show on numer-
ical simulations that these last terms may be much greater than
the first, i.e. may masked the trispectrum values based on
moments Cm4x.
One way to solve this problem has been suggested by [15] and
explained in more details in [27]. As we know where are located
the singularities, one may substitute the values around the zones
of singularities by principle of analytical continuation using the
values outside the zones of singularities.
4. detection of non-
gaussian signals 
by third-order 
spectral analysis
In this section, we focus on the following problem: detecting a
non-Gaussian stationary random signal in the presence of an
additive Gaussian (or non-Gaussian) noise statistically inde-
pendent from the signal, by means of 3rd-order spectral analysis.
In order to do so, an application of some of the results of section
3 is first presented. A statistical gaussianity test is then described
for the gaussian noise case in subsection 4.2 and for the non-
gaussian noise case in 4.3. Finally, the probability of detection
of the test as a function of the signal-to-noise ratio (SNR), the
skewness of the signal and the smoothing parameter, is present-
ed at the end of this section, by means of numerical simulations. 
4.1. computation and asymptotic 
properties of consistent 
3rd-order spectra estimators
The subsection 3.2 was dedicated to the computation and the
asymptotic properties of k th-order spectra estimators. Here is
just presented an application of the main results of this subsec-
tion at the 3rd-order.
As a reminder, a discrete stationary random process {x(n);
n = 0, 1, . . . , N − 1} is considered. The periodogram method is
applied: the N = JL samples are divided into J non-overlapping
segments of L samples each. The computation of a consistent esti-
mate of the bispectrum with reduced variance, B̂(N)x , is then car-
ried out using the following estimates (c.f. (18), (19) and (20))
B̂
(j)
x (f1, f2) =
1
L
X(j)(f1)X(j)
∗
(f2)X(j)∗(f1 + f2)
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Var
{
Re
[
Ĉ
(N)
kx (f1, . . . , fk−1)
]}
∼= Var
{
Im
[
Ĉ
(N)
kx (f1, . . . , fk−1)
]}
∼=
1
∆k−1kN N
C2x(f1) . . . C2x(fk−1)C2x(f1 + . . .+ fk−1)
(25)
In addition, if the sampling grid width in the principal domain of
the (k − 1)-dimensional frequency domain is larger than the
bandwidth ∆kN, then the estimates at the different frequency
points are asymptotically independent. Explicitly, Ĉ(N)kx
(fj1 , . . . , fjk−1) is independent of Ĉ
(N)
kx (f1, . . . , f1k−1) if for
ji = 1i, |fji − f1i |  ∆kN , i = 1, . . . , k − 1 . Henceforth we
assume that ∆kN satisfies condition (22), and that ∆kN is chosen
as the frequency spacing between points in the (k − 1)-dimen-
sional frequency domain at which Ĉ(N)kx (fj1 , . . . , fjk−1) is eva-
luated, i.e. fj = f1j = 1j∆kN , 1j = 0, 1, . . . .
Henceforth we assume that ∆kN satisfies condition (22), and that
∆kN is chosen as the frequency spacing between points in the
(k − 1)-dimensional frequency domain at which Ĉ(N)kx
( f1,. . . , f1k−1) is evaluated, i.e. fj = f1j = 1∆kN , 1j = 0, 1 . . .
It has to be reminded that the above procedure describes the
multi-periodogram method to estimate polyspectra based on
moments. For several reasons (see section 2), the polyspectra
based on cumulants are preferred. Provided the signal has been
centred, the two estimates are equivalent at order 3. But this is not
the case for order 4 (trispectra).
3.3 computation of the trispectra 
based on cumulants
Assuming a real zero mean stationary random process
{x(n);n = 0, 1, . . . , N − 1} , the frequency-domain counterpart
of equation (9) is given by
C4x(f1, f2, f3) = Cm4x(f1, f2, f3)
− C2x(f1)C2x(f2)δ(f1 + f2)
− C2x(f1)C2x(f3)δ(f1 + f3)
− C2x(f2)C2x(f3)δ(f2 + f3)
(26)
where Cm4x stands for the trispectrum based on moments and C4x
for the trispectrum based on cumulants.
As one can notice, this relation reveals the presence of 3 planes
of singularities, namely: 
f1 + f2 = 0
f1 + f3 = 0
f2 + f3 = 0
(27)
From theorem 1, it follows that the bˆ(N)x (f1, f2) ’s are asympto-
tically complex-normal with unit variance and independent one
from another. 
4.2. detecting a non-gaussian signal 
in an additive independent 
gaussian noise
The detection scheme defined in (16) for an additive independ-
ent gaussian noise becomes when applied at the 3rd-order
H0 : ∀(fi1 , fi2) ∈ PD3, Bx(fi1 , fi2) ≡ 0
versus (31)
H1 : ∃(fi1 , fi2) ∈ PD3, Bx(fi1 , fi2) = 0
Having decided on the null and alternative hypotheses, the next
step is to determine a statistic, labeled T˜ 2g , which will show up
any departure from the null hypothesis.
Let us suppose that the bicoherency function is estimated at K
different pairs of frequencies {(fi1 , fi2), i = 1, 2, ...,K} , over
PD3 . Note that K is approximately equal to PD3/∆23N . Each
estimated bicoherence bˆ(N)x (fi1 , fi2) is asymptotically complex
normal, with unit variance, independent one from another 
(cf. section 4.1. and theorem 1). Therefore, the statistic  T 2g =
2
K∑
i=1
∣∣∣bˆ(N)x (fi1 , fi2)∣∣∣2 suggested in [49, 17], is asymptotically a
sum of 2K independent squared gaussian variables (K variables
related to the real part of the bˆ(N)x (fi1 , fi2) and K variables
related to the imaginary part of bˆ(N)x (fi1 , fi2)). So, T 2g has
asymptotically a central chi-square distribution with 2K degrees
of freedom (χ22K).
As one can notice in equation (30), the estimation of the bico-
herency function at a given frequency pair (fi1 , fi2), requires
the knowledge of the true spectrum Sx(f) of the signal. As the
true spectrum is usually unknown for real world data, one may
substitute in (30) the true spectrum Sx(f) by a consistent spec-
trum estimator Sˆx(f). Asymptotic properties of SOS were dis-
cussed for example in [44, 45]. As shown in [17], if the spectrum
is estimated by averaging M adjacent periodogram ordinates,
then the statistic T 2g is also asymptotically χ22K
T˜ 2g = 2
K∑
i=1
∣∣∣bˆic(N)x (fi1 , fi2)∣∣∣2 ∼ χ22k (32)
where  bˆic(N)x (fi1 , fi2) =
B̂
(N)
x (fi1 , fi2)[
1
∆23NN
Sˆx(fi1)Sˆx(fi2)Sˆx(fi1 + fi2)
]1/2
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B̂
(av)
x (f1, f2) =
1
L
J∑
j=1
B̂(j)x (f1, f2)
B̂
(N)
x (f1, f2) =
1
M2
M/2−1∑
q1=M/2
M/2−1∑
q2=M/2
B̂(av)x
(
f1 +
q1
L
, f2 +
q2
L
)
(28)
Fig.1 illustrates the procedure to smooth the bispectral estimates
B̂
(av)
x in the discrete principal frequency domain PD3 . Note
(c.f. subsection 6.2) that if the process {x(n)} is aliased then
PD3 is equal to the principal domain IT +OT of Fig. 1 (ori-
ginally defined in [6]), PD3 = (IT +OT ) = 1/12. If not, the
subset IT of the principal domain should be used only. In this
case: PD3 = (IT ) = 1/16 . 
Using theorem 1, one can easily deduce the asymptotic behavior
of B̂(N)x
B̂
(N)
x (f1, f2) ∼ Nc
{
Bx(f1, f2),
1
∆23NN
Sx(f1)Sx(f1 + f2)
}
(29)
Finally, the bicoherency function is defined by
bˆ
(N)
x (f1, f2) =
B̂
(N)
x (f1, f2)[
1
∆23NN
Sx(f1)Sx(f2)Sx(f1 + f2)
]1/2 (30)
where ∆3N = M/L;∆3N >
1√
N
[16]
Figure 1. – Illustration of the smoothing bispectral procedure using M = 5.
Note that all the squares containing M2 points covering both the IT and OT
domains have to be neglected. All squares with less than M2 points are also
ignored.
Under the null hypothesis H0, Bx(fi1 , fi2) ≡ 0 over PD3 .
Thus, each bicoherence estimate B̂(N)x (fi1 , fi2) is (approxi-
mately) a complex standard normal variable (zero mean and unit
variance). Therefore, T˜ 2g under H0 is equal to the sum of 2K
independent squared (approximately) standard normal variables.
In other words, T˜ 2g is asymptotically χ22K(0) distributed
{T˜ 2g |H0} ∼ χ22K(0) (33)
Using this result, the gaussianity test may be applied as follows. 
Suppose that K is not large enough to approximate the χ22K dis-
tribution of T˜ 2g by a normal distribution. Then, for a given level
of significance α (a typical value of α is 0.05), the critical value
T 2α of the test statistic T˜ 2g may be computed using:
α =
∫ T 2α
−∞
f(z)dz = Prob
(
T˜ 2g > T
2
α
)
, where f(z) is the prob-
ability density of χ22K(0).
If K is large enough (typically K  15), as it is well known
[20], the chi-square distribution χ22K(0) can be approximated by
a normal distribution with mean 2K and variance 4K, which
implies
{T˜ 2g |H0} ∼ N(2K, 4K), for large K (34)
Consequently, the variable z =
T˜ 2g − 2K√
4K
is a standard normal
random variable.
Practically, for large K, the gaussianity test may be applied as
follows. First of all, one has to choose a level of significance α.
Corresponding to this level of significance, the critical value T 2α
of the test statistic {T˜ 2g |H0} is calculated using the following
relationship
α = 1−Φ
(
T 2α − 2K√
4K
)
, for large K (35)
where Φ(x) =
∫ x
−∞
1√
2π
exp(−u2/2)du , is the cumulative
distribution function (CDF) of a standard normal variable.
If  T˜ 2g > T 2α , then the null hypothesis is rejected at the level of
confidence (1− α). In this case, the gaussian assumption must
be rejected at the level of confidence (1− α). If, not the process
may be non-gaussian, but the data are consistent with a zero bis-
pectrum.
The following section is a variation of this test when the noise is
non-gaussian.
4.3. detecting a non-gaussian signal 
in an additive independent 
non-gaussian noise
In the case of an additive and independent non-gaussian noise,
the null and alternative hypotheses defined in (29) may be
turned into the following ones
H0 : ∀(fi1 , fi2) ∈ PD3, Bx(fi1 , fi2) = Bν(fi1 , fi2)
versus (36)
H1 : ∀(fi1 , fi2) ∈ PD3, Bx(fi1 , fi2)
= Bs(fi1 , fi2) +Bν(fi1 , fi2)
with Bs and Bv the bispectrum of the signal and the noise
respectively.
Using the same kind of argumentation as in the previous sub-
section, it is not difficult to show that the distribution of
T 2ng = 2∆23NN
K∑
i=1
∣∣∣B̂(N)x (fi1 , fi2)−Bν(fi1 , fi2)∣∣∣2
Sˆx(fi1)Sˆx(fi2)Sˆx(fi1 + fi2)
(37)
is approximately χ22K. In order to allow a practical implementa-
tion of the test, a further assumption is needed, namely: a noise-
only sample of the data is available. In this case, we can replace
Bν(fi1 , fi2) by B̂
(N)
ν (fi1 , fi2) , estimated from the noise-only
part of the data. We can then define the statistic T˜ 2ng by
T˜ 2ng = 2∆23NN
K∑
i=1
∣∣∣B̂(N)x (fi1 , fi2)− B̂(N)ν (fi1 , fi2)∣∣∣2
Sˆx(fi1)Sˆx(fi2)Sˆx(fi1 + fi2)
∼ χ22K
(38)
Like in subsection 4.2, it can be shown that under H0, T˜ 2ng is
also asymptotically χ22K(0) distributed. Consequently, for a
given level of significance α, the corresponding critical value
T˜ 2α of the test statistic {T˜ 2ng|H0} can be computed as in the
gaussian noise case (because T 2α depends only on the asymptot-
ic distribution of the statistic).
If T˜ 2ng  T 2α, then the gaussian assumption of the signal must be
rejected at the level of confidence (1− α). If, not the signal may
be non-gaussian, but the data are consistent with the bispectrum
noise level.
The next section is dedicated to the effectiveness of both tests as
a function of the averaged SNR, the averaged skewness of the
signal and the smoothing parameter M.
O n  t h e  u s e  o f  h i g h e r - o r d e r  s t a t i s t i c a l  t e s t s  i n  t h e  a n a l y s i s  o f  t i m e  s e r i e s …
Traitement du Signal 2001 – Volume 18 – n° 166
4.4. probability of detection 
of the gaussianity test
As one can notice, the statistic T˜ 2ng, defined in equation (38), is
equal to the statistic T˜ 2g (equation (32)) when the noise is gauss-
ian. Consequently, by using the statistic T˜ 2ng we cover at once
the non-gaussian noise case and the gaussian noise case.
Hereinafter, the statistic T˜ 2ng will be used only.
In order to characterize the effectiveness of a statistical test, let
calculate the probability of detection (PD) and the probability
of false alarm (PF ) of the test. In our case, they can be defined
as follows
PF = Prob{T˜ 2ng > T 2α|H0} (probability of false alarm)
PD = Prob{T˜ 2ng > T 2α|H1} (probability of detection)
(39)
with T 2α the confidence limit defined in the subsection 4.2.
Under the alternative hypothesis H1 , the random variable
B̂
(N)
x (fi1 , fi2)− B̂(N)ν (fi1 , fi2)[
1
∆23NN
Sˆx(fi1)Sˆx(fi2)Sˆx(fi1 + fi2)
]1/2 is (approximately)
normally distributed with mean
Bs(fi1 , fi2)/
{
1
∆23NN
Sx(fi1)Sx(fi2)Sx(fi1 + fi2)
}1/2
and
unit variance. If we now define the parameter λ by
λ = 2∆23NN
K∑
i=1
|Bs(fi1 , fi2)|2
Sx(fi1)Sx(fi2)Sx(fi1 + fi2)
(40)
it can be shown that the statistic T˜ 2ng is asymptotically distrib-
uted as follows
{T˜ 2ng|H1} ∼ χ22K(0) +N(λ, 4λ) (41)
and that these two added distributions are related to two inde-
pendent random variables. Note that it is equivalent to say that
{T˜ 2ng|H1} is asymptotically distributed as a chi-square with 2K
degrees of freedom and noncentrality parameter λ.
Therefore, for large K, by using the equation (34)
{T˜ 2ng|H1} ∼ N(2K + λ, 4K + 4λ) , for large K (42)
Consequently, under H1, the random variable y =
T˜ 2ng − 2K − λ
2
√
K + λ
is a standard normal random variable. Thus, the probability PD
that {T˜ 2ng|H1} will exceed the threshold T 2α is equal to the prob-
ability that the standard normal random variable y will exceed
the threshold
(
T 2α − 2K − λ
2
√
K + λ
)
PD = 1−Φ
(
T 2α − 2K − λ
2
√
K + λ
)
(43)
with Φ the function defined in (35).
Let now define the following two quantities
Γs = 2∆23NN
K∑
i=1
∣∣∣B̂s(fi1 , fi2)∣∣∣2
Sˆs(fi1)Sˆs(fi2)Sˆs(fi1 + fi2)
(averaged
skewness of the signal)
ρ = σ2s/σ2v (averaged SNR)
In order to show the behaviour of PD versus Γs, ρ and the
smoothing parameter M, the following numerical simulations
have been performed.
The non-gaussian signal has a log-normal distribution whose
probability density function f(y) is of the form
f(y) =
1
σy
√
2π
exp
{
−1
2
(
ln y − µ
σ
)2}
(44)
Choosing different values of σ, while keeping µ constant,
allows to get different values of Γs.
In the simulations presented here, the noise is gaussian. The rea-
son why is that comparable results are obtained for a gaussian or
a non-gaussian noise. The other parameters of the simulations
are: N = 10 000 , J = 10, L = 1000 (which implies K = 600)
and the level of significance α is set to 10−3 .
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Figure 2. – Probability of detection of the gaussianity test as a function of
a function of SNR, for a simulated non-gaussian signal distributed as a log-
normal corrupted by a gaussian noise, in the case M = 10.
where the ε(n) are independent identically distributed random
innovations with E[ε(n)] = 0 . The stationary process {ε(n)}
may be seen as the input of a time invariant linear filter whose
impulse response is {h(n);n = 0, 1, . . .}. If we now further
assume that 
∞∑
n=0
h2(n)〈∞, then the covariance function of the
stationary output process {x(n)} is finite. Therefore, if the input
is Gaussian, then the output is Gaussian and its covariance func-
tion completely determines the joint distributions of the process.
But suppose that the input is not gaussian and that
γ3ε = E[ε3(n)] = 0 , then the third order cumulant of the output
{x(n)} is non null for many values of τ1 and τ2
c3x(τ1, τ2) = E{x(n)x(n+ τ1)x(n+ τ2)} = 0 ,
respectively for many frequency pairs (f1, f2) inside PD3
(PD3 is defined in subsection 4.1)
Bx(f1, f2) = γ3εH(f1)H(f2)H(f1 + f2) = 0 (46)
where H(f) =
∞∑
n=0
h(n)exp(−j2πfn) may be seen as the fil-
ter transfer function. 
Note that it is also true if {x(n)} is generated via a nonlinear fil-
tering operation satisfying a Volterra functional expansion [7].
As {x(n)} is a linear stationary random process, its spectrum is
given by Sx(f) = |H(f)|2σ2ε , where  σ2ε = E[ε2(n)] . Thus
from (46) and (14) it follows that
bx(f1, f2) =
γ3εH(f1)H(f2)H∗(f1 + f2)
(σ2ε)3/2|H(f1)||H(f2)||H∗(f1 + f2))|
(47)
Consequently, its squared bicoherence, also called skewness
function, is constant over PD3
|bx(f1, f2)|2 = γ
2
3ε
σ6ε
over PD3 (48)
In order to illustrate this point, we performed the following
numerical simulations. The process {x(n)} is generated using
x(n)=ε(n) + 0.9 ε(n− 1) + 0.385 ε(n− 2)− 0.771ε(n− 3)
where {ε(n)} is distributed as a log-normal (c.f. equation (44))
with σ = 1.6 .
In this case, {x(n)} is a linear non gaussian process. In Fig. 4,
the skewness function of {x(n)} is displayed using  N = 7680,
J = 30, L = 256 and M = 1 . As one can observe the skewness
function is nearly constant with mean 0.21 and standard devia-
tion 0.05. 
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In Figure 2 are presented 3 curves of the probability of detection
PD versus the averaged SNRρ , for 3 different values of  Γs. As
one can see, the higher Γs, the better the detection. The gaus-
sianity test, for this set of parameters, remains valid up to
−12 dB .
In the case of Fig. 2, M = 10 . If we now increase M up to 16
(Fig. 3), then one can observe a 1dB improvement in the detec-
tion, with comparable levels of Γs.
As a conclusion, the bispectral detection scheme is (asymptoti-
cally) optimal for testing, whether the received signal has a non-
zero bispectrum or not. However, it is only suboptimal for sig-
nal detection since the signal might carry additional detection
information in its higher (greater than 3) spectra.
Figure 3. – Probability of detection of the gaussianity test as a function of a
function of SNR, for a simulated non-gaussian signal distributed as a log-
normal corrupted by a gaussian noise, in the case M = 16.
5. testing for linearity of
stationary time series
5.1. squared bicoherence property 
of a linear process
Let us assume that the time serie {x(n);n = 0, 1...N − 1} is
generated by a finite parameter linear stationary random
process (e.g. an autoregressive _AR_ process). In this case,
{x(n)} is linear and its n th element is of the form
x(n) =
∞∑
τ=0
h(τ)ε(n− τ) (45)
5.2. linearity test
To the author’s best knowledge, two linearity tests, based on the
constancy of the skewness function when the process is linear,
have been developed so far, one in [49], the other in [17]. The
following test is the one developed in [17], using c = 1/2 (c is
defined in [17] section 3).
As we have seen in subsection 5.1, before testing if a signal is
linear or not, one has to be confident in the fact that the signal is
non-gaussian (e.g. by using the gaussianity test of section 4).
Indeed, if the signal is gaussian then its squared bicoherence is
zero and consequently there is no need to test if the squared
bicoherence is a non-zero constant... So let us assume that the
set of measurements {x(n)} is a non-gaussian stationary ran-
dom process. Using the additional assumptions of the previous
subsection, the skewness function constancy of a linear process
can be tested using the following set of hypotheses
H0 : |bx(f1, f2)|2 = γ
2
3ε
σ6ε
over PD3
versus (49)
H1 : |bx(f1, f2)|2 = γ
2
3ε
σ6ε
over PD3
In practice, even if {x(n)} is linear (null hypothesis), its esti-
mated skewness function will not be exactly flat. Nevertheless,
its flatness may be characterized by averaging the K skewness
function values estimated over the frequency domain PD3 . This
average is equal to λˆ0/2 , where λˆ0 is given by
λˆ0 = (2/K)
K∑
i=1
|bˆic(N)x (fi1 , fi2)|2 (50)
where bˆic(N)x (fi1 , fi2) is defined by the equation (32).
Using the results of subsection 4.2., we know that each estimate
bˆic
(N)
x (fi1 , fi2) is normally distributed. Therefore, under the
null hypothesis, the random variable 2
∣∣∣bˆ(N )x ( fi1, fi2)
∣∣∣
2
is
asympto-tically distributed as a chi-square with 2 degrees of
freedom and non-centrality parameter λˆ0
2
∣∣∣bˆ(N )x ( fi1, fi2)
∣∣∣
2 ∼ χ22 (λˆ0) (51)
The theoretical interquartile range of a χ22 (λˆ0) density, denoted
f (χ2), is ξ3 − ξ1 , where ξ1 and ξ3 are respectively the first and
third quartile of f (χ2). ξ1 and ξ3 can be computed using
Prob(χ22(λˆ0) < ξ1) = Prob(χ22(λˆ0) > ξ3) = 1/4 (52)
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If we now use exactly the same signal {ε(n)} and the same set
of parameters (N, J, L,M) as in Fig. 4 but turn {x(n)} non-
linear using the following relation:
x(n) = ε(n) ∗ ε(n− 3) .
then the process {x(n)} is both non-gaussian and non-linear.
The resulting skewness function, shown in Fig. 5, is far less con-
stant. Indeed, the mean value (0.24) of the skewness function is
now of the order of its standard deviation (0.22).
Figure 4. – Skewness function of a simulated linear non-gaussian (d.d.p. log-
normal, with sigma=1,6) signal. The mean and the standard deviation of the
skewness function values are equal to 0.21 and 0.05 respectively.
Figure 5. – Skewness function of a simulated non-linear non-gaussian (d.d.p.
log-normal, with sigma=1,6) signal. The mean and the standard deviation of
the skewness function values are equal to 0,24 and 0,22 respectively.
If we now define the following statistic:
L = (2/K )
K∑
i=1
∣∣∣bˆ(N )x ( fi1, fi2)
∣∣∣
2
(53)
Thus, the interquartile range of the statistic L, dénoted
R = ξ3 − ξ1 , can be calculated using :
Prob
(
χ22K(λˆ0) < ξ1) = Prob(χ
2
2K(λˆ0) > ξ3
)
=
1
4
(54)
The linearity test can then be turned into the following question:
is the interquartile range of the statistic L significantly larger or
smaller than the theoretical interquartile range of χ22(λˆ0) ? If
yes, then the null hypothesis of linearity must be rejected. In
mathematical terms this can be described by turning the hypoth-
esis test (49) into the following one
H0 : R = ξ3 − ξ1
versus (55)
H1 : R = ξ3 − ξ1
This kind of test is sometimes called a two-tailed test. A practi-
cal implementation of this test will now be presented for large
K.
When K is large, it is shown in [16] that
R ∼ N(ξ3 − ξ1, σ20) for large K (56)
where
σ20 = (16K)−1
[
3f−2(ξ1)− 2f−1(ξ1)f−1(ξ3) + 3f−2(ξ3)
]
Consequently, for large K, z =
R− (ξ3 − ξ1)
σ0
is a standard
normal variable. For a given level of significance α, the critical
value zα/2 can then be calculated using the following relation:
α
2
= 1−Φ(zα/2) (57)
with Φ the function defined in (35).
Let denote by R0 the observed value of R and by z0 =
R0 − (ξ3 − ξ1)
σ0
the observed value of z.
If |z0| > zα/2 , the null assumption of linearity is rejected at the
level of confidence (1− α). If not, the process may be non-lin-
ear but the interquartile range of the statistic L is not signifi-
cantly different from the theoretical interquartile range of a
χ22(λˆ0).
6. detecting a transient
signal by bispectral
analysis
This section describes a method for detecting an unknown deter-
ministic transient signal in broadband noise. The overall idea of
this method is the following. A sliding time window scans the
data at regular time step. At each time step, a test is preformed.
This test is derived from a fundamental property of the principal
domain of the bispectrum. This property is presented in the sec-
ond part of this section. The test itself is described in the sub-
section 6.3 and its probability of detection in 6.4. The following
part is dedicated to the assumptions of the test.
6.1. assumptions of the test
First of all, it is assumed that the observed process {x(n)} is
first passed through a low-pass filter whose cutoff frequency is
f0. Then, {x(n)} is sampled at the rate Fs = 2f0. In other
words, the observed process is not aliased.
Secondly, we suppose that the deterministic transient signal
{s(n)} is entirely present in the sliding time window, of dura-
tion T, when the null hypothesis of noise alone is not true. In
other words, we neglect the problem of determining the time of
arrival of the transient signal. All that is known about {s(n)} is
that its frequency band lies in the interval [0, f0]. Consequently,
matched filtering detection [14] is not appropriate for this prob-
lem since the signal waveform is unknown. Moreover, the mean
of the transient is assumed to be nearly zero, which is the case
in most applications. The “variance” of the transient signal is
denoted by σ2s .
Thirdly, the noise, {ν(n)} , is assumed to be a sixth order sta-
tionary zero mean random process with bounded moment func-
tions of all order. The stationarity assumption of the noise and a
generalised finite memory condition are required for the asymp-
totic sampling distribution of the spectral and the bispectral esti-
mators to be gaussian (for more details see [6]). Note that the
noise is not assumed to be gaussian. This assumption is not
needed.
Moreover, we suppose that the noise can be observed for a rela-
tively long period when there is no signal. Consequently, stan-
dard spectral estimates will yield to consistent and asymptoti-
cally unbiased estimates of the noise spectrum.
Finally, it is assumed that the noise can be linearly pre-whitened
with great precision, so the problem can be simplified by assum-
ing the noise to be white. We denote its standard deviation by σν,
a known parameter.
The test described in 6.3 is based on a property of the bispec-
trum principal domain of a discrete time band-limited stationary
process. So, let first present this property.
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Bx(f1, f2) =
+∞∑
j=−∞
+∞∑
k=−∞
c3x(jTs, kTs)e−i2π(f1jTs+f2Ts)e−i2π(f1+f2+f3)Ts
(61)
where now f1 + f2 + f3 is not only constrained to be 0 but can
be equal to n/Ts for any signed integer n . Consequently, the
sampling implies that the cone C is first cut by the symmetry
line 2f1 + f2 = Fs. Thus, the bispectrum principal domain of a
stationary process sampled at the frequency Fs is given by 
(c.f. Fig 1)
IT +OT = {f1, f2 : f2  f1 and 0  f1 + f2  (Fs − f1)}
(62)
Moreover, because the process {x(n)} is not aliased, its Fourier
transform X(f) is such that X(f) = 0 if f > f0 .
Consequently, Bx(f1, f2) = 0, if f1 + f2 > 0 or if f1 > 0. The
principal domain IT +OT can then be restricted to the subset
IT (c.f. Fig 1) defined by
IT = {f1, f2 : 0  f1  f0, f2  f1 and 0  f1 + f2  f0}
(63)
When the process is not stationary, the principal domain can be
considered as that of an aliased stationary process. In this case,
the bispectrum will usually be nonzero over the whole principal
domain IT +OT . An extreme case is the one of the Dirac func-
tion. Its bispectrum has a constant nonzero value over the whole
IT +OT domain. Now, as shown by Lacoume et al. (1997), the
bicoherence of the sinc(x) function allows to point out the
importance of the signal bandwidth.  For a bandwidth greater
than Fs/3 nonzero values are seen out of the IT domain : i.e. in
the OT domain. They are due to overlapping. For a bandwidth
lower than Fs/3 non-zero values are seen in the IT domain
only. These observations suggest to look for non-zero values in
the OT domain to identify wide – band non-stationary signals.
From what we know, one may consider the transient processes
observed in space as wide – band non-stationary phenomena.
6.3. detecting a transient signal 
by bispectral analysis
The null and the alternative hypotheses of this test are
H0 : x(n) = ν(n) (noise alone)
versus (64)
H1 : x(n) = s(n) + ν(n) (signal plus noise)
with n = 0, 1, . . . , N − 1 .
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6.2. bispectrum principal domain 
of a discrete time band-limited
stationary process
A usual mistake is made upon the principal domain of the bis-
pectrum. Indeed, outside the statistics community, many
researchers and engineers have been using bispectral techniques
but generally by estimating the bispectrum over the IT domain
(c.f. Fig 1). As it will be now presented, this IT domain is only
a subset of the bispectrum principal domain of a discrete time
band-limited stationary process.
Suppose a real stationary zero mean continuous-time random
process {x(t)} . Let also assume that all expected values, sums
and integrals used in what follows exist. 
As we have seen in section 2, the third-order cumulant of {x(t)}
is defined by c3x(τ1, τ2) = E[x(t)x(t+ τ1)x(t+ τ2)] . c3x is
independent of t because {x(t)} is stationary. The bispectrum
Bx(f1, f2) of {x(t)} is defined as the Fourier transform of the
third-order cumulant
Bx(f1, f2) =
∫ +∞
−∞
∫ +∞
−∞
c3x(τ1, τ2)e−i2π(f1τ1+f2τ2)dτ1dτ2
(58) 
The relationship between Bx(f1, f2) and E[X(f1)X(f2)X(f3)]
mentioned in equation (12) may be detailed as follows when
{x(t)} is stationary
E[X(f1)X(f2)X(f3)]
= E
[∫ ∫ ∫
x(t)x(r)x(s)e−i2π(f1t+f2r+f3s)dtdrds
]
=
∫ ∫
E[x(t)x(t+ τ1)x(t+ τ2)])e−i2π(f1τ1+f1τ2)dτ1dτ2
·
∫
e−i2π(f1+f2+f3)tdt
= Bx(f1, f2)δ(f1 + f2 + f3) (59)
So, Bx(f1, f2) = E[X(f1)X(f2)X(f3)] only if f3 =−f1−f2.
Since E[X(f1)X(f2)X(f3)] is symmetric about the lines
f1 = f2, f1 = f3 and f2 = f3 (and the conjugate symmetry
lines), a non-redundant domain (or principal domain) of the con-
tinuous time bispectrum lies in the following C cone of the
(f1, f2) plane
C = {f1, f2 : 0  f1 and f2  f1} (60)
Now, suppose that {x(n)} is sampled at the rate Fs = 2f0. The
sampling interval is Ts = 1/Fs. The bispectrum of the sampled
process {x(n)} is defined analogous with equation (59) by
Since {ν(n)} is assumed stationary (c.f. subsection 6.1), the
observed process {x(n)} is stationary under H0 . Additionally,
the sampled process {x(n)} is not aliased. Consequently, as
shown in 6.2, its bispectrum Bx(fi1 , fi2) is null for any fre-
quency couple (fi1 , fi2) ∈ OT , even if the noise is nongaussian.
Under H1 , the deterministic transient signal is present which
makes the observed process nonstationary. Since the stationary
noise is additive, Bx(fi1 , fi2) = Bs(fi1 , fi2) under H1 , for any
(fi1 , fi2) ∈ OT . So, the hypothesis test (64) becomes
H0 : ∀(fi1 , fi2) ∈ OT, Bx(fi1 , fi2) = 0 ,
versus (65)
H1 : ∀(fi1 , fi2) ∈ OT, Bx(fi1 , fi2) = Bs(fi1 , fi2)
In order to test this set of hypotheses, the statistic defined in
equation (32) will be used. Since the noise is assumed to be
white, this statistic becomes under H0
T˜ 2c = 2∆23NN
K∑
i=1
|B̂(N)x (fi1 , fi2)|2
σ6ν
(66)
Note that the estimation of B̂(N)x (fi1 , fi2) is performed as in
subsection 4.1., but as the signal is deterministic, only one
record is used: J = 1 which implies N = L . 
If H0 is true, then T˜ 2c is approximately distributed as a central
chi-square with 2K degrees of freedom χ22K(0), where K is the
number of frequency pairs in OT. According to our studies,
K = PD3(OT )/∆23N , where PD3(OT ) = 1/48, PD3(IT ) =
1/16 , PD3(IT +OT ) = 1/12 .
For a selected level of significance α, the critical value T 2α of the
test statistic T˜ 2α can be calculated as in subsection 4.2.
If  T˜ 2c > T 2α , then the presence of a deterministic transient sig-
nal is accepted at the level of confidence (1− α).
In the case of a stationary gaussian noise, ∀(fi1 , fi2) ∈ (IT+
OT ), Bv(fi1 , fi2) = 0 . Thus, the test statistic (66) can also be
used in the IT triangle to detect a transient signal. Note that the
OT test does not require the assumption of Gaussian noise,
whereas the IT test is invalid if the additive noise has a signifi-
cantly nonzero skewness function.
Finally, if the skewness function of the signal has not a signifi-
cant value, the kurtosis function of the signal Ts(f1, f2, f3) has
to be investigated. For detector schemes using fourth-order sta-
tistics, see [9, 13].
6.4. probability of detection of the test
If the signal is present (H1 is true), the test’s power function
Prob(T 2c 〉T 2α|H1) depends upon the magnitude of B(N)x
(fi1 , fi2) for each pair of frequencies in the OT triangle. Under
H1, the statistic T˜ 2c has a non-central χ22K(λ) distribution with
non-centrality parameter λ
λ = 2
(
JM
N
)2
N
K∑
i=1
|Bs(fi1 , fi2)|2
σ6ν
(67)
Keeping in mind that the bispectrum of the noise is zero in OT,
the following approximation holds
|B̂(N)x (fi1 , fi2)|2
σ6ν
∼ |Bs(fi1 , fi2)|
2
σ6ν
∼
(
σ2s
σ2ν
)3
∼ ρ3 (68)
and
ρ =
σ2s
σ2ν
(69)
is the signal to noise ratio. So the skewness function of the sig-
nal Bs(f1, f2) plays again an important role on the signal
detectability. 
In Figure 7, is displayed a plot of the probability of detection as
a function of SNR= σ2s/σ2ν , for the following numerical simu-
lation. The transient signal is a chirp signal whose frequency
band lies in the interval [0, 500 Hz] . More precisely, the chirp
signal is generated using a linear swept-frequency cosine gener-
ator. The noise is gaussian since the algorithm performs equally
well when the noise is gaussian or not the other parameters of
the simulation are: J = 1, N = L = 2500,M = 50 and the
level of significance α = 10−3 . As one can notice, the power of
test PD allows a detection of the transient signal up to −8dB.
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Figure 6. – Probability of detection of the transient test as a function of
SNR, for a simulated chirp transient signal corrupted bu a gaussian noise.
1.  the direct class of techniques,
2.  the indirect class of techniques,
3.  the complex demodulates class of techniques.
We use the first one. This direct class of techniques is based on
the use of consistent HOS estimators of the bicoherency
bˆ
(N)
x (f1, f2) and the tricoherency tˆ(N)x (f1, f2, f3) , defined by
bˆ
(N)
x (f1, f2) =
B̂
(N)
x (f1, f2)[
1
∆23NN
Sˆx(f1)Sˆx(f2)Sˆx(f1 + f2)
]1/2 (70)
tˆ(N)x (f1, f2, f3)
=
T̂
(N)
x (f1, f2, f3)[
1
∆34NN
Sˆx(f1)Sˆx(f2)Sˆx(f3)Sˆx(f1 + f2 + f3)
]1/2 (71)
A detailed presentation of the bicoherency estimation has been
given in section 4. Note that the smoothing operation (c.f. sub-
section 4.1.) of the HOS estimators is inadequate when studying
non-linear wave-wave interactions (which implies M = 1 ). For
the tricoherency estimator, see [26]. 
The definition of the bispectrum (trispectrum), given in equation
(12), explains why HOS can quantify the phase degree coupling
of three (four) waves. Indeed, if the waves at frequencies f1, f2
and  (f1, f2, f3 and f1 + f2 + f3) are excited independently, the
phase of each wave will be randomly distributed over [−π, π].
Thus, when a statistical averaging is carried out (due to the
expectation operator in (12)), the amplitude of the bicoherence
(tricoherence) for this set of frequencies will tend to zero, due to
the random phase mixing effect. Now, if the three (four) spectral
components are nonlinearly phase coupled, then the sum of the
phases of the waves will be no longer random (although the
phase of each wave is randomly changing for each realization).
Consequently, the statistical averaging will not lead to a null
value of the amplitude of the bicoherence (tricoherence).
In order to illustrate this point, the following numerical simula-
tions have been performed
x1(n) = cos(2πf1n+ θ1)
+ cos(2πf2n+ θ2) + cos(2πf3n+ θ3) + ν(n)
(72)
and
x2(n) = cos(2πf1n+ θ1) + cos(2πf2n
+ θ2) + cos(2πf3n+ (θ1 + θ2)) + ν(n)
(73)
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7. applications of the
HOS technique to
nonlinear wave-wave
interactions
A data set of any fluctuating physical quantity (e.g. plasma den-
sity fluctuations) may be regarded, to a first approximation, as a
superposition of statistically uncorrelated waves. Consequently,
it can be described by its power spectrum which shows the fre-
quency distribution of the power of the fluctuations.
However, linear spectral analysis techniques are of limited inter-
est when various spectral components interact one with another
due to some nonlinear or parametric processes. In the case of  a
non-linear wave-wave interaction, the interaction between two
(three) waves gives rise to phase coupled new waves. More pre-
cisely, three (four) waves with frequencies fk and phases
θk, k = 1, 2, 3(k = 1, 2, 3, 4), are said to be quadratically (cubi-
cally) phase coupled if f3 = f1 ± f2,θ3 = θ1±θ2 (f4 = f1
+f2 ± f3, θ4 = θ1+θ2 ± θ3). As it will be now presented, the
detection of such phase coherence may be carried out using the
higher-order spectra technique [23, 24, 26, 39].
Depending on the bispectrum (trispectrum) estimation method
employed, the conventional techniques for the detection and the
quantification of quadratic (cubic) phase coupling are divided
into three categories [35]
Figure 7. – Top panel: skewness function of a simulated signal composed of
a gaussian noise together with 3 waves with frequencies (0.25, 0.10, 0.35)
quadratically phased coupled; bottom panel: skewness function of a signal
composed of a gaussian noise together with 3 uncorrelated Fourier compo-
nents.
where  f1 = 0.25, f2 = 0.13, f3 = 0.38 ; n = 1, 2, ...,N with
N = 10 100 .
The signals x1 and x2 are composed of J = 101 records. Each
record contains L = 100 data points. The phases θ1, θ2 and θ3
are generated using a set of random numbers uniformly distrib-
uted over [−π, π]. Small level of stationary white gaussian noise
{ν(n)} was added to each record.
In the case of the signal x1, the spectral component at frequen-
cy f3 is an independent spectral component because θ3 is an
independent random phase variable. In the case of the signal x2,
the 3 Fourier components are quadratically phase coupled.
{x1(n)} and {x2(n)} have obviously identical power spectra
consisting of impulses at f1, f2 and f3 = f1 + f2 . Therefore
power spectral analysis is phase-blind.
The skewness function of {x1(n)} is identically zero over PD3
due to the random phase mixing effect. 
The skewness function of {x2(n)} shows an impulse in PD3
located at (f1, f2) (c.f. Fig 7). Thus, bispectral analysis does
quantify quadratic phase coupling. This technique is also valid
to quantify cubic phase coupling [26] and in general to study
nonlinear wave-wave interactions.
8. applications 
to satellite data
As examples of applications, we will consider here time series
on which the results of a bispectral analysis have already been
published although the hypotheses were not tested.
8.1. AMPTE-UKS
The first time series we consider is the modulus of the magnet-
ic field, measured by the magnetometer of the AMPTE-UKS
satellite, upstream the Earth’s bow shock, on day 10/30/1984
between 11:05 and 11:24 UT (see fig. 8). The data are regularly
sampled at rate 8 Hz., which implies 8800 samples. This series
has been the subject of numerous publications inside the geo-
physical community ([43, 10, 31] and references therein). The
main reason is the presence of SLAMS (Short Large Amplitude
Magnetic Structure) of typical duration 10 s (see fig. 8). Indeed,
it has been shown that these structures are generated through
non-linear quadratic wave-wave interactions. On the contrary,
no equivalent presence has been found downstream the bow
shock. The second series is composed of 8800 observations
measured the same day by AMPTE, between 10:00 and 10:20
UT (see fig. 8) downstream the bow shock. In order to show that
the test for gaussianity and linearity explained in section 4 and
5, are able to differentiate between the upstream and the down-
stream regions, we applied both tests on these two time series.
We first choose to set the smoothing parameter M =
√
L ,
where L is the number of samples in one of the J intervals. We
then vary L from 78 to 220 and apply both tests each time. We
limited our analysis to L = 220 in order to keep J  40. The
results are given in fig. 9 and fig. 10. In fig. 9, both panels rep-
resent the histogram of the 143 probability of false alarms (Pfa)
of the gaussianity test. The Pfa is the probability that we will be
wrong in accepting the alternative hypothesis. The top panel is
related to the first time series (upstream of the bow shock), the
bottom panel to the second series (downstream of the bow
shock). As one can see in the top panel, in 86 % of the 143 L
values, the gaussianity test Pfa is less than 0.05 for the upstream
data. The fact that we don’t reach 100 % of the 143 L values
with Pfa < 0.05, may be due to the fact that by cutting the time
series into J pieces we might split sometimes some SLAMS in
two. Nevertheless, we can be confident in rejecting the gaus-
sianity hypothesis of the upstream data. In contrast, the results
of the bottom panel clearly show that the downstream time
series is consistent with a zero skewness function. Nevertheless,
it may be non-gaussian if proved at higher order.
As we are confident in rejecting the null assumption of gaus-
sianity for the upstream time series, let apply the linearity test.
The result is given in fig. 10. It represents the histogram of the
level of confidence of the linearity test, related to the 86 % of the
L values above mentioned. As one can see, in 78 % of the L val-
ues, the level of confidence is greater than 95 %. Therefore, the
null hypothesis of linearity is rejected.
These results confirm the presence of non-gaussianity and non-
linearity in this time series measured in the upstream part of the
Earth’s bow shock. An obvious advantage of applying these tests
is that it can provide a way of scanning the data in order to
extract interesting data sets.
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Figure 8. – Modulus of the magnetic field measured on board the AMPTE-
UKS satellite as it was crossing the Earth’s bow shock.
8.2. ARCAD-3
The third series is the electron density fluctuations measured on
board the satellite ARCAD-3, on March 16, 1982, during a
crossing of a diffuse aurora region. The altitude was around 
650 km and the invariant latitude was 70°. The sampling rate
was 5 kHz, which implies 19 672 samples.
This time series has been analyzed together with the simultane-
ously measured electric field [32]. This analysis revealed the
presence of non-linear wave-particle interactions using bispec-
tral tools. One assumption in the use of these tools was that the
part of the signal composed of 3 800 samples, located at the
beginning of the series, was a deterministic transient signal (see
fig. 11). Let now apply the test to detect transient signals,
explained in section 6.
We first choose as the noise-only sample of the data, a part of
the signal composed of 3 800 samples and located at the end of
the series (see fig. 11). We then apply a gaussianity test as in the
subsection 8.1. In 100 % of the L values, the Pfa of the gaus-
sianity test is greater than 0.55. Consequently, the gaussianity
assumption of the noise only part of the data can not be reject-
ed. Therefore, the statistic of the test is calculated over the entire
domain IT +OT. The result of the test applied on the pre-
sumed transient part is that the presence of a transient determin-
istic signal is accepted at a level of confidence 0.99.
Consequently, the assumption made in [32] is justified by this
test.
9. conclusion
A general and unified procedure of higher-order spectral analy-
sis technique is suggested to construct several statistical tests
for: (1) detecting a non-gaussian or transient signal in a gauss-
ian or a non-gaussian noise, (2) testing a stochastic time series
for non-gaussianity (including non-linearity), (3) studying non-
linear wave interactions by using k th-order coherency func-
tions. All the algorithms that have been presented were derived
by using asymptotic theory of estimates of k th-order spectra, in
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Figure 10. – Histogram of the level of confidence of the linearity test 
(cf. section 5) for the upstream time series.
Figure 11. – Electron density fluctuations measured on board ARCAD-3.
The two lines over the signal have been plotted to locate the deterministic
(leftmost) and the noise-only sample of the data (rightmost).
Figure 9. – Top panel: histogram of 143 probability of false alarms of the
gaussianity test calculated by varying L from 78 to 220 for the upstream
time series; bottom panel: same kind of histogram for the downstream
series.
a digital signal processing framework. The effectiveness of the
presented algorithms is demonstrated through numerical simula-
tions. Non-gaussianity and non-linearity tests have been applied
to several sets of satellite data already analysed by space plasma
experimenters. The results show:
1) that the physical hypotheses made by the experimenters,
but not tested, were valid,
2) that, applying systematically these tests one has a way to
make an automatic classification of the data.
As a conclusion the experimenters are recommended to use sta-
tistical tests to classify their data, then, the required hypotheses
being validated, to apply the HOS analysis techniques as they
usually do.
Notations and abbreviations
a, a and A stand for scalar, vector and matrix in that order.
Similarly A∗, AT , AH represent the complex conjugate, trans-
pose and transpose complex conjugate of A respectively. E[.]
denotes the expectation operator.
HOS – higher-order spectra
PSD – power spectral density
SOS – second-order statistics
HOS – higher-order statistics
DFT – discrete Fourier transform- kth-order discrete
time principal domain
AWGN – additive white Gaussian noise
FFT – fast Fourier transform
GMLR – generalized maximum likelihood ratio
SNR – signal to noise ratio
AR – autoregressive
ARMA – autoregressive moving average
CDF – cumulative distribution function
Appendix
Following are some important properties of cumulants, which
are used in theoretical developments [35]:
[CP1] If ai, i = 1, . . . , k are constants, and xi, i = 1, . . . , k, are
random variables, then
Cum[a1, x1, a2, x2 . . . , akxk]=
(
k∏
i=1
ai
)
Cum[x1, x2, . . . , xk].
[CP2] Cumulants are symmetric in their arguments.
[CP3] Cumulants are additive in their arguments, i.e.
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Cum[x0 + y0, z1, . . . , zk] = Cum[x0 + y0, z1 . . . , zk]
+Cum[y0,z1,. . . ,zk]
[CP4] If α is constant, then
Cum[α+ y0, z1, . . . , zk] = Cum[z1, . . . , zk]
[CP5] If the random variables {xi} are independent of the ran-
dom variables
{y1}, i = 1, 2, . . . , k, then
Cum[x1 + y1, . . . , xk + yk]
= Cum[x1, . . . , xk] + Cum[y1, . . . , yk]
[CP6] If a subset of the k random variables {xi} is independent
of the rest, then
Cum[x1, . . . , xk] = 0 . 
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