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Some bacteria like Listeria monocytogenes, Shigella and Rickettsia Rickettsii can move inside
the host cell thanks to an actin tail. In this paper a one-dimensional model for the motion
of these bacteria, introduced by B. Bazaliy, Y. Bazaliy, and A. Friedman (2007) in [2], is
studied. In particular, the model is a system of partial differential equation with two
moving boundaries for which we prove the existence of a travelling wave solution.
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1. Introduction
In recent years the interest in mathematical and computational study of biological phenomena is rapidly increased.
Models for this kind of processes are spreading in many branches of biology, like ecology, epidemiology, morphogenesis,
natural pattern formation and oncology. Obviously the literature on these topics is huge and it is impossible to give an
exhaustive list of papers, we can suggest to the interested reader only few works, for example [1,3,5,9–11,15–17] and the
references therein.
One ﬁeld of biomathematical modelling research concerns actin-based movement. The interest in such an argument is
essentially due to the fact that actin is responsable of several processes, see [18]. In particular, actin drives the protru-
sion of cells, see [13] and the movement of some microorganisms, like Listeria monocytogenes, Shigella ﬂexenari, Rickettsia,
Micobacterium marinum, Burkholderia pseudomallei and Vaccinia virus, see [7,8].
A good model for microorganisms actin-based movement could be also a good model for cell protrusion and so it could
be a ﬁrst step in the mathematical description of the more complex phenomenum of cells motion.
Listeria monocytogenes, Shigella ﬂexenari and Rickettsia are particular bacteria that may cause serious diseases such as
meningitis, thypus and Rocky Mountains fever. Unlike many bacteria, they don’t move using ﬂagella, but they exploit a
cytosol protein: the actin.
As a protein, actin can polymerize, and as a consequence of this process, several actin monomers aggregate in a chain.
In particular, actin polymers look like gelatinous and elastic ﬁlaments. Their peculiarity is their polar structure; monomers,
in fact, can only attach to one end of a ﬁlament while they can only detach from the other. Polymerization and depolymer-
ization processes are the cause of the movement of Listeria monocytogenes, Shigella ﬂexenari and Rickettsia.
In fact, on the outer membrane of these bacteria, there is an enzyme, which attracts acting causing its polymerization.
Filaments tie at the bacterium enzyme site by the end where polymerization happens. Monomers addiction compresses
the ﬁlament, until it leaves the bacterium. This makes the bacterium and the ﬁlaments move in opposite directions. New
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until it vanishes. During these processes, detached actin monomers are free to polymerize again, creating new ﬁlaments.
There is a wide literature about bacteria actin-based movement; see, for example [4,7,6,12,14].
In this paper we want to study the problem of the existence of a travelling wave solution for a one-dimensional model
(introduced by B. Bazaliy, Y. Bazaliy and A. Friedman in [2]) for a bacteria actin-based movement. In particular, the model
describes the spatio-temporal evolution of the actin tail density and number of ﬁlaments per unit volume.
Let x denote the spatial variable and t the temporal one. In [2] it is assumed that the bacterium moves in the direction
of the decreasing x and the tail in the incerasing one.
We denote:
• l(t) and r(t) respectively the left and the right end of the tail;
• u(x, t) the number of ﬁlaments for unit volume of the tail;
• ρ(x, t) the density of the tail.
Then the model in [2] is the following one:⎧⎨
⎩ut −
E
2
(
u2
)
xx = 0, x ∈
(
l(t), r(t)
)
, t > 0,
ρt − E(uxρ)x = −Ku, x ∈
(
l(t), r(t)
)
, t > 0,
(1)
subject to the initial conditions{
u(x,0) = u˜0(x), x ∈ (0, r0),
ρ(x,0) = ρ˜0(x), x ∈ (0, r0),
(2)
to the boundary conditions⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u
(
l(t), t
)= u˜0(0) = u0, t > 0,
u
(
r(t), t
)= u0 + μ
bE
dl
dt
, t > 0,
ρ
(
l(t), t
)= ρ˜0(0) = ρ0, t > 0,
(3)
and with the following equations for the moving boundaries:⎧⎪⎪⎨
⎪⎪⎩
l′(t) = −E α
μ − α ux
(
l(t), t
)− β
μ − α , l(0) = 0,
r′(t) = −Eux
(
r(t), t
)− ν
ρ(r(t), t) − Du(r(t), t) 23
, r(0) = r0 > 0.
(4)
Here E , K , α, β , μ, ν , b, D are positive constants, with
μ > α (5)
and u˜0(x), ρ˜0(x) : (0, r0) → R are positive functions.
From a physical point of view, a solution of system (1)–(4) is acceptable if it also satisﬁes
0 < r(t) − l(t) < +∞ ∀t > 0, (6)
ρ
(
r(t), t
)− Du(r(t), t) 23 > 0 ∀t > 0, (7)
u(x, t),ρ(x, t) > 0 ∀x ∈ (l(t), r(t)) ∀t > 0. (8)
System (1)–(4) is composed by two partial differential equations, one of porous media type, the other of transport type,
with two moving boundaries.
1.1. Travelling wave solution
A solution (u,ρ, l, r) of system (1)–(4) is a travelling wave solution if the following conditions hold:
l′(t) = r′(t) = −W with W ∈ R and W > 0,
u(x, t) = u(x+ Wt) = u(z),
and
ρ(x, t) = ρ(x+ Wt) = ρ(z)
where z = x+ Wt .
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
((
εW − u′)u)′ = 0, z ∈ (0, r0),((
εW − u′)ρ)′ = −Kεu, z ∈ (0, r0),
εW = α
μ − α u
′(0) + βε
μ − α ,
εW = u′(r0) + νε
ρ(r0) − Du(r0) 23
,
(9)
with the following boundary conditions:⎧⎪⎪⎨
⎪⎪⎩
u(0) = u0,
u(r0) = u0 − με
b
W ,
ρ(0) = ρ0.
(10)
Conditions (6), (7) and (8) become:
r0 positive and ﬁnite, (11)
ρ(r0) − Du(r0) 23 > 0, (12)
and
u(z),ρ(z) positive ∀z ∈ (0, r0). (13)
Since l′(t) = r′(t) = −W and r(t) − l(t) = r0 for all t > 0, a travelling wave solution for system (1)–(4) can be deﬁned as
(u,ρ,W , r0) which solves system (9) and satisﬁes (10)–(13).
In [2], an existence theorem for a travelling wave solution of problem (1)–(4) is proved. The proof is obtained using a
variational argument and only for ε and μ small enough. Our result is not a perturbative one, and we will prove a different
existence theorem. In particular we will show that, with suitable choices of the parameters, system (9)–(10) admits a
solution that also satisﬁes conditions (5), (11), (12) and (13).
We will prove the following theorem:
Theorem 1. Let α,β,μ,ν, ε, K ,b, D,u0,ρ0,h, R0 be positive constants such that:
μ > 5α, (14)
h ∈
(
1,
5μ − 9α
4(μ − α)
)
, (15)
u0 ∈
(
2ε
μ
μ − α
β
b
,
μεβ
2b(h(μ − α) − (μ − 2α))
)
, (16)
R0 = μ
b
1
h − 1 ,
ρmin = KαR0u0h(μ − α)
β(h(μ − α) − (μ − 2α)) + Du0
(
u0 −
(
μεβ
bh(μ − α)
)− 13)
,
ρ0 >
bu0h(μ − α) − μεβ
bu0(μ − 2α) − μεβ ρmin, (17)
ν ∈ Iν = (ν1, ν2), (18)
with
ν1 = β
α
ρ0
bu0(h(μ − α) − (μ − 2α))
bhu0(μ − α) − μεβ , ν2 =
β
α
(ρ0 − ρmin).
Then systems (9), (10) admit a solution (u,ρ, r0,W ) that also satisﬁes (11), (12) and (13).
Moreover u and ρ are decreasing functions of z and W ∈ (0, βh(μ−α) ).
In order to ﬁnd a solution of (9)–(10) we rearrange the equations, the initial and the boundaries conditions in the
following way:
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⎪⎪⎩
((
εW − u′)u)′ = 0, z ∈ (0, r0),
u(0) = u0,
u′(0) = ε
α
(
W (μ − α) − β),
(19)
• a Cauchy problem for the unknown ρ:{((
εW − u′)ρ)′ = −Kεu, z ∈ (0, r0),
ρ(0) = ρ0,
(20)
• an implicit equation for r0:
u(r0) = u0 − με
b
W , (21)
• an implicit equation for W :
εW = u′(r0) + νε
ρ(r0) − Du(r0) 23
, (22)
where the implicit character of the last equation is hidden in the dependence from W of u,ρ and r0. Obviously we still
want the solution to satisfy (11)–(13).
The proof of Theorem 1 can be split in two main parts. In the ﬁrst, we ﬁx
W ∈ IW =
(
0,
β
h(μ − α)
)
(23)
with h a positive constant in the interval Ih deﬁned in (15), and we show that for all W ∈ IW , there exists a unique solution
(uW ,ρW , r0W ) which satisﬁes (19)–(21) with (11)–(13).
The second part of the proof uses a ﬁxed point argument to prove that there exists at least one W ∈ IW which satisﬁes
Eq. (22).
More in detail, in the ﬁrst part of the proof we show that:
1. the Cauchy problem for u (19), together with Eq. (21) for r0, admits a solution if and only if W ∈ (0, βμ−α );
2. for all W ∈ IW , if (uW , r0W ) is the unique solution of (19) and (21) for W = W , then the Cauchy problem for ρ:{((
εW − u′
W
)
ρ
)′ = −KεuW , z ∈ (0, r0W ),
ρ(0) = ρ0
admits a unique solution ρW ;
3. under suitable choices of the parameters of the problem, in particular W ∈ IW with IW deﬁned as in (23),
(uW ,ρW , r0W ) satisﬁes also (11)–(13).
In this way we prove that, for every ﬁxed W ∈ IW , there exists a unique travelling wave solution, (uW ,ρW , r0W ,W ), for
(1)–(4), which satisﬁes also (11)–(13).
In the second part of the proof we show, that if the assumptions of Theorem 1 are veriﬁed, then setting
f (W ) = 1
ε
[
u′(r0) − νε
ρ(r0) − Du(r0) 23
]
and
g(W ) = W − f (W ),
there exists at least one W ∈ IW such that g(W ) = 0.
To this aim, we ﬁrst show that f (W ) is deﬁned from IW in IW and then that
lim
W→0 g(W ) < 0
and that
lim
W→β/(h(μ−α))
g(W ) > 0.
Therefore the continuity of g(W ) implies the existence of at least one zero for g(W ).
S. Melillo, E. Montefusco / J. Math. Anal. Appl. 372 (2010) 423–438 4272. Existence of a travelling wave solution for ﬁxed M
In this section we will detail the ﬁrst part of the proof of Theorem 1.
Step 1. We will prove the following theorem:
Theorem 2. Let α,β,μ,b, ε be positive constants such that:
μ > 2α and u0 > 2ε
μ
μ − α
β
b
.
Then the Cauchy problem (19) together with Eq. (21) has a solution (u, r0) if and only if W ∈ (0, βμ−α ).
Moreover, the solution is such that
u is positive and decreasing
and
r0 > 0.
The proof of this theorem needs the following lemma:
Lemma 1. Let α, β , μ, b, ε, u0 be positive constants such that:
μ > 2α
and
u0 > 2
με
b
β
μ − α . (24)
If
r0(W ) = −μ
b
+ u0 β − W (μ − 2α)
εαW 2
log
(
1+ μεα
bu0
W 2
β − W (μ − α)
)
, (25)
then
lim
W→0 r0(W ) = 0, limW→β/(μ−α) r0(W ) = +∞,
and
r0 > 0, ∀W ∈
(
0,
β
μ − α
)
.
Proof. We have, by straightforward calculations,
lim
W→0 r0(W ) = −
μ
b
+ u0 lim
W→0
β − W (μ − 2α)
εαW 2
log
(
1+ μεα
bu0
W 2
β − W (μ − α)
)
= −μ
b
+ u0 lim
W→0
β − W (μ − 2α)
εαW 2
μεα
bu0
W 2
β − W (μ − α)
= −μ
b
+ μ
b
lim
W→0
β − W (μ − 2α)
β − W (μ − α) = 0,
and
lim
W→β/(μ−α) r0(W ) = −
μ
b
+ u0
εα
(
β − β μ − 2α
μ − α
)
(μ − α)2
β2
log
(
1+ μεαβ
2
u0(μ − α)2 limW→ βμ−α
1
β − W (μ − α)
)
= −μ
b
+ u0
ε
μ − α
β
log
(
1+ μεαβ
2
u0(μ − α)2 limW→ β
1
β − W (μ − α)
)
= +∞.
μ−α
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dr0
dW
= u0
εα
[
−2β − W (μ − 2α)
W 3
log
(
1+ μεα
bu0
W 2
β − W (μ − α)
)
+ μεα
W
β − W (μ − 2α)
bu0(β − W (μ − α)) + μεαW 2
2β − W (μ − α)
β − W (μ − α)
]
= u0
εα
2β − W (μ − 2α)
W 3
[
− log
(
1+ μεα
bu0
W 2
β − W (μ − α)
)
+ 2β − W (μ − α)
2β − W (μ − 2α)
β − W (μ − 2α)
β − W (μ − α)
μεαW 2
μεαW 2 + bu0(β − W (μ − α))
]
.
Since
μεα
bu0
W 2
β − W (μ − α) > 0
and log(1+ x) < x for all x > 0, then:
dr0
dW
>
u0
εα
2β − W (μ − α)
W 3
[
−μεα
bu0
W 2
β − W (μ − α)
+ β − W (μ − 2α)
β − W (μ − α)
2β − W (μ − α)
2β − W (μ − 2α)
μεαW 2
bu0(β − W (μ − α)) + μεαW 2
]
= μ
b
2β − W (μ − α)
W (β − W (μ − α))
[
−1+ 2β − W (μ − α)
2β − W (μ − 2α)
bu0(β − W (μ − 2α))
bu0(β − W (μ − α)) + μεαW 2
]
.
Since W ∈ (0, β/(μ − α)), then:
2β − W (μ − α)
W (β − W (μ − α)) >
μ − α
β
> 0.
Moreover,
2β − W (μ − α)
2β − W (μ − 2α)
bu0(β − W (μ − 2α))
bu0(β − W (μ − α)) + μεαW 2 > 1. (26)
In fact, since W ∈ (0, β/(μ − α)), then:
2β − W (μ − 2α) > β μ
μ − α > 0
and
bu0
(
β − W (μ − α))+ μεαW 2 > μεαW 2 > 0.
So, (26) is equivalent to(
2β − W (μ − α))(bu0(β − W (μ − 2α)))> (2β − W (μ − 2α))(bu0(β − W (μ − α))+ μεαW 2),
that is:
bu0β > μεW
(
2β − W (μ − 2α))
and this inequality holds thanks to (24). Indeed,
bu0β > 2με
β2
(μ − α) > 2μεβW > μεW
(
2β − W (μ − 2α)).
So, dr0/dW > 0 and for all W > 0, r0(W ) > r0(0) = 0. 
We use this lemma and the implicit function theorem to prove Theorem 2.
Proof of Theorem2: Suﬃcient condition. From (19) and (21), we will obtain an implicit expression for u(z), F (u(z)) = εWz,
and we will show that the assumptions of the theorem, together with the condition W ∈ (0, βμ−α ), imply that F (u) is
invertible.
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εW − u′)u = C
where
C = (εW − u′(0))u(0) = ε
α
(
β − W (μ − 2α))u0. (27)
We suppose that u > 0 for all z ∈ (0, r0); at the end of the proof we will show that this condition actually holds.
Let
u = C
εW
(28)
so that:
u′ =
{
0, u = u,
εWu−C
u , otherwise.
(29)
We solve Eq. (29) for u = u. As we will see later, this is not a loss in generality, since our solution will be bounded from
above by u0 < u.
For u = u Eq. (29) is autonomous and equivalent to:
u du
εWu − C = dz.
Integrating, we obtain:
u(z) + C
εW
log
∣∣εWu(z) − C ∣∣= εWz + C ′.
Recalling the initial condition for the system, we have:
C ′ = u0 + C
εW
log |εWu0 − C |,
so that we have the following implicit expression for u:
u(z) − u0 + C
εW
log
∣∣∣∣εWu(z) − CεWu0 − C
∣∣∣∣= εWz. (30)
Let F (u) = u − u0 + CεW log | εWu−CεWu0−C |. Then
F ′(u) = εWu
εWu − C
⎧⎪⎨
⎪⎩
 0, u  0,
< 0, u ∈ (0,u),
 0, u  u.
(31)
Therefore, in the interval (0,u), F (u) is invertible and decreasing, hence invertible.
Since u0 < u and u(r0) = u0 − μεb W , then:
u(r0) >
με
b
β
μ − α > 0
and
u(r0) < u0,
with F (u0) = 0. Moreover, the inverse function
u = F−1(z)
is a monotone decreasing function. Since u(r0) > 0, we have also shown that (13) holds for u.
We have still to verify that r0 > 0, so that (11) is satisﬁed.
The assumptions of the theorem on μ, α and u0 are the same of Lemma 1, and from (30) we obtain:
r0(W ) = 1
εW
[
u(r0) − u0 + C
εW
log
∣∣∣∣εWu(r0) − CεWu0 − C
∣∣∣∣
]
. (32)
Thus, r0(W ) is also deﬁned as in Lemma 1, and so
r0 > 0
as desired. 
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exist.
Proof of Theorem 2: Necessary condition. If W = 0, system (19) becomes:⎧⎪⎪⎨
⎪⎪⎩
(−u′u)′ = 0, z ∈ (0, r0),
u(0) = u0,
u′(0) = ε
α
(
W (μ − α) − β),
and Eq. (21):
u(r0) = u0. (33)
From the ﬁrst equation we obtain that
−u′u = C
where
C = −u′(0)u0 = εβ
α
u0.
So
u du = −εβ
α
u0 dz
which implies
u(z)2 = u20 − 2
εβ
α
u0z
and so
u(z) =
√
u20 − 2
εβ
α
u0z.
In particular
u(r0) =
√
u20 − 2
εβ
α
u0z < u0
and the solution does not satisfy condition (33).
If W = βμ−α , then
u(0) = u0 and u(r0) = u0 − με
b
β
μ − α , (34)
and u′(0) = 0. Hence the costant function u ≡ u0 is a solution of problem (19) but it does not satisfy condition (34).
If W > βμ−α then u
′(0) > 0 and u(r0) < u0. Then, exists z ∈ (0, r0) such that:
u(z) > u0 and u
′(z) = 0. (35)
From the ﬁrst equation and from the initial conditions, we obtain(
εW − u′)u = ε
α
(
β − W (μ − 2α))u0
and in particular, in z,
u(z) = W (2α − μ) + β
αW
u0 (36)
so that u(z) < u0. Indeed, since W >
β
μ−α ,
W (α − μ) + β < 0
which implies
W (2α − μ) + β < αW ,
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u(z)
u0
= W (2α − μ) + β
αW
< 1,
so that from (36) we obtain
u(z) < u0.
That is a contradiction with assumption (35) on u(z). 
Step 2. From Theorem 2 we know that with suitable choices of u0, μ and α, a solution of system (19) with (21) exists for
every W ∈ (0, β/(μ − α)).
Now we can use this solution to solve the Cauchy problem for ρ , (20), and to prove the following lemma.
Lemma 2. Let α, β , μ, b, ε be positive constants such that:
μ > 2α
and
u0 > 2
μεβ
μ − α .
Then a solution (u,ρ, r0) of (19)–(21) exists for every W ∈ (0, βμ−α ).
Proof. From Theorem 2 we know that for every W ∈ (0, βμ−α ), there exists a solution of the Cauchy problem (19).
Let W be in IW and (uW , r0W ) be the solution of (19), (21), determined as in the previous step. The Cauchy problem
(20) has the following solution:
ρW (z) = uW (z)
(
ρ0
u0
− Kε
CW
z∫
0
uW (ξ)dξ
)
, (37)
where CW is the constant in (27) calculated for W = W . Thus, for every W ∈ (0, β/(μ−α)), (uW ,ρW , r0W ) is the required
solution. 
Step 3. Now we will show that there exist suitable choices for the parameters of the problem, such that conditions (11)–(13)
hold. In particular we will show the following lemma.
Lemma 3. Let α, β , μ, nu, ε, K , b, D, u0 , ρ0 , h, R0 be positive constants such that:
μ > 5α, (38)
h ∈ Ih =
(
1,
5μ − 9α
4(μ − α)
)
, (39)
u0 ∈ Iu0 =
(
ε
μ
μ − α
β
b
,
μεβ
2b(h(μ − α) − (μ − 2α))
)
, (40)
R0 = μ
b
1
h − 1 ,
ρmin = KαR0u0h(μ − α)
β(h(μ − α) − (μ − 2α)) + Du0
(
u0 −
(
μεβ
bh(μ − α)
)− 13)
,
ρ0 >
bu0h(μ − α) − μεβ
bu0(μ − 2α) − μεβ ρmin.
Then for every
W ∈
(
0,
β
h(μ − α)
)
the corresponding solution (u,ρ, r0) satisﬁes (11)–(13).
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μ > 5α > 2α
and
u0 > 2
με
b
β
μ − α .
Thus, for every W ∈ (0, β/(μ − α)) there exists (u,ρ, r0) solution of the problem.
First of all we note that Ih and Iu0 are not empty sets.
For Ih we have only to prove that
5μ−9α
4(μ−α) is greater then 1. That is:
5μ − 9α > 4(μ − α),
which is equivalent to
μ > 5α
which is (39).
For Iu0 , since h ∈ Ih , then:
μεβ
2b(h(μ − α) − (μ − 2α)) >
μεβ
2b( 5μ−9α4 − (μ − 2α))
= 2 μεβ
b(μ − α) .
In order to prove that r0 < ∞, we remember that from Lemma 1,
lim
W→0 r0(W ) = 0 and limW→ βμ−α
= ∞
and that r0(W ) is an increasing function.
Thus, for all W ∈ IW :
r0(W ) < r0
(
β
h(μ − α)
)
.
Now, from (32) we have:
r0
(
β
h(μ − α)
)
= −μ
b
+ u0
εα
h(μ − α)
β
(
h(μ − α) − (μ − 2α)) log[1+ μεα
bu0
β
h2(μ − α)2
h
h − 1
]
,
where, since h > 1 and μ,ε,α,b,u0 and β are positive constants, we have
μεα
bu0
β
h2(μ − α)2
h
h − 1 > 0.
So
r0
(
β
h(μ − α)
)
< −μ
b
+ μ
b
h
h − 1
(
1− μ − 2α
h(μ − α)
)
< −μ
b
+ μ
b
h
h − 1 =
μ
b
1
h − 1 = R0 < ∞.
We still have to prove that ρ(z) > 0 for all z ∈ (0, r0) and that ρ(r0) − Du(r0) 23 is positive.
If
ρ(z) = u(z)
[
ρ0
u0
− Kα
(β − W (μ − 2α))u0
z∫
0
u(ξ)dξ
]
then ρ(z) is a decreasing function. So, for all z ∈ (0, r0), ρ(z) > ρ(r0). Then the positivity of ρ(r0) implies the positivity of
ρ(z) in the whole interval (0, r0).
Now we prove that ρ(r0) − Du(r0) 23 > 0; in this way we prove both conditions (12) and (13).
We have
ρ(r0) = u(r0)
[
ρ0
u0
− Kα
(β − W (μ − 2α))u0
r0∫
0
u(ξ)dξ
]
> u(r0)
[
ρ0
u0
− Kα
(β − W (μ − 2α))u0
R0∫
u(ξ)dξ
]
0
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[
ρ0
u0
− KαR0
β − W (μ − 2α)
]
= u(r0)
[
ρ0
u0
− KαR0h(μ − α)
β(h(μ − α) − (μ − 2α))
]
.
So
ρ(r0) − Du(r0) 23 > u(r0)
[
ρ0
u0
− KαR0h(μ − α)
β(h(μ − α) − (μ − 2α)) − Du(r0)
− 13
]
= u(r0)
u0
(ρ0 − ρmin) > 0 (41)
since from the assumptions of the lemma
ρ0 >
bu0h(μ − α) − μεβ
bu0(μ − 2α) − μεβ ρmin > ρmin.
So ρ(z) > 0 for all z ∈ (0, r0) and ρ(r0) − Du(r0) 23 > 0. 
Summing up, in this section we have proved that for every ﬁxed W ∈ IW , there exists a unique travelling wave solution,
which also satisﬁes (11)–(13).
In the next one we will show that there exists a W ∈ IW which satisﬁes (22).
3. Existence of a travelling wave solution
In this section we will prove the following lemma:
Lemma 4. Let α, β , μ, ν , ε, K , b, D, u0 , ρ0 , h, R0 be positive constants such that the assumptions of Lemma 2 are satisﬁed, and
ν ∈ Iν = (ν1, ν2)
with
ν1 = β
α
ρ0
bu0(h(μ − α) − (μ − 2α))
bhu0(μ − α) − μεβ
and
ν2 = β
α
(ρ0 − ρmin).
Then there exists a solution of (22) in IW .
Proof. From Lemma 2, we know that if μ > 2α and u0 > 2μεβ/(μ − α) then a solution of (19) with (20) and (21) exists.
First of all we have to check if the assumptions of the lemma are well posed. Hence we have to check that Iν is not
empty. That is:
ν1 < ν2,
β
α
ρ0
bu0(h(μ − α) − (μ − 2α))
bhu0(μ − α) − μεβ <
β
α
(ρ0 − ρmin), (42)
that is:
ρ0
(
1− bu0(h(μ − α) − (μ − 2α))
bhu0(μ − α) − μεβ
)
> ρmin. (43)
First of all we note that the coeﬃcient of ρ0 in the previous inequality is positive. In fact:
1− bu0(h(μ − α) − (μ − 2α))
bhu0(μ − α) − μεβ =
bu0(μ − 2α) − μεβ
bhu0(μ − α) − μεβ
and, since u0 > 2
με
b
β
μ−α > 2
με
b
β
h(μ−α) ,
bu0(μ − 2α) − μεβ > 2bμεβ
b
μ − 2α
h(μ − α) − μεβ
= μεβ
[
2(μ − 2α)
h(μ − α) − 1
]
= μεβ [2(μ − 2α) − h(μ − α)].
h(μ − α)
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bu0(μ − 2α) − μεβ > μεβ
4h(μ − α)
[
8(μ − 2α) − (5μ − 9α)]
= μεβ
4h(μ − α) [3μ − 7α]
> 2α
μεβ
h(μ − α) > 0
and
bhu0(μ − α) − μεβ > 2bhμε
b
β
h(μ − α) − μεβ = μεβ > 0.
Thus, inequality (43) is equivalent to
ρ0 >
bu0h(μ − α) − μεβ
bu0(μ − 2α) − μεβ ρmin,
that is the assumption (41). So, ν1 < ν2 and Iν is not empty.
Now we want to prove that there exists at least a solution of (22). First of all we observe that replacing in (22) the
expression for u′ , obtained in Theorem 2, we have:
W = 1
μ − 2α
[
β − να
ρ(r0) − Du(r0) 23
u(r0)
u0
]
.
Setting
f (W ) = 1
μ − 2α
[
β − να
ρ(r0) − Du(r0) 23
u(r0)
u0
]
and
g(W ) = W − f (W ),
we will prove that:
1. for all W ∈ IW , f (W ) ∈ IW ;
2. limW→0 g(W ) < 0;
3. limW→β/(h(μ−α)) g(W ) > 0.
So that, thanks to its continuity, g(W ) admits at least a zero in IW .
For all W ∈ IW , f (W ) > 0. In fact, from (41):
β − να
ρ(r0) − Du(r0) 23
u(r0)
u0
> β − να
ρ0 − ρmin > β −
ν2α
ρ0 − ρmin = 0.
Similarly, for all W ∈ IW , f (W ) < βh(μ−α) . In fact, since ρ(z) is a decreasing function and
u(r0) = u0 − με
b
W > u0 − με
b
β
h(μ − α) ,
then
β − να
ρ(r0) − Du(r0) 23
u(r0)
u0
< β − να
ρ0
bu0h(μ − α) − μεβ
bu0h(μ − α) .
Since ν > ν1 = βα ρ0 bu0(h(μ−α)−(μ−2α))bu0h(μ−α)−μεβ , then
β − να
ρ(r0) − Du(r0) 23
u(r0)
u0
< β − ν1α
ρ0
bu0h(μ − α) − μεβ
bu0h(μ − α) < β
(
1− h(μ − α) − (μ − 2α)
n(μ − α)
)
= β μ − 2α
h(μ − α) .
Then:
f (W ) = 1
μ − 2α
[
β − να 2
3
u(r0)
u0
]
<
β
h(μ − α) .ρ(r0) − Du(r0)
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lim
W→0 g(W ) < 0 and limW→β/(h(μ−α))
g(W ) > 0.
For W → 0, we have
r0 → 0,
u(r0) → u0,
and
ρ(r0) → ρ0.
Then
g(W ) → − 1
μ − 2α
[
β − να
ρ0 − Du
2
3
0
]
< − 1
μ − 2α
[
β − να
ρ0
]
< − 1
μ − 2α
[
β − ν2α
ρ0
]
= − 1
μ − 2αβ
[
1− ρ0 − ρmin
ρ0
]
= − 1
μ − 2αβ
ρmin
ρ0
< 0.
For W → β/(h(μ − α)) we can repeat the estimates we have used to prove that
f (W ) <
β
h(μ − α)
and we obtain that
g(W ) → β
h(μ − α) − f
(
β
h(μ − α)
)
> 0.
In this way we have proved that Eq. (22) admits a solution which lies in IW . 
3.1. Proof of Theorem 1
Now, using Theorem 2, Lemmas 2–4, we can prove Theorem 1.
From Theorem 2 and Lemma 2, we know that, for every W ∈ (0, β/(μ − α)), a solution exists for the system composed
by the ﬁrst three equations of system (9), subject to the boundary conditions (10) and satisfying the condition of positivity
for u and r0.
From Lemma 3 we know that in order to have a solution with a ﬁnite r0 we have to look for W ∈ (0, β/h(μ − α)).
Finally, from Lemma 4 we know that if ν ∈ Iν then there exists at least one W solution of (22) such that the solution of
the system also satisﬁes conditions (11)–(13). So Theorem 1 is proved.
4. A numerical example
We have computed the travelling wave solution using a numerical method that follows the theorems proved above. More
in detail: for all z,W > 0, let N ∈ N be such that
NW <
β
h(μ − α) < (N + 1)W .
∀Wi = iW and i ∈ {1, . . . ,N}, the numerical method executes the following instructions:
1. It computes r0(Wi) from (32).
2. It computes n ∈ N such that nz < r0(Wi) (n + 1)z.
3. It sets ui(0) = u0 and ui(r0(Wi)) = u0 − μεWi/b, where the subscript i indicates that u = u(Wi).
∀z j = jz and j ∈ {1, . . . ,n} it uses the bisection method to compute u from the implicit equation (30):
ui(z j) − u0 + Ci
Wi
u0 log
(
Ci − εWu(z j)
Ci − εWu0
)
,
where
Ci = ε
α
(
β − Wi(μ − 2α)
)
.
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4. It sets, using the expression for ρ deﬁned in (37),⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ρi(0) = ρ0,
ρi(z j) = ui(z j)
(
ρ0
u0
− Kε
Ci
z j∫
0
ui(ξ)dξ
)
, ∀z j with j ∈ {1, . . . ,n},
ρi
(
r0(Wi)
)= ρi(zn) + r0(Wi) − zn
z
(
ρ(zn) − ρ(zn−1)
)
.
It approximates the integral value using the trapezoidal formula and it deﬁnes the value. Moreover, the expression for
ρi(r0(Wi)) is obtained putting ρi(r0(Wi)) on the linear continuation, at z = r0(Wi), of the line for (zn−1,ρi(zn−1)) and
(zn,ρi(zn)).
5. It computes
erri =
∣∣∣∣εWi − u′i(0) − νε
ρi(r0(Wi)) − Dui(r0(Wi)) 23
∣∣∣∣,
erri is a good error function. In fact in order to solve the fourth equation of the system (9), we should have erri = 0.
Once it has computed erri , ∀i = 1, . . . ,N , it deﬁnes the approximate solution of the system, it searches for the lower erri
and sets W = Wi , r0 = r0(Wi), u(z j) = ui(z j) and ρ(z j) = ρi(z j) for any j = 1, . . . ,n.
It can be proved that this numerical scheme is consistent and in particular that, for every W ∈ IW , the scheme described
in 1–4 is convergent. For further details, please send an e-mail to S. Melillo: melillo@mat.uniroma1.it.
Let us ﬁx the parameters so that the assumptions of Theorem 1 are satisﬁed. For example,
α = ε = 1, β = 5, μ = 6,
K = 0.00762195, b = 12, d = 0.1, h = 41/40,
ν = 5, ρ0 = 19/9, u0 = 19/18,
and
z = 10−3, W = 10−6.
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In this particular case, we look for W such that: W ∈ (0, βh(μ−α) ) = (0, 4041 ).
Numerically we ﬁnd:
err = 8.87783 · 10−8, W = 0.622816, r0 = 0.135281,
and u(z), ρ(z) with z ∈ (0, r0) as in Figs. 1 and 2.
5. Conclusions
In this paper we have proved that, under suitable choices of the parameters, system (1)–(4) admits a travelling wave
solution which also satisﬁes conditions (6)–(8). Our result is an improvement of that in [2] since it gives numerical bounds
for the parameters.
Moreover, numerical evidences show that assumptions (14)–(18) of Theorem 1 are optimal for the existence of a travel-
ling wave solution for system (1)–(4) which also satisﬁes (6)–(8). In fact, if one of these assumptions does not hold then the
numerical scheme fail and it can’t ﬁnd a travelling wave solution. In particular, assumptions (14)–(17) are needed to have a
travelling wave solution which satisﬁes conditions (6)–(8) while assumption (17) guarantees that the ﬁxed point argument
used in the proof of Theorem 1 is well posed.
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