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Abstract
Bosonic formulation of the negative energy sea, so called Dirac sea, is proposed by
constructing a hole theory for bosons as a new formulation of the second quantization
of bosonic fields. The original idea of Dirac sea for fermions, where the vacuum state is
considered as a state completely filled by fermions of negative energy and holes in the
sea are identified as anti-particles, is extended to boson case in a consistent manner.
The bosonic vacuum consists of a sea filled by negative energy bosonic states, while
physical probabilities become always positive definite. We introduce a method of the
double harmonic oscillator to formulate the hole theory of bosons. Our formulation is
also applicable to supersymmetric field theory. The sea for supersymmetric theories has
an explicit supersymmetry. We suggest applications of our formulations to the anomaly
theories and the string theories.
1 Introduction
In any relativistic quantum field theory there inevitably appear positive energy solutions
as well as negative energy ones [1]. These two kinds of solutions gave an obstacle when
constructing second quantized theories. As is well known this obstacle was half solved long
ago in the sense that P. A. M. Dirac [2] resolved this problem for the case of fermions by
introducing a notion of negative energy sea, so called “Dirac sea”, which consists of each
state completely filled by one negative energy particle thanks to Pauli’s exclusion principle.
∗Also working at Okayama Institute for Quantum Physics, Kyoyama-cho 1-9, Okayama-city 700-0015,
Japan
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Thus the vacuum state of fermions are identified as such a state that all the positive energy
solutions are empty and all the negative energy ones completely filled, and thus form the
Dirac sea. Furthermore he interpreted a hole in the Dirac sea as an anti-particle. However his
Dirac sea method passing to the second quantized theory is not applicable to boson theories
simply, because of lack of the Pauli’s Principle so that infinite number of particles can exist
at each negative energy state. Therefore one cannot define properly totally filled negative
energy states for bosons.
Needless to say that modern procedure of second quantization of fermions as well as bosons
are well established without recourse to the Dirac sea method for fermions. Nevertheless to
investigate a physical account of some problems in quantum field theory, the most famous one
why chiral or axial anomaly appears in fermions, the Dirac sea method provides exceedingly
well physical interpretation of this phenomenon [3, 4, 5]. Furthermore along the line with
Dirac sea method, a new peculiar effect in quantum field theory was found. In fact the
fractional fermion number was first discussed by R. Jackiw [6] and successively Jackiw and
J. R. Schrieffer [7] pointed out that this is realized in a one dimensional polymer of which
properties were investigated in detail.
It is the purpose of this article to present a consistent formulation of the second quan-
tization method by introducing negative energy seas, i.e., Dirac seas not only for fermions
but also for bosons. In fact some of the present authors have been struggling past few years
for obtaining consistent formulation [8, 9]. However these previous attempts had a serious
drawback: the inner product of the bosonic states of the negative energy became indefinite.
Of course the indefinite norm squared contradicts with the principle of quantum mechanics,
and we might not be able to construct the Hilbert space. Thus the formulation was not well
unacceptable.
In the present article, we propose a way out of the above mentioned difficulty of the
indefinite inner product. Our new method presented in this paper provides positive definite
inner product and the Hilbert space is consequently constructed.
We would like to stress the motivation as to why we consider the old and in some sense
already solved problem of the method of second quantization of relativistic quantum field
theory. The motivation is two fold: one of them is, as is stated already above, that the
Dirac sea method provide well physical account for anomalous phenomena due to existence
of bottomless of negative energy sea, such as chiral anomaly. We may expect to understand
as well other anomalies in case of bosons, such as conformal anomaly.
Another motivation is that in the string theory, in which only the light cone gauge approach
is successful in practice. Indeed despite of many elaborate attempts, the only light-cone
string field theory by Kaku-Kikkawa [10] seems to be successful in the sense of consistency.
We suspect that the success of the light-cone string field theory is due to cutting out and
disregard all negative energy modes. We would like to apply the method presented in this
article to string theories and construct a new kind of string field theories which will include
not only positive energy modes but also negative ones.
Supersymmetry is, at first, used as a kind of device to construct each state in boson
theories as well as fermion ones at equal footing. Therefore by imposing supersymmetry we
may be able transparently to construct the vacua of bosons like fermion’s Dirac sea which will
be in fact the case in our approach as will be described in the later sections. Furthermore,
the vacuum structure of supersymmetric theories itself is interesting enough to investigate,
i.g., whether boson and fermion vacua are really supersymmetric etc.
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The present paper is organized as follows: In the following Section 2, we investigate an
N = 2 supersymmetric theory to obtain basic relations for the boson sea. We find that the
ordinary bosonic vacuum conflicts with the fermionic Dirac sea due to the supersymmetry. A
new condition for bosonic vacuum in terms of operator relations are derived. The condition
indicates that the vacuum vanishes by an operation of the creation operator for any negative
energy particle. This means that the bosonic vacuum is just boson sea because the condition
is equivalent to that for the fermionic Dirac sea. In Section 3, we introduce a method of a
double harmonic oscillator to formulate the boson sea. We extend the concept of the wave
function of the harmonic oscillator to describe not only the positive energy states but also the
negative energy ones. The resultant vacuum corresponds with the boson sea, which satisfies
the condition derived in Section 2. In Section 4, we consider the inner product to construct
the Hilbert space of the double harmonic oscillator. We propose a successful definition of the
positive definite inner product by employing a non-local approach. In Section 5, we consider
several mathematical properties of the negative number sector. In Section 6, we discuss the
physical meaning of the boson sea by comparing the Dirac sea, and how the boson sea is
filled by negative energy particles. In Section 7, we formulate the boson sea as a vacuum
of the second quantization of bosonic fields by applying the double harmonic oscillator. We
confirm physical consistency of the formulation. Section 8 is devoted to a conclusion and a
brief overview of possible future developments.
2 Boson vacuum in a supersymmetric theory
In this section, we derive several basic relations for the boson sea with recourse to supersym-
metry in 4-dimensional space-time. We utilize the free field theory with N = 2 supersymme-
try [11, 12], because the simplest theory including a Dirac fermion is N = 2 supersymmetric
one. The fermionic vacuum is taken to be the Dirac sea. We find difficulties of making su-
persymmetry when the boson fields are quantized by the ordinary scheme rather than our
boson sea formulation. Therefore the supersymmetry requires the boson sea. The boson sea
should be consistent with the fermionic Dirac sea from the point of view of supersymmetry.
The consistency provides several properties of the boson sea.
Hereafter, the Greek indices µ, ν, · · · take integer value from 0 to 3 and indicate coordinates
of the Minkowski space. Through this paper the metric is given by ηµν = diag(+1,−1,−1,−1),
and the gamma matrices γµ satisfy the ordinary anti-commutation relations.
2.1 N = 2 supersymmetric free theory
Let us summarize a necessary part in this article of a N = 2 supersymmetric field theory in
the free case. The field contents of the theory are given by the N = 2 hypermultiplet [11] as
(A1, A2; ψ; F1, F2), (1)
where Ai and Fi denote complex scalar bosons with an index i and ψ is a Dirac fermion.
We may call i = 1, 2 the flavor index. The multiplet (1) transforms under the following
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supersymmetric transformation:
δAi = 2ξ¯iψ,
δψ = −iξiFi − iγµξi∂µAi,
δFi = 2ξ¯iγ
µ∂µψ, (2)
where ξi is a Grassmann parameter of the transformation.
The Hermite self-conjugate form of the Lagrangian density for the free theory is given by
L = 1
2
∂µA
†
i∂
µAi +
1
2
F †i Fi +
i
2
ψ¯γµ∂µψ − i
2
∂µψ¯γ
µψ
+m
[
i
2
A†iFi −
i
2
F †i Ai + ψ¯ψ
]
. (3)
The action of this Lagrangian density is invariant under the supersymmetric transformation
(2). The Noether current associated with the supersymmetry (2) gives the supercurrent as
Jµi = γ
νγµψ∂νA
†
i − imγµψA†i , (4)
and thus the supercharges of the system are defined as
Qi ≡
∫
d3~x J0i (x), Q¯i ≡
∫
d3~x J¯0i (x), (5)
with the flavor index i = 1, 2. These supercharges play the important role for deriving the
property of the boson sea.
2.2 Quantization by operator formalism
In order to clearly specify the Dirac sea for bosons, we briefly summarize the Dirac sea
formalism for fermions as well as the ordinary quantization formalism for bosons.
The mode expansions of the field operators are formally given by
Ai(x) =
∫
d3~k√
(2π)32k0
{
ai+(~k)e
−ikx + ai−(~k)eikx
}
, (6)
ψ(x) =
∫
d3~k√
(2π)32k0
∑
s=±
{
b(~k, s)u(~k, s)e−ikx + d(~k, s)v(~k, s)eikx
}
, (7)
where k0 ≡
√
~k2 +m2 is positive energy of the particle, and s ≡ ~σ · ~k/|~k| denotes the helicity.
As is well known, the positive energy particles are related with the operators ai+(~k) and
b(~k, s), and the negative energy ones are related with ai−(~k) and d(~k, s). The commutation
relations among these operators are written as[
ai+(~k), a
†
j+(
~k′)
]
= +δijδ
3(~k − ~k′), (8)[
ai−(~k), a
†
j−(~k
′)
]
= −δijδ3(~k − ~k′), (9){
b(~k, s), b†(~k′, s′)
}
= +δss′δ
3(~k − ~k′), (10){
d(~k, s), d†(~k′, s′)
}
= +δss′δ
3(~k − ~k′), (11)
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while all other pairs are commuting or anti-commuting. It is important that the right-hand
side of the commutation relation (9) for negative energy bosons has the opposite sign to those
of (8) for positive energy bosons.
In the ordinary context, these operators are naively interpreted as follows:
ai+(~k) annihilates a bosonic particle with energy-momentum (k0, ~k),
a†i+(~k) creates a bosonic particle with energy-momentum (k0, ~k),
ai−(~k) annihilates a bosonic particle with energy-momentum (−k0,−~k),
a†i−(~k) creates a bosonic particle with energy-momentum (−k0,−~k),
b(~k, s) annihilates a fermionic particle with energy-momentum (k0, ~k),
b†(~k, s) creates a fermionic particle with energy-momentum (k0, ~k),
d(~k, s) annihilates a fermionic particle with energy-momentum (−k0,−~k),
d†(~k, s) creates a fermionic particle with energy-momentum (−k0,−~k).
Here the particles with the energy-momentum (−k0,−~k) have negative energy (−k0), because
k0 =
√
~k2 +m2 is defined as always positive one.
The total vacuum ||0〉 of the system is decomposed into†
||0〉 ≡ ||0+〉 ⊗ ||0−〉 ⊗ ||0˜+〉 ⊗ ||0˜−〉, (12)
where ⊗ denotes the tensor product, and the notation of the sub-vacua is the following:
||0±〉 : the boson vacua for positive and negative energy states respectively,
||0˜±〉 : the fermion vacua for positive and negative energy states respectively.
Here, we adopt formulation of the Dirac sea for fermions as follows: needless to say, the
fermion vacuum consists of the positive energy part ||0˜+〉 and the negative energy part ||0˜−〉.
The positive energy vacuum ||0˜+〉 is an empty state which is defined as
b(~k, s)||0˜+〉 = 0. (13)
The negative energy vacuum ||0˜−〉 is nothing but the Dirac sea and it is constructed by acting
all d†’s on the empty state ||e˜mpty〉 to give the expression
||0˜−〉 ≡
{∏
~k,s
d†(~k, s)
}
||e˜mpty〉. (14)
The empty state used in (14) is defined by d(~p, s)||e˜mpty〉 = 0. The Dirac sea ||0˜−〉 satisfies
d†(~p, s)||0˜−〉 = 0. (15)
We have used d† as the creation operator and d as the annihilation operator for negative
energy fermions. It is of importance to remind that the operators d† and d are re-interpreted
as the annihilation operator and creation operator respectively for holes with positive energy.
†In the following, for example in the boson case, we denote the vacua by |0±〉 in the system of single
particle, and ||0±〉 in the system with many particles.
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We briefly review the ordinary quantization scheme for bosons, for the sake of the contrast
to our new method which will be shown in the next subsection. We introduce new operators
αi− ≡ a†i−, α†i− ≡ ai− (16)
for the negative energy particles. This introduction of these operators is essential in the
scheme, because the role of the creation and annihilation operators is inverted. The commu-
tation relation (9) is rewritten into[
αi−(~k), α
†
j−(~k
′)
]
= +δijδ
3(~k − ~k′). (17)
The introduction of the operators αi− and α
†
i− allows us to treat negative energy bosons in the
same manner as positive energy bosons, because the right-hand side of the commutator (17)
has positive sign. The vacuum for positive and negative energy bosons, which are denoted
||0ordinary+ 〉 and ||0ordinary− 〉 respectively, are defined by
ai+(~k)||0ordinary+ 〉 = 0, (18)
αi−(~k)||0ordinary− 〉 = 0. (19)
In this ordinary scheme, both the positive energy vacuum ||0ordinary+ 〉 and the negative energy
vacuum ||0ordinary− 〉 are empty states.
2.3 Supersymmetry and a condition of boson sea
As described in the previous subsection, the vacuum of bosons in the ordinary quantization
scheme is quite different from the Dirac sea as the vacuum of fermions. In this subsection, we
find a conflict between these pictures when we require the supersymmetry. The supersymme-
try requires the boson sea, and determines properties of it.
In terms of the creation and annihilation operators, the supercharges given by (5) become
Qi = +i
∫
d3~k
∑
s=±
{
b(~k, s)u(~k, s)a†i+(~k)− d(~k, s)v(~k, s)a†i−(~k)
}
,
Q¯i = −i
∫
d3~k
∑
s=±
{
b†(~k, s)u¯(~k, s)ai+(~k)− d†(~k, s)v¯(~k, s)ai−(~k)
}
. (20)
The condition for the vacuum to be supersymmetric is
Qi||0〉 = Q¯i||0〉 = 0. (21)
By combining this condition (21) with the properties (13) and (15) of the Dirac sea, the
condition of the supersymmetric vacuum for the boson reads
ai+(~k)||0+〉 = 0, (22)
a†i−(~k)||0−〉 = 0. (23)
The vacuum condition (23) are apparently inconsistent with the vacuum condition (19) for
the ordinary boson scheme. In fact, in ordinary theory as one can see, the negative energy
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vacuum ||0ordinary− 〉 is annihilated by annihilation operator αi−(~k), while in our method the
corresponding vacuum ||0−〉 is annihilated by the creation operator a†i−(~k). Therefore, we just
find that the ordinary boson scheme conflicts with the Dirac sea formulation that respects
the supersymmetry.
The conditions (22) and (23) seems to be an evidence for boson sea. These conditions are
the same as the relations (13) and (15) for the Dirac sea. The vacuum ||0+〉 corresponds the
empty vacuum which vanishes by the annihilation operator ai+. The vacuum ||0−〉 vanishes
by a†i− which creates the negative energy quantum.
The condition (23) is a result of the supersymmetry. We may well generalize it, and
consider that the condition (23) is a general condition of the boson sea ||0−〉. We call the
usual systems characterized by the algebra (8) and the condition (22) the “positive number
sector” of the positive energy particle states, while we call the unusual system characterized
by the algebra (9) and the condition (23) the “negative number sector” of the negative ones.
In the next section, we explicitly construct the negative number sector.
3 Double harmonic oscillator
In this section, we construct the negative number sector which is required in the boson sea
formulation. The sector is obtained by extending the harmonic oscillator spectrum to negative
energy‡. In particular, an extension of the wave function plays an important role, and the
resultant sector leads to the boson sea.
3.1 Analytic wave function of the harmonic oscillator for negative
energy
Although most of the contents were already described in Ref. [3, 8], we review those for
self-containedness. The Schro¨dinger equation of the one-dimensional harmonic oscillator is(
−1
2
∂2
∂x2
+
1
2
x2
)
φ(x) = Eφ(x). (24)
The ordinary solutions are given by AnHn(x)e
− 1
2
x2, where Hn(x) denotes the Hermite poly-
nomial and An is the normalization factor. In order to find further solutions, we assume the
form
φ(x) = f(x)e±
1
2
x2 . (25)
By substituting (25) into (24), we obtain the following equation for f(x):
f ′′(x)
f(x)
± 2xf
′(x)
f(x)
= −2
(
E ± 1
2
)
. (26)
We derive asymptotic behavior of f(x) for large |x|. We assume that the second term on
the left-hand side dominates the first term, when |x| is large. The equation (26) becomes
d log f(x)
d log x
= ∓E − 1
2
, (27)
‡See Ref. [13] for another negative energy solution of (deformed) harmonic oscillator.
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and we find the asymptotic behavior as
f(x) ∼ x(∓E− 12). (28)
We consider an analytic continuation of x to the whole complex plane, and require f(x)
to be a single-valued analytic function all over the complex plane. This analytic continuation
restricts the power in (28), which means that (∓E − 1
2
) should be zero or positive integer.
We find the quantized energy
E = ∓
(
n +
1
2
)
, n = 0, 1, 2, · · · . (29)
This energy spectrum includes not only the positive part but also the negative one.
As is well known, the ordinary harmonic oscillator is characterized by the positive energy
spectrum
E = n +
1
2
, n = 0, 1, 2, · · · , (30)
which corresponds with (29) with the lower sign. The eigenfunctions are
φn(x) = AnHn(x)e
− 1
2
x2 , (31)
where An is the normalization factor
§. We call this positive energy spectrum the positive
number sector.
In the following, we consider the negative energy spectrum or the negative number sector.
The negative energy spectrum is described by (29) with the upper sign as E = − (n+ 1
2
)
, and
the eigenfunction is given by (25) with the upper sign as φ(x) = f(x)e+
1
2
x2. We determine
the explicit form of f(x) in the following: The negative number sector is formally given by
simple replacement x→ ix in the positive number sector:(
−1
2
∂2
∂(ix)2
+
1
2
(ix)2
)
φ(ix) = Eφ(ix) =⇒
(
−1
2
∂2
∂x2
+
1
2
x2
)
φ(ix) = −Eφ(ix). (32)
By this replacement, the eigenfunctions and eigenvalues of the negative number sector are
obtained as
E = −
(
n+
1
2
)
, n = 0, 1, 2, · · · ,
φ−n(x) = A−nHn(ix)e−
1
2
(ix)2 . (33)
The Hermite polynomial Hn(ix) in (33) is either purely real or purely imaginary, because
Hn(x) is either an even or odd function of x. By extending the Hermite polynomial to
negative n as
Hn(x) =
{
Hn(x) (n ≥ 0)
inH−n(ix) (n < 0)
, (34)
§ The normalization factor for the ordinary harmonic oscillator becomes An = (
√
pi2nn!)
−1/2
, however, we
adopt different definition of the norm due to the consistency with the negative number sector.
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the extended Hermite polynomial becomes purely real function. By using this polynomial
and by redefining the normalization factor A−n, we rewrite the eigenfunctions of the negative
number sector (33) in terms of real functions
φ−n(x) = A−nH−n(x)e+
1
2
x2, (35)
The wave functions of the ground states are depicted in Fig. 1 for the positive and the negative
number sectors.
In the usual quantum mechanics, the wave function φ(x) should be normalized as square
integrable ∫ +∞
−∞
dx |φ(x)|2 < +∞. (36)
The eigenfunctions in the positive number sector satisfy this normalization condition. How-
ever, those of the negative number sector do not satisfy the condition (36), due to the positive
exponent e+x
2
of the eigenfunctions (35). When this condition is imposed, the one-dimensional
harmonic oscillator turns out to become only positive number sector. Therefore we should
extend the condition (36) in order to obtain the negative number sector.
0 x
φ(x)
a) The positive number sector
0 x
φ(x)
b) The negative number sector
Figure 1: Wave functions of the ground states (the vacua).
3.2 Representation of the double harmonic oscillator
We formulate a method of the double harmonic oscillator, which allows us to treat both
positive and negative number sectors of a harmonic oscillator. The total Hilbert space is
constructed by operator formalism.
The negative number sector is independent of the positive one, because any state in the
negative number sector cannot be derived by finite operations of creation and annihilation
operators on the positive number sector. Therefore it is natural to introduce the double
harmonic oscillators which consist of the two independent harmonic oscillators. The system
is described by the two-dimensional harmonic oscillator. The two-dimensional space of the
oscillator has an Minkowski-like indefinite metric whose elements are given by ηxx = 1, ηyy =
−1 and ηxy = ηyx = 0. One of the harmonic oscillators describes the positive number sector
and the other is negative number sector.
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To implement of this idea we introduce an algebra with an indefinite metric. The algebra
consists of two elements I and J , which satisfy the following relations:
I2 = I, J2 = −I, JI = IJ = J. (37)
The indefinite metric is defined as
〈I, I〉 = 1, 〈J, J〉 = −1, 〈I, J〉 = 〈J, I〉 = 0, (38)
where 〈, 〉 denotes the metric in the form of a product. This metric is an ordinary bilinear
product and has the property
〈(I ⊗ a+ J ⊗ b), (I ⊗ c+ J ⊗ d)〉 = a∗c− b∗d. (39)
with the tensor product ⊗. By combining (37) and (38), we find that the elements are
self-adjoint
I† = I, J† = J, (40)
because of 1 = 〈I, I〉 = −〈I, JJ〉 = − 〈J†I, J〉 = − 〈J†, J〉. The element I is identified
as identity, while the element J can be identified as the imaginary unit with negative norm
squared. The Hilbert space and the operator space are extended by this algebra.
The system of the double harmonic oscillator is constructed on the two dimensional space
spanned by
z ≡ I ⊗ x+ J ⊗ y, (41)
where the coordinates x and y are real numbers. This is just the two-dimensional Minkowski
space. The Laplacian on this space is defined as△z ≡ ∂2x−∂2y , and the product is z·z = x2−y2.
The Schro¨dinger equation becomes
I ⊗
{(
−1
2
∂2
∂x2
+
1
2
x2
)
−
(
−1
2
∂2
∂y2
+
1
2
y2
)}
φ(x, y) = I ⊗ Eφ(x, y). (42)
The coordinates x and y describe the positive and negative number sectors respectively.
It is important that any state of the negative number sector also has positive energy.
The negative number excitation of the negative energy state has positive energy, because
the negative integer times the negative energy becomes positive. This important property is
realized by the combination of the negative number sector (35) and the Minkowski space (41).
This property reproduces that anti-particles as holes in the boson sea have positive energy.
We denote a state |n+,−m−〉 as a number-eigenstate which consists of n quanta in the pos-
itive number sector and (−m) quanta in the negative number sector, where n,m = 0, 1, 2, · · · .
The subscript ± indicates whether the number belongs to the positive number sector or the
negative one. The corresponding wave function of the state is denoted as φn+,−m− . The
positive and negative number states have eigenenergy En+ =
1
2
+ n and E−m− = −12 − m
respectively. The eigenenergy of the state becomes
En+,−m− = En+ + E−m− × (−1) = 1 + n+m, (43)
where the factor (−1) in the second term comes from the indefinite metric. All of the states
are shown in Fig. 2.
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|0+〉
|1+〉
|2+〉
|3+〉
|4+〉
|5+〉
|6+〉
| 0
−
〉|−1
−
〉|−2
−
〉|−3
−
〉|−4
−
〉|−5
−
〉|−6
−
〉
|empty
−
〉
Potisive energy 
solution
Negative energy
solution
Positive number
sector
Negative number
sector
wall of 0
…
…
−∞
Figure 2: All states of the double harmonic oscillator. The state |n+,−m−〉 is formally
denoted as the tensor product |n+〉 ⊗ |−m−〉. The vertical axis means the number of the
excitations (the quanta). All of the state have positive energy (43).
The vacuum of the system is given by
φ0+,0−(x, y) ≡ I ⊗ e−
1
2
x2+ 1
2
y2 , (44)
whose eigenvalue of energy is E0+,0− = 1. This corresponds with the vacuum energy of two
bosons system which consists of a boson and an anti-boson.
The annihilation and creation operators of the positive number sector are
a+ = I ⊗ 1√
2
(
x+
∂
∂x
)
, a†+ = I ⊗
1√
2
(
x− ∂
∂x
)
(45)
respectively, which satisfy the ordinary commutation relation[
a+, a
†
+
]
= +I. (46)
On the other hand, the annihilation and creation operators of the negative number sector are
given by
a− = J ⊗ 1√
2
(
y +
∂
∂y
)
, a†− = J ⊗
1√
2
(
y − ∂
∂y
)
. (47)
These operators satisfy [
a−, a
†
−
]
= −I, (48)
which just reproduces the relation (9) for negative energy solutions.
We confirm that the operators a− and a
†
− of the negative number sector work properly in
the following: The vacuum is annihilated by the creation operator as
a†−φ0+,0−(x, y) = J ⊗
1√
2
(
y − ∂
∂y
)
e−
1
2
x2+ 1
2
y2 = 0, (49)
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and the annihilation operator a− creates the negative excited states as
φ0+,−m−(x, y) =
1√
m!
(a−)mφ0+,0−(x, y)
= Jm ⊗ 1√
2mm!
H−m(y) e−
1
2
x2+ 1
2
y2 (50)
for the integer m ≥ 1. We can also confirm that the creation operator a†− annihilates the
negative excited sates:
φ0+,(−m+1)−(x, y) ∝ a†−φ0+,−m−(x, y), (51)
Therefore we find that a− creates a negative energy quantum and a
†
− annihilates a negative
energy quantum.
The total space of the double harmonic oscillator is constructed on the vacuum state (44)
by the creation and annihilation operators as is depicted in the diagram in Fig. 3. The positive
number sector exactly corresponds with the quantum mechanics of the ordinary harmonic
oscillator. The operator a+ (a
†
+) annihilates (creates) a quantum of the positive energy. On
the other hand, the operator a− (a
†
−) for negative number sector creates (annihilates) the
negative energy quantum. The general form of the wave function is given by
φn+,−m−(x, y) =
1√
n!m!
(a†+)
n(a−)mφ0+,0−(x, y)
= Jm ⊗ 1√
2n2mn!m!
Hn(x)H−m(y) e−
1
2
x2+ 1
2
y2 . (52)
...
...
...
... ...
a− −→ ←−a
†
− a− −→ ←−a
†
− a− −→ ←−a
†
−
0 ←−
a+
| 0+,−1−〉
a†+−→←−
a+
| 1+,−1−〉
a†+−→←−
a+
| 2+,−1−〉
a†+−→←−
a+
···
a− −→ ←−a
†
− a− −→ ←−a
†
− a− −→ ←−a
†
−
0 ←−
a+
| 0+, 0−〉
a†+−→←−
a+
| 1+, 0−〉
a†+−→←−
a+
| 2+, 0−〉
a†+−→←−
a+
···
←−a
†
− ←−a
†
− ←−a
†
−
0 0 0 ···
Figure 3: Construction of the total space of the double harmonic oscillator.
4 Inner product of the System
Let us define the inner product to construct the Hilbert space of the double harmonic oscil-
lator. A naive definition of the inner product for wave functions f and g would be
〈f | g〉 =
∫ +∞
−∞
dx
∫ +∞
−∞
dy 〈f(x, y), g(x, y)〉 , (53)
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however, this product diverges because of the factor e+
1
2
y2 in the negative number sector. Thus
we should regularize the product (53). The product (53) has another problem: The product
(53) is not positive definite, due to the negative norm of J-element, namely, 〈J, J〉 = −1.
The consistency among the commutation relation (48) and the vacuum property (49) for
the negative number sector requires the positive definite inner product. For example, the
norm of |0+,−1−〉 should correspond with that of the vacuum as
〈0+,−1−|0+,−1−〉 = 〈0+, 0−|a†−a−|0+, 0−〉 = 〈0+, 0−|(a−a†− + I)|0+, 0−〉
= 〈0+, 0−|0+, 0−〉. (54)
Therefore the naive definition (naive-product) of the inner product is ruled out.
The inner product proposed in Ref. [8, 9, 14] is another candidate. In the definition, the
wave function is analytically continued into the whole complex plane, and the integration is
chosen along the pure imaginary axis:
〈f | g〉 ∝
∫ +∞
−∞
dx
∫ +i∞
−i∞
dy f ∗(x, y)g(x, y) (55)
The product (55) gives finite value, because the factor e+
1
2
y2 becomes the Gaussian type
e−
1
2
y2 on the pure imaginary axis. However, the product (55) is not positive definite, and the
negative number sector is treated as the positive number sector. Therefore this treatment
can not provide a physical picture of the boson sea and is regrettably not suitable for our
approach.
In the following subsections, we propose a successful definitions of the inner product: We
employ a non-local approach. The definition of the inner product allows us to construct the
Hilbert space, because it provides a positive definite inner product.
4.1 Inner product by Non-local Approach
In this subsection we present a definition of the positive definite inner product by employing
a non-local method. We begin by defining the inner product as
〈f | g〉 =
∫ +∞
−∞
dx
∫ +∞
−∞
dy1
∫ +∞
−∞
dy2 G(y1, y2) 〈f(x, y1), g(x, y2)〉 , (56)
where we have introduced the integral kernel G(y1, y2) which has real value and is symmetric
function: G(y1, y2) = G(y2, y1). We allow the non-local contribution of y-coordinate in this
definition. The ordinary inner product is reproduced by taking G(y1, y2) = δ(y1 − y2).
The integral kernel G(y1, y2) is regarded as a metric tensor for the negative number sector,
whose indices are y1 and y2. All of the properties of the inner product for the negative number
sector is governed by the metric tensor G(y1, y2). The metric tensor G(y1, y2) is determined
so that the inner product (56) should satisfy the ortho-normal condition:〈
n+,−m−|n′+,−m′−
〉
= δn,n′δm,m′ . (57)
Therefore G(y1, y2) plays the role of a regularization of the divergence in (53) and makes the
inner product (56) be positive definite.
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We are going to present how to determine the metric tensor G(y1, y2) in the following part
of this subsection. We take the metric tensor
G(y1, y2) = Λ(y1)Λ(y2) g(y1, y2), (58)
where the function
Λ(y) ≡ e−y2 (59)
is a regularization factor, and the real symmetric function g(y1, y2) is the principal part of
the metric tensor. To realize the ortho-normal condition (57), g(y1, y2) should satisfy the
following condition: ∫
dy1dy2 fn(y1)g(y1, y2)fm(y1) = Inm (60)
for n,m = 0, 1, 2, · · · . Here we have temporarily defined the regularized wave function of the
negative number sector as
fn(y) ≡ 1
π1/4
√
2n n!
e−
1
2
y2H−n(y) (61)
for n = 0, 1, 2, · · · , and we have also defined the unit matrix with the parity correction:
Inm = δnm(−1)n. (62)
This assignment of Inm makes the product (56) be positive definite, because the negative sign
from the product 〈J, J〉 arises when n is odd.
To utilize technique of the linear algebra, we denote y as a subscript, and we take the
contraction rule for the subscript. Thus the equation (60) is simply rewritten as
fny1gy1y2fmy2 = Inm. (63)
While the index y of the matrix description fny of the function fn(y) is continuous variable
rather than integer, the matrix fny is regarded as a square matrix of infinite dimensions. The
regularized wave functions {f(y)} belong to the Hilbert space because a regularized wave
function f(y) is square-integrable, and the zero-norm functions are identified with the zero
vector of the Hilbert space. The degree of the freedom of {f(y)} is equals to that of {fn},
thus fny is square matrix in this sense.
By applying the inverse matrix of f to the equation (63), the metric gy1y2 is obtained as
gy1y2 = (f
−1)y1nInm(f−1)y2m, (64)
where the inverse matrix f−1 satisfies
(f−1)y1n fny2 = δ(y1 − y2), (65)
fny (f
−1)ym = δnm. (66)
We define the ordinary inner product of fn and fm as
Pnm = fnyfmy. (67)
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The infinite-dimensional matrix Pnm is a symmetric one, and a square of each element of the
matrix is integer number. The first several elements of Pnm are calculated as the following:
Pnm =

1 0
√
2 0
√
6 0
√
20 0
√
70 0
0 1 0
√
6 0
√
30 0
√
140 0
√
630√
2 0 3 0
√
48 0
√
250 0
√
1260 0
0
√
6 0 7 0
√
320 0
√
1890 0
√
10500√
6 0
√
48 0 19 0
√
2430 0
√
15120 0
0
√
30 0
√
320 0 51 0
√
18522 0
√
121296 · · ·√
20 0
√
250 0
√
2430 0 141 0
√
145656 0
0
√
140 0
√
1890 0
√
18522 0 393 0
√
1161288√
70 0
√
1260 0
√
15120 0
√
145656 0 1107 0
0
√
630 0
√
10500 0
√
121296 0
√
1161288 0 3139
..
.
. . .

.
(68)
The matrix Pnm is invertible. The proof of the invertibility is given in the next subsection.
By applying the inverse matrix of Pnm to both sides of (67), we obtain
δkm = (P
−1)knfnyfmy. (69)
Thus we find a derivation of the inverse matrix f−1 as
(f−1)ky = (P−1)knfny. (70)
By substituting (70) into (64), we obtain the principal part of the metric tensor
gy1y2 = fny1(P
−1)nkIkl(P−1)lmfmy2 . (71)
Finally, the integral kernel of the inner product (56) is obtained as
G(y1, y2) = Λ(y1)Λ(y2)
∑
n,m
[
P−1IP−1]
nm
fn(y1)fm(y2). (72)
After giving a proof of the invertibility of the matrix Pnm in the next subsection, we consider
the abstract form of the inverse matrix P−1nm in the subsection 4.3, and concretely present the
inner product as a reconstruction of the inner product (56) in the subsection 4.4.
4.2 A proof of the invertibility of Pnm
We give a proof of the invertibility of Pnm by the fact that any regularized wave function of
the negative number sector, which has been defined in (61), is uniquely expanded by the wave
functions of the positive number sector:
φ+n(y) ≡ 1
π1/4
√
2n n!
e−
1
2
y2H+n(y), (73)
where the index takes values n = 0, 1, 2, · · · .
There are recurrence formulae for the function series φ+n and fn:
φ+n(y) =
√
2
n
yφ+(n−1)(y)−
√
n− 1
n
φ+(n−2)(y) (74)
fn(y) =
√
2
n
yfn−1(y) +
√
n− 1
n
fn−2(y) (75)
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The norm of φ+n has been chosen to unity. We consider the Gram-Schmidt method to
orthonormalize the function series fn(y). We denote the orthonormalized series as gn(y). The
Gram-Schmidt method is concretely given by
gn ≡ fn −
n−1∑
k=0
〈fn|gk〉
〈gk|gk〉gk. (76)
The first function g0(y) becomes
g0 = f0 = φ+0, (77)
and the second becomes
g1 = f1 − 〈f1|g0〉〈g0|g0〉g0. = φ+1. (78)
Both g0 and g1 agree with φ+0 and φ+1 respectively.
Here, we will employ the mathematical induction to prove gn(y) = φ+n(y) for any n =
0, 1, 2, · · · . If we assume that gk(y) = φ+k(y) for k = 0, 1, 2, · · · , n−1, then the Gram-Schmidt
method for gn becomes the following:
gn = fn −
n−1∑
k=0
〈fn|φ+k〉φ+k
= fn −
√
2
n
n−1∑
k=0
〈yfn−1|φ+k〉φ+k −
√
n− 1
n
n−1∑
k=0
〈fn−2|φ+k〉φ+k, (79)
where we have used the recurrence formulae (75) and the orthonormality 〈φ+n|φ+m〉 = δnm
of the positive number sector. The assumption of gk(y) derives a relation
φ+k = fk −
k−1∑
l=0
〈fk|φ+l〉φ+l (80)
from the Gram-Schmidt method (76). By using the recurrence formulae (74) and the relation
(80), the second term of the right-hand side of (79) reads
〈yfn−1|φ+k〉 = 〈fn−1|yφ+k〉 = 〈fn−1|
[√
k + 1
2
|φ+(k+1)〉+
√
k
2
|φ+(k−1)〉
]
=
[
〈φn−1|+
n−2∑
l=0
〈fn−1|φ+l〉〈φ+l|
][√
k + 1
2
|φ+(k+1)〉+
√
k
2
|φ+(k−1)〉
]
=

√
n−1
2
〈fn−1|φ+(n−2)〉 (k = n− 1)√
n−1
2
+
√
n−2
2
〈fn−1|φ+(n−3)〉 (k = n− 2)√
k+1
2
〈fn−1|φ+(k+1)〉+
√
k
2
〈fn−1|φ+(k−1)〉 (k ≤ n− 3)
.
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By using (80), the third term of the right-hand side of (79) becomes
〈fn−2|φ+k〉 =
[
〈φn−2|+
n−3∑
l=0
〈fn−2|φ+l〉〈φ+l|
]
|φ+k〉
=

0 (k = n− 1)
1 (k = n− 2)
〈fn−2|φ+k〉 (k ≤ n− 3)
.
By substituting these relations into the relation (79), the relation becomes
gn = fn
−
√
2
n
[√
n− 1
2
φ+(n−2) +
n−3∑
k=0
√
k + 1
2
〈fn−1|φ+(k+1)〉φ+k +
n−1∑
k=1
√
k
2
〈fn−1|φ+(k−1)〉φ+k
]
−
√
n− 1
n
[
φ+(n−2) +
n−3∑
k=0
〈fn−2|φ+k〉φ+k
]
= fn −
√
n− 1
n
φ+(n−2) −
√
n− 1
n
fn−2
−
√
2
n
[
n−3∑
k=0
√
k + 1
2
〈fn−1|φ+(k+1)〉φ+k +
n−2∑
k=0
√
k + 1
2
〈fn−1|φ+k〉φ+(k+1)
]
. (81)
By employing the recurrence formulae (74), the final term of the relation (81) is rewritten
into
n−2∑
k=0
√
k + 1
2
〈fn−1|φ+k〉φ+(k+1) =
n−2∑
k=0
√
k + 1
2
〈fn−1|φ+k〉
[√
2
k + 1
yφ+k −
√
k
k + 1
φ+(k−1)
]
= y
n−2∑
k=0
〈fn−1|φ+k〉φ+k −
n−2∑
k=0
√
k
2
〈fn−1|φ+k〉φ+(k−1)
= y
(
fn−1 − φ+(n−1)
)− n−3∑
k=0
√
k + 1
2
〈fn−1|φ+(k+1)〉φ+k. (82)
By substituting (82) into (81), we obtain
gn = fn −
√
n− 1
n
φ+(n−2) −
√
2
n
y
(
fn−1 − φ+(n−1)
)−√n− 1
n
fn−2
=
√
2
n
yφ+(n−1) −
√
n− 1
n
φ+(n−2)
= φ+n. (83)
The here and now, by the mathematical induction, we have proved the relation gn(y) = φ+n(y)
for any n = 0, 1, 2, · · · . This means that the Gram-Schmidt orthonormalized series of the
function series {fn(y)} are completely coincident with the ordinary wave functions {φ+n(y)}
of the harmonic oscillator.
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Therefore any function of the series {fn} is uniquely expanded by {φ+n}. Inversely any
function of the series {φ+n} is also uniquely expanded by {fn}. Now we have found the
existence of the homeomorphism among the wave functions {φ+n} of the positive number
sector and the regularized wave functions {fn} of the negative number sector. The existence
of the homeomorphism implies that the matrix Pnm should be invertible.
4.3 Homeomorphism among negative- and positive-number basis
We write the homeomorphism among the wave functions {φ+n} of the positive number sector
and the regularized wave functions {fn} of the negative number sector as the following matrix
form:
φ+n(y) =
n∑
k=0
Anmfm(y), (84)
fn(y) =
n∑
k=0
A−1nmφ+m(y). (85)
The matrix Anm becomes lower triangular, because the Gram-Schmidt orthonormalization of
{fn} derives {φ+n}. The inverse matrix A−1nm also becomes lower triangular. By applying the
orthonormality ∫
dyφ+n(y)φ+m(y) = δnm (86)
to the homeomorphism (85), we find the form of the homeomorphism matrix A−1nm as
A−1nm =
∫ +∞
−∞
dyfn(y)φ+m(y). (87)
We concretely drive the matrix elements of A−1nm as
A−1nm =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
1
2
+ 1√
2
0 1 0 0 0 0
0 3
2
+
√
3√
2
0 1 0 0 0 · · ·
3
4
+ 3
√
2
2
+
√
6
4
0 3 +
√
3 0 1 0 0
0 15
4
+ 5
√
6
2
+
√
30
4
0 5 +
√
5 0 1 0
15
8
+ 45
√
2
8
+
√
5
4
+ 15
√
6
8
0 45
4
+ 15
√
3
2
+ 3
√
10
4
0 15
2
+
√
15√
2
0 1
...
. . .

.
(88)
Each element of the matrix Anm is calculated from (88) by finite steps as
Anm =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
− 1
2
− 1√
2
0 1 0 0 0 0
0 − 3
2
−
√
3√
2
0 1 0 0 0 · · ·
3
4
+ 1
2
√
3√
2
+ 1
2
√
3 0 −3−√3 0 1 0 0
0 15
4
+ 3
2
√
5 + 1
2
√
15√
2
0 −5−√5 0 1 0
− 15
8
− 3
4
√
5√
2
−
√
5
4
− 3
4
√
15√
2
0 45
4
+ 3
2
√
5√
2
+ 3
√
15√
2
0 − 15
2
−
√
15√
2
0 1
..
.
. . .

.
(89)
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All of the diagonal elements of these matrixes (88) and (89) become unity.
By combining the definition of the matrix Pnm :=
∫
dyf+n(y)f+m(y) in (67), the homeo-
morphism (85) and the orthonormality (86), the matrix Pnm is rewritten as
P = A−1 · (A−1)T. (90)
Therefore the inverse matrix P−1nm can be also rewritten as
P−1 = AT · A. (91)
We should note that the lower triangular matrixes Anm and A
−1
nm are calculable by finite steps,
however, the calculation of P−1nm requires infinite steps, because P
−1
nm is obtained by the product
of the upper triangular matrix AT and the lower triangular matrix A in (91).
4.4 Reconstruction of the Inner Product without P−1
Even for the finite calculability of the matrix A, the calculation of P−1 in (91) requires
infinite steps. It seems to be better to redefine of the inner product without using the inverse
matrix P−1nm. In this subsection, we reconstruct the inner product defined in (56) by using the
finite-calculable matrix A instead of the matrix P−1.
The integral kernel (metric tensor) which has been formally derived in (72) becomes
G(y1, y2) = Λ(y1)Λ(y2)
∑
n,m
[
P−1IP−1]
nm
fn(y1)fm(y2)
= Λ(y1)Λ(y2)
∑
n,m
[
AT ·A · I · AT · A]
nm
fn(y1)fm(y2)
= Λ(y1)Λ(y2)
∑
n,m
[
A · I · AT]
nm
(A · f)n(y1) (A · f)m(y2)
= Λ(y1)Λ(y2)
∑
n,m
[
A · I · AT]
nm
φ+n(y1)φ+m(y2), (92)
where we have used the relation (84). We recall the definition of the inner product (56). We
ignore the positive energy sector, because the sector is nor relevant in this argument. The
inner product (56) is rewritten into
〈f | g〉 =
∫ +∞
−∞
dy1
∫ +∞
−∞
dy2 G(y1, y2) 〈f(y1), g(y2)〉 ,
=
∫ +∞
−∞
dy1
∫ +∞
−∞
dy2Λ(y1)Λ(y2)
∑
n,m
[
A · I ·AT]
nm
φ+n(y1)φ+m(y2) 〈f(y1), g(y2)〉
=
∑
n,m
[
A · I · AT]
nm
〈∫ +∞
−∞
dy1Λ(y1)φ+n(y1)f(y1),
∫ +∞
−∞
dy2Λ(y2)φ+m(y2)g(y2)
〉
(93)
Any matrix element of the product (A · I · AT) in (93) is calculated by finite steps, because
the matrix A is lower triangular matrix. Now we redefine the inner product for the negative
number sector by (93) instead of the formal definition (56) with (72).
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We check the orthonormality of the non-regularized negative number wave function basis
φ−a(y) = Ja ⊗ 1
π1/4
√
2a a!
e+
1
2
y2H−a(y), (94)
where we note that φ−a(y) = Ja ⊗ fa(y)/Λ(y). The product among the basis becomes
〈φ−a | φ−b〉 =
∑
n,m
[
A · I · AT]
nm
∫ +∞
−∞
dy1φ+n(y1)fa(y1)
∫ +∞
−∞
dy2φ+m(y2)fb(y2)
〈
Ja, J b
〉
.
(95)
By using the property (87), we find the orthonormality as
〈φ−a | φ−b〉 =
[
A−1 · A · I · AT · (A−1)T]
ab
〈
Ja, J b
〉
.
= Iab
〈
Ja, J b
〉
= δab. (96)
Finally, we summarize the definition of the inner product of the double harmonic oscillator
system as
〈f | g〉 ≡
∫ +∞
−∞
dx
∑
n,m
[
A · I · AT]
nm
×
〈∫ +∞
−∞
dy1Λ(y1)φ+n(y1)f(x, y1),
∫ +∞
−∞
dy2Λ(y2)φ+m(y2)g(x, y2)
〉
.
(97)
5 Mathematical properties of negative number sector
In this section, we consider the mathematical properties of negative number sector by com-
paring with the positive number ones. We will see the properties of the function spaces,
and the relations among both sectors. We will also see why the non-localness appears in the
definition of the inner product.
5.1 Function spaces of the positive- and negative- number sectors
We summarize the categorization of the functional representations of the positive number sec-
tor {φ+n(y)|n = 0, 1, 2, · · · } and the regularized negative number sector {fn(y)|n = 0, 1, 2, · · · }
in Fig. 4. While the positive number sector {φ+n} is originally defined on x-coordinate, we
consider both functions are defined on y-coordinate to compare the properties of these sectors.
Any element of the functional representation of the positive number sector on y-coordinate
is given by the linear combination
φ+(y) =
∞∑
n=0
cnφ+n(y) (98)
of the bases {φ+n} with the coefficients {cn} which satisfy the condition
∑∞
n=0 |cn|2 <∞. It
is well-known that the functional representation of the positive number sector becomes the
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Figure 4: The space of the functional representations of the positive number sector and the
regularized negative number sector.
square-integrable functions space (L2-functions space), and also becomes the Hilbert space,
because the L2-functions space includes the limit of any Cauchy sequence.
Any function basis fn(y) of the regularized negative number sector has finite L
2-norm,
because any basis is obtained by the the basis transformation (85) from the positive number
basis {φ+n(y)}, and the transformation matrix A−1nm in (85) is lower triangular. The metric
matrix of {fn} defined in (67) has been concretely calculated in (68). Therefore all bases
{fn(y)} belong to the L2-functions space.
Any element of the functional representation of the regularized negative number sector
would be given by
φ−(y) =
∞∑
n=0
cnfn(y) (99)
of the bases {fn} with coefficients {cn} satisfying the condition
∑∞
n=0 |cn|2 < ∞. Any finite
linear combination of the basis {fn(y)} has finite L2-norm, and thus belongs to the L2-
functions space. The subset of the finite linear combination of the basis {fn(x)} corresponds
with that of {φn(y)}, because the transformation matrixes Anm and A−1nm exist and are lower
triangular. The subset of the finite linear combination is dense subset of the L2-function space
with respecting the L2-norm topology.
The (regularizing) inner product (93) of the negative number sector is different from the
ordinary inner product of the positive number sector. Due to the unbounded of the matrix
Anm which is employed in the definition of the inner product (93), some of the functional
representation of the Cauchy series of the positive number sector do not belong to the function
space of the regularized negative number sector (see the element v in Fig. 4). On the other
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hand, some of the functional representation of the Cauchy series of the regularized negative
number sector do not belong to the L2-function space (see the element w in Fig. 4). These
properties does not cause any problem, because we have adopted different inner products in
these sectors.
Any Cauchy series in the positive number sector belongs to the L2-functions space, how-
ever, that in the regularized negative number sector does not belongs to the L2-functions
space always, because the bases transformation matrix A−1nm is not bounded. Moreover a part
of the Cauchy series do not belong to the functions space, because there arises divergence in
the functional representation of slowly-converging Cauchy series (see the element z in Fig 4).
Therefore the functional representation of the regularized negative number sector only forms
a pre-Hilbert space rather than the Hilbert space.
The existence of the element z which have no functional representation seems to be prob-
lematic. Such element of the slowly-converging Cauchy series appears, only when the wave
function or the differentiation of the wave function is discontinuous, thus the slowly-converging
Cauchy series are not physically important. The coherent states are physically important,
and are examples of the rapidly-converging Cauchy series. In the subsection 6.3, we will
see that coherent states have no divergence in the functional representation and have good
physical interpretation. In the next subsection, we construct the mapping operator among
the positive number sector and negative number one. By employing the mapping operator,
we can construct a L2-representation of the negative number sector. Therefore we concludes
that the existence of the slowly-converging Cauchy series is not problem physically, and is
mathematically solved by the mapping operator.
5.2 Mapping operators among the positive and negative sector
We consider the relation among the positive and negative number sector as abstract linear
space. In this subsection, the product 〈f |g〉 is the ordinary inner product (L2-product) for f
and g, and 〈〈f |g〉〉 is the inner product which has been defined in (56) or in (97). Let |φ±n〉
be a number state of the positive and negative number sectors respectively. Let 〈φ+n| be a
linear functional such that
〈φ+n| : |φ+m〉 7→ 〈φ+n|φ+m〉 = δnm, (100)
namely the dual element of |φ+n〉, which is respecting the inner product 〈|〉 of the positive
number sector. We also define the linear functional 〈〈φ−n| such that
〈〈φ−n| : |φ−m〉 7→ 〈〈φ−n|φ−m〉〉 = δnm, (101)
namely the dual element of |φ−n〉, which is respecting the inner product 〈〈|〉〉 of the negative
number sector.
Here we define a mapping operator:
M ≡
∞∑
n=0
|φ+n〉 ⊗ 〈〈φ−n|, (102)
which transforms the negative number particle to the corresponding positive number one.
The inverse of (102) is easily derived as
M−1 ≡
∞∑
n=0
|φ−n〉 ⊗ 〈φ+n|, (103)
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which transforms the positive number particle to the corresponding negative number one.
These mapping operators works like the following:
M|φ−n〉 = |φ+n〉, M−1|φ+n〉 = |φ−n〉. (104)
We denote the ordinary positional state as |x〉, which satisfies
〈x|y〉 = δ(x− y). (105)
The functional representations of the states |φ±n〉, namely, the wave functions are given by
φ±n(x) = 〈x|φ±n〉. (106)
We introduce a corrective positional state for the negative number sector by
|yc〉 ≡ M−1|y〉 =
∞∑
n=0
|φ−n〉 〈φ+n|y〉 =
∞∑
n=0
|φ−n〉 φ∗+n(y). (107)
The wave function of the corrective positional state |yc〉 becomes
〈x|yc〉 =
∞∑
n=0
〈x|φ−n〉 〈φ+n|y〉 =
∞∑
n=0
φ−n(x) φ∗+n(y). (108)
By comparing with (105), the state |yc〉 has non-local wave function. The duals of |yc〉 are
calculated as
〈yc| =
∞∑
n=0
〈y|φ+n〉 〈φ−n|, (109)
〈〈yc| =
∞∑
n=0
〈y|φ+n〉 〈〈φ−n| = 〈y|M, (110)
and they satisfy 〈xc|yc〉 = δ(x− y) and 〈〈xc|yc〉〉 = δ(x− y).
Here we find the relation:
〈〈yc|φ−n〉〉 = 〈y|M|φ−n〉 = 〈y|φ+n〉 = φ+n(y). (111)
This relation implies that the wave function 〈〈yc|φ−n〉〉 of the negative number sector with
respecting the inner product 〈〈|〉〉 and the corrective positional state |yc〉 completely agrees
with the wave function φ+n(y) of the positive number sector. Therefore we can completely
construct the Hilbert space of the negative number sector by the wave function with respecting
the the inner product 〈〈|〉〉 and the corrective positional state |yc〉. Finally, the mapping
operatorsM and M−1 give us the homeomorphism of the Hilbert space among positive and
negative number sector.
The relation among the ordinary positional state |x〉 and the corrective positional state
|yc〉 for the negative number sector is non-local in (108). This is the reason why the non-local
inner product (56) arises in the theory.
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5.3 Consistency of numerical calculations with finite matrix size
We have temporary used the integral kernel G(y1, y2) derived in (72) to construct the final
form (97) of the inner product for the double harmonic oscillator system, and the integral
kernel (72) is not required in the final definition (97). The integral kernel G(y1, y2) plays
the metric tensor of the wave-functional space, and its non-diagonal part indicates the non-
localness of the inner product (56). It would be interesting to show the concrete function form
of the integral kernel. We have obtained the abstract form of the inverse matrix P−1nm in (91)
to derive the integral kernel (72), however, the calculation of each element of P−1nm requires
infinite steps.
In this subsection, we show that the finite cut-off of the infinite matrix Pnm is consistent
for any given size N , and present the concrete function form of the integral kernel G(y1, y2)
for finite N . This consistency of the finite calculations is quite desirable, when we consider
numerical calculations, approximations and so on.
We define the finite submatrix P¯nm of Pnm with n,m = 0, 1, · · · , N , where N is the arbi-
trary finite integer. We also define the finite submatrix A¯nm of Anm with n,m = 0, 1, · · · , N .
For any given N , the determinant of the submatrix A¯nm becomes
det A¯ = 1. (112)
because the matrix A¯nm is triangular, and each of its diagonal elements is unity. Thus the
submatrix A¯nm for any given N is always invertible. The submatrixes can be written as
P¯ = A¯−1 · (A¯−1)T, P¯−1 = A¯T · A¯, (113)
and their determinant becomes also unity:
det P¯ = det P¯−1 = 1, (114)
which are independent of N .
The invertibility of the finite matrix P¯nm and the property in (114) are quite desirable,
because these properties assure the consistency of the numerical calculation for any finite N .
We have calculated the numerical form of the integral kernel G(y1, y2) for N = 20 as for
example, and it is drawn in Fig. 5. As results of the numerical calculations for several values
of N , the shape of G(y1, y2) becomes minuter when N increases. When we consider the limit
N → ∞, the integral kernel G(y1, y2) seems to become hyper-function rather than ordinary
function.
6 The physical meanings of boson vacuum
In this section, we consider the physical meanings of the boson vacuum in the negative number
sector.
6.1 Fermionic harmonic oscillator
We review the first quantization of the fermionic harmonic oscillator to present the basics of
the Dirac sea for fermions. We can separate the positive number sector and negative number
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Figure 5: Contour graph of the integral kernel G(y1, y2) for N = 20. This is color graphics.
The red and the blue indicate positive and negative values respectively.
one in the argument, because the ordinary definition of the inner product works properly and
no regularization of the product is needed.
The one-dimensional fermionic harmonic oscillator is described by the Grassmann odd
operators which satisfy the anti-commutator
{b, b†} = 1. (115)
These operators are represented in terms of a real Grassmann variable θ as
b = θ, b† =
d
dθ
. (116)
The Hamiltonian is given by
H =
1
2
[b†, b] = b†b− 1
2
= N − 1
2
, (117)
where N ≡ b†b is the number operator. The Schro¨dinger equation(
b†b− 1
2
)
|n˜+〉 = En+ |n˜+〉 (118)
gives the following solutions:
En+ = n−
1
2
, n = 0, 1, (119)
ρ0+(θ) = θ ≃ |0˜+〉, ρ1+(θ) = 1 ≃ |1˜+〉, (120)
where the normalization condition∫
dθ ρ∗n+(θ)
(
b+ b†
)
ρn′+(θ) = δnn′ (121)
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has been used. The vacuum state |0+〉 vanishes by the annihilation operator b as
b|0˜+〉 = 0. (122)
According to the argument in Section 2, the negative number sector of fermion is derived
by the exchanges b→ d† and b† → d. The Hamiltonian for negative number sector becomes
H =
1
2
[d, d†] = dd† − 1
2
, (123)
and consequently the Schro¨dinger equation becomes(
dd† − 1
2
)
| − m˜−〉 = E−m− | − m˜−〉. (124)
By introducing a new real Grassmann variable ϕ and representation of the operators: d = ϕ
and d† = d
dϕ
, the solutions of (124) are given by
E−m− = m−
1
2
, m = 0, 1 (125)
χ0−(ϕ) = 1 ≃ |0˜−〉, χ−1−(ϕ) = ϕ ≃ | − 1˜−〉, (126)
where we have used the same normalization condition as (121). The vacuum |0˜−〉 in the
negative number sector is annihilated by the creation operator d† as
d†|0˜−〉 = 0. (127)
By considering an empty state |e˜mpty−〉 of the negative number sector, the vacuum
∣∣0˜−〉 is
identified as the Dirac sea. The empty state satisfies d |e˜mpty−〉 = 0, so that we find |e˜mpty〉 ≃ ϕ.
The vacuum is derived from the empty state as
|0˜−〉 = d†|e˜mpty−〉, (128)
due to (126). We can thus consider that the vacuum |0˜−〉 consists of a single quantum on
the empty state |e˜mpty+〉. Therefore, the vacuum |0˜−〉 describes the filled state, and we can
construct the Dirac sea in the second quantization of fermions by using this vacuum |0˜−〉.
6.2 The meaning of boson vacuum in the negative number sector
By applying the arguments of fermions in the previous subsection to bosons, we clarify the
physical meaning of the boson vacuum |0+, 0−〉 ≃ e− 12x2+ 12y2 as the boson sea. We only
consider the vacuum of the negative number sector,
|0−〉 ≃ e+ 12y2 , (129)
because we do not need to refer the positive number sector and the inner product in this
argument.
According to the previous subsection, we define an empty state |empty−〉 of the negative
number sector. It is natural to define the empty state as
|empty−〉 ≃ e− 12y2 , (130)
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because the empty state may have similar form to the ordinary vacuum |0+〉 ≃ e− 12x2 of the
positive number sector. The state |empty−〉 is just empty of the negative number quantum,
because this empty state is annihilated by the annihilation operator as a−|empty−〉 = 0.
By using the simple equation
e+
1
2
y2 = ey
2 · e− 12 y2 ,
we find the relation
|0−〉 = e 12 (a−+a
†
−)
2 |empty−〉, (131)
which is nothing but a bosonic version of the fermionic relation (128). This relation indicates
that the vacuum |0−〉 is a kind of the coherent state constructed on the empty state |empty−〉.
All of the even number states of the vacuum have a non-zero coefficient on the empty state,
because of the operation of the exponent (a−+a
†
−)
2 on the empty state in (131). The relation
(131) in fact suggests that the boson vacuum |0−〉 includes infinite number of quanta in the
negative number sector, because the creation operator a†− operates on the empty state infinite
times. The fermion vacuum |0˜−〉 consists of a single quantum on the fermionic empty state
|e˜mpty−〉, while the boson vacuum |0−〉 consists of infinite number of quanta on the bosonic
empty state |empty−〉. It is natural that the boson vacuum includes infinite number of quanta
in the negative number sector, because there is no exclusion principle for bosons. Therefore,
the boson vacuum |0−〉 can be regarded as a kind of filled-state. We refer to the boson vacuum
|0−〉 as the boson sea. In the second quantization theory, the boson vacuum |0−〉 describes
the boson sea like the fermion vacuum |0˜−〉 describes the Dirac sea.
A quantum which is created by the annihilation operator a− on the boson vacuum |0−〉 is
just identified as a bosonic hole in the boson sea. The number operator of the hole is given
by
Nh− = a−a
†
−, (132)
because the hole is created by a−. Its expectation value for the boson sea becomes
〈0−|Nh−|0−〉 = 0, (133)
since a†−|0−〉 = 0. On the other hands, the absolute value of the particle-number in the
negative number sector is counted by
Np− = a
†
−a−. (134)
Its expectation value for empty state becomes zero as 〈empty−|Np−|empty−〉 = 0.
The inner product, which is defined by (56) or (97) in the previous section, gives us
〈0+, 0−|Np−|0+, 0−〉 = 1. (135)
This result is consistent with the algebraic relation:
〈0+, 0−|Np−|0+, 0−〉 = 〈0+, 0−|a†−a−|0+, 0−〉 = 〈0+,−1−|0+,−1−〉 = 1.
The result (135) from the regularization suggests that the boson sea is filled by one quantum
on the average. This property is preferable for the supersymmetry, because the Dirac sea is
also filled by a single fermionic quantum.
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6.3 Coherent states of the negative number sector
One of the most important states of the harmonic oscillator is the coherent state, which is one
of the rapidly-converging Cauchy series. In this subsection, we consider the coherent states
of the negative number sector, and find that the wave function of the coherent states is well
defined. The resultant wave function seems to be describing the behavior of coherent motion
of a hole.
The coherent state |α+〉 of the ordinary harmonic oscillator is defined by the eigenstate of
the annihilation operator:
a|α+〉 = α|α+〉. (136)
The coherent state is labeled by a complex parameter α, which is the eigenvalue of the
annihilation operator. The time evolution of the probability density |〈x|α+〉|2 describes that
the minimum-uncertainty Gaussian wave-packet has reciprocating motion around the center
x = 0 with the frequency ω. The reciprocating motion of the wave-packet is schematically
shown in Fig. 6-a. The amplitude of the reciprocating motion of the maximum position
becomes |α|/√2.
0 + |α | 2− |α | 2 x
〈xα+〉2
a) The positive number sector
0 + |α | 2− |α | 2 y
〈yα
−
〉2
b) The negative number sector
Figure 6: Distributions of the coherent states.
The coherent state |α−〉 of the negative number sector is defined by the eigenstate of the
creation operator:
a†|α−〉 = α|α−〉. (137)
The coherent state of the negative number sector is also labeled by a complex parameter α,
which is the eigenvalue of the creation operator. The time evolution of |〈y|α−〉|2 describes
that the inverted Gaussian function has reciprocating motion around the center y = 0 with
the frequency ω (see Fig. 6-b). The position of the minimum of the inverted Gaussian function
is reciprocating, and the amplitude of the reciprocating motion of the minimum position is
|α|/√2. The amplitude |α|/√2 corresponds with that of the positive number sector. The
phase of the maximum of |〈x|α+〉|2 is different of π from that of the minimum in |〈y|α−〉|2.
The phase difference of π may come from the fact that any sign of the quantum numbers in
the negative number sector is inverted from that in the positive number one.
The resultant behavior of the coherent state of the negative number sector seems to be
describing the coherent motion of a hole with the minimum uncertainly. This is quite desirable
for physical picture of the negative number sector.
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7 Boson sea
In the present section, we apply the method of the double harmonic oscillator to the second
quantization of complex scalar fields, for which we investigate the structure of the boson sea.
The bosonic part of the system corresponds to the double harmonic oscillators of the
infinite number. The double harmonic oscillators are labeled by the flavor index i and the
momentum ~k. We introduce parameter-functions Xi(~k) and Yi(~k) which correspond to the
parameters x and y of the double harmonic oscillator respectively. We define the creation
and annihilation operators for complex scalar bosons Ai as
ai+(~k) = I ⊗ 1√
2
(
Xi(~k) +
δ
δXi(~k)
)
,
a†i+(~k) = I ⊗
1√
2
(
Xi(~k)− δ
δXi(~k)
)
, (138)
ai−(~k) = J ⊗ 1√
2
(
Yi(~k) +
δ
δYi(~k)
)
,
a†i−(~k) = J ⊗
1√
2
(
Yi(~k)− δ
δYi(~k)
)
. (139)
The operators ai+(~k) and a
†
i+(
~k) satisfy the bosonic algebra (8) of the positive energy, and
the operators ai−(~k) and a
†
i−(~k) satisfy the bosonic algebra (9) of the negative energy. The
bosonic part of the Hamiltonian becomes
H =
∑
i
∫
d3~k
(2π)3
{(
−1
2
δ2
δX2i (
~k)
+
1
2
X2i (
~k)
)
−
(
−1
2
δ2
δY 2i (
~k)
+
1
2
Y 2i (
~k)
)}
, (140)
and the Schro¨dinger equation is
HΦ[X, Y ] = EΦ[X, Y ], (141)
where Φ[X, Y ] denotes a wave functional of the system. We are now able to write explicitly
a wave functional for the bosonic vacuum:
Φvac[X, Y ] = exp
[
−1
2
∑
i
∫
d3~k
(2π)3
(
X2i (
~k)− Y 2i (~k)
)]
, (142)
which just corresponds to the bosonic part ||0+〉 ⊗ ||0−〉 of the vacuum (12).
7.1 Property of the vacuum
The creation operator a†i+(~k) creates the ordinary particle with the momentum kµ = (k0, ~k),
where k0 =
√
|~k|2 +m2 is energy of the particle. The annihilation operator ai−(~k) creates a
hole of the momentum kµ in the boson sea. The hole is identified as an anti-particle in the
theory . The number operator of the hole is
Nih−(~k) = ai−(~k)a
†
i−(~k), (143)
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and its expectation value for the sea becomes
〈0||Nih−(~k)||0〉 = 0, (144)
since a†i−(~k)||0−〉 = 0.
In contrasted with (143), the number operator of the negative energy particles is given by
Nip−(~k) = a
†
i−(~k)ai−(~k), (145)
since the negative energy particle is created by the creation operator a†i−(~k). The vacuum
expectation value for given i and ~k becomes
〈0||Nip−(~k)||0〉 =
{ ∞ (without any regularization)
1 (with the regularization)
. (146)
Without any regularization, e.g., the naive product in (53), it seems that the sea contains the
infinite number of the negative energy particles at each negative energy modes. The proper
regularization results that the sea is filled up by one particle on average at each modes.
In summary, the situations of the Dirac sea and the boson sea may be drawn in Fig. 7. In
the Dirac sea, each negative energy level is occupied by one negative number particles. This
situation is stable due to the exclusion principle. In the boson sea without regularization,
each negative energy level seems to be filled by infinitely many negative number particles.
In the boson sea with the proper regularization, the levels are filled by one negative number
particles on the average.
E0
1
Number of particles
a) The Dirac sea
E0
1 as an average
∞
Number of particles
b) The boson sea
Figure 7: Dirac sea and Boson sea
In terms of the wave function of second quantization, we can regard the vacuum ||0−〉 as
the boson sea in a different way. In the first quantization language, the square of the wave
function Xi(~k) or Yi(~k) represents a probability that the particle has the momentum ~k. The
probability means the number of the particles in the second quantization. The vacuum of
the positive energy sector has a strong peak at Xi = 0, because the wave functional Φ is
multiplication of Gaussian functions for any ~k (see in Fig. 8-a). Therefore, the configuration
that any mode has almost no particles is dominant in the vacuum. On the other hand, the
vacuum ||0−〉 of the negative energy sector has a strong “peak” at Yi = ±∞ (see in Fig. 8-b),
then the dominant situation is that the particle numbers of any mode are infinite.
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0 Xi(
→k)
e−
1
2−Xi (
→k)2
Π
→k
a) The positive number sector
0 Yi(
→k)
e+
1
2−Yi (
→k)2
Π
→k
b) The negative number sector
Figure 8: Wave functionals of the vacuum
7.2 Property of the exited states
We study the exited states, namely, the particles and the holes by considering the energy and
momentum of the states. In this subsection we omit the subscript of the flavor index i for
simplicity. The momentum operator is derived by Noether’s theorem:
P µ =
∫
d3~x
{
∂L
∂(∂µA(x))
∂0A(x) +
∂L
∂(∂µA†(x))
∂0A
†(x)− ηµ0L
}
=
∫
d3~k
1
2
kµ
{
a+a
†
+(~k) + a
†
+a+(~k) + a−a
†
−(~k) + a
†
−a−(~k)
}
. (147)
By using the commutation relations (8) and (9), the momentum operator becomes
P µ =
∫
d3~k kµ
{
a†+a+(~k) + a−a
†
−(~k) +
∫
d3~x
(2π)3
1
}
. (148)
We calculate energy and momentum of the vacuum ||0〉boson = ||0+〉⊗||0−〉 as eigenvalues:
P µ||0〉boson =
{∫
d3~k d3~x
(2π)3
kµ
}
||0〉boson, (149)
which indicates that the vacuum energy P 0 is divergent. When we have a supersymmetry, the
bosonic vacuum energy in (149) is exactly canceled by the fermionic one. The energy-momenta
of the first excited states are calculated similarly:
P µa†+(~p)||0〉boson =
{
pµ +
∫
d3~k d3~x
(2π)3
kµ
}
a†+(~p)||0〉boson, (150)
P µa−(~p)||0〉boson =
{
pµ +
∫
d3~k d3~x
(2π)3
kµ
}
a−(~p)||0〉boson. (151)
These results tell us that both the operations of a†+(~p) and a−(~p) on the vacuum increase the
energy-momentum of the state by an amount pµ. The interpretation of the positive energy
particle state a†+(~p) is the usual one, namely, one particle of energy-momentum p
µ is created
on the empty vacuum. Because annihilation of negative energy particles corresponds with
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the creation of holes of positive energy, the action of the annihilation operator a−(~p) on the
boson sea creates a bosonic hole of the momentum pµ. The hole is just the anti-particle. All
other higher states are interpreted in the same manner. Therefore, the natural definition of
the momentum operator P µ in (148) is consistent with our formulation. We conclude that all
the excited states, namely, the particles and the holes have positive energies.
8 Conclusion and future perspectives
We have proposed a consistent formulation of the boson sea which is a bosonic version of
the Dirac sea. Our formulation shows that the boson vacuum forms a sea of bosons and the
bosonic holes in the sea are interpreted as anti-particles. To formulate the boson sea, we
have introduced the double harmonic oscillator, the indefinite metric, and a new definition of
the inner product. The non-local approach is employed to define the positive definite inner
product. The double harmonic oscillator allows us to consider the negative number states, and
is essential to realize the boson sea. The negative energy solution of the field equation belongs
to the negative number sector, then the bosonic hole in the boson sea always has positive
energy. We summarize an analogy between the Dirac sea and the boson sea in Table 1.
Fermions
Positive energy solutions Negative energy solutions
E > 0 E < 0
Empty vacuum ||0˜+〉 of
the positive number states
Realized in nature Non-realizable in nature
Filled vacuum ||0˜−〉 of
the negative number states
Non-realizable in nature
Realized in nature
as the Dirac sea
Bosons
Positive energy solutions Negative energy solutions
E > 0 E < 0
Empty vacuum ||0+〉 of
the positive number states
Realized in nature Non-realizable in nature
(including solution of Klein-Gordon eq.)
Filled vacuum ||0−〉 of
the negative number states
Non-realizable in nature
Realized in nature
as the boson sea
Table 1: Analogy between fermion and boson sea
Supersymmetry has played an important role to develop our method as the guiding princi-
ple of the boson sea. Therefore, our method is also natural when we consider supersymmetry.
Our method treats bosons and fermions on an equal footing as the seas.
The concept of the boson sea is widely applicable to quantum physics. The string theories
and the string field theories have been successfully quantized only by the light-cone quantiza-
tion method [10]. However, there are no satisfactory theories of the covariant quantization of
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the string field at the present time. The first quantization of the string theory is performed
by the commutation relation for the world sheet coordinates Xµ(τ, σ) as
[Xµ(τ, σ),Πν(τ, σ′)] = iηµνδ(σ − σ′), (152)
ηµν = diag(−1,+1, · · · ,+1).
This commutator has a negative sign for µ = ν = 0 due to the metric element η00 of the
target space. This property qualitatively coincides with the commutation relation (9) for
the theory of the complex scalar field. In the light-cone quantization, the essential point of
success is the disappearance of the the negative energy states caused by this negative sign
of the commutator. We expect that the covariant quantization of the string field may well
be obtained by the proper treatment of the negative energy states in the string. Because
our method allows us to consider negative energy states, our method may be useful for this
purpose.
In this paper, we have succeeded in constructing the boson sea formalism for free field
theories. The way of constructing the perturbation theory for interacting fields without
external fields is almost same as that for ordinary field theories. In the perturbation theory
of the ordinary field theory, the perturbative expansion is described by sum of the many
harmonic oscillator system, and the harmonic oscillators are not deformed. It is just the
same situation with the perturbation theory in our formalism. In this sense, there arises
no difference and no ambiguity among the ordinary field theory and our formalism. On the
other hand, the situation is changed when we switch on the external fields or consider the
non-perturbative properties. One of the most important cases is the anomaly.
Also in analogy with the intuitive understanding and derivation of the chiral anomaly
of the massless fermion as pair creation from the Dirac sea [3], we may expect to obtain a
new insight about boson anomaly such as the conformal anomaly. Furthermore there is a
possibility that the boson propagator may be modified by the effect of the boson sea. When
we consider interactions and external fields, it is expected that the interactions amang a
particle, the boson sea and the external fields modify the behavior of the particle.
Before closing the present article, an announcement is in order. In this paper the inner
product of the system of the double harmonic oscillator is defined in the non-local method as is
presented in section 4, which proves to be positive definiteness of the inner product. However
this non-local method is not only one way to provide a positive definite inner product. In the
successive paper [arXiv:hep-th/0607182] in our series of this subject, we in fact show another
method which is a kind of ε-regularization and renormalization method, and it also provides
positive definite one. The detail of this method and calculation are presented there.
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