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Abstract 
In this article, we derive difference methods of O(h4) for solving the system of two space nonlinear elliptic partial 
differential equations with variable coefficients having mixed derivatives on a uniform square grid using nine grid points. 
We obtain two sets of fourth-order difference methods; one in the absence of mixed derivatives, second when the coeffi- 
cients of uX, are not equal to zero and the coefficients of uXX and I+ are equal. There do not exist fourth-order schemes 
involving nine grid points for the general case. The method having two variables has been tested on two-dimensional 
viscous, incompressible steady-state Navier-Stokes’ model equations in polar coordinates. The proposed difference method 
for scalar equation is also applied to the Poisson’s equation in polar coordinates. Some numerical examples are provided 
to illustrate the fourth-order convergence of the proposed methods. 
Keywords: Difference method; Nonlinear elliptic equation; Polar coordinates; Poisson’s equation; Navier-Stokes’ equations 
AMS classcjications: 65MlO; CR: G.1.8 
1. Introduction 
The system of two space dimensional nonlinear elliptic equations with variable coefficients repre- 
sent mathematical models of physical problems of great importance in many fields of science and 
engineering. For example, heat and mass transfer, fluid flow problems and potential distribution in 
a cylindrical domain. In this article, fourth-order difference methods have been proposed to solve two- 
dimensional elliptic equations in Cartesian and polar coordinates. High-order schemes using nine and 
thirteen grid points for solving the two-dimensional elliptic equations with or without mixed deriva- 
tive terms having variable coefficients have been studied by Gupta et al. [2], Krishnaiah et al. [4], 
and Manohar and Stephenson [5]. However, their methods are not applicable for the elliptic equation 
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with nonlinear first-derivative terms. Jain et al. [3] have proposed fourth-order difference methods for 
the system of two-dimensional nonlinear elliptic equations with constant coefficients. Fourth-order 
difference methods for the system of two-dimensional nonlinear elliptic equations with variable co- 
efficients in the absence of mixed derivative terms have been proposed by Mohanty [7]. Starling 
[ 1 l] was the first to solve the Laplace equation in cylindrical polar coordinates by finite differences. 
Mittal and Gahlaut [6] have derived 0(h4) difference scheme for two-dimensional Poisson’s equation 
in cylindrical symmetry. Recently, Mohanty and Jain [8] have developed fourth-order difference meth- 
ods for solving the system of three-dimensional nonlinear elliptic equations with variable coefficients 
and employed their methods on three-dimensional Poisson’s equation and steady-state Navier-Stokes’ 
equations in polar coordinates. A special treatment is required for problems in polar coordinates if 
Y = 0 is included in the solution domain. The solution usually deteriorate in the vicinity of this 
singularity. The approach in which Y = 0 is dealt with is to write the differential equation as Y + 0 
and construct a suitable difference equation valid at r = 0. 
In this article, we have presented nine point fourth-order difference method for the two-dimensional 
nonlinear elliptic partial differential equation of the form 
a% 
4, Yg + mx, Y)- 
axdy 
+ C(X,YP =f(~,Y,wwy) w 
in a bounded region Sz = {(x, y) IO xx, y < l} with boundary a&?. Eq. (1) is assumed to satisfy the 
condition B2 - AC < 0 in Q. 
The Dirichlet boundary conditions are given by 
4x, Y) = uo(x, Y ), (x, Y I E ai-2. 
We assume that for (x, y) E Sz 
I. A@, Y),B(~> Y) and C(x, y) E C2, 
II. 24(X, y) E c4, 
III af >o -/ * au ’ 
IV. g 
I I 
GG, 
x 
(2) 
(3) 
and 
where G and H are positive constants and C” denotes the set of all functions of (x, y) continuous 
up to order m (see, [3]). 
In this article, we give mathematical details of the fourth-order difference methods using the ap- 
proaches given by Krishnaiah et al. [4] and Mohanty [7] for solving the two-dimensional nonlinear 
elliptic partial differential equation (1) subject to the Dirichlet boundary conditions (2). The dis- 
cretization of the differential equation ( 1) at an interior grid point requires nine and five evaluations 
of the function f for the cases (I) A = C, B # 0 and (II) B = 0, respectively. For both the cases 
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we require nine grid points. There do not exist fourth-order schemes involving nine grid points 
for the general case (see [4]). In Section 4, we discuss the fourth-order difference methods for 
Poisson’s equation and two-dimensional steady-state Navier-Stokes’ model equations in cylindrical 
and spherical polar coordinates. For polar coordinates, we refine our procedure in such a way that 
the solutions retain the order and accuracy even in the vicinity of the singularity. In Section 5, a set 
of problems including two-dimensional Poisson’s equation and steady-state Navier-Stokes’ model 
equations in polar coordinates are solved to examine the accuracy and efficiency of the methods 
derived. We also compare the numerical results of the proposed methods with those obtained by 
using the central difference schemes (CDS) based on central difference approximations. 
2. The finite difference method 
We consider the region 52 = {(x, y) IO <x, y-c l}, a uniform square mesh with mesh sizes h >O in 
x- and y-directions. Let us replace the region Q by a set of grid points (XI, ym) denoted by (I, m), 
where xl = lh and y,,, = mh; 1, m = 0, 1,2,. . . , N + 1 with (N + 1)h = 1, N being a positive integer. Let 
U,,, and ul,, be the approximate and exact solutions of u(x, y) at the grid point (1, m), respectively. 
At the grid point (l,m), we denote 
s = ap+qs 
Pq axP*ty4’ S=A,B,C,a,b,c,d,e,f,g,G,H,I,U. 
We need the following approximations: 
G,m = (Q+l,m - u,-l,mM2h), 
U;el,m = (f3h.m F 4U,, f u,,l,,Wh), 
u xl,mfl = (U+l,mu - U-l,m~ YW), 
u x[+l,mil = (3U+1,m~ - 4u1,ma + Kl,ms l/W), 
U;I-l,m*l = (-3K1,ma + 4uI,,s - U+l,,,l)/(2h), 
Uyr,, = C&m+1 - Q,m-, YW), 
&s,m = (Ua,m+l - U+l,m-l)/(2h), 
&,mil = (f3U,ms F 4uI,, f G,mTl )A=), 
U&l,m+~ = (3k,m+1 - 4G1,m + &m-l )/(2h), 
U&l,m-1 = (-3Q~,m-1 + 4&c1,, - u,,l,,+l)/(W, 
U;xl,m = (Ul+l,m - 24, + u,-l,m>l(h2), 
0 xx~,mfl = (Ul+l,m+l - W,,a + u,-l,,,l)/(h2), 
u;,l,m = (Ul,m+l - 24, + &t-l Hh2), 
(4) 
(54 
(5b) 
(5c) 
(54 
(54 
(50 
(5g) 
(5h) 
(59 
(5j> 
(5k) 
(51) 
(5m) 
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U;yl*l,m = (Gfl,m+l - 2u+1,m + u,*l,m-l)mZ), 
U;yl,m =(Ul+,,m+, - UI-tl,m-1 - u-l,m+l + u,-l,m-l)l(4~2). 
Let 
&l = Unl,m - &K”-‘,” - L,m) 
- 2Boo( &,m+l - U;xl,m-l > - c00<u;,1+1,m - u;,l-l,m>l 
h2 
+- sAoo[AloU,~l,m + moGy1,m + C1OUyyl,m], 
W 
(50) 
(64 
(6b) 
(6~) 
(64 
0) 
-~ooGd,m+l - U;xl,m-l) - 2~0,(~;,~+1,, - Uyyr+>] 
+ g [A01 &,m + 2&u U;+I + co, qJyr,m]. 
00 
Finally, let 
?? = 
fi,m = f (XI, ym, Ul,m’G~,m’ -_!I,, 1. 
Then at each grid point (1, m), the given differential equation (1) is discretized by 
L[ul - [Of + ~z(4PAPJm + As; + M2~,2~,S,> + z5(26;~x6x) + Z&$]Q,, 
= ;h2[J,6+,,, + J&m + J&m+, + J&m--1 
+ J~F;+,,,+L - &++I - &,m+l +&m-l) + sri,,n] + &,,, 
where 
0) 
(8) 
(9) 
K = ~oo/~oo, Kl = (AlO + mo, Moo, K2 = (Co1 + G,)/Coo, 
1, = 6Aoo + ;h2(Am + 2KA11 + A02 - 2K1AIo - 2~~A~l), 
12 = ;[6Boo + ;h*(Bm + 2KB1, + II,,2 - 2K1Blo - 2K2Bo,)], 
13 = 6Coo + ;h2(C,, + 2KC11 + Co2 - 2K1Clo - 2K2C01), 
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14 = p&401 + 2BlO + K(Al0 + 2BOl) - &A00 - 2K,Boo], 
15 = ;h[Clo + 2BOl -t K(Co1 + 2BlO) - KlCOO - 2&B,,], 
16 = mO0 + ;(A00 + COO), 
J1=1 -/X1, J2 = 1 + hKi, J3 = 1 - h&, J4=l +h&, J5 = ;K 
and 
&G = (Q+~/z - K-1,2) and P& = ;(U+~,Z + K-1/2) 
are central and average difference operators with respect to x-direction, etc. and z,,, = 0(h6). 
Note that, the difference scheme (9) is applicable for both the cases: (I) B = 0 and (II) B # 0, 
A=C. 
3. Derivation and generalization of the method 
For the derivation of the method, we simply follow the approaches given by Krishnaiah et al. [4] 
and Mohanty [7]. At the grid point (1, m), the differential equation (1) may be written as 
a2kn 
4x1, ~rn>~ a2&l m,, ax2 + WXI, ym > 1 axay + WI? urn)- w 
=f (XI, Ym, &tt, Unl,m, Uy~,m) - 4, (say). (10) 
Similarly, 
fi,, ,m = f CWI, Ym, Ilj*1,m, Uxw?z, UyM,m), 
fi,ms = f (xl, ymkl, U,m+l, Ux[,rn~, Uy/,m+d, 
F ktl,m+l = f hfl, Ym+l, Ijjil,m+l, Ux~fl,m+l, Uykkl,m+l), 
F I+l,m-1 = f (Xlfl, Ym-13 U*l,m-1, CixIfl,m-1, Uylfl,m-1). 
Using Taylor expansion about the point (I, m), we first obtain 
~2~1 = ;h2Mfi+l,m + J2K1,m + J3&+1 + J&m-l 
+ J#3+1,,+1 - fi+l,,-I - fi--l++~ + %I,,-1) + W,,] + 0(h6) (see [7]). (11) 
Now, we rewrite the approximations (5a)-(5j) as 
&,m = Uxl,m + ;h2U30 + 0(h4), (12a) 
Gfl,m = UxlH,m - +h2U30 f 0(h3), (12b) 
G,mfl = G,ma + ih2U30 f O(h3), (12c) 
U;l+*,m*l = Ux[+l,m*l - ;h2U30 - hh3(f4U31 + U4,) + O(h4), (12d) 
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L,mfl = Gl-1,mfl - yz2U30 - iyz3(&4U3, - uill)) + 0(h4), 
u Yl*m+l = UyM,m+l - fh2U03 - $13(&4U~3 + Uo4) + o(p), 
u ylfl,m-1 = Uylfl,m-l - fh2U03 - 923(f4Ul3 - Uo,) + 0(h4). 
At the grid point (I, m), let us denote 
By the help of the relations (12a)-(12j), from (6a)-(6d), we get 
fi*tl,m = FIIfrl,M + ;h2q + O(fh3 + h4), 
&+I = fi,rni~ + ih2T2 + O(fh3 + h4), 
fi+l,mhl =fi+l,& - =j ‘h2T3 + 0(h3 + h4), 
&,,+, = fi-l,m~tl - ;h2T3 + 0(h3 + h4>, 
where we have used 
etc. 
WI,, = qm f O(h)> qrn~ = qm f O(h), P ~l,m = P/,m h O(h), 
md 
6 = -2&o%,,,, + Uo&,m, 
T2 = U30%n - 2Uo3&m 
T3 = Gown + Uo3P/,m. 
Now let us consider the following linear combinations: 
cl,, = v;r,m + hMFi+l,, - %I,,) 
+ ~2(G,m+l - &H-l) + u3(Uyyl+l,m - uy,,-,,,>I 
+ 2h2b&xr,, + a50cy1,rn + d&yyl,ml, 
We) 
(12f-l 
(1%) 
(12h) 
(12i) 
(12j) 
(13) 
U4a) 
(14b) 
(14c) 
(14d) 
UW 
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&t,, = &,, + h[b,(Fi,,+l - &-I > 
+ b@L,m+l - &t,,-I> + b4&t+l,m - ~;,~,m>l 
235 
+ 2h2W&xr,, + b&,m + bs~yy~,m], 
where aj and bj, j = 1,2,. . . ,6 are unknowns to 
By the help of the approximations (5k)-(5o), 
we obtain 
(15b) 
be determined. 
(14a) and (14b) and simplifying (15a) and (15b), 
CL, = Uxr,m + ;h2T4 + O(h4), (16a) 
??
Uyl,m = Uyl,m + 6 ’ h2T, + O(h4), 
where 
(16b) 
3"4=(1 + 12ah,)U30 + 12[(2a&o +a2)~21 + (alCoo +a3)U12 
+ (aA0 + a4W20 + (2aA0 + a5Y-h + (alGo + a6)Ud 
Ts = (1 + l%Coo)Uo3 + W(hAoo + bz)U21 + (2blBoo + b3)Un 
+ (bdol + h)Uzo + (2Wo1 + bS)Uu + (blCol + bc,-)UoJ. 
Using the approximations (16), finally from (8), we get 
Z?,, = I?,, + ih2& + 0(h4), 
where T6 = T4qm + T&,,,. 
(17) 
NOW, using the approximations (14) and (17), from (9), we obtain 
L[ul= ;h2L4fi+m + J2K1,m + J3&z+1 + J4fi,m-1 
+ J~(fi+~rn+~ - 4+1,m-I - fi--l,m+l + e-I,,,,--l) + W,,] 
+ +h4K4 + J2)% + (J3 + J.I)Tz + 8T,] + fi,,. 
By the help of (1 1 ), from (18), we obtain the local truncation error as 
ri,, = +h4(G + T2 + 4G) + 0(h6), 
(18) 
or 
?;,, = +‘[(4T4 - U30)qm + (4T5 - U03)j$,m] + 0(h6). (19) 
The proposed difference method (9) to be of fourth order, the coefficients of h4a,,, and h4PI,, in 
(19) must be zero, which give the values of unknowns defined in ( 15) as 
-1 2Boo coo 
a1 = 16Aoo’ a2 = 16Aoo’ a3 = 16Aoo’ 
Alo 2&o Cl0 
a4= 16Aoo’ a5 = 16A()o’ a6 = 16Af3)’ 
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-1 
bl = - 
16Coo’ 
Aol b4 = - 
16Coo’ 
Aoo b2 = - 
16Coo’ 
2Boo b3 = - 
16Coo’ 
2Bo1 b5 = - 
co1 
16Coo’ 
be=-. 
16Coo 
Thus, we obtain the value of the parameters associated with (15) for which the proposed difference 
method (9) is of O(h4) and the local truncation error (19) reduces to T[,,, = 0(h6). 
Now we generalize our method as follows: Throughout this article, we consider i = 1, 2, . . . , M, 
where M is a positive integer and let us consider the system of two-dimensional nonlinear elliptic 
partial differential equations of the form 
A(i)(x, y)!?$! + 2B”‘(x, y)!?$ + @(x, y )g 
=f”‘(X, y, Z.&l), u(2), . . . , ZP, up, uy, . . . ) zp, up, uy, . . . , zy’), (x, y) E Q. 
The Dirichlet boundary conditions are given by 
U(‘)(X, y) = z@(x, y), (x, y) E asz. 
Eqs. (20) are assumed to satisfy the elliptic&y conditions 
[B(i)]2 _ A(i)C(i) <O in a. 
We assume that for (x, y) E 52. 
I. A(‘)(x y) B(‘)(x 3 9 9 y) and @(x, y) E C2; 
II. U(‘)(X, y) E c4; 
af (i) 
III. - &(A ‘O 
aj- (9 
IV. - I I &$’ < G”? (J) 
(20) 
(21) 
(22) 
and 
where G”! and Hci’ j = 1 
(J) (I)’ 
2 , . . . ,A4 are positive constants (see [3]). 
Let Uci) and u(j) I,m ,,m be the approximate and exact solutions of u(‘)(x, y) at the grid point (I, m), 
respectively. 
For p, q = 0, fl; we set the following approximations: 
(23a) 
W) 
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(234 
q?,m = (@,,,+1 - $,m-, - c;“‘l,m+,  @!~,,_,)/(4h*), cw 
F(i) 
1+p,m+q = f(%+p, Ym+q, l+p,m+q’ u(1) u(2) @f) lfp,mfq”. . ’ 1+p,m+q, 
-(I) 
u 
O(2) @w 
d+p,m+q’ xl+p,m+q’ . . .) xl+p,m+p 
p p 
yl+p,m+q’ yl+p,m+q’ . . . ) 
pa 
yl+p,m+q )P Ph) 
(23i) 
??(i) (2) ?? (I) = (2) =(M) =(l) ??(2) F,,m = f (i)(X/, Ym  u,(‘,‘, U, my *. . > U/,t’> Ux/,m, Ux,,m,. . .y Ux,,m, Uy/,m, Uyl,m,. . * , , , fi$). W) 
Then at each grid point (1, m), 1, m = 1,2 , . . . ,N, the given system of differential equations (20) 
are discretized by 
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where at the grid point (Z,m), we denote 
- (for S=A,B and C) 
and 
K =&)/A(‘) 
00 00, 
K1 = (A”’ + &$“)/A” 
10 01 00, 
& = (C6) + KC(‘) )/C(‘) 
01 10 00, 
1:) = f&f(‘) + lhz(A(‘) + 2KA(‘) +A(‘) 
00 2 20 11 o2 - 2KlA’,3 - 2K A”‘) 2 01 7 
12(i) = l[fjB$ + $Z(B(‘) + 2KB(‘) + B(i) 
2 2 20 11 o2 - 2K,B’13 - 2K B(‘))] 2 01 ) 
13(i) = (jC(‘) + $2(&‘) + 2Kc(‘) + @) 
00 2 20 11 o2 - 2K, Ci$ - 2K C”‘) 2 01 3 
14(i) = lh[A$ + 2B”) + K(A(‘) + 2B(‘)) _ K 
2 10 10 01 2 o. - 2K B”‘] 
A(‘) 
1003 
I,(‘) = fh[cfh’+2Bt,) +K(@ +2Bi’,‘) -K& - 2K2Bti], 
12’) = 2KB(‘) + qA(‘) + C”‘) 
00 2 00 00 9 
J1”’ = 1 - hK1, $) = 1 + hK1, Jf’ = 1 - hK,, $) = 1 + hK2, J,(‘) = ;K 
and 
r,‘; = 0(h6). 
Note that the system of difference schemes (24) are applicable for both the cases: (I) B(‘) = 0 and 
(II) B(i) # 0 A(‘) = C(i) 
Further, note that the Dirichlet boundary conditions are given by z&)(x, y) = z&)(x, y), (x, y) E X!. 
It is convenient to express the difference methods (24) in the system of matrices form which can 
be solved using the Newton-Raphson method. The details of the convergence analysis has been 
discussed by Jain et al. [3] for the elliptic equation with constant coefficients. Using the same 
approach, a similar analysis can be carried out for the equation having variable coefficients. 
4. Difference schemes for Poisson’s equation and NavierStokes’ equations in polar coordinates 
In this section, we aim to obtain some stable finite difference schemes for a class of two- 
dimensional singular elliptic equations and ensure that the numerical methods developed here retain 
their order and accuracy everywhere including the region in the vicinity of the singularity Y = 0. 
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Let us consider the linear elliptic equation of the form 
u,x + a(++ + ; u, = G(x, Y), o<x, y<l, (25) 
where a is a constant. By the help of the approximations (12a)-( 12j) and using the method (9), 
we may obtain a difference scheme for the Eq. (25) as 
[L&SL26y2 +L3(26~~~s,)+Lq~~s,21u~,m 
l,m=1,2 ,..., N, 
where 
(26) 
L, =6, Lz = 6aoo + ;h2a2,,, L3 = ihalo, 
L4 = i( 1 + ~0) and GI,, = G(xl, ym), etc. 
Note that the scheme (26) is of O(h4) for the difference solution of (25). However, the scheme 
(26) fails when the solution is to be determined at I= 1. We overcome this difficulty by modifying 
the method (26) in such a way that the solutions retain the order and accuracy even in the vicinity 
of the singularity x = 0. 
We consider the following approximations: 
1 h 
‘T-+ 
h2 -XI 
X1*1 Xl (x1)2 
- + O(T h3 + h4), 
(x,)3 
(274 
G t+l,m = Goo fhGlo + ih2Gm + 0(fh3 + h4), (27b) 
G I,mf, = Go0 f hGol + ;h2G,,2 + 0(fh3 + h4). (27~) 
Now using the approximations (27a)-(27c) in (26) and neglecting the high-order terms, we get 
[L16,2 +L26,2 +L3(2s~~*s,)+L46~~]u~,~ 
where 
M  1 42 -a> = IV*=- -ahalo M 
3 
=a@-4 -- 3a 
212 
’ 
21 ’ 413 I’ 
M -41 faoo) 
4 
= 
41 
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and 
~~=~[12Go,+h’(~2~+~~2+~)]. (29) 
Now consider the two-dimensional problem: 
u,, + f u, + f uee = G(r, 0>, o<r, B<l. (30) 
For CY = 1 and 2, the above equation represents two-dimensional Poisson’s equation in cylindrical 
and spherical coordinates, respectively. Replacing the variables x, y by I-, 8, respectively, and setting 
a = l/r2 in (28), we get the difference scheme for (30) as (28), where 
L, = 6, 
6 
L2 = - 
L = 1+ 12h2 
12h2 
4 212h2 ’ 
M2 = a 
14h2 ’ ,=31+&J 
and the other coefficients are listed in (29). 
Similarly, for the two-dimensional problem 
u,, + ; u, + u,, = G(r, z), O<r, z<l, (31) 
we have the scheme (28) with a = 1 and the variables x, y are replaced by r,z, respectively. For 
CI = 1 and 2, Eq. (3 1) represents the two-dimensional Poisson’s equation in cylindrical and spherical 
symmetry. The coefficients are given by 
Ll=L2=6, L3=0, L4=1, M2=0, A!f4=+ 
and the other coefficients are given by (29). 
Now consider the system of two-dimensional nonlinear elliptic equations of the form 
v[uxx + a(x)+, + ab(x>ux + c(x, y)u, - @(x)0, - ad(x)u - 2c(x, y>v] 
= uu* + f(x>uuy - @)a2 + H(x, y), 0 <x, y-C 1, (32a) 
v[h +4x)+ + ab(x)h + 4x, y)u, + Pd(x)u, - e(x, y)u] 
= uu,+f(x)uu,+g(x)uu+I(x,y), o<x, y-Cl, (32b) 
where LX, p are constants and Re = v-l >O is also a constant and represents Reynolds number (see, [9, 
101). 
Using the method (24), a difference scheme of 0(h4) for (32) may be written as 
PW 
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Wb) 
U(l) = U, Uc2) = V, LI = 6, L2 = 6aoo + ;h2a2,,, L3 = $~a~,,, L4 = ;(l + aoo), 
F(l) - (UM,m - ~vh*l)U,I*1,m +(_I& &l,m - Wfl,m)&fl,m lztl,m - 
+ W&l ~ylfl,m - sl*l(K*l,nd2 + ~V4*1 U&l,m 
+ 2w+1,m &l,m + H,~,rn, 
Ln = Gr,m - & @I?,, - ~%i,) + h haoo(U;,,+,,, - u;,,-,,,A + h2($ u,,,)U;y,,m, 
L = v;r,m - & (6!&, - F,‘zj,,,,) + $ huoo( &+,,m - - &,I-d + h2(i ~IO)&+~ 
$2 = (u,,m - ~“di,,, + (fi J&n - vc,,m)&,,,, + /lvd,&, 
-Sr(~,i,m)2+avdiUl,,+2vc,,,~,~+HI,,, 
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and in which we use the following approximations: 
br~l=boo~hblo+~h2b20+O(fh3+h4), 
~~~l,~=coofhclo+~h~C~0+0(~h3+h4), 
qmfl=C00~hC0l+ &l2+O(fh3+h4), 
dr~=doo f hd,o+;h2dm+0(Hz3+h4), 
elhb=e00 f he10+~hzez0+O(fh3+h4), 
ebfl=e00 f he01 + ~h2e02+O(fh3 +h4), 
h*1=.ho fhf,,+~h2f20+O(~~3+h4), 
gl*l=%o f k710+ $2g20+O(fh3+h4), 
fL1,m=Hoo f hHlo+~h2H20+O(fh3+h4), 
K,m~l=~oo fhHol+~h*Ho2+0(~h3+h4), 
~Ifl,m=~oo f MO+ fh2z*0+0(*h3+h4), 
~l,m*l=~oo fhzo,+~h2zo2+O(~h3+h4). 
Let US consider, the coupled nonlinear equations 
1 
( 
1 2 
Re %+yzuee+-u,+ 
cot e 2 2 2cote 
-Ug--Ve--_U--V 
Y r2 r* r2 r2 > 
=UU,+~VUQ - iv*+H(r,H), O<r, 0x1, 
(344 
Wb) 
(34c) 
(34d) 
(34e) 
(34f) 
(34g) 
(34h) 
(34i) 
(34j) 
(34k) 
(341) 
(354 
1 
( 
1 2 
Re Vrr+pVm+-V,+ 
tote 2 cosec2 8 
-Ve+ -240 - r r2 r* r* ’ 
=Uv,+ iVV0 + +v+Z(r, e), O<r, 8-d. P5b) 
The above set of equations represent two space steady-state Navier-Stokes’ model equations in 
spherical polar coordinates in r-&plane. Replacing the variables x, y by r, 8, respectively, and setting 
cl=p=2, a=d=l/(r2), b=f=g=l/ r, c=cot 8/(r*), e=cosec* B/(r2) in (32), we get the method (33) 
along with the approximations (34) for solving (35). 
Now consider the two space dimensional steady-state Navier-Stokes’ model equations in cylindri- 
cal polar coordinates in r-O-plane: 
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and replacing the variables x, y by r, 8, respectively, and putting 
b=f=g=l/r, c=O in (32), we get the method (33) along with 
solving (36). 
Similarly, for the system of two space nonlinear equations: 
1 1 
- 
Re 
U,, + - U, + U,, =24U,+WU,+H(r,z), O<r, z<l, 
r 
=uw,+ww,+Z(r,z), O<r, z<l (37b) 
O<r, 8<1 (36b) 
a=l, p=2, a=d=e=l/(r’), 
the approximations (34) for 
(37a) 
we have the method (33) along with the approximations (34) where a=l, fi=O, a= f =l, c=e=g=O, 
b=l/r, d=l/(r*) and the variables x, y, 1) are replaced by r,z, w, respectively. The above set of 
equations represent two-dimensional steady-state Navier-Stokes’ model equations in cylindrical polar 
coordinates in r-z-plane. 
Note that the schemes (28) and (33) along with the approximations (34) are of O(h4) and free 
from the terms l/( I f 1) and l/(m % 1 ), hence, very easily solved for I, m= 1,2,. . . , N in the region Q. 
If r=O is a boundary point such that the solution is to be obtained at this point then we need a 
difference equation which is valid at r=O. 
Let at r=O we have u,=uQQ=u,~Q=~, then Eq. (30) becomes 
(1 +a)~,,+ $res=G(O, 0) 
and the corresponding difference equation of 0(h4) at r=O may be written as 
-24(1+a)h2U,,,,+[24(1+c()h2+{12+2(1+a)h2}6,2]U,,, 
=h4[12Go,,?+h2(G,,o,,+Geso,,)l. 
Similarly, for ur(O,z)=O, Eq. (3 1) reduces to 
(l+a)u,,+uz,=G(O,z) 
and the corresponding difference equation of 0(h4) at the boundary r=O is as follows: 
(38) 
(39) 
(40) 
5. Computational implementation 
(41) 
In this section, we have tested the proposed difference methods on two linear and five nonlinear 
equations whose exact solutions are known to us. The right-hand-side functions as well as the 
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Dirichlet boundary conditions are obtained from the exact solutions. The linear equations have been 
solved using the Gauss-Seidel iteration method whereas, the nonlinear equations have been solved 
using the Newton-Raphson method. For the problem l(a) we have u,(O,z)=O and for l(b) we have 
u,(O, fJ)=u&O, @=utio(O, 13)=0. For comparison we also solve these problems using the CDS. For 
numerical simplicity we have restricted ourselves to the values M=l and 2 only. The same initial 
vectors are used for both the difference methods and iterations were terminated when the average 
error tolerance d lo-” was achieved. All the computations were carried out using double precision 
arithmetic at the Computer Service Centre, University of Delhi. 
Problem 1 (Poisson’s equation in polar coordinates). The problems are to solve (31) and (30) with 
the exact solutions 
(a) u=coshrcoshz; O<r<l, O<z<l and 
(b) u=? cos(rc0); 0 <r < 1, 0 < 8 < 1, respectively. 
The maximum absolute errors (MAE) for u are tabulated in Table 1 for a=1 and 2. 
Problem 2. e”+y(U,,+Uyy)+(2 sinxcosy) u,,=au(u,+u,)+f(x,y), O<x, y< 1 with the exact so- 
lution u= cosx cos y. The MAE for u are tabulated in Table 2 for various values of LX. 
Problem 3 (Two-dimensional steady-state Navier-Stokes’ model equations in polar coordinates). 
The Eqs. are to solve (35)-(37) with the exact solutions, 
(a) u=2r3 cos 19, v=-5y3 sin 8, 
(b) u=y3 sin 8, v=4r3 cos 13 and 
(c) u=y3 sinh z, IV= -4r2cosh z, respectively. 
Table 1 
Problem 1: The MAE 
Problem 1 (a) 
Scheme (28 & 41) CDS 
h CI 1 2 1 2 
l/4 
l/8 
l/16 
0.5428 (-04) 
0.4294 (-05) 
0.3435 (-06) 
Problem 1 (b) 
0.5488 (-04) 0.1927(-02) 0.3 167 (-02) 
0.3539 (-05) 0.5262 (-03) 0.8456 (-03) 
0.2229 (-06) 0.1360(-03) 0.2148 (-03) 
Scheme (28 & 39) CDS 
h c( 1 2 1 2 
l/4 0.3554 (-06) 0.5014 (-04) 0.4373 (-02) 0.4299 (-02) 
l/8 0.6570 (-07) 0.3123 (-05) 0.1149 (-02) 0.1139(-02) 
l/16 0.4994 (-08) 0.1980(-06) 0.2958 (-03) 0.2943 (-03) 
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Table 2 
Problem 2: The MAE 
Scheme (9) CDS 
h o! 10 102 lo4 10 102 & lo4 
114 
l/8 
l/16 
0.7026 (-04) 0.3497 (-03) 0.523 l (-03) 0.1154(-02) Over flow 
0.4329 (-05) 0.5745 (-04) 0.1703 (-03) 0.2762 (-03) Over flow 
0.2695 (-06) 0.4751(-05) 0.5980 (-04) 0.6973 (-04) Over flow 
Table 3a 
Problem 3(a): The RMSE 
Scheme (33) CDS 
h Re 10 lo2 lo3 10 lo2 & lo3 
l/4 24 
V 
l/8 u 
V 
l/16 u 
V 
0.1858 (-02) 
0.3543 (-03) 
0.1564(-03) 
0.3777 (-04) 
0.1362(-04) 
0.3599 (-05) 
0.1261(-01) 
0.7635 (-02) 
0.1115(-02) 
0.7452 (-03) 
0.8422 (-04) 
0.6869 (-04) 
0.6183 (-01) 
0.6337 (-01) 
0.7566 (-02) 
0.3305 (-02) 
0.6392 (-03) 
0.3358 (-03) 
0.6091(-02) 
0.7402 (-02) 
0.1644(-02) 
0.2124(-02) 
0.4030 (-03) 
0.5162(-03) 
Over flow 
Over flow 
Over flow 
Over flow 
Over flow 
Over flow 
Table 3b 
Problem 3(b): The RMSE 
Scheme (33) CDS 
h Re 10 lo2 lo3 lo4 10 102, lo3 & lo4 
l/4 u 0.1911(-02) 0.3344(-02) 0.6303 (-02) 0.6179(-02) 0.1242(-02) Over flow 
V 0.1526 (-02) 0.2358 (-02) 0.2661(-02) 0.2250 (-02) 0.4239 (-02) Over flow 
l/8 u 0.1079(-03) 0.2446(-03) 0.9794(-03) 0.1638(-02) 0.2901(-03) Over flow 
v 0.1184(-03) 0.4454(-03) 0.7356(-03) 0.5473(-03) 0.1061(-02) Over flow 
l/16 u 0.6928(-05) 0.1432(-04) 0.1344(-03) 0.3215(-03) 0.6693(-04) Over flow 
V 0.9821(-05) 0.4191(-04) 0.1771(-03) 0.1717(-03) 0.2544(-03) Over flow 
The root mean square errors (RMSE) for u are tabulated in Tables 3a-3c, respectively, for various 
values of Re. 
Problem 4. 
(1+eXcosy)(u,+u,,)+2(1+ sinxcosy)u,,=au~(u,+u,+u,+v,)+f(x,y), ocx, y<l, 
(l+e”+Y )(u~+%,)+2(1+ cosxsiny)v,,=puv(u,+v,+u,+u,)+g(x,y), O<X, y<i, 
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Table 3c 
Problem 3(c): The RMSE 
Scheme (33) CDS 
h Re 10 lo2 105 lo6 10 102,105 & lo6 
l/4 u 0.1288(-02) 0.1341(-02) 0.1164(-02) 0.1165(-02) 0.2726(-02) Over flow 
W 0.2371(-02) 0.5736(-02) 0.1380(-02) 0.1381(-02) 0.4022(-02) Over flow 
l/S u 0.1052(-03) 0.2055(-03) 0.2789(-03) 0.2793(-03) 0.6315(-03) Over flow 
W 0.1503(-03) 0.5922(-03) 0.3268(-03) 0.3298(-03) O.llOS(-02) Over flow 
l/16 u 0.9787 (-05) 0.2649 (-04) 0.6783 (-04) 0.6789 (-04) 0.1492 (-03) Over flow 
W 0.1030(-04) 0.7160(-04) 0.8580(-04) 0.7944(-04) 0.2681(-03) Over flow 
Table 4 
Problem 4: The MAE 
Scheme (24) when M = 2 CDS 
h (a,B) (l&20) (80,100) (1000,1000) (10,20) (80,100) (1000,1000) 
l/4 u 0.8943 (-05) 0.2028(-03) 0.1520(-02) 0.1138(-02) 0.1020(-02) Over flow 
V 0.3647 (-04) 0.1347 (-03) 0.5960 (-03) 0.3252 (-03) 0.4387 (-03) Over flow 
l/8 u 0.6585 (-06) 0.1635 (-04) 0.2946(-03) 0.3028 (-03) 0.2714 (-03) Over flow 
V 0.2237(-05) 0.7964(-05) 0.1158(-03) 0.9579(-04) 0.1297(-03) Over flow 
l/16 u 0.4113 (-07) 0.1068(-05) 0.3296(-04) 0.7804(-04) 0.6936(-04) Over flow 
V 0.1347(-06) 0.5189(-06) 0.1086(-04) 0.2421(-04) 0.3268(-04) Over flow 
with the exact solutions U= sinx sin y and U= cosx cos y. The MAE for u and v are tabulated in 
Table 4 for various values of (a, p). 
6. Concluding remarks 
In this article, we have discussed difference methods of O(h4) for the numerical solution of the 
system of two-dimensional nonlinear multivariable elliptic partial differential equations. The method 
has been successfully applied to the Poisson’s equation and steady state viscous, incompressible 
Navier-Stokes’ equations in polar coordinates. The method gives accurate results everywhere in- 
cluding the region in the vicinity of r=O. A special treatment is required if the solution is to be 
determined at r=O. This is illustrated for Eqs. (30) and (3 1) in the r--8- and r-z-plane, respectively. 
The solutions remain accurate at all points on r=O and the order is preserved. From the numerical 
results, we found that the proposed difference methods achieve fourth-order results for both single 
and pairs of nonlinear equations. Although, the order drops to second-order, numerical oscillations 
do not appear, even at high Reynolds number for steady-state Navier-Stokes’ equations and for large 
parameter values of cI or (a, /3). 
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