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Quantum channels model many physical processes. For this reason, hypothesis testing between quantum
channels is a fundamental task in quantum information theory. Here we consider the paradigmatic case of channel
position finding, where the aim is to determine the position of a target quantum channel within a sequence of
background channels. We explore this model in the setting of bosonic systems, considering Gaussian channels
with the same transmissivity (or gain) but different levels of environmental noise. Thus, the goal of the problem
becomes detecting the position of a target environment among a number of identical background environments,
all acting on an input multimode system. We derive bounds for the ultimate error probability affecting this
multiary discrimination problem and find an analytic condition for quantum advantage over protocols involving
classical input states. We also design an explicit protocol that gives numerical bounds on the ultimate error
probability and often achieves quantum advantage. Finally, we consider direct applications of the model for
tasks of thermal imaging (finding a warmer pixel in a colder background) and quantum communication (for
localizing a different level of noise in a sequence of lines or a frequency spectrum).
DOI: 10.1103/PhysRevResearch.2.043189
I. INTRODUCTION
Quantum channel discrimination (QCD) [1–6] is an im-
portant task in quantum computing [7,8] and quantum
communication [9–11]. Quantum channels model the input
and output relation of quantum states in physical processes
[12–14]. Various applications in quantum sensing [15] can
be reduced to QCD problems. An important case of QCD
is finding a target channel within a sequence of background
channels. In this case, we have a sequence of channels and
know that all but one of them (the background channels) are
identical, while one of them (the target channel) is different.
The goal is to figure out which channel is the target channel,
by probing the sequence of channels with quantum states a
set number of times. This is a task of channel-position finding
(CPF) [16].
It is important to note that there are relevant scenarios
in quantum sensing where the transmissivity stays the same
for all channels while the noise background differs. This is a
scenario with a passive signature, meaning that different levels
of noise can be detected at the output of the channels even
in the absence of input signals. In this setting, the model of
CPF becomes a problem of environment localization, where
the aim is to optimally identify the position of a different
(target) environment with respect to standard background
Published by the American Physical Society under the terms of the
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environments affecting an ensemble of modes. Motivated by
this observation, we study CPF among bosonic Gaussian
channels [17] with the same transmissivity (or gain) but differ-
ent environments, establish the ultimate performance of this
problem, and identify the regime of parameters where we can
have quantum advantage over the classical benchmark based
on coherent states.
More precisely, we use channel simulation and stretching
techniques [18–20] to find the minimum fidelity between the
outputs of two Gaussian channels that have the same trans-
missivity, τ , but give rise to different induced noises, ν. This
minimization is carried out over all quantum inputs. We then
use this minimum fidelity to find upper and lower bounds on
the minimum discrimination error in finding the position of
a target channel within a sequence of channels, for a fixed
number of probes sent through each channel of the sequence.
These bounds are on the minimum discrimination error for
all possible adaptive, quantum protocols. We also find the
minimum fidelity between two channel outputs (for channels
with the same value of τ but different values of ν) where the
minimization is carried out over classical input states (mix-
tures of coherent states). We use this fidelity to find a lower
bound on the minimum discrimination error for all possible
classical protocols.
Our quantum and classical bounds hold for all phase-
insensitive, Gaussian channels (thermal loss channels, thermal
amplifier channels and additive noise channels) [17,21]. By
comparing these bounds, we are able to prove quantum ad-
vantage for the general problem of environment localization.
In particular, we find a condition on the sequence of chan-
nels that guarantees quantum advantage if the number of
probes sent through the sequence of channels is large enough.
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Furthermore, we also design an explicit protocol, based on en-
tangled states, photon counting, and the maximum-likelihood
estimation, which is able to beat any classical strategy. We
apply our bounds (and the explicit protocol) to a number of
discrimination tasks. We consider thermal imaging to find a
warmer pixel in a colder background, eavesdropper localiza-
tion to find the channel that an eavesdropper is interfering
with and the problem of finding the least noisy frequency in a
multimode cable.
II. RESULTS
Our main results are upper and lower bounds on the er-
ror probability of environment localization. To establish the
bounds, in Sec. II A, we present a method of channel simula-
tion which allows the reduction of arbitrary adaptive protocols
to quantum operations on a sequence of Choi states. From
there, fidelity-based bounds can be derived for the error prob-
ability, which are calculated explicitly for Gaussian channels
in Sec. II B. In Sec. II C, we use similar techniques to bound
the error of classical protocols. In Sec. II D, we then establish
a region in which we can analytically prove that the task
shows a quantum advantage. We present a concrete receiver
design and discrimination protocol in Sec. II E and thereby
provide numerical bounds on the error, in both the classical
and quantum cases. These bounds are often tighter than our
fidelity-based, analytic bounds, and so we are often able to
demonstrate quantum advantage at a lower number of probes
than is required for our analytic bounds. Finally, we apply our
bounds to several examples, in Sec. II F, and demonstrate the
quantum advantage.
A. Channel simulation
Consider a sequence of m one-mode, phase-insensitive,
Gaussian channels, where m − 1 of the channels are identical
“background” channels and one of the channels is a target
channel. The target channel has the same transmissivity, τ ,
as the background channels, but a different induced noise,
ν (note that we consider a generalized transmissivity which
may take values between zero and infinity). Suppose we
want to identify the target channel and can do so by probing
the sequence of channels using some adaptive protocol that
involves sending M transmissions through the sequence of
channels (each transmission consists of sending a one-mode
state through every channel in the sequence). We do not
impose any energy bound on the transmissions. We would
like to bound the minimum probability of error in identifying
the target channel, with the minimization carried out over all
possible adaptive protocols. The structure of the most general
adaptive protocol can be considered to be a quantum comb
[22,23].
A schematic of a possible setup is given in Fig. 1, which
shows a sequence of three thermal loss channels with the same
transmissivity, τ . Two of these channels are background chan-
nels (with environmental noise n̄B) and one of the channels
is the target channel (with environmental noise n̄T ). At each
channel use, we are allowed to send an input state through the
sequence of channels, and this input state may be dependent
on the previous channel outputs. Each channel is represented
FIG. 1. An example of the setup in the thermal loss case. Each
thermal loss channel can be represented by a beamsplitter that mixes
the input mode with an environmental thermal state. Thermal loss
channels are parametrized by the transmissivity of the beamsplitter
and the average photon number, n̄, of the thermal state. We consider
a sequence of thermal loss channels for which the beamsplitters all
have the same transmissivity, τ . One of the channels has a thermal
state with a different average number of photons from the others; this
is the target channel. The average number of photons in the thermal
state of the target channel is denoted n̄T , while the average number
of photons in the thermal state of the background channel is denoted
n̄B. The task is to locate the target channel; in the case of this setup,
it is the middle channel.
by a beamsplitter interaction with a thermal mode, and all of
the beamsplitters have the same transmissivity, but the thermal
mode with which the input modes interact is different for the
target and background channels.
Any pair of one-mode, phase-insensitive, Gaussian chan-
nels with the same transmissivity is jointly teleportation
covariant, using the Braunstein-Kimble (BK) protocol [24].
This means that both channels can be simulated using the
same teleportation protocol, but with different resource states.
In fact, using the BK protocol, a valid resource state for chan-
nel simulation is the asymptotic Choi matrix of the channel
[25–27]. The Choi matrix of a channel is the output state
when part of a maximally entangled state is passed through the
channel. For bosonic systems, the maximally entangled state
 is the limit for infinite squeezing of a sequence of two-mode
squeezed vacuum (TMSV) states [17] a, i.e.,  = lima a,
where a is the level of squeezing and each a has covariance
matrix (CM)
V ain =
⎛
⎝
aI
√
a2 − 1
4
Z
√
a2 − 1
4
Z aI
⎞
⎠. (1)
Therefore, the Choi matrix σE of a bosonic channel E is
defined as the infinite-squeezing limit of a sequence of states
{σ a
E
} where the generic element is given by a TMSV state par-
tially propagated through the channel, i.e., σ a
E
:= I ⊗ E (a).
In the following, when we work with an asymptotic Choi
matrix σE we implicitly mean that this is the limit of an
underlying “Choi sequence” {σ a
E
}. Correspondingly, the tele-
portation simulation over σE is meant to be an asymptotic
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operation, where the simulation is defined over the Choi se-
quence {σ a
E
} after which the limit for infinite squeezing is
taken [18]. Note that Gaussian states, which all elements of
the sequence are, are completely described by their CM and
their first moments vector. For states in the Choi sequence, all
elements of the first moments vector are 0.
The problem of CPF can be reduced to state discrimination
between the m possible outputs of the adaptive protocol used
(with each outcome corresponding to a different target chan-
nel position). By bounding the fidelity between the different
output states, we can find both upper and lower bounds for the
minimum error probability perr (optimized over all adaptive
protocols) of state discrimination. The lower bound on the
discrimination error between a sequence of m states {ρi}, with
probabilities {pi}, is [28]
perr 
m
∑
i> j
pi p jF
2(ρi, ρ j ), (2)
and the upper bound, based on the pretty good measurement
(PGM), is [29]
perr  2
m
∑
i> j
√
pi p jF (ρi, ρ j ), (3)
where F is the Bures fidelity, defined as
F (ρi, ρ j ) = Tr
√√
ρiρ j
√
ρi. (4)
Since we can use the same teleportation protocol for both
the target and the background channels, the entire discrimi-
nation protocol can be reduced, via stretching [18–20], to a
single processor applied to different resource states (with the
resource state depending on the position of the target channel).
This adaptive-to-block reduction is shown in Fig. 2.
Since no trace preserving quantum operation can increase
the distance between two quantum states (the fidelity of any
two input states will be less than or equal to the fidelity of
the resulting output states), the fidelity between the possible
output states is lower bounded by the fidelity between the
possible resource states. Let σ iM be the resource state com-
posed of M(m − 1) copies of the asymptotic Choi matrix of
the background channel, σB, and M copies of the asymptotic
Choi matrix of the target channel, σT , arranged such that the
M copies of the asymptotic Choi matrix of the target channel
is the ith 2M-mode subsystem. Note that each asymptotic
Choi matrix consists of two modes. We can write
σ iM = P1i
[
σ⊗MT ⊗ σ
⊗M(m−1)
B
]
, (5)
where the operator P1i swaps the first 2M-mode subsystem
with the ith 2M-mode subsystem. We can then lower bound
the fidelity of any pair of output states of a discrimination
protocol with M channel uses using
F
(
ρ iM , ρ
j
M
)
 F
(
σ iM , σ
j
M
)
. (6)
Using the fact that each asymptotic Choi matrix in the re-
source is independent (i.e., using the tensor product structure
of the resource states), we can write
F
(
σ iM , σ
j
M
)
= F 2M (σT , σB), (7)
for all i = j.
FIG. 2. The reduction of a general adaptive discrimination pro-
tocol to a single round of quantum operations on a resource state. In
panel (a), we have the most general discrimination protocol using M
uses of the sequence of channels. ρ0 is some initial quantum state.
We then apply some sequence of quantum operations (denoted by
QO) interspersed with uses of the sequence of channels (denoted
by Ci, where the label i depends on the channel position). At each
channel use, we may send a one-mode state through each of the
channels in the sequence (and these modes are generally correlated
with auxiliary modes that do not pass through the channels). Each
round of quantum operations is allowed to be adaptive. This means
that (i) entanglement can be present between ancillary modes of
different quantum operations and (ii) measurements can be done on
some subset of the modes and used to optimize following quantum
operations. These measurements can always be delayed to the end
of the protocol, by using controlled operations, to make all the QOs
trace preserving. The final output of the adaptive protocol is denoted
ρ i0; there are m possible outputs depending on the channel position.
Channel discrimination is then the task of discriminating between
these m different possible outputs, by means of an optimal collective
quantum measurement (which may include all the delayed measure-
ments). In panel (b), we simulate the channel with teleportation,
using some teleportation protocol (TP) and a resource state (σ i). Note
that σ i is the resource state for the entire sequence of channels and
is the tensor product of the resource states for teleportation of the
m − 1 background channels and the target channel, with the order
of the subsystems determined by the label i. Note that neither the
teleportation protocol nor the quantum operations depend on the
label i and so the entire discrimination protocol can be represented
as some single fixed quantum operation on ρ0 and M copies of the
resource state, σ i. This representation is shown in panel (c).
More precisely, since the asymptotic Choi matrices, σT
and σB, are defined by the infinite-squeezing limit of two se-
quences of output states, {σ aT } and {σ aB}, the fidelity functional
is computed over the elements of the sequences and then the
limit is taken, i.e., F (σT , σB) := lima F (σ aT , σ aB ). Then, it is
important to notice that the bound F (ρ iM, ρ
j
M )  F
2M (σT , σB)
holds for any generally adaptive protocol P . Therefore, we
may write
Fi, j := inf
P
F
(
ρ iM , ρ
j
M
)
 F 2M (σT , σB). (8)
At the same time, we note that this lower bound is achiev-
able by a block protocol Pablock where m copies of the tensor
product state a⊗M are prepared and each TMSV state a is
used for the single-probing of I ⊗ EB/T , so that the quasi-Choi
matrix σ aB/T is generated at the output for measurement. It is
easy to see that, in the limit of infinite squeezing a → ∞, this
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protocol achieves the performance at the right hand side of
Eq. (8), so that we may write
Fi, j = F 2M (σT , σB), for any i, j. (9)
Let us optimize the error probability over all possible (gen-
erally adaptive) protocols P . We define this optimal error
probability as
popterr = inf
P
perr; (10)
it is the smallest achievable error probability for any discrimi-
nation protocol. As a consequence of the reasoning above, and
the inequalities in Eqs. (2) and (3), we can write
popterr 
m
∑
i> j
pi p jF
4M (σT , σB), (11)
popterr  2
m
∑
i> j
√
pi p jF
2M (σT , σB). (12)
Let us now assume that each channel position is equally likely,
and so pi = 1m for every value of i. We can then carry out the
sums in Eqs. (11) and (12) and write
popterr 
m − 1
2m
F 4M (σT , σB), (13)
popterr  (m − 1)F
2M (σT , σB). (14)
B. Calculating the fidelity between Choi matrices
We now must calculate the the fidelity between the
(asymptotic) Choi matrices of the target and the background
channels. A phase-insensitive, Gaussian channel [17] can be
parametrized by two parameters: its transmissivity, τ , and its
induced noise, ν. It transforms the CM of an input two-mode
state, Vin, with the transformation
Vin → (I ⊕
√
τI)Vin(I ⊕
√
τI)T + (0 ⊕ νI), (15)
where I is the 2 by 2 identity matrix. There are three main
classes of phase-insensitive, Gaussian channels that we must
consider: thermal loss channels, thermal amplifier channels,
and additive noise channels. Loss and amplifier channels both
have ν  |1−τ |
2
(where we have chosen the shot noise to be 1
2
),
but loss channels have 0  τ < 1, while amplifier channels
have 1 < τ . Additive noise channels have ν  0 and τ = 1.
Passing the second mode of a TMSV state a with an
average photon number per mode of n̄ = a − 1
2
through a
phase-insensitive, Gaussian channel results in the state with
CM
Vout =
⎛
⎝
aI
√
τ
(
a2 − 1
4
)
Z
√
τ
(
a2 − 1
4
)
Z (aτ + ν)I
⎞
⎠, (16)
where Z is the Z Pauli matrix.
The Bures fidelity of a pair of two-mode Gaussian states ρi
and ρ j , with zero first moments and CM Vi and Vj is given by
[30,31]
F (ρi, ρ j ) =
√
χ +
√
χ − 1
4
√
det (Vi + Vj )
, (17)
χ = 2
√
A + 2
√
B +
1
2
, (18)
A =
det
(
ViVj − 14 I
)
det (Vi + Vj )
, (19)
B =
det
(
Vi + i2
)
det
(
Vj + i2
)
det (Vi + Vj )
, (20)
 = I ⊗
(
0 1
−1 0
)
. (21)
Using this expression, we can calculate the fidelity of a pair of
output states of phase-insensitive, Gaussian channels (when
the input state is a TMSV) with the same transmissivity.
In the case of thermal loss and amplifier channels, we
define ǫT = νT|1−τ | and ǫB =
νB
|1−τ | , where νT is the induced
noise of the target channel, νB is the induced noise of the
background channels, and τ is the transmissivity of all of the
channels in the sequence. In fact, ǫT and ǫB give us the mean
photon number of the environment for each channel, via the
equation
n̄T (B) = ǫT (B) − 12 . (22)
We find that the fidelity of the outputs of two such thermal
loss or amplifier channels is analytically given by
Floss/amp(τ, ǫT , ǫB, a) =
√
2(
√
α + β +
√
α − β )
β
, (23)
where we define
α =
(
4ǫT ǫB + 4a2(4ǫT ǫB + 1)
+ (4a2 − 1)
√
(
4ǫ2T − 1
)(
4ǫ2B − 1
))
|1 − τ |2
+ 8a(ǫT + ǫB)τ |1 − τ | + (1 + τ )2, (24)
β = 4(τ + 2a(ǫT + ǫB)|1 − τ |). (25)
Taking the limit of this expression as a → ∞, to obtain the
fidelity between the Choi matrices, we get
F∞loss/amp(ǫT , ǫB) =
√
4ǫT ǫB + 1 +
√
(
4ǫ2T − 1
)(
4ǫ2B − 1
)
√
2(ǫT + ǫB)
.
(26)
Note that we no longer have any explicit dependence on τ .
Thus, our discrimination bounds for thermal loss or ampli-
fier channels become
popterr 
m − 1
2m
(
F∞loss/amp(ǫT , ǫB)
)4M
, (27)
popterr  (m − 1)
(
F∞loss/amp(ǫT , ǫB)
)2M
. (28)
The latter upper bound might become too large in some cases.
Note that the error probability in randomly guessing the posi-
tion of the target channel is equal to (m − 1)/m. Combining
this with the upper bound in Eq. (28) leads to
popterr  (m − 1) min
{
m−1,
(
F∞loss/amp(ǫT , ǫB)
)}
. (29)
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To investigate the behavior of F∞loss/amp, we reparametrize
Eq. (26) in terms of the mean of ǫT and ǫB, i.e.,
ǫav =
ǫT + ǫB
2
, (30)
and the absolute value of their difference, i.e.,
ǫdif = |ǫT − ǫB|. (31)
Differentiating with regard to ǫdif , we get a negative semidef-
inite function and differentiating with regard to ǫav, we get a
positive semidefinite function. This means that either increas-
ing the difference in the average number of photons between
the target and background channels (while keeping the mean
fixed) or decreasing the mean of the ǫ-values, while keeping
the difference fixed, will decrease the minimum fidelity of the
output states.
We now consider the case of additive noise channels. We
find that the fidelity of the outputs of two such channels
becomes
Fadd(νT , νB, a) =
2a
√
νT νB +
√
(2aνT + 1)(2aνB + 1)
(2a(νT + νB) + 1)
.
(32)
Taking the limit of this expression as a → ∞, we get
F∞add(νT , νB) =
2
√
νT νB
νT + νB
. (33)
We can again substitute this expression into Eqs. (13) and
(14). Our discrimination bounds for additive noise channels
become
popterr 
m − 1
2m
[
F∞add(νT , νB)
]4M
, (34)
popterr  (m − 1)
[
F∞add(νT , νB)
]2M
. (35)
We now investigate the behavior of F∞add by reparametrizing
Eq. (33) in terms of νav and νdif , where νav is the mean of νT
and νB and νdif is the absolute value of the difference between
them. Note that νdif  2νav. We can then rewrite Eq. (33) as
F∞add(r) =
√
1 −
r2
4
, r =
νdif
νav
. (36)
Thus, we can see that the fidelity between the Choi matrices of
two additive noise channels depends only on the ratio of νdif
to νav. Differentiating with regard to r, we see that the fidelity
decays as r increases.
C. Classical limits
Let us define a classical protocol as a protocol that restricts
the states sent through the sequence of channels to an arbitrary
mixture of coherent states. Since the Gaussian channels we
are considering are phase-insensitive and since both the target
and the background channels have the same transmissivity,
enacting a phase-shift or displacement on the input states
sent through the channels cannot affect the fidelity of the
output states (since these unitary operations commute with
the channels). The joint concavity of the Bures fidelity and
the linearity of the channels means that the optimal classical
input state (to minimize the fidelity between output states) is a
single coherent state (not a mixture). As a result, the classical
discrimination protocol that minimizes the lower bound on the
error probability sends vacuum states through the channel at
each channel use. This means that such protocols use only the
passive signature of the channels.
We can obtain expressions for the minimum fidelity be-
tween output states for classical protocols by using our
expressions for the fidelity between the output states using
TMSV inputs in Eqs. (23) and (32) and setting a = 1
2
. This
gives us the fidelity between the output states of the channels
when the input state is a vacuum state.
In the case of thermal loss and amplifier channels, the
minimum classical fidelity between output states is
F classloss/amp(τ, ǫT , ǫB) =
√
γ + δ +
√
γ − δ
δ
, (37)
where we define
γ = 4ǫT ǫB|1 − τ |2 + 2(ǫT + ǫT )τ |1 − τ | + (1 + τ 2), (38)
δ = 2(τ + (ǫT + ǫT )|1 − τ |). (39)
In the case of additive noise channels, the minimum classical
fidelity between output states is
F classadd (νT , νB) =
1
√
(νT + 1)(νB + 1) −
√
νT νB
. (40)
We can now give upper and lower bounds on the error of
classical discrimination protocols. We write
pclasserr 
m − 1
2m
(F class)4M, (41)
pclasserr  (m − 1)(F
class)2M, (42)
where the fidelity function is given in either Eq. (37) or
Eq. (40), depending on the class of channel.
D. Quantum advantage
We say that there is a quantum advantage if we can show
that there exists some quantum discrimination protocol that
gives a lower probability of error than any classical protocol.
To prove a quantum advantage for channel position finding,
we need to show that the lower bound on the error of classical
protocols is larger than the upper bound on the error of all
protocols. In other words, we must show that
m − 1
2m
(F class)4M  (m − 1)(F∞)2M . (43)
This is equivalent to showing
2M ln
(
(F class)2
F∞
)
 ln(2m). (44)
Noting that ln(2m) > 0, since m  2, we can see that the
condition in Eq. (44) will always be met for sufficiently large
M (number of probes) as long as the condition
(F class)2 > F∞ (45)
holds. Whether this condition is met depends only on the
parameters of the target and background channels. Note that
even if this condition is not met, it does not mean there is no
quantum advantage; it could be the case that the bounds are
not tight. In fact, in Sec. II E we provide alternative bounds
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which can potentially show quantum advantage even in cases
in which the condition in Eq. (45) is not met.
Unlike F∞loss/amp, the fidelity F
class
loss/amp depends on the trans-
missivity τ . In fact, differentiating, we find that dF
dτ
 0 for
0  τ < 1 and that dF
dτ
 0 for τ > 1. Further, as τ → 0, we
have F classloss/amp → F∞loss/amp. This can be intuitively understood,
since the entire channel discrimination process, including
the coupling of the signal mode with the environment, can
be regarded as a (generalized) measurement on the envi-
ronmental modes. Thus, no matter how much entanglement
the interacting modes have, the possible output states that
the final measurement distinguishes between cannot have a
lower (pairwise) fidelity than the possible configurations of
environmental modes that are being discriminated between.
In other words, the infinite squeezing case is equivalent to a
direct measurement on the environmental modes before they
are mixed with the signal states, while, in any finite energy
scenario, we send signal states to interact with the environ-
mental modes and then measure the signal states. Since the
τ = 0 case corresponds to the signal states being completely
replaced by the environmental modes, the classical protocol,
in this case, is also a direct measurement on the environmental
modes. Consequently, in the case of thermal loss channels,
for all values of ǫT and ǫB, there is some threshold value
of τ such that channels with τ below the threshold do not
meet the condition in Eq. (45). Setting τ = 1
2
, we find that
(F class )2
F∞
 1, and hence the inequality in Eq. (45) does not hold
for any channel ensemble with τ  1
2
. For further details, see
the Appendix.
Fig. 3 illustrates the region in which we meet the condition
in Eq. (45) (and so can prove a quantum advantage for some
number of probes), in the case of thermal loss channels, for
a few choices of transmissivity, τ . The plot is in terms of ǫdif
and ǫav, as defined in Eqs. (30) and (31). We see that higher
transmissivities result in a larger region in which we can prove
a quantum advantage. Further, as ǫdif increases, the region in
which we can prove quantum advantage narrows (in terms of
the allowed values of ǫav).
The condition for the inequality in Eq. (45) to hold
takes a simple form for additive noise channels. We again
reparametrize in terms of νav and νdif . We can then write
the condition purely in terms of νav. Thus, we find that for
a sequence of additive noise channels, we will always have a
quantum advantage for some number of probes as long as
νdif >
√
32ν4av − 8ν2av − 8νav − 1 − (4νav + 1)
√
8νav + 1
2
√
2νav
.
(46)
E. Bounds from specific protocols
We can consider specific discrimination protocols; these
can provide benchmarks for both the classical (entanglement-
free) and entangled cases. In the classical case, we have
vacuum input. In this case, the return state is thermal,
therefore a photon counting measurement coupled with the
maximum-likelihood estimation (MLE) gives the Helstrom
performance [32]. In this protocol, we carry out photon count-
ing on each of the return states, and simple derivation shows
FIG. 3. Regions in which we can prove a quantum advantage for
thermal loss channels, as a function of their noise difference ǫdif and
mean noise ǫav, for different values of the transmissivity τ . Note that
the region for a higher value of τ completely contains the region for
any lower value of τ . The minimum value of ǫav for fixed ǫdif is
ǫdif +1
2
,
since neither ǫT nor ǫB can be less than
1
2
.
that the MLE decision rule reduces to choosing the channel
with the maximum/minimum photon count, i.e., we estimate
the target channel to be
arg max
s
Ns, if n̄T > n̄B, (47)
and
arg min
s
Ns, if n̄T < n̄B, (48)
where s is an index labeling the channels in the sequence
and Ns denotes the total number of photons counted from the
return states of channel s (cumulatively, over all M channel
uses).
We can consider a similar protocol involving entanglement,
in the cases of thermal loss and amplifier channels. In these
cases, we can get thermal return states by sending TMSV
states through the channels, carrying out antisqueezing opera-
tions on the return states and then tracing over one of the two
modes. For each probe sent through one of the channels, we
start by carrying out two-mode squeezing on a pair of vacuum
modes, with squeezing parameter
r0 =
1
2
ln(2a +
√
4a2 − 1). (49)
This results in the TMSV state a, which has an average
photon number per mode of n̄ = a − 1
2
and the CM given by
Eq. (1). The first mode is kept as an idler, while the second
mode is passed through the channel. Each individual channel
output state will then have a CM of the form in Eq. (16);
we then carry out two-mode squeezing on the state, with
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FIG. 4. The setup for a CPF protocol that provides a benchmark
for the general quantum case. In panel (a), we have the protocol for
the thermal loss case and in panel (b), we have the protocol for the
thermal amplifier case. In both cases, we begin by carrying out two-
mode squeezing on a vacuum state, with squeezing parameter r0, as
given in Eq. (49). This is denoted S(r0). We then pass one of the
modes through the channel, denoted C, and then carry out two-mode
squeezing again, this time with squeezing parameter r1. Finally, we
carry out a photon counting measurement (denoted PC) on one of
the modes and trace over the other mode. This process is repeated M
times (where M is the number of probes used) for every channel in
the sequence. Note that in the thermal loss case, the measurement is
carried out on the channel mode, while in the thermal amplifier case,
the measurement is carried out on the idler mode.
squeezing parameter
r1 =
1
2
ln
(
|1 −
√
τ |
1 +
√
τ
)
. (50)
For a thermal loss channel, we discard the idler mode; the
resulting state has the CM
V aret,loss = Disc1
[
S(r1)V
a
out,lossS
T (r1)
]
(51)
=
ν + 2aτ − τ
√
4a2 − 1
|1 − τ |
I, (52)
where S is the two-mode squeezing matrix, given by
S(r) =
(
cosh(r)I sinh(r)Z
sinh(r)Z cosh(r)I
)
, (53)
and where Disc1 indicates that we discard the first (idler)
mode. We can get a return state with the same form for
an amplifier channel by carrying out the same process, but
tracing over the other mode (the mode which passed through
the channel). In other words, we have
V aret,amp = Disc2
[
S(r1)V
a
out,ampS
T (r1)
]
(54)
=
ν + 2aτ − τ
√
4a2 − 1
|1 − τ |
I. (55)
This protocol is illustrated in Fig. 4.
We now note that the CM in Eq. (52) has finite energy, even
in the limit of infinite squeezing (a → ∞). Letting V ∞ret,T (B) be
the asymptotic return state from the target (background) chan-
nel (for either a thermal loss or a thermal amplifier channel),
we find that
V ∞ret,T (B) =
νT (B)
|1 − τ |
I = ǫT (B)I. (56)
Hence, we can get thermal return states even in the case of
infinite entanglement. Note that these are the same return
states we would get in the classical case if the channels had a
transmissivity of 0. Note too that we cannot enact this protocol
in the additive noise case, since our expression in Eq. (50) for
the squeezing parameter r1 diverges as τ → 1. We can then
carry out photon counting measurements on the return states
and estimate the target channel using the MLE.
We now calculate the success probability of the MLE. The
probability that a thermal mode with average photon number
n̄ is measured to have k photons is given by
Pn̄(k) =
n̄k
(n̄ + 1)k+1
. (57)
We then calculate the probability that M thermal modes, with
the same average photon number of n̄, are measured to have a
total of k photons, by replacing the thermal distribution with
a sum of independent and identically distributed (iid) thermal
distributions. We find that this probability is given by
Pn̄,M (k) =
(
k + M − 1
k
)
( n̄
1 + n̄
)k
(
1
1 + n̄
)M
, (58)
where the binomial coefficient accounts for the different ways
in which the photons can be distributed across the measured
modes. From this we can calculate the probability that the M
modes are measured to have fewer than nc photons in total:
prn̄,M (count < nc) =
nc−1
∑
k=0
Pn̄,M (k). (59)
Let us first consider the case in which n̄T > n̄B. In this case
the MLE gives the correct answer when all of the background
channels have return states that are measured to have fewer
photons than those of the target channel. We must also con-
sider the possibility that the return states of one or more of the
background channels are measured to have the same number
of photons as the return states of the target channel (but not
more). In this case, we choose randomly between the channels
that gave the highest photon counts. This gives a total success
probability (for the entangled case) of
pMLEsucc,n̄T >n̄B =
m
∑
c=1
1
c
∞
∑
nc=0
[
prn̄B,M (count < nc)
]m−c
× Pn̄T ,M (nc)
(
m − 1
c − 1
)
(Pn̄B,M (nc))
c−1. (60)
Here, index c is the number of channels with the same pho-
ton count (hence, the c = 1 is the case in which all of the
background channels give a lower photon count than the target
channel). The factor of 1
c
comes from the random choice when
multiple channels give the same photon count. Note that in the
case of nc = 0, the only nonzero contribution is in the case
c = m, corresponding to a photon count of 0 for the target and
all of the background channels. If this occurs, then there is a
1
m
chance of the correct channel being randomly guessed to be
the target channel. In this case, we define
prn̄B,M (count < 0)
0 = 1. (61)
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FIG. 5. Error probability in decibels (dB), 10 log10(perr ), as a
function of the number of the probes per pixel, for a thermal imaging
task in which a sequence of m = 9 pixels, each of area 4000 μm2, is
probed using microwaves (with wavelength 1 mm). The transmis-
sivity of each pixel is 0.99 and the goal is finding the one pixel
at temperature 247.56 K (−25.59◦C, ǫT = 21) in a background of
pixels at temperature 272.76 K (−0.39◦C, ǫB = 23.2). Lower and
upper bounds on the error probability are given for general quantum
protocols (labelled “quantum LB” and “quantum UB”) and a lower
bound on the error is given for classical protocols (labelled “classi-
cal LB”), for differing numbers of states sent through the channels
(probes). Benchmarks based on the MLE are also shown for both the
quantum and the classical cases (labelled “quantum MLE” and “clas-
sical MLE”). For the quantum upper bound, we use the expression in
Eq. (29). For a large number of probes (in this case, greater than or
equal to 1854), the upper bound on the error of quantum protocols
is smaller than the lower bound on the error of classical protocols,
proving we have a quantum advantage (in the darker shaded area).
However, a much smaller number of probes (396) is required for the
bound based on the MLE in the quantum case to beat the classical
lower bound, and hence we are able to show a quantum advantage for
any number of probes greater than 395 (in the lighter shaded area).
Extension to the case in which n̄T < n̄B can be done triv-
ially, by writing
prn̄,M (count > nc) = 1 − prn̄,M (count < nc + 1). (62)
Then we have a success probability of
pMLEsucc,n̄T <n̄B =
m
∑
c=1
1
c
∞
∑
nc=0
[
prn̄B,M (count > nc)
]m−c
× Pn̄T ,M (nc)
(
m − 1
c − 1
)
[Pn̄B,M (nc)]
c−1. (63)
In both cases, the error probability is given by
pMLEerr = 1 − p
MLE
succ . (64)
Note that for the classical MLE error probabilities, we sim-
ply substitute n̄T (B) with the average photon numbers of the
classical return states, i.e., n̄T (B)|1 − τ |.
This quantity can be easily numerically calculated. Using
this semianalytic benchmark, we can show a quantum advan-
tage with a lower value of M than is required for the condition
in Eq. (44) to be met. This is demonstrated in Fig. 5. It is
also useful as it is based on a protocol that can be easily
implemented.
The scaling of the MLE error with the number of sub-
systems is of interest. We can upper bound the error in the
case of m subsystems in terms of the success probability for
2 subsystems, which we will call pMLEsucc,2. The error probability
for m subsystems then obeys the inequality
pMLEerr,m  1 −
(
pMLEsucc,2
)m−1 = 1 −
(
1 − pMLEerr,2
)m−1
, (65)
since the target channel having a higher photon count than
one background channel cannot decrease the probability that
it will have a higher photon count than a different background
channel. In fact, this bound is an overestimate for any m > 2,
since the conditional probability that the target channel has
a higher photon count than one background channel, given
that it has a higher photon count than a different background
channel, is more than pMLEsucc,2. This can be understood by
considering the iid outcomes of three (six-sided) dice rolls
denoted a, b and c. The probability that a > b is the same
as the probability that a > c and is equal to 5
12
; however, the
probability that a > c given that a > b is more than 5
12
, since
the condition makes it less likely that a is a small number and
more likely that a is a large number. Expanding the inequality
in Eq. (65) to the first order in pMLEerr,2 , we get
pMLEerr,m  (m − 1)p
MLE
err,2 . (66)
This inequality is strict for m > 2. This means that the MLE
error scales more slowly with m than the upper bound in
Eq. (14), which is based on the PGM. However, for some sets
of channel parameters, the upper bound in Eq. (66) can be
close to the actual value of pMLEerr,m.
It is also of note that, while the bounds based on the fidelity
are symmetric under the exchange of νT and νB, the MLE
bound is not (for more than two subsystems). Thus, using
this protocol in one of our applications, we may achieve a
different error probability for finding a single cold pixel in
a hot background than for finding a single hot pixel in a cold
background.
F. Applications of the bounds
Let us consider some physical applications of these
bounds. One possible scenario in which one may need to
discriminate between various channels with the same trans-
missivity is thermal imaging. The sequence of channels could
represent a sequence of pixels that is being probed with mi-
crowave or infrared radiation, where we know that one pixel
is hotter (or colder) than its surroundings and want to know its
location. Alternatively, we could be imaging a surface with a
microscope and want to find the frequency at which a source
on the surface is emitting radiation. The different channels
would then represent different frequencies. These tasks can
both be modelled as a CPF task over a sequence of thermal
loss channels with the same transmissivity.
In Fig. 5, we consider an imaging task, in which a colder
pixel must be located from a sequence of 9 pixels, each of
which has an area, A, of 4000 μm2. We consider a case in
which imaging is carried out in the microwave range (with
a wavelength of 1 mm), with high transmissivity, a back-
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ground temperature of ∼ − 0.39 ◦C and a target temperature
of ∼−25.59◦C. We assume that our detectors are very close
to the pixels and that our imaging pulses have a time duration,
t , of 100 ns. We also assume that the pulses are transform-
limited and so set the bandwidth of detection to 2.5 MHz.
This is in line with the fact that a transform-limited pulse has a
time-bandwidth product (in terms of the variances) of 1
4
[33].
We find the mean photon numbers by calculating the
induced noise, which is independent of the transmissivity.
Planck’s law states that the spectral radiance of a black body,
at a frequency f , is given by
R( f , T ) =
2h f 3
c2(e
h f
kT − 1)
, (67)
where c is the speed of light, h is Planck’s constant, k is the
Boltzmann constant, and T is the temperature of the pixel. By
dividing R by h f , we obtain the number of photons emitted
per unit time, per unit area of the pixel into an infinitesimal
frequency range and into a unit solid angle. We must then
integrate R
h f
over the bandwidth of the detector and multiply
it by the duration of the imaging pulse, t , the solid angle over
which the detector collects photons, , and the area of the
pixels, A, to obtain the induced noise, ν. We therefore write
νB/T = At
∫ fmax
fmin
2 f 2
c2(e
h f
kTB/T − 1)
df , (68)
where TB/T is the temperature of the background/target pixel
and fmin/max is the minimum/maximum frequency in our
frequency range. We set  = 2π (i.e., we assume that the
detector collects all light emitted in one hemisphere normal
to the surface of the pixel). This is justified by our assumption
that the detector is close to the pixels. If the detector were
further away, then we could adjust  accordingly (and may
have to reduce the transmissivity, τ ). Dividing νB and νT by
|1 − τ | gives the values of ǫB and ǫT , respectively.
Note that, for the bounds based on fidelity, swapping ǫT
and ǫB does not affect the calculations, so these would be
the same if the task were to find a target pixel at temperature
−0.39◦C in a background of pixels at −25.59◦C. This is not
the case for the benchmark based on the MLE. From Fig. 5, we
see that we can prove a quantum advantage for a large number
of channel uses (probes). We also see that the (quantum)
MLE bound enables us to show a quantum advantage at a
much lower value of M than the fidelity-based quantum upper
bound.
Before considering the next example, it is also worth noting
that it is likely that the classical lower bound (blue dashed) in
Fig. 5 is not tight, since we see a gap between it and the clas-
sical MLE performance (green dashed). Therefore quantum
advantage is likely to hold for any number of probes, since
we see that the quantum MLE (green solid) beats the classical
MLE (green dashed) for any number of probes. A future study
might be able to prove such a quantum advantage.
Another scenario in which one may wish to discriminate
between thermal loss channels with different noises could
arise in quantum communications. One may know that one
of a sequence of communications lines has a higher excess
noise than the others, perhaps due to the presence of an
quantum LB
quantum MLE
quantum UB
classical LB
classical MLE
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FIG. 6. Error probability in decibels versus number of probes per
communication line for the problem of eavesdropper localization. We
consider a transmissivity of 0.1, corresponding to a loss of 10 dB.
The background channels have an excess noise of 0.01, while the
channel with the eavesdropper has an excess noise of 0.1. Lower and
upper bounds on the error probability are given for general quantum
protocols (labelled “quantum LB” and “quantum UB”) and a lower
bound on the error is given for classical protocols (labelled “classical
LB”). Benchmarks based on the MLE are shown for both the quan-
tum and the classical cases (labelled “quantum MLE” and “classical
MLE”). In this case, the quantum upper bound never goes below
the classical upper bound, so we are not able to prove a quantum
advantage.
eavesdropper, and may wish to localize the eavesdropper by
finding the channel with the higher excess noise.
This scenario is illustrated in Fig. 6, where we consider
transmission over communication lines with a loss of 10 dB.
Excess noise is expressed in dimensionless shot noise units
and is defined in terms of the transmissivity and the thermal
number of the channel as ǫ = τ−1(1 − τ )n̄ [34]. We consider
background excess noises of 0.01 and an excess noise for the
eavesdropper of 0.1. In this case, we cannot prove a quantum
advantage, although the quantum lower bound is lower than
the classical lower bound. This is in accordance with the fact
that we cannot meet the condition in Eq. (45) with any channel
ensemble that has τ  1
2
. The quantum MLE benchmark is
also lower than the classical MLE benchmark, but does not
go below the classical lower bound. This is again likely to be
caused by the classical lower bound not being tight.
Another possibility is that we could have a multimode
cable with multiple frequency channels and wish to find a
channel with lower noise than the others. This is another
case of discrimination between a sequence of thermal loss
channels with different noises. If the transmissivity is high
enough (for instance, for a short-range cable), then we could
potentially also model this scenario as a sequence of additive
noise channels.
Figure 7 illustrates this situation. We consider a sequence
of 100 additive noise channels and want to find the channel
with the lower induced noise. The background channels have
an induced noise of 0.03 and the target channel has an induced
noise of 0.01. We can show a quantum advantage for a number
of probes greater than or equal to 20. Note that, while we can
provide a classical benchmark based on the MLE, we cannot
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FIG. 7. Error probability in decibels versus number of probes
per channel for the problem of additive noise localization. We want
to find the channel with the lower induced noise from a sequence
of 100 additive-noise channels. The background channels have an
induced noise of 0.03, while the target channel has an induced
noise of 0.01. Lower and upper bounds on the error probability are
given for general quantum protocols (labelled “quantum LB” and
“quantum UB”) and a lower bound on the error is given for classical
protocols (labelled “classical LB”). The benchmark based on the
MLE is shown for the classical case (labelled “classical MLE”). For
a number of probes greater than or equal to 20, the upper bound on
the error of quantum protocols is smaller than the lower bound on the
error of classical protocols, proving we have a quantum advantage (in
the shaded area).
provide a quantum MLE benchmark in the additive noise case.
This is due to the fact that the squeezing parameter in Eq. (50)
diverges as τ → 1, meaning that the protocol shown in Fig. 4
cannot be enacted in the additive noise case.
III. CONCLUSION
In this work we have considered the problem of channel-
position finding with a passive signature, where the aim is
to localize a target channel in a sequence of background
channels with the same transmissivity/gain but a different
induced noise. The problem can therefore be seen as a prob-
lem of environment localization. We have considered this
model in the setting of bosonic systems, considering such a
localization with phase-insensitive Gaussian channels, such
as thermal-loss channels (with the same transmissivity but
different thermal noise), noisy quantum amplifiers (with the
same gain but different thermal noise), and additive noise
channels (with different added noise).
Using channel simulation and protocol stretching, we have
determined upper and lower bounds for the optimal error
probability for environment localization. These bounds hold
for the most general, adaptive, multiary quantum discrimi-
nation protocols. By comparison with a classical benchmark,
associated with the optimal performance achievable by coher-
ent states, we have determined the mathematical conditions to
prove a quantum advantage. If these conditions on the noise
parameters are satisfied, then it is guaranteed that quantum
advantage is achieved after a certain number of probes/uses.
Furthermore, we have also designed an explicit protocol
using TMSV states and a receiver based on photon counting
and the maximum-likelihood estimation that allows us to beat
the classical benchmark, in some cases after a smaller number
of probes than the general quantum bound. Finally, we applied
our study to some examples that are connected with ther-
mal imaging and eavesdropper and additive-noise localization
in different communication lines or among a sequence of
frequencies. In conditions of low loss, we showed quantum
advantage in various cases.
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APPENDIX: BEHAVIOR OF THE CLASSICAL FIDELITY
FUNCTION
We now prove the statement in Sec. II D that F classloss/amp →
F∞loss/amp as τ → 0. Substituting τ = 0 into Eq. (37), we get
F classloss/amp(0, ǫT , ǫB) =
√
γ0 + δ0 +
√
γ0 − δ0
δ0
, (A1)
γ0 = 4ǫT ǫB + 1, (A2)
δ0 = 2(ǫT + ǫT ). (A3)
Rearranging, we get
F classloss/amp(0, ǫT , ǫB) =
√
2γ0 + 2
√
γ 20 − δ20
δ0
, (A4)
and then, using
√
γ0 ± δ0 =
√
(2ǫT ± 1)(2ǫB ± 1), (A5)
we get
√
γ 20 − δ20 =
√
(
4ǫ2T − 1
)(
4ǫ2B − 1
)
. (A6)
Thus, we have
F class,τ=0loss/amp =
√
4ǫT ǫB + 1 +
√
(
4ǫ2T − 1
)(
4ǫ2B − 1
)
√
2(ǫT + ǫB)
(A7)
= F∞loss/amp. (A8)
The proofs that dF
dτ
is positive semidefinite in the range 0 
τ < 1, that dF
dτ
is negative semidefinite in the range τ > 1,
and that (F
class )2
F∞
 1 for τ = 1
2
are given in the supplementary
Mathematica files [35].
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