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ABSTRACT
The continuous random network (CRN) model of network glasses is widely
accepted as a model for materials such as vitreous silica and amorphous silicon.
Although it has been more than eighty years since the proposal of the CRN,
there has not been conclusive experimental evidence of the structure of glasses
and amorphous materials. This has now changed with the advent of two-
dimensional amorphous materials. Now, not only the distribution of rings
but the actual atomic ring structure can be imaged in real space, allowing for
greater charicterization of these types of networks. This dissertation reports
the first work done on the modelling of amorphous graphene and vitreous silica
bilayers. Models of amorphous graphene have been created using a Monte
Carlo bond-switching method and MD method. Vitreous silica bilayers have
been constructed using models of amorphous graphene and the ring statistics
of silica bilayers has been studied.
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Chapter 1
BACKGROUND OF AMORPHOUS MATERIALS
1.1 Introduction to Amorphous Materials
Since the beginning of human civilization man has used amorphous mate-
rials, the first tools being made of wood and bones. Subsequently, there was
a shift toward simple materials during the stone, copper and bronze ages[11].
Now, man has returned to complex materials of their own design. Vitreous sil-
ica, ubiquitous in modern life, is found in all window glass. Amorphous silicon
is used in designing photo-voltaic cells. Binary materials such as graphite-
boron are used in modern sporting equipment. There are also interesting fun-
damental physics–structural, vibrational and electronic properties–to be stud-
ied in amorphous materials, but the development of a theory of amorphous
materials has been slow compared to its crystalline counterpart. Originally,
amorphous or complex materials were eschewed for crystalline materials–the
stone, cooper and bronze ages. In crystalline materials, only knowledge of
the unit cell, the basic unit, and the periodicity of the material is needed to
fully specify the structure. This essential feature of crystalline materials allows
them to be amenable to analytical theories. However, amorphous materials
have been studied due to advances in experimental capabilities, high perfor-
mance computing and a new demand for knowledge of amorphous materials.
A fundamental question that has been asked for the past eighty years is
what is the structure of an amorphous material? There has been strong but
not conclusive evidence supporting various models. Now, with the advent
1
of two-dimensional amorphous materials, imaging removes all doubt about
the structure. This thesis will describe theoretical studies in the modeling of
amorphous graphene and vitreous silica bilayers, two archetypal amorphous
materials.
In this chapter, the analysis of amorphous materials will be reviewed fo-
cusing on structural and topological properties. Then a brief overview of
experimental methods will be given. Finally, a review of theoretical models of
amorphous materials will be given with emphasis on the continuous random
network model. Other similar introductions can be found from the following
sources [11, 1, 12, 13, 14]. Chapter two will describe work on creating an
amorphous graphene model through a Monte Carlo bond switching method
and Molecular Dynamics method. Chapter three will describe a density func-
tional study of amorphous graphene. Chapter four will present work on the
modeling of vitreous silica bilayers. Chapter five will present work on the ring
statistics of silica bilayers.
1.2 Analysis
Disorder and randomness can occur in several different forms, topologi-
cal, spin, substitutional and vibrational, (Figure 1.1 ). Disorder, itself, is not
a unique property; it must be compared to some standard. For topological
disorder that standard is the perfect crystalline solid. A perfect crystal, i.e.,
no disorder, is a structure in which the constituent atoms are in a transla-
tional periodic structure that can be repeated ad infinitum. A perfect crystal
is an idealization; all crystals have some vibrational disorder due to the mo-
tion of atoms about their equilibrium positions. There does exist a special
class of materials that are periodic but lack translational symmetry known as
2
quasi-crystals. There is also spin disorder in which the spin of the constituent
atoms are randomly oriented. Another type of disorder is substitutional dis-
order in which one type of atom is randomly substituted for another in a
crystalline lattice; these alloys are of great importance in society[15]. The fi-
nal type of disorder and the topic of this dissertation is topological disorder.
Topological (geometrical) disorder is a disorder in which a structure has no
translational periodicity. There are varying degrees of topological disorder. A
liquid, for instance, will only have short-range order due to short-range inter-
actions between the constituent atoms. Glasses and amorphous materials will
have short-range order due to the short-range interactions and medium-range
order due to correlations in bond angles and ring statistics. A perfect crystal
will have short, medium and long-range order due to the periodicity of the
structure.
The purpose of structural analysis is to relate the structure of a material,
the atomic coordinates, to its emergent properties. This then allows for the
design or improvement of materials with specific properties. In crystalline
materials this is relatively straightforward. A material will have typically
3 · 1023 degrees of freedom. To specify these degrees of freedom, knowledge of
the unit cell, the lattice symmetry and Braggs law are all that is necessary.
A topologically disordered system does not have any symmetry that can be
exploited by Bragg’s law. In fact, there is no unique set of atomic coordinates;
there are, instead, many configurations separated by small energy barriers.
In this case, it is obvious that knowledge of all the positions of the atoms
is superfluous; if there is no long-range order in the system, the properties
cannot depend on the absolute position of the atoms. Instead, the short-range
order and corresponding short range interactions govern the relevant physics
3
Figure 1.1: Illustrations of various types of disorder. (a) topological, (b)
spin, (c) substitutional and (d) vibrational.(Reproduced from [1])
of interest. The short-range order of a material can be quantified through the
use of correlation functions.
1.3 Correlation Functions
In order to characterize the structure and short-range order of an amor-
phous solid, relative atomic positions can be described by the set of inter-
atomic distances rij, where i and j are denote individual sites. The quantity
of interest being the inter-atomic distance to have an interaction. The distri-
bution of inter-atomic distances, assuming an isotropic sample, is then given
4
by the atomic pair density function (pdf),
ρ(r) = ρog(r) =
1
4pir2
∑
i,j
δ(r − rij) (1.1)
and g(r) is the pair distribution function, the two dimensional equivalent is
ρ(r) = ρog(r) =
1
2pir
∑
i,j
δ(r − rij) (1.2)
where ρo is the number density in a system of N atoms. If the density is
divided out, the pdf can be thought of as the conditional probability to find
another atom j at distance, rij, given there is an atom at the origin. The pdf
is calculated over all atoms as shown forming a quasi-continuous function with
peaks at rij = ri−rj , separating the ith and jth atoms, as shown in Figure 1.2
for a model of amorphous graphene created using two different inter-atomic
potentials, the Tersoff and Keating potentials will be subsequently defined in
Chapter 2. The pdf oscillates, providing information on correlations between
atoms about the density of the materials and contains important information
about the local structure. As Figure 1.2 shows, ρo is 0 below a certain value
of r due to the minimum distance atoms can be from one another. The first
peak corresponds to the nearest-neighbor peak and gives information on the
near-neighbor bond distance. The second peak corresponds to the next-nearest
neighbor peak. The pdf then asymptotically converges to the average density
of the structure, when the prefactor is divided out. Additionally, the near-
neighbor coordination can be found by integrating over the radial distribution
function in two dimensions:
z =
∫
first peak
g(r)2pirdr (1.3)
The first peak of a radial distribution function gives an average of the nearest
neighbor bond length, the width of the peak is due to the bond distribution.
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The second peak is due to correlations in the next nearest neighbor position
and the position of the two peaks can give the average bond angle,
θ = 2 arcsin
r2
2r1
; (1.4)
the second order peak will generally be broader due to a larger distribution
of bond angles and the contribution of higher order correlations. Higher or-
der correlations increase for increasing r, making it impossible to interpret
higher order peaks. It should be emphasized that the pair distribution func-
tion method averages multiple (two or three) dimensions into one dimension;
as a result, there is insufficient information to fully reproduce the structure of
a material. One can infer the three (two) dimensional structure of a material
by constructing a model with a corresponding radial distribution function–a
necessary but not sufficient condition for modeling an amorphous system–the
others being agreement with electronic, vibrations and thermal properties.
The pair distribution function can be tied to diffraction experiments through
Fourier analysis. Diffraction experiments measure the diffracted intensity as
a function of momentum transfer of the scattering particle, Q = kinit − kfinal,
between the initial and scattered wave vectors. The intensity data can then
be transformed, depending on the experimental method, into a total scatter-
ing function, S(Q). The total scattering function contains information on the
Bragg Peaks and diffuse elastic scattering, assuming the sample is isotropic.
In standard crystallographic analysis the structure is determined solely by the
Bragg peaks; in cases of large disorder this is no longer possible. The diffuse
elastic scattering provides information on the local structure of the material,
and has been used to study liquids, glasses and amorphous materials. The
structure factor and the reduced pair distribution function form a Fourier
6
transform pair. In three dimensions this relationship is
G(r) = 4pirρo(g(r)− 1) = 2
pi
∫ ∞
0
Q[S(Q)− 1] sin(Qr)dQ (1.5)
This relationship between the pair distribution function and total scattering
function was first published in 1927[16]. The corresponding two dimensional
relationship is
G(r) = 2pi
√
rρo(g(r)− 1) = 2
pi
∫ ∞
0
Q[S(Q)− 1]Jo(Qr)dQ, (1.6)
where Jo(Qr) is the 0-th order Bessel function. Here, we have introduced a
new function, G(r), the reduced structure factor. This function is directly
obtained from the Fourier transform of the structure factor. Also, the density
of a material can be directly read from the reduced structure factor, as shown
in Figure 1.3, the reduced pair distribution function of amorphous graphene,
a-G, constructed using two different inter-atomic potentials.
The development of pair correlation function analysis has been slow and
was spurred on by the development of high performance computing and access
to better experimental facilities. To my knowledge the first known use of pair
distribution function analysis was employed for the study of liquid mercury[17].
One of the major hurdles in pair distribution function analysis was manually
Fourier transforming data using Beevers-Lipson strips. (The interested reader
can find an account of how this was laboriously done in[18] and gain a newfound
appreciation of the Fast Fourier Transform (FFT)[19].) Nonetheless, there
were still studies using pair distribution function analysis, most notable by
Betram Eugene Warren for whom the B.Warren award for crystallography is
named[20, 21]. A second hurdle is the termination[22] of the Fourier transform,
2pi
Qmax
which has been solved through better experimental sources, synchrotron
7
X-ray and spallation neutron sources that produce smaller wavelength X-rays
and neutrons.
Figure 1.2: The radial distribution function of amorphous graphene modeled
with the Tersoff and Keating potentials contains information about the local
structure[2].
1.4 Topological Properties
Two dimensional networks are ubiquitous, ranging from major geologi-
cal structures, Fingal’s Cave, the Giant’s Causeway [23], dried rock beds,
to administrative districts in France[24] to a new class of two-dimensional
amorphous materials. The analysis of these two-dimensional networks can be
applied to two-dimensional amorphous materials, leading to a deeper under-
standing of amorphous network formation.
In two dimensions structures can be abstracted as vertices connected by
edges, which form rings. The coordination number is the number of edges con-
8
Figure 1.3: The reduced pair distribution function of amorphous graphene[2].
nected to a given vertex. A topologically stable structure is one in which the
topological properties are unchanged under deformation. In physics, we typ-
ically look for conservation laws (e.g. conservation of energy or momentum).
Topologically stable networks obey Euler’s Theorem:
F − E + V = λ, (1.7)
where F is the number of faces or rings, E is the number of edges, V is the
number of vertices and λ is a topologically invariant quantity of the space,
meaning the relationship between rings, vertices and edges is not completely
random. Under periodic boundary conditions, λ = 0 and in all cases is of order
one. Firstly, we can see for a two-dimensional network where all vertices are
three-fold coordinated the average ring size is six. An edge links two vertices
and each vertex is three-fold coordinated, i.e., twice the number of edges equals
9
three times the number of vertices,
2E = 3V (1.8)
When each ring is counted, every edge is double counted,∑
n
nFn = 2E = 3V, (1.9)
where n is the number of sides of a n-sided ring.Using Euler’s theorem to sum
up the faces we find,
F = E − V = V
2
. (1.10)
This leads us to find that the average ring size in a network is six for a threefold
coordinated network,
< n >=
∑
n
nFn
F
= 6. (1.11)
Networks can also be characterized by the moments of a distribution function
of ring sizes:
µk =
∑
n
(n− 6)kp(n), (1.12)
where µ0 = 1, a statement of the conservation of probability, µ1 = 0, µ2 is
the deviation from six-fold rings, the width of the distribution and µ3 gives
information on the asymmetry of the distribution.
1.5 Aboav and Lewis Laws
The Aboav(Figure 1.4) and Lewis functions are linear relationships between
the average ring size around a n-sided ring and the average area of a n-sided
ring. Typically, smaller rings will be surrounded by larger rings and vice-versa.
Aboav [3] found empirically, through the study of soap cell networks (Figure
1.5), the following relation:
mn = 5 +
8
n
, (1.13)
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where mn is the average ring size around a ring with n sides. Denis Weaire
[25] then added the following sum rule to Aboav’s law:
∑
n
mnnp(n) = µ2 + 36 =< n
2 > . (1.14)
Which lead to a modification of Aboav’s Law,
mn = 5(
6 + µ2
n
). (1.15)
This then leads to the general form
mn = 6− a+ bµ2
6
+
6a+ (1− b)µ2
n
. (1.16)
The empirically found form has b = 0 and a is a fitting parameter charactering
the type of network being studies.
mn = 6− a+ 6a+ µ2
n
(1.17)
Figure 1.4: Graph of the Aboav function characterizing soap cell net-
works.(Reproduced from [3])
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Figure 1.5: A soap cell network analyzed by Aboav of find his eponymous
law. (Reproduced from [3])
Lewis’s Law is an empirically found law that states the mean area of a
ring will increase linearly with increasing ring size[4]. The law was empirically
found by F.T. Lewis, a botanist, who first showed the relationship in the rings
of a cucumber skin, Figure 1.6. The derivation is as follows. Consider a ring
with r sides. The number of rings is nr and the average area of an r-sided ring
is Ar. The total area is then
A =
∑
r
Arnr (1.18)
and the total number of rings is
Nrings =
∑
r
nr. (1.19)
Each vertex is a part of three rings, making the total number of vertices
Nvertices =
1
3
∑
r
rnr. (1.20)
The are/vertex is then
a =
(
∑
r Arnr)
(1
3
∑
r rnr)
. (1.21)
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Noting from Euler’s theorem
2
∑
r
nr =
1
3
∑
r
rnr (1.22)
the alternative form of the area can be written as
a =
(
∑
r Arnr)
(2
∑
r nr)
. (1.23)
Defining the ring probabilities as
pr =
nr∑
r nr
(1.24)
so that the area/vertex can be written as
Ar = A
(r − ro)
(6− ro) (1.25)
where A is from the normalization and ro is a fitting parameter. We have
proposed a more accurate alternative to Lewis’s law for structures made up of
unit bond length that is presented in Chapter 5.
Figure 1.6: A cucumber skin network use to find Lewis’s Law, a linear
relationship between the area and the number of sides of a ring. (Reproduced
from [4])
These laws have been found to describe systems ranging from polycrystalline[26]
to galactic-scale bubbles near a supernova[27].
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1.6 Experimental Methods
Experimental methods for studying amorphous materials include X-ray
diffraction, neutron scattering and electron microscopy. Information about
the local atomic structure can be obtained by bombarding a sample with a
diffraction probe—photons, neutrons or electrons—and measuring the result-
ing interference pattern from the diffractive scattering information.
At the time of the writing of this dissertation, the 100th anniversary of
the awarding of the Nobel Prize for X-ray crystallography to William Bragg
is quickly approaching. X-rays are photons that lie between gamma rays and
ultraviolet rays with wavelengths from 0.01 to 10 nm. X-rays can be produced
in the laboratory or large-scale synchrotron sources. Typically in a laboratory,
a metal target (e.g., copper) is bombarded with high-energy electrons. This
then ejects core electrons from the material. The electron-hole recombination
from higher electron levels produces x-rays with a well defined wavelength. In
a synchrotron source, x-rays are radiation produced by high-energy charged
particles that are made to circulate in a magnetic field. x-rays are scattered
by the electrons of a materials. The high energy, small wavelength x-rays
lead to the acquisition of data at high Q and solves the problem of Fourier
transform ripples in converting from structure factor data to pair distribution
function data. To obtain the total structure factor the electron form factor
must be removed. At this point, the structure can be inferred through com-
puter modeling from the data in reciprocal space or Fourier transformed into
a pair distribution function.
Neutrons obey the same scattering theory for x-rays and have a wavelength
on the order of the atomic scale. A neutron will obey wave-particle duality
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and subsequently have a de Broglie wavelength:
λ =
h
p
=
h
mv
=
h√
2mE
(1.26)
There are two types of neutron sources, nuclear fission reactors and spal-
lation sources. In a fission reaction neutrons are ejected from a nucleus and
collisions with a moderator that is thermalized at a specific temperature pro-
duce the proper wavelength neutron. In a spallation source, a proton beam,
typically produced in a synchrotron, bombards a target (e.g., uranium) leading
to a spallation reaction and neutron beam. Neutrons are scattered by nuclei
with the scattering form factor only weakly depending on the neutron wave-
length, making it significantly easier to calculate a structure factor. Another
advantage of using neutron diffraction is how penetrating a neutron is as a
local probe (on the order of 10−2m).
Electrons can also be used for diffraction but are more useful for imaging.
Electrons with wavelengths on the order of an atomic scale are easily produced
in a laboratory setting but the strength of electron-electron scattering make
electrons a poor probe. Electrons are weakly penetrating and inference of bulk
properties cannot be found from electron diffraction. The strength of electrons
lies in imaging. With the recent creation of two-dimensional amorphous mate-
rials, electrons are an integral tool for imaging the ring structure of amorphous
materials.
1.7 Models of Amorphous Materials
The information derived from experimental studies of the micro structure
of amorphous materials, although limited, can be used to create structural
models. These structural models, in turn, can be used to ascertain features of
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the radial distribution function and medium-range order, providing a detailed
understanding of the structure. It should be reiterated that a structural model
is always an idealization of an amorphous structure. Unlike a crystalline solid
with a fixed set of coordinates, an amorphous solid has many possible configu-
rations separated by small energetic barriers. Nevertheless, a structural model
can give considerable insight that could not be found otherwise. This sec-
tion will describe molecular dynamics methods, microcrystalline theory, dense
random packing models, and finally the continuous random network model.
Molecular dynamics methods have been used to study the dynamics in
glass formation. Molecular Dynamics (MD) is a methodology for explicitly
integrating the equation of motions. The cooling rate and the affect of the
preparation history on the structure of the glass have been explored[28].
A model for amorphous glasses and amorphous materials is the nano-
crystalline theory in which the structure is believed to be an inhomogeneous
paracrystalline structure[29, 30].
The dense random packing model can be regarded as the simplest model
of a liquid or amorphous material. A dense random packing model (DRP)
is a packing of spheres (discs) in three (two) dimensions. Although pack-
ing of spheres may seem an esoteric topic, it has been of interest to many
through the ages. Plato and Aristotle first worked on packing problems in an
effort to describe the universe[31]; engineers have to carefully consider where
to place elements on a circuit board for efficient computing; smugglers must
consider how to best pack contraband[32]; and mathematicians often consider
packing in higher order dimensions[33]. In densely packed structures or struc-
tures were there is no overlapping of the constituents, geometric constraints
will impose a local degree of order. This local order is modeled entirely by
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repulsive hard sphere interactions, neglecting any attractive interactions. A
DRP model is appropriate for materials held through non-directional bond-
ing like liquids. Many amorphous materials are quenched from the liquid and
have non-directional bonding making a DRP a natural choice for a structural
model. Consider a set of discs restricted to move in two spatial dimensions.
If we pack the discs in two dimensions, the maximum density packing, the
amount of area covered by the discs, will be a triangular close packing[34, 35].
This is an example of a dense packing with long-range order. In the case
of three dimensional sphere packing there is a conflict between the local and
global packing. Four spheres can be packed together to form a tetrahedron.
At most five tetrahedra can be packed together around a common edge with
a small wedge of 7.4◦ remaining. If the radial and circumfrential bond lengths
are allowed to vary, then the tetrahedron can pack into an icosahedron, the
lowest energy and locally dense structure, but this is not a space filling struc-
ture. If spheres are packed into a face centered cubic lattice (f.c.c.), a space
filling structure, they will have a higher energy[14] compared to a local pack-
ing. Due to this conflict, amorphous materials can be seen as optimizing their
local density rather than their global density. DRP models came about as a
way to understand liquids and later amorphous materials.
The history of the DRP has a long and colorful history. The model was
first conceived by J.D. Bernal(Figure 1.7), coincidently a man who also has
a long and colorful history[31, 5, 36]. Bernal, a polymath, played an impor-
tant role in the development of crystallography, the structure of liquids and
even communism. The DRP model was created as a means to understand the
structure of liquids. At the time liquids were regarded as either dense gases
or disordered crystals. Regarding a liquid as a dense gas allowed for mathe-
17
matical approximations to be used but these theories ultimately failed at the
densities required to describe a liquid[5]. Alternatively, describing a liquid as a
defective crystal allowed for analytical theories, giving values for entropies that
would be too low[37, 38, 13, 39]. Bernal found all these models unsatisfactory
and hypothesized the structure of liquids to have a homogeneous, coherent
and essentially irregular assemblages of molecules containing no crystalline
regions[5]. To this end, Bernal began work on a phenomenological model for
liquids. A model would have to reproduce the proper density, coordination,
variability and its pair distribution function. He had earlier tried to describe
liquids through their coordination[40]. As a first go, Bernal took the radial
distribution function of a simple liquid and found the distances between neigh-
boring atoms and of the frequencies of their occurrence to produce a ball and
spoke model, Figure 1.7[41].
As computing was in its infancy at the time, it was common to resort to
hand-built models. This model was consistent with a diffraction pattern of a
liquid as it was derived from the pair distribution function, but the density
was 10% less than that of a regular packing. This ball and spoke model or
bond equalized model led to the concept of an ideal structure of a liquid. It
is after the ball and spoke model that Bernal retreated to a model of densely
packed spheres. The model, constructed by the intrepid graduate student
John Finney, consisted of taking 5000 steel ball bearings, shaking down and
compressing the mass of bearings with rubber bands. The mass was then fixed
by pouring black paint and allowing it to dry, Figure 1.8. The RDF of this
model was then compared to that of liquid argon and found to have good
agreement.
The largest hand-built model of DRPs was created by Finney and consisted
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Figure 1.7: J.D. Bernal with his ball and spoke model. (Reproduced from[5])
of approximately 7934 spheres[42], Figure 1.8. The model’s packing density
was found to be 0.6366± 0.0004 and supported by a separate measurement of
David Scott of 0.637[43]. Computer simulations of DRPs by Bennett[44] also
confirmed the maximum packing density of 0.6366. This model was soon after
applied to amorphous metals.
From Figure 1.9, the pair distribution function, calculated from the DRP,
is in good agreement with measured pair distribution functions of metallic
glasses[45]. From Figure 8, we can see all the peaks coincide with the experi-
mental data of Ni and P, which have effectively the same atomic radius. The
RDF also captures the split second peak seen for all metallic glasses. This is
due to there being two nearest neighbor distances. The first is twice the diam-
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Figure 1.8: A piece of Finney’s DRP model of steel ball bearings. (Repro-
duced from[5])
eters of two spheres touching; the second is due to two spheres on a line that
is orthogonal to the two touching spheres, forming a cross. The difference in
the heights of the split second peaks between the theoretical and experimental
peaks are due to attractive interactions that are not captured in the model.
As DRP models are good models for amorphous material without directional
bonding, we must turn to the continuous random network model (CRNs) to
describe strongly covalent networks.
The origin of the CRN and random network hypothesis is attributed to
the seminal paper by Zachariasen(Figure 1.10),“The Atomic Arrangement of
Glas“[7], though the concept of a disordered array of atoms was proposed
five years prior in a paper by Rosenhain[46] and the actual term random
network hypothesis was introduced by B. E. Warren the following year[47].
Zachariasen’s paper is well known for a sketch of a two-dimensional A2O3
vitreous network and the requirements of a network to be relatively strain free.
The name Continuous Random Network is a slight misnomer, though. The
CRN is continuous as there are no dangling bonds; it is not completely random.
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Figure 1.9: Plot of the pair distribution function versus distance r of densely
packed spheres (histogram) and experimentally measured RDF of Ni-P (broken
line). (Reproduced from[6])
Instead, the structure maintains proper local chemistry with full coordination
and a medium range order is imposed by the conditions needed for steric
hindrance and ring closure; the disorder comes from varying the bond lengths
of the structure. In the 1960s, the question was asked whether it is possible to
generate a three-dimensional arrangement of atoms that are consistent with
random network theory and diffraction data leading to structural modeling.
Hand-built structural models were created to verify whether a three dimen-
sional model would be consistent with both the random network hypothesis
and diffraction data. In 1966, Bell and Dean constructed a three-dimensional
model of vitreous silica (Figure 1.11) using polystyrene spheres for the atoms
and steel wire for the bonds[48, 49]. This model has perfect coordination,
four neighbors for silicon and two for oxygen, constant bond lengths, no dan-
gling bonds, no long range order and the Si-O-Si angles have an average angle
of about 150 degrees with a 15-20 degree deviation. The model contained
188 tetrahedral units and 614 atoms in total. The construction of the model
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Figure 1.10: Zachariasen’s Model of a two-dimensional glass from his original
paper (two oxygens on the right have been left out). The oxygens are the clear
cirles. (Reproduced from [7])
showed that a three-dimensional random network was possible. As computing
became more readily available, model-builders would go through the tedium
of measuring each coordinate and then relax the structure via an inter-atomic
potential. The advantages of computer relaxation are the coordinates need
not be measured to a high degree of accuracy and any anisotropy due to grav-
ity is removed. The relaxation procedure works by fixing the topology of the
structure and making geometrical adjustments to find a minimum in the po-
tential energy surface[50]. The next step is to verify the structure with existing
diffraction data.
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Figure 1.11: Reproduction of the original Bell and Dean model of vitreous
silica. (Reproduced from[8])
In Figure 1.12, comparing the radial distribution of the relaxed Bell and
Dean model with that of the experimental data of Mozzi and Warren[51] it
can been see the first three peaks are in the proper place, a feature of any
network of corner sharing tetrahedra. The more interesting feature is the fact
the model reproduces the experimental curve to 8 angstroms capturing the
intermediate-range order.
The random network was later extended to describing amorphous network
solids in addition to network glasses. Amorphous silicon (a-Si) and amorphous
germanium (a-Ge) are considered to be the canonical single-component three
dimensional amorphous materials. The first hand-built model (Figure 1.13)
of these was created by Polk in 1971[9] and later extended and relaxed by
Steinhardt and Polk[52]. This was a fully coordinated network, each atom has
four neighbors, with a 0.8% deviation in bond lengths and rms deviation of
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Figure 1.12: Comparison of the pair distribution function of a relaxed Bell
and Dean model[49] of vitreous silica (red curve) and X-ray diffraction data
(blue). The X-ray distribution data of Mozzi and Warren has been Fourier
transformed to simulate earlier (1936)[51] Radial Distribution Function. (Re-
produced from [8])
6.7 degrees.
The advent of computer modelling has allowed for large continuous ran-
dom networks with accurate distributions of statistical parameters. Hand-built
models are effective at providing a feel for the structure but are limited by sur-
face effects. Computer models can be built with periodic boundary conditions
facilitating the calculation of electronic, optical, thermal properties. The first
major computer model of amorphous silicon and germanium (sillium) was done
in 1987 by Wooten and Weaire[53, 54] using the WWW method. The WWW
method is a computational methodology that uses a bond-switching algorithm
to introduce disorder in an initially crystalline structure and relaxation of the
final structure. Figure 1.14 shows a computer-generated network of amor-
phous silicon where the top has been disordered through bond switching and
the bottom is left crystalline. This methodology has been used to create larger
random networks [55, 56, 57].
While the continuous random network model has been widely accepted in
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Figure 1.13: Polk model made of plastic units and tetrahedral units[9]. (Re-
produced from [8])
the literature as the structure for vitreous silica and amorphous silicon the
discrepancies between experiment and theory are still outside of experimental
uncertainty. A major hurdle has been the lack of information on ring statistics
and correlation of ring statistics. This issue can be circumvented by focusing on
two-dimensional materials like amorphous graphene and vitreous silica bilayers
which can be directly imaged with full medium-range order.
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Figure 1.14: Wooten and Weaire’s model of amorphous silicon. The top por-
tion has been disordered using a bond-switching algorithm while the bottom
is still crystalline[54]. (Reproduced from [8])
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Chapter 2
AMORPHOUS GRAPHENE: A REALIZATION OF ZACHARIASEN’S
GLASS
This chapter is a reprint of the journal article, Avishek Kumar, Mark Wilson
and M.F. Thorpe. Amorphous graphene: a realization of Zachariasens glass.
Journal of Physics: Condensed Matter 24(48),485003 (2012). My contribution
to this work is the creation of the continuous random network model through
a Monte Carlo bond switching method, the subsequent random networks used
in this paper, pair distribution function and structure factor analysis and ring
distribution analysis. Amorphous graphene will be denoted at a-G.
2.1 Introduction
There has been an intense research effort to understand the properties of
crystalline graphene; the first two dimensional crystal to be isolated[58]. But
the amorphous phase of graphene remains unexplored (though there has been
work concerning extended structural defects[10]). A two dimensional amor-
phous material would be of fundamental interest because a full chemical and
structural characterization is possible, circumventing long-standing issues that
arise in three dimensional materials[59].
The continuous random network structure for glass originated with Zachariasen[7],
who proposed a random network of two- and three-coordinated atoms. This
seminal paper is known principally for the sketch of a glass. Zacharisen’s
glass, although meant as two-dimensional analog of a true three-dimensional
oxide glass (a two-dimensional network being easier to represent on a journal
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page), represents a template for a generic two-dimensional glass by maintain-
ing local chemistry, full coordination and unit bond lengths, while allowing for
small variations in the bond angles to create an amorphous structure. Now,
through high-resolution transmission electron microscopy (HRTEM) a single
graphene sheet can be manipulated through electron irradiation [60], offering
atomistic control and potential amorphization of a single crystalline graphene
sheet. These structure–unlike three-dimensional amorphous materials–can be
directly imaged which may provide a valuable testbed for theories of random
network formation. In this paper, we focus on planar amorphous graphene
which is expected to be under tension; held in the middle of a crystalline sample
after being formed by low energy electron beam ”damage”. Such amorphous
samples when isolated and free standing are expected to pucker [61]
Two dimensional disordered networks, where three edges emanate from
each three-fold coordinated vertex are ubiquitous in nature. Geologists and
Ecologists encounter two-dimensional disordered networks; for instance the Gi-
ant’s Causeway, Fingal’s Cave[23] and the administrative districts of France[24].
Biologists study the cell structure of bone, wood, and cucumbers[62]. Metal-
lurgists study the grain structure of metals[63]. Most importantly for us here,
a two-dimensional atomic random network has a special appeal to material
scientists. Studies by Meyer et al [64] and Kotakoski et al [60] show clear
images of small regions of a-G, characterized by the presence of pentagons
and heptagons, as well as hexagons. Similar results have been reported by
Gomez-Navarro and co-workers for reduced graphene oxide[65]. Recently, new
fundamental questions have arisen about random networks and physics of the
amorphous state. One of these is whether such networks can be made hype-
runiform [66] (no density fluctuations on any length scale) while maintaining
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vital structural properties like a narrow distribution of nearest-neighbor bond
lengths and bond angles. Another is the details as to when the amorphous
state is planar and when puckered[61]. Electronic properties associated with
the linear dependence of the electronic bands in crystalline graphene pose com-
pelling questions about quantum transport in 2D and the connection to the
Dirac equation that describes electrons and positrons[67]. Much of this elegant
formalism is lost in a-G, and even small islands of a-G in crystalline graphene
can be expected to have very significant effects on transport properties. It has
been shown that an increase in odd rings increases the number of localized
states at the Fermi level [68].
A key point to emphasis is that the ability to generate a proper statistical
ensemble of realistic configurations is crucial if potentially significant prop-
erties (both mechanical and electronic) are to be rationalized and exploited.
For example, some studies of the electronic properties of these amorphous
structures predict metallic behavior [69]. However, the dependence of these
observations on the atomistic detail of the generated configurations is unclear.
This model is at variance with recent findings that states at the Fermi level are
localized and so amorphous graphene is expected to be a poor conductor [70].
It is important to have models of amorphous graphene that are realistic and
ideal, with minimal coordination defects, bond lengths all the same to within
about a percent and bond angle distortions not much more than about 10 ◦.
This is a very essential point when considering device applications, where our
view is that the presence of regions of amorphous graphene would not be pos-
itive for most applications. Electron microscopy studies, by their very nature,
probe a relatively small number of configurations and so it is important to at-
tempt to classify the observed structures in terms of an underlying ensemble.
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For example, TEM studies highlight the presence of four-membered rings [60]
(which are also present in the configurations generated in reference [69]). It is,
however, unclear as to the true statistical probability of identifying such units.
In the present work, we utilize geometrical modeling (GM) and molec-
ular dynamics (MD) approaches to generate two-dimensional planar amor-
phous structures for a key archetypal network-forming material, carbon. Both
techniques give similar but not identical answers. We detail the geometrical,
topological and structural properties of a-G, and compute both the radial dis-
tribution function and the diffraction pattern. We also detail that a range of
a-G structures are possible with similar energies which may very well be found
to depend on preparation conditions.
This paper is organized as follows: First, we detail our simulation proce-
dure for our geometrical modeling (GM) and molecular dynamics (MD) simu-
lations. Next, we present the structural properties, pair distribution function
and diffraction data of the configurations generated.
2.2 Methodology and Details of Simulations
The amorphous state is never unique and is highly degenerate, being char-
acterized by a lack of crystallinity while maintaining the local stereo chemistry.
In this case each carbon atom has roughly three equidistant neighbors, with
bond angles not too far from 120 degrees. There are never any areas with
more than ten or so sixfold rings sharing bonds and hence no Bragg peaks or
even vestigial Bragg peaks in the diffraction pattern. We find that the root
mean angular distortions θrms around an atom lie in the range 9 to 15 degrees,
depending on how the sample was prepared. Values less than about 9 degrees
are not possible without having visually discernible microcrystallites embed-
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ded in the network. The energy of the system is calculated through either a
Keating[71] and Tersoff-II[72] Potential. The Keating Potential is
E =
3
16
α
a2
∑
l,i
(r2li − a2)2 +
3
8
βk
a2
∑
l,i,k
( ~rli · ~rlk + a
2
2
)2, (2.1)
where α = 25.880eV/A˚
2
is the bond-stretching force constant (as taken from
inelastic x-ray scattering experiments[73]) and the natural unstrained bond
length a = 1.42A˚. Here rli is the distance between atoms labeled by l and i,
βk is the bond-bending force constant with rlk is the distance between atoms l
and k. In dimensionless units the angle-bending term is chosen to be 1/5th of
the bond stretching term. This is close to the value found experimentally[73]
where the second neighbor central force is given as 1/6th of the bond stretch-
ing term (although note this is from fitted experimental data on graphite). A
smaller force constant of about this size is needed in order to create a network
with the required deviations in bond angles. The Keating potential is analo-
gous to a Taylor expansion about the minimum of the energy, capturing small
displacements.
The second potential used is the Tersoff-II potential‘[72],
E =
∑
i
Ei =
1
2
∑
i 6=j
Vij (2.2)
with,
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Vij = fC(rij)[fR(rij) + bijfA(rij)]
fR(rij) = Aexp(−λrij), fA(rij) = −Bexp(−µrij);
fc(rij) =

1, rij > R
1
2
+ 1
2
sin[pi
2
(
rij−R
D−R )], R < rij < D
0, rij > D
(2.3)
bij = (1 + β
nξn)−
1
2n
ξij =
∑
k 6=j
fc(rij)g(θijk)
g(θijk) = 1 +
c2
d2
− c
2
d2 + (h− cos θijk)2 .
The parameters used are as follows: A = 1396.6eV, B = 346.74eV, λ = 3.4879,
µ = 2.2119A˚, β = 1.572 10−7, n = 0.72751, c = 38049, d = 4.3484, h =
−0.57058, R = 1.95A˚, and D = 0.15A˚. These parameters come from fitting
the cohesive energy, lattice constants and bulk modulus of diamond[74]. The
Tersoff-II Potential can be thought of as an inter atomic potential with an
implicit three-body term. The parameters in both the Tersoff-II and Keating
Potentials will need to be tuned to experimental data on a-G when available.
Both potentials provide a good starting point for the present study, with the
Keating potential being more appropriate for GM models and the Tersoff-II
potential for MD models as discussed in some detail later in this paper.
Typically we attempt to create networks that have both no Bragg peaks
and a small θrms to minimize the angular strain in the network. Each glassy
network is characterized using the variance of the ring size distribution; the
second moment being µ2 =< n
2 > − < n >2, where < n >= 6 is the mean
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ring size for an ideal two-dimensional network constructed from purely three-
coordinated sites using Euler’s theorem (which assumes only that each site
is exactly three fold coordinated). Topological and geometrical parameters
like µ2 and θrms encode the preparation history of the network in very much
the same way as the fictive temperature in vitreous silica encodes the thermal
history[75]. In a-G, the ring statistics are accessible through direct imaging,
unlike three dimensional materials, which open up the exciting possibility of
the first experimental determination of the ring statistics in an amorphous
material at the atomic level.
Geometrical Modeling
In geometrical modelling (GM) the network is made up of atoms with their
nearest neighbors. The approach can be seen as disordering or amorphizing the
crystal through local bond transpositions and relaxations, simulating to some
extent the process done by electron irradiation. Molecular dynamics (MD)
methods can be used for bond transposition[76] but often require very long
simulation times for bond breaking and bond reforming events to occur mak-
ing MD computationally inefficient. The bond transpositions are performed
through Stone-Wales defects[77]. Stone-Wales defects have been directly im-
aged in graphene and are important in forming carbon nanostructures. In this
defect scheme, as illustrated by figure 2.1, a bond is chosen at random.
The two rings associated with the bond will decrease from n to n − 1,
while the two rings associated with either side will increase from n to n + 1.
This defect preserves the number of atoms, bonds, and the mean ring size
is six as required by Euler’s theorem. The energy is then calculated using
a the Keating Potential as in Eq (2.1). The system is then locally relaxed;
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Figure 2.1: An examples of a Stone-Wales defect SW(55-77)[10], formed by
selecting a bond and rotating it 90 degrees.
only the constituent atoms of the four rings involved in the Stone-Wales de-
fect are relaxed, making the local relaxation independent of system size.The
bond transposition is then either accepted or rejected through a Metropolis
acceptance probability[78]
P = min[1, exp[(Ei − Ef )/kBT ]], (2.4)
where Ei and Ef are the energies of the system before and after the proposed
bond transposition, kB is Boltzmann constant and T is the temperature. The
system is then relaxed globally at regular intervals to decrease any strain that
may exist in the network. Because Stone-Wales defects can be made by choos-
ing any bond in a perfect three-coordinated network, defects can be made on
top of defects ad infinitum, although eventually the ring statistics settle down
to their asymptotic values.
A major advantage of the GM approach is the ability to generate large sam-
ple configurations with ' 50, 000 atoms due to the local relaxation proce-
dure (whereas the MD approach generates multiple smaller configurations with
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' 1, 000 atoms each). In addition there are no coordination defects in GM
whereas there are a very small number in the MD produced networks, as would
be expected and can be observed in figure 2.2.
Molecular Dynamics
For MD the graphene sheet is modeled using a Tersoff-II potential model
[72] given in Eq. (2.2). The model reproduces the basic bulk structural and
energetic properties of bulk graphite (and diamond) structures while retain-
ing a relatively simple functional form. Furthermore, the model accounts well
for carbon nanotube stability [79]. Two-dimensional liquid configurations are
generated by melting a single pristine graphene sheet in which the atoms are
confined to the xy plane. Amorphous structures are then generated by an-
nealing the liquid-state configurations (effectively removing the system kinetic
energy). Nose´-Hoover thermostats [80, 81] are employed to control the rate
of cooling. The thermostats employ a relaxation time, τ , which controls the
rate of energy transfer to and from the connected heat bath. By setting a
target temperature and varying the relaxation time the overall rate of cool-
ing can be effectively controlled. One hundred configurations are extracted
from six distinct temperatures above the estimated melting point, separated
by ∼100ps.
In order to characterize the rate of supercooling in the MD simulations (and
hence the related fictive temperature and network characteristics) the system
melting point needs to be determined. Determining a given melting point
is, in theory, relatively simple in that one must locate (at a given pressure)
the temperature at which the liquid and crystal free energies are equal. In
practice this is problematic as the system entropy is not a simple function
35
of the atom positions and velocities. An alternative scheme is to utilize the
implicit free energy and to directly simulate the liquid/crystal interface, raising
and lowering the temperature in order to locate the temperature at which the
interface is no longer moving (i.e. the melting point) [82]. In order for this
methodology to be effective the system must be relatively fragile, that is, the
liquid must show significant diffusion near to the melting point. To establish
the system fragility the diffusion coefficients, D, fitted to a Vogel-Fulcher-
Tammann (VFT) law, D = D0exp[B/(T − T0)] where B and T0 control the
function curvature and hence characterize fragility [83, 14]. The curvature
(T0/B ∼ 0.25) indicates the system to be relatively fragile as required and
expected. The melting temperature is estimated as Tm ∼ 12000K at which
temperature the interfacial regions remain stable.
For the GM configurations the coordination number is constrained to be
exactly three at each site. For the MD-generated configurations this is not the
case. However, the coordination number distributions become much tighter for
the amorphous structures compared with the liquid configurations with three-
coordinate sites dominating a small percentage (1.0 and 2.8% respectively) of
two- and four-coordinate sites.
Even basic MD annealing strategies, in which the kinetic energy is system-
atically removed, generate configurations dominated by five-, six- and seven-
membered rings and in which all three- and four-membered rings are removed.
However, a small fraction of both four- and two-coordinate local coordination
environments are found to persist as, unlike the three- and four- membered
rings, there is lack of suitable low energy pathways to aid their removal during
annealing. These local coordination environments, “frozen-in” by the anneal-
ing process, can be removed using the established T1 and T2 mechanisms
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respectively [23]. In the former the four-coordinate sites are replaced by a
pair of three coordinate sites (adding an atom to the simulation cell) while
in the latter the two-coordinate site is removed. The resulting configurations
are re-annealed. However, the relaxation procedure itself is still unconstrained
with respect to the local coordination environments and, as a result, either
four- or two-coordinate sites are nor prevented from re-forming. As a result,
these procedures do not totally eliminate these local environments but greatly
reduce the fraction of such sites to an effective “equilibrium” with percentages
of two- and four-coordinate sites of 0.6 and 0.3% respectively.
Figure 2.2: A section of a-G generated by (a) introducing topological de-
fects into pristine graphene using GM and (b) quenching from MD-derived
configurations. In (a) there are no coordination defects, while in (b) there are
a small number of coordination defects.
Network Analysis
Figure 2.2 shows typical patches of a-G generated by both the GM and
MD approaches. At first glance they are very similar, but closer analysis does
show some differences, associated with ring statistics, coordination defects and
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Figure 2.3: The distribution of the second moment of the ring size distri-
bution, µ2, obtained from the MD quenches. The moments are assigned to
“bins” of width 0.05. The labels ‘a’-‘d’ are used to color functions in figures
2.4 and 2.5. The arrows highlight the four configurations obtained by GM.
strain distribution. These are analyzed in the RESULTS section.
Good metrics for characterizing and comparing all two-dimensional net-
works (produced by both approaches) are µ2 and θrms. In the present work
four configurations are generated (using the GM approach) corresponding to
µ2 = 0.43, 0.49, 0.56 and 0.67 respectively.
Pair distribution functions are generated in the standard manner by con-
structing a histogram of pair separations averaged over annealed configura-
tions. The structure factors are generated directly from the atom positions
using S(k) =< A∗(k).A(k) >, where A(k) = 1√
N
∑
i e
ik.ri are the Fourier
components and {ri} are the atom positions.
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2.3 Results
Figure 2.3 shows the distribution of µ2 obtained from the MD quenches
with the four values corresponding to the GM configurations also highlighted
and the parameters are given explicitly for the samples used here in table 2.1.
Figure 2.4 shows the pair distribution functions generated from the MD energy
minimizations compared with the four configurations obtained by bond switch-
ing in GM. The functions show broadly similar features consistent with a mod-
ified graphene structure dominated by six-membered rings. Figure 2.5 shows
the corresponding structure factors. Again, the functions appear broadly sim-
ilar. Both figures 2.4 and 2.5 show, however, that the configurations obtained
by bond switching display subtle differences which may be attributed to the
different ring statistics and characterized by µ2. To make contact with these re-
sults pair distribution functions are constructed by coloring the MD-generated
configurations according to µ2. Note that < n > will differ (very slightly) from
six owing to the small number of coordination number defects in the MD sam-
ples. Subtle differences are noticeable in the MD configurations as a function
of µ2. For example, the peak at r ∼ 2.84A˚(corresponding to twice the nearest-
neighbor carbon-carbon bond length and hence dominated by spatial correla-
tions across six-membered rings) weakens as µ2 increases simply as a result in
the reduction in the fraction of six-membered rings. In addition, the extended-
range order (characterized by the long-range oscillations in g(r)) decreases as
µ2 increases corresponding to a loss of order associated with a broader range of
five-, six- and seven-membered rings. Differences are also noticeable between
the colored MD-derived functions and those generated by bond switching. In
particular, the first peak is broader and less intense for the MD configurations
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whilst the peak at r ∼2.84A˚ is weaker in the bond switching configurations
as a result of the different balance between the nearest-neighbor separation
and angular constraints in the Keating potential compared with the Tersoff-II
potential. This difference can also be observed by comparing the peaks in
g(r) with those present for a pristine graphene sheet. For example, the peak
at r ∼2.84A˚ correlates with the ideal next-next-nearest neighbor graphene
length-scale. Analogous comments apply to the structure factors (figure 2.5).
For example, the shoulder at k ∼7.5A˚−1 corresponds to a Bragg feature. The
intensity of this feature decreases as µ2 increases and is less intense in the
GM-derived configurations and so is linked to disorder resulting from the an-
gular constraints. In addition, the GM functions show stronger long-range
oscillations which correspond to the the sharper first peak in g(r) (figure 2.4).
GM MD
µ2 θrms µ2 θrms
a 0.43 9.69 0.45 9.71
b 0.49 11.42 0.50 11.07
c 0.56 9.62 0.55 11.78
d 0.67 11.95 0.65 12.83
Table 2.1: Showing the second moment µ2 and angular deviation θrms for
each of the pairs of samples a, b, c and d synthesized using MD and GM.
Keating compared to Tersoff potential
In the Keating Potential in Eq. (2.1), there is an explicit bond-stretching
term where the force constant is five times as strong as in the bond bend-
ing term. This creates a narrow distribution of bond lengths (<1%) and a
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Gaussian distribution of bond angles. In the Tersoff-II potential in Eq. (2.2),
there is an inter-atomic pair potential with an implicit bond bending term.
Networks relaxed with a Tersoff-II potential have a much wider distribution
in bond lengths and a narrower distribution in bond angles.
It is necessary to use a potential of the Tersoff-II kind in MD simulations
as the nearest neighbors of an atom are defined by distance criteria and of
course change throughout the MD simulation. In the GM approach, the near-
est neighbor table is changed after each accepted Stone-Wales move, and this
defines the nearest neighbors. That is why the Keating potential explicitly just
involves sums over pairs and triples of near neighbor atoms. The Keating po-
tential has been used extensively for this reason in generating three-dimensions
networks starting with silicon in the diamond structure, and forming Weaire-
Wooten defects[84] will result in amorphous silicon. The GM approach used
here is patterned after this approach[85] and may be thought of as the two
dimensional equivalent. In amorphous silicon, the Keating model has proved
successful because it produces a narrow first neighbor peak and with an an-
gular force of about 1/5th the force constant, produces the correct width for
the second neighbor peak. This has guided our thinking here, but ultimately
experimental evidence will be needed to fine tune the potential to produce the
best structure(s).
In order to understand the differences between the Keating and Tersoff-
II Potentials in our geometrical modeling, we first relaxed our network with
a Keating Potential and then a Tersoff-II Potential, as shown in table 2.2,
displayed with respect to the energy of an ideal graphene sheet. First the
network is relaxed globally with a Keating Potential and the energies of the
configurations are determined using both the Keating and Tersoff-II poten-
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tials. The networks are then globally relaxed with a Tersoff-II Potential and
their energies determined using both potentials. The second relaxation results
in concomitant increases in the Keating energy and a decrease in the Tersoff-
II energy which can be ascribed to the increase in width of the bond length
distribution and an associated narrowing of the bond angle distribution. The
energies quoted in table 2.2 provide evidence indicating that the Keating Po-
tential indeed favors a relatively small bond length distribution with a wide
angle distribution and the Tersoff-II Potential favors a wide bond length dis-
tribution with a small bond angle distribution. These effects are clearly visible
in the structure factors shown in figure 2.6 in which there is a loss of structure
at high k in the functions generated using a Tersoff-II potential compared to
those generated with the Keating potential.
2.4 Conclusions
We have generated configurations for an archetypal two-dimensional (Zachari-
asen) glass, amorphous graphene, using two contrasting methodologies. These
structures have been made so that coordination defects are minimal or zero,
with small bond angle and bond length distortions. The structures produced
have broad similarities which are independent of both the specific potential
model and the method of construction. This is because both restrict bond
length and bond angle distortions via similar penalty functions.
The structures do, however, have small but distinct differences which re-
quire classification by an appropriate metric, for example the second moment
of the ring size distribution, µ2. This provides a sound basis for categorizing
the range of amorphous graphene structures which may be observed directly
by experiment. Careful experimental imaging and diffractions studied are
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needed to determine the structural details of amorphous graphene under vari-
ous preparation conditions. Upon the 80th anniversary of Zacharisen’s seminal
paper, it is fitting that graphene opens up a unique window onto amorphous
structures as direct imaging of the atoms will be possible on an amorphous
system for the first time.
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Chapter 3
A STUDY OF PENTAGONAL PUCKERING IN A SHEET OF
AMORPHOUS GRAPHENE
This chapter is a reprint of the journal article, Y. Li, F. Inam, A. Kumar, M.
F. Thorpe, and D.A. Drabold. Pentagonal puckering in a sheet of amorphous
graphene. physica status solidi (b) (2011). My contribution to this work is the
design of the continuous random networks used in DFT studies in this paper
and calculation of the pair distribution function.
3.1 Introduction
Graphene is among the hottest topics in current condensed matter science.
A vast amount of work on many aspects of crystalline graphene has appeared.
In this paper we take a different tack: we explore the role of topological disorder
in amorphous graphene.
The structure of conventional amorphous semiconductors like amorphous
Si or Ge is well represented by the continuous random network (CRN) model
introduced by Zachariasen[7] nearly 80 years ago. The CRN model has the
simplicity that each of the atoms should satisfy its local bonding requirements,
and should have minimum strain, characterized by having a narrow bond angle
and bond-length distribution. Recently an amorphous graphene CRN model
was proposed [68]. Here we develop Kapko et al.’s work[68], and show that
pentagons induce curvature in the free standing sheets and analyze the elec-
tronic properties.
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3.2 Models
To calculate the density of states of crystalline graphene, a 800-atom
model (800 c-g) was constructed. For amorphous graphene, we used one 800-
atom (800 a-g) model and two 836-atom models (836 a-g1 and 836 a-g2).
These amorphous graphene models were all prepared by a modified Wooten-
WeaireWiner (WWW) method[68].
3.3 Crystalline Graphene
Band structure
When calculating the band structure of graphene, tight-binding and ab
initio methods are two widely used tools. Reich et al[86]. have compared the
result of tight binding with ab initio. Nowadays, two of the widely used ab
initio programs are SIESTA[87], using pseudopotentials and the PerdewZunger
parameterization of the local-density approximation (LDA), and Vienna ab-
initio simulation package (VASP)[88], with pseudopotentials, plane-wave basis
and LDA.
We computed the eight lowest-energy bands of graphene, by using a single-
(SZ) basis set with and without Harris functional, a double-, polarized (DZP)
basis set with SIESTA, and also VASP. 20 k-points along each special sym-
metry line were taken for both SZ and DZP calculations by SIESTA, and
50 k-points points along each line for VASP. The results of SZ and DZP are
essentially identical for occupied bands, and exhibit differences for the unoc-
cupied states. Figure 3.1 shows SIESTA results using SZ basis with Harris
functional and VASP. We compared our results with the other first principle
calculations[89, 90]. The VASP and SIESTA results are in good agreement
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with published results for each code[89, 90]. However, as shown in Fig. 3.1,
the calculation based on SZ has quantitatively the same shape with plane-wave
pseudopotential calculation (VASP) for the four occupied low-energy bands,
unlike the unoccupied higher energy range, where the agreement is rather poor.
Machon et al.[91] have shown the SIESTA and VASP calculations are closer if
the energy cutoff has been carefully chosen to minimize the total energy.
Figure 3.1: Band structure of graphene. The result of VASP is given by solid
line. In SIESTA, the dash-dotted line represents the result of SZ basis with
Harris functional.
Also, extensive calculations about vacancy, interstitial defects and doping
in crystalline graphene have been undertaken using SIESTA with SZ basis and
Harris functional. The results, which will be reported elsewhere, are in good
agreement with published experiments and calculations[92, 93, 94, 95, 96, 97].
Computationally speaking, VASP is more time-consuming than SIESTA,
particularly for large amorphous graphene models we discuss later. For com-
puting total energies and forces, e.g., utilizing quantities soley from the occu-
pied electronic subspace, SIESTA in SZ approximation with Harris functional
is a reasonable choice.
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Table 3.1: Ring Statistics of 800a-g, 836a-g1, and 836a-g2 Models Shown as
%
ring size 800 a-g 836 a-g1 836 a-g2
5 33.5 25 24
6 38 53 52
7 24 19 24
8 4.5 3 0
3.4 Amorphous Graphene
The three amorphous graphene models are prepared by introducing Stone-
Wales defects into a perfect honeycomb lattice with varying concentrations of
5, 6, and 7-member rings.
Density of states
The electronic density of states for the initial planar 800 a-g model is
compared to a γ point density of states for the crystalline 800 c-g model
in Fig. 3.2 using SIESTA. From this figure, we observe that the electronic
structure of the 800 a-g model is vastly different from the crystalline graphene
near the Fermi level, as first reported by Kapko et al.[68]. We have constructed
additional models with periodic boundary conditions and 836 atoms each (836
a-g1 and 836 a-g2 models). The ring statistics of these three models are given
in Table 3.1 and these show some small differences.
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Figure 3.2: Density of states of 800-atom amorphous and crystalline
graphene, the Fermi energy is 0eV. Solid line shows the result of 800 a-G model
using Harris functional approximation by SIESTA. The density of states of 800
c-g model is shown by the dashed line, at the Γ point of the Brillouin zone
(BZ). The ringing in the crystal is due to incomplete BZ sampling.
Loss of planar symmetry
In all three amorphous graphene models, we introduced small random fluc-
tuations in the coordinates, in the direction normal to the graphene plane, and
then relaxed with the Harris functional and a SZ basis set. Starting with a
flat sheet, the planar symmetry breaks with curvature above or below initial
the plane. The final distortion depends on the initial conditions. However,
a consistent theme emerges of pentagons inducing curvature as we describe
below.
As shown in Tables 3.2-3.4, first we randomly moved the atoms along
normal direction in the range of [δr,+δr], as shown in the first column of
these tables; and the results of relaxing by SIESTA in SZ basis are shown
in the second, third, and fourth columns. The prime symbol refers to the
relaxed model. Taking the 800-atom a-g model as an example, the influence
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Table 3.2: The Influence of δr on 800 A-g System Relative to the Inital Flat
Model.
δr(A˚) δr′(A˚) Etot/Natom(eV )
0.01 0.520 -0.107
0.05 0.525 -0.107
0.07 0.526 -0.107
Table 3.3: The Influence of δr on 800 a-g1 System Relative to the Inital Flat
Model.
δr(A˚) δr′(A˚) Etot/Natom(eV )
0.01 0.003 0.0
0.05 1.402 -0.102
0.07 1.401 -0.102
of puckering the system on the density of states around Fermi level is shown
in Fig. 3.4; a view of the symmetry breaking after relaxing is shown in Figs.
3.4 and 3.5 when δr = 0.05A˚. After breaking the planar symmetry by a tiny
amount, say δr = 0.05A˚, all three models pucker and form the rippled or
undulated structure as shown in Figs. 3.4 and 3.5.
The radial distribution function g(r) is shown in Fig. 3.6. From this plot,
the mean bond length of the puckered relaxed systems with different initial r
remain near 1.42A˚, the change in ring statistics after relaxing is also not signif-
icant. And according to Fig. 3.4, only one bond broke after relaxation. This
implies that the minor difference between the original amorphous graphene
model and the relaxed ones is due to these undulations or puckering. This
means that diffraction experiments and the associated radial distribution are
53
Table 3.4: The Influence of δr on 800 A-g2 System Relative to the Initial
Flat Model.
δr(A˚) δr′(A˚) Etot/Natom(eV )
0.01 0.003 0.0
0.05 1.183 -0.090
0.07 1.180 -0.090
not a good way to detect puckering and direct imaging will be necessary.
To compare with the puckering of the 800 a-g model, we also introduced
the same planar symmetry breaking into a 800 c-g model and relaxed it. As
expected, the atoms in this crystalline system maintained planar symmetry.
Also we relaxed one of the puckered state (1) to 0Pa with variable lattice
vectors and (2) without periodic boundary condition. Within both of these
processes some voids arise but the puckered states persist.
In order to find the relation between the ripples in the relaxed systems and
the initial random distortion, we tested different seeds in the random number
generator (RNG) and also different RNG. The results reveal that changing the
seeds or employing different RNG lead to small changes: The maximum mean
distortion from the original flat plane (δr′) is about 0.545A˚ and the maximum
change in total energy compared with original puckered states is around 0.1eV
per atom. Figure 3.7 shows the side view of the final configurations by using
new and original RNG when δr = 0.05A˚, we can tell that the rippled regions
are similar, except certain regions have formed bucky domes on opposite sides
of the initial plane. These domes can be either be above or below the plane
and have a pentagon at the center surrounded by mainly hexagons.
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Figure 3.3: Density of states of the original and relaxed puckered system.
The solid line is the density of states of original 800-atom amorphous graphene
model. The density of states of puckered systems are shown as marked in the
plot. The Fermi level is corrected to 0eV in the plot, as shown in dot-slash
line. Additional data are given in Table 3.1
To further test the relation between the ripples and the initial distortion,
instead of randomly moving all the atoms of 800 a-g, we only distorted the
atoms within pentagons and compared with atoms not included in pentagons.
Figure 3.8 shows the side view of the final configuration of relaxed 800 a-g
system when the δr = 0.01A˚ and only the atoms within pentagons were ran-
domly moved. These results are similar to the previous test: (a) The maximum
change in δr′ is around 0.625A˚ and the maximum change in total energy is
around 0.02eV per atom. (b) No matter which atoms were distorted initially,
the final puckered regions involve the same atoms, but possibly puckered in
the opposite direction relative to the symmetry plane. Finally, we note that a
128-atom amorphous graphene model made with melt quenching[68] exhibits
regions puckered around pentagons in a similar fashion to what we report here.
Different initial symmetry breaking leads to different nearly degenerate
states after relaxing. However, as stated above, no matter how different the
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Figure 3.4: The flat view of the relaxed 836 a-g1 system (in gray). The blue
background illustrates the original 836 a-g1 model.
Figure 3.5: The side view of the relaxed 800 a-g system. The biggest
separation along normal direction is marked in the plot.
initial condition is (or how different these degenerated state is), the regions
that pucker are almost the same. It is evident that different rings induce
these ripples. With this motivation, we searched for regions where the height
differences of two neighbor atoms are the largest and smallest in the model
(crinkled and smooth regions), as shown in Figs. 3.9-3.11. In these plots, the
gray atoms are the configuration of crinkled system, and the blue straight lines
represent the original model.
As illustrated in Figs. 3.9 and 3.10, the puckered areas are the ones with
a higher ratio of pentagons to heptagons. The bonds with most distortion
do not belong to these pentagons, instead they are within the hexagons or
heptagons connecting two pentagons. And the flat areas have fewer pentagons
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Figure 3.6: Radial distribution function of original flat and puckered 800 a-g
system. Additional parameters are given in 3.2
Figure 3.7: The side view of the final configuration by using new and original
RNG. The gray balls and sticks show the result of new RNG. The blue frames
represent the result of original RNG.
than the puckered areas, and most parts of the flat areas contain hexagons
and pentagons. These ripples formed by pentagons strongly remind us of the
fullerenes, especially the buckyball (C60) which only contains pentagons and
hexagons. The distance from the top to the bottom of the ripples for 800 a-g
is around 5.809A˚ as shown in Fig. 3.5, which is comparable to the diameter
of buckyball, 6.636A˚. As shown in Figs. 3.9-3.11, the crinkled regions are all
associated with pentagons.
Figure 3.8: The side view of the final configuration with δr = 0.05A˚ of only
moved atoms within pentagons and the original relaxation (distort all atoms).
The gray balls and sticks show the result of moving atoms within pentagons.
The blue frames represent the result of original distortion.
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Figure 3.9: The enlarged plot of crinkled and smooth region of 800 a-g
model. (a) The top view of the crinkled region. (b) The side view of the
crinkled region. (c) The top view of the smooth region. (d) The side view of
the smooth region.
Figure 3.10: The enlarged plot of crinkled and smooth region of 836 a-g1
model. (a) The top view of the crinkled region. (b) The side view of the
crinkled region. (c) The top view of the smooth region. (d) The side view of
the smooth region.
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Figure 3.11: The enlarged plot of crinkled and smooth region of 836 a-g2
model. (a) The top view of the crinkled region. (b) The side view of the
crinkled region. (c) The top view of the smooth region. (d) The side view of
the smooth region.
3.5 Conclusion
We have shown that CRN models of amorphous graphene can pucker and
this puckering is associated with pentagonal rings. While the planar confor-
mation is locally stable, a lower energy solution is obtained that is puckered
with local maxima and minima in the vicinity of pentagons. The relaxation is
performed using a density functional calculation of the electronic energy. The
scale of the puckering is consistent with the curvature found in buckyball caps
with a pentagon surrounded by larger rings. While we have demonstrated
that a well defined puckered state exits, further study is needed to determine
whether the puckered state is a single minimum, or rather a series of roughly
degenerate local minima with properties akin to the glassy state.
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Chapter 4
MODELING VITREOUS SILICA BILAYERS
This chapter is a reprint of the journal article, Mark Wilson, Avishek Kumar,
David Sherrington and M.F. Thorpe. Modeling vitreous silica bilayers. Phys-
ical Review B 87, 214108 (2013). My contribution to this work is the design
and construction of the silica bilayer networks, figures of networks and analysis
of the ring distribution.
4.1 Introduction
The continuous random network model of network glasses is widely ac-
cepted as a model for materials like vitreous silica and amorphous silicon [8].
Although it is more than eighty years since Zachariasen proposed this
model of glasses [7], and experimental evidence has been compelling over the
years, especially through diffraction experiments [8], it has never been quite
conclusive since the probability distribution of rings of various sizes has been
elusive to determine explicitly experimentally. This situation has now changed
dramatically with the discovery and imaging [99, 100] of two dimensional bi-
layers of vitreous silica. Here, not only the distribution of rings, but the actual
detailed atomic ring structure has been imaged for the first time in real space,
removing all speculation from this subject (at least for this class of materials).
These are the first examples of which we are aware of real space imaging of a
random network and as such represent tours de force. Previously only small
defect patches have been imaged, as for example for graphene as reported by
Geim [58].
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In this paper, we provide the first atomic level computer model for a vit-
reous silica bilayer and demonstrate some intriguing and unexpected features
that are shown to agree with experiment. There is a symmetry plane through
the center of the bilayer where all the oxygen atoms that connect the tetrahedra
in the lower and upper planes of the bilayer lie. Each tetrahedron comprises an
SiO4 unit and the whole bilayer is a perfect corner-sharing continuous random
network with the same chemical formula SiO2 as 3d bulk vitreous silica. Each
monolayer is amorphous with rings from 4 up to about 9 in size, consistent
of course with Euler’s theorem that the average ring size is 6. Because of the
amorphous nature of the monolayer and the need for oxygen bridges connect-
ing the upper and lower layers, it is necessary for the two layers to have the
same ring structure and be topologically identical to form a complete corner
sharing tetrahedral network. The result that the two layers are also geomet-
rical mirror images of each other is quite surprising at first sight in a system
that is a priori without any symmetry, but comes about from understanding
the nature of the constraints within the network as explained later. This is
consistent with our detailed atomic modeling and also is in accord with the
experimental results [99, 100] which show that the upper and lower layers do
lie one on top of the other as required by a symmetry plane. We note that this
does not imply that there is a three fold axis between the two upper and lower
tetrahedral units (tetrahedral pair) through the common central oxygen atom
- rather this Si-O-Si angle through the central oxygen has a distribution of
values throughout the sample, as do all the other Si-O-Si angles in the bilayer.
Thin vitreous SiO2 films (interpreted as bilayers) have been grown on
Mo(112) [101], Ru(0001) [99, 102, 103] and graphene [100]. Figure 4.1 shows
the experimentally-obtained ring statistics from references [99] and [100]. A
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Figure 4.1: Ring size distributions (fraction of rings containing n silicon
atoms) obtained experimentally for vitreous SiO2 bilayers formed on Ru(0001)
[99] - red dashed line, and graphene [100] - black dashed line. Also shown are
ring size distributions of computer-generated a-G seeds used in this study (with
different generating protocols but labelled by sample size N).
key observation is that the ring statistics obtained from the two experimental
samples are not the same, although this is not surprising in view of their differ-
ent preparation conditions, analogous to various fictive temperatures used to
characterize the preparation conditions for bulk silica [104]. Different Monte
Carlo annealing temperatures and/or protocols used computationally to create
vitreous silica bilayers also lead to different ring statistics similar to those doc-
umented previously in amorphous cellular networks [105] and in amorphous
graphene [2].
What is unclear is the extent to which these differences in ring statistics
reflect the finite system sizes under study or the more complex and more in-
teresting dependence of the structure on the precise preparation conditions
(including the nature of the substrate). The ring statistics are a fundamental
quantity and their dependence on sample size imaged and on preparation con-
ditions will be an important area for future study, especially experimentally.
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The simplest non-trivial (second cumulant) measure of the ring statistics µ2
should be related to the static structure factor S(0), as in bulk vitreous sil-
ica [104].
Recent simulation work, in which amorphous Graphene (a-G) configura-
tions were generated using both bond-switching Monte Carlo and molecular
dynamics methods, highlights how networks constructed primarily from 5-, 6-
and 7-membered rings may adopt a range of structures [Chapter2][2]. A useful
simple metric for distinguishing between the different samples is the second
moment of the ring size distribution,
µ2 = (< n
2 > − < n >2), (4.1)
where < n > is the mean ring size for an ideal two-dimensional network
constructed from purely three-coordinated sites (< n >= 6 from Euler’s the-
orem). This metric conveniently captures the major changes in ring statistics
from sample to sample in a single number. The values of µ2 for the experi-
mental data presented in Figure 4.1 are 0.904 and 0.886 (from References [99]
and [100] respectively).
4.2 Flexibility Window
A key concept that will emerge is that there is a flexibility window involv-
ing O(N) motions among the rigid corner-sharing tetrahedra. This flexibility
window designates a range of densities over which a framework of rigid tetra-
hedra, freely jointed at all corners with a given topology, can exist. The low
density end of the window is defined by the maximum extension the framework
can sustain without breaking apart, and the high density end of the window
is determined by oxygen-oxygen overlap between adjacent tetrahedra. We
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will see that when additional terms are included in the potential, particularly
the Coulomb terms, a particular density is selected from within the flexibility
window. Similar ideas have been explored extensively in zeolites [106] where
the origin of the window is due to symmetry as in the vitreous silica bilayers
studied here. However, in bulk zeolites the symmetry is associated with the
rotations and translations of the unit crystallographic cell, whereas here the
symmetry is due to a reflection symmetry, that is maintained between the two
monolayers that comprise the bilayer. We will return to a full analysis of this
latter point in a later section.
4.3 Construction Method
The initial SiO2 bilayer configurations are generated from ideal a-G coordi-
nates (Figure 4.2), which were themselves generated using a “bond-switching”
Monte Carlo algorithm (as described, for example, in Reference [2]; see also
[105]). The a-G configurations generated in this manner are guaranteed to
be constructed exclusively from three-coordinated carbon local environments.
This method is superior to others in the sense that it produces no coordination
defects or dangling bonds, and is periodic with a super-cell whose size can be
chosen and varied. Seed a-G configurations were constructed with a range of
different ring statistics and hence µ2 values. Several different network sizes
were employed. For convenience we shall refer to these systems below by their
sizes, N =120, 200, 400, 432 [two configurations, distinguished as (a) and (b)],
834, 836 and 1792 atoms. The two configurations containing 432 carbon atoms
are generated with different ring statistics to give some extra perspective on
the effect of the ring distribution on physical properties. Table 4.1 lists the
values of µ2 for these a-G configurations, while Figure 4.1 shows the detailed
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ring size distributions for these computer generated structures.
N µ2
120 0.467
200 0.500
400 0.480
432a 1.046
432b 0.935
834 0.618
836 0.856
1792 1.014
expt. [99] 0.904
expt. [100] 0.886
Table 4.1: Variances, µ2, in the second moment of the ring size distribution
for the eight configurations studied here, labelled by the number N of atoms
in the original graphene layers, or equivalently the number of Si atoms in a
monolayer. The resulting bilayer therefore has 2N SiO2 units. Also shown are
the two experimentally-observed configurations.
The method for generating the bilayers is motivated by the observation
that the two layers sit on top of each other. As a result, each layer can be
generated from the a-G configuration and joined with oxide anion bridges. To
generate the initial SiO2 bilayer configurations, each carbon atom is trans-
formed into a silicon atom (which will eventually become the center of each
SiO4 tetrahedron). Oxygen atoms are then placed at the center of each C-C
bond to produce a single layer configuration of stoichiometry Si2O3 confined
to (say) the xy plane, which can be viewed as a two dimensional network of
corner sharing equilateral triangles. Each triangle has oxygen atoms at the ver-
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tices and a silicon (transformed from carbon) atom at the center. Additional
oxygen atoms are then placed perpendicular to the xy plane (which initially
contained all of the atoms) at the center of each triangle and raised above
to form a tetrahedron, with the silicon atom raised out of the plane to be at
the center of the tetrahedron. This generates an Si2O5 network formed from
tetrahedra; each sharing three corners with a fourth corner unshared (for the
moment) and with all unshared corners pointing up. The second layer of the
bilayer is created by producing a mirror image of the first layer (such that
the tetrahedra are now pointing in the down direction) and offsetting the layer
along the z-direction, to lie above the first bilayer; see Figure 3(c). Finally, the
median oxygen atoms are coalesced between the two layers giving the required
SiO2 bilayer stoichiometry [Fig 3(d)]. The system super-cell lengths are then
re-scaled so as to generate the required Si-O bond lengths. As a result, the
systems considered contain 2N [=240, 400, 800, 864(a), 864(b), 1668, 1672
and 3584] SiO2 molecules.
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Figure 4.2: The free standing vitreous silica bilayer is modeled by first cre-
ating an amorphous graphene layer from a crystalline graphene sheet through
a bond switching algorithm (top panel), where the carbon atoms are shown as
solid black dots. An oxygen ion is then placed at the center of each carbon-
carbon bond and the carbon is replaced by a silicon ion forming a network of
corner sharing triangles (second panel). The silicon atom is then lifted out
of the plane and an oxygen ion (shown as a solid red dot) is placed above
this silicon to form a tetrahedron. This silica monolayer is mirror inverted
and placed directly above the first monolayer (third panel). Finally these two
monolayers are brought together to form the silicon bilayer (fourth panel) in
which the central oxygen ions are combined to make single bridging oxygen
ions between the two monolayers.
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These structures are relaxed using standard Molecular Dynamics (MD)
procedures with appropriate model inter-ion potentials. Two forms of poten-
tial model are considered. The first, which we will refer to as the harmonic
potential, is designed to produce a corner sharing network of identical reg-
ular tetrahedra, with freedom of the individual tetrahedra to move and tilt
with respect to each other while maintaining the topology. This allows for
hinging-freedom of the joined tetrahedral corners, and does not impose re-
flection symmetry. A convenient way to accomplish this is to use harmonic
springs to join the four nearest-neighbor Si-O and six nearest-neighbor O-O
atoms in individual tetrahedron. Computationally the ratios of the O-O and
Si-O equilibrium bond lengths of the potentials are chosen so as to produce
ideal tetrahedra in isolation; thus the equilibrium separation for the neighbor-
ing oxygens along the edge of the tetrahedron in the O-O potential is taken to
be
√
(8/3) ' 1.633 times that for the Si-O nearest neighbor separation. For
computational convenience the spring force constants are taken to be equal
for both the Si-O and O-O pairs within each tetrahedron. The detail of this
interaction is only significant in the sense of allowing for a relatively rapid
energy minimization.
These simple harmonic potentials do not however, preclude different tetra-
hedra from overlapping, as would be the case in reality, for example to prevent
oxygen overlap, and as limits the motions in zeolites [106]. In order to prevent
this in a computationally convenient manner, the harmonic potential is aug-
mented with a purely repulsive potential which acts between pairs of silicon
atoms effectively acting as an inter-tetrahedron repulsive term.
The physically more realistic imposition of a short-range repulsion between
oxygen atoms requires greater computational accounting. The chosen form is
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a shifted 24-12 potential,
U(r) = 4
{(σ
r
)24
−
(σ
r
)12}
+ , (4.2)
where σ is the atom diameter and  is the well-depth of the (unshifted) poten-
tial. The potential is cut off at the minimum [rmin = (2)
1/12σ] ensuring conti-
nuity in both energy and force. The parameter  is fixed while σ can be varied
to explore the extent of the flexibility window. In the second form a more real-
istic potential model (a TS potential [107]) is used in which pairwise-additive
potential energy terms (including ion-based charge-charge electrostatic inter-
actions) are augmented with a description of (many-body) polarization effects
[107, 108, 109]. This potential is more realistic than the harmonic potentials
plus repulsions, mainly because Coulomb terms are included which are known
to be important in ionic materials [106] and we use this for a further opti-
mization of the bilayer structure. Nevertheless the harmonic potential plus
repulsions is useful as the language of flexibility windows and constraints and
the symmetry plane can be used, as is discussed in the next section.
We believe the choice of potential model is not crucial in displaying po-
tentially interesting phenomenology in systems of this type. The harmonic
potential is chosen as (arguably) the simplest model which constrains the sys-
tem to form a series of ideal linked tetrahedral units. The TS potential is
chosen as a potential which accounts well for a number of key (bulk) proper-
ties whilst retaining a relatively simple functional form.
Anion polarization, which controls the Si-O-Si bond angles in models of
this type, may be crucial in defining the structures adopted both for silica
and potentially for other, chemically-related, systems. Whilst the structures
formed are low dimensional, the atoms retain their full (bulk) coordination so
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it is reasonable (at least in the first approximation) to apply potentials derived
by reference to bulk three dimensional properties. These will most probably
need further refinement as more precise experimental results on the vitreous
silica bilayers become available.
We are very concerned with variation of the number density (number of
SiO2 molecules per unit area) or, equivalently, the area occupied by a single
molecule. The number density, n0, is expressed in terms of SiO2 units per
unit area projected onto the central plane of the bilayer, whilst the area, A, is
expressed by reference to an ideal value, A0, which is the area occupied by a
crystalline sample, based on crystalline graphene, in which all the tetrahedral
pairs are aligned vertically with a three fold axis about the central oxygen
ion, and which would be obtained from bilayers constructed from an ideal
crystalline graphene sheet containing only six-membered rings.
Energy minimizations are performed over a range of dimensionless reduced
areas A∗ = A/A0; 0.4 ≤ A∗ ≤ 1.4. Note that A∗ = 1 is the maximum possible
area which can be attained without strain (i.e distortion within the individual
tetrahedra). At each density, the system’s energy is minimised using a steep-
est descent method. The atom positions are allowed to evolve, controlled by
standard Newtonian mechanics, and the velocities are reset to zero (quench-
ing the kinetic energy) when the kinetic energy reaches a (local) maximum.
In order to allow explicitly breaking of the initial imposed reflection symme-
try between the bilayers, several simulations are performed with randomized
starting locations.
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Figure 4.3: Showing the structure of the bilayer made of perfect corner shar-
ing tetrahedra from various perspectives, relaxed with the harmonic potential
and with a dimensionless area of A∗ = 0.9. This puts the structure into an
arbitrary place in the flexibility window at some density (not the experimental
density). This illustration is a piece from a bilayer with a periodic super-cell
with 864 silicon atoms. Notice that the central oxygen atoms all lie in the
symmetry plane. Each tetrahedron has four oxygen ions shown as small red
spheres at the vertices and a silicon ion at the center.
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4.4 Results
In Figure 4.4, we show comprehensive results for the harmonic and the, TS
potential. These results are given for two different samples (derived from the
200 and 432a atom a-G samples, so containing a total of 1200 and 2592 atoms
respectively), in the two panels to give some perspective on the universality of
the results. These two configurations are chosen as examples of systems with
relatively high and low ring distribution variances (Table 4.1). The results
for the harmonic potential that describes the corner sharing network of rigid
tetrahedra are shown by the red, blue and green lines and show a distinct flat
region for both samples that is the manifestation of the flexibility window.
These three curves are generated by different values of σ, with the smaller
values of σ, leading to larger flexibility windows. The flexibility window exists
over a similar range of densities for both samples. It should be noted that the
high density limit of the flexibility window is defined by repulsive potentials
between the Si ions in this model, rather than the more physical repulsion
between the larger O ions that is expected physically. However repulsion
between the Si ions is expected to closely approximate the O-O repulsion, as
the tetrahedra are all rigid. The low density limit, defined as the lowest the
density can be without breaking the network of corner sharing tetrahedra,
is where almost all zeolites are found experimentally. This is because when a
more realistic potential than the harmonic potential is used, Coulomb inflation
maximises the pore volume, and hence the sample volume [106]. The high
density limit in zeolites is determined by that density at which interpenetration
of the oxygen atomic spheres would onset. A similar situation is found here
for vitreous silica bilayers, with a well defined flexibility window. This is in
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contrast to the case of three dimensional vitreous silica (no pores) where the
flexibility window collapses to a single point (single density) [106].
Figure 4.4 also shows the energies obtained by minimising the energy of
the 400 and 864 SiO2 molecular bilayers using the TS potential. The energies
resulting from the use of this potential function show sharp minima (when
plotted on a logarithmic scale used here). These potentials produce a unique
conformational minimum just below the high area limit of the flexibility win-
dow (obtained with the harmonic potential).
Figure 4.4 also shows the energies plotted against density; the harmonic
potential results are scaled by the Si-O bond length (1.6A˚). Also shown is the
density range obtained from experiment [100]. For both configurations, stud-
ied with all potentials, the harmonic potentials predict structures of slightly
higher density than those observed preliminarily experimentally. On the other
hand, for both these configurations the energy minima for the TS potential do
lie within the currently observed experimental density range (n0 = 18.4 and
20.0SiO2/nm
2 for the 400 and 864 molecule configurations respectively). The
higher densities possible using the harmonic potential compared to the TS are
to be expected due to the lack of electrostatic interactions which act to push
the silicon cations apart. It is significant to note that the two configurations
studied in depth produce energy minima with the TS at different densities
implying the density to be a function of the atomistic detail (ring structure)
of the bilayer configuration.
Figure 4.5 shows the Si-Si Radial Distribution Functions (RDFs) obtained
for both the harmonic and TS potentials for both the 400 and 864 molecule
configurations. The RDFs are calculated by projecting the Si-Si separations
onto the xy plane (and hence mimicking the experimental procedure). Energy
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Figure 4.4: The energies of the relaxed configurations shown as a function of
the density (upper abscissa)and the reduced area, A∗ = A/A0 (lower abscissa)
obtained for the 400 (upper panel) and 864 (lower panel) SiO2 molecule system,
using both harmonic and TS potentials. The distances indicated are for the
parameter σ in the box in the upper panel. The minima for the TS potentials
for the 400 and 864 molecule configurations are at densities of∼ 18.4 SiO2nm−2
and ∼ 20.0 SiO2nm−2 respectively. The yellow lines and arrows in both panels
highlight the density range observed from experiment [100].
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minimisation using the TS potential produces structures with order beyond
the nearest-neighbor length-scale of the same form as that generated by the
harmonic potential. The first peak (corresponding to the nearest-neighbor Si-
Si length-scale) appears considerably sharper for the TS potential, reflecting
the ordering imposed by the presence of the electrostatic interactions. The
reduced intensities in the 864 molecule system compared with the 400 molecule
one reflects the higher degree of disorder in the former (as characterised by
their respective values of µ2).
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Pair separation, r [nm]
0
5
10
g(r
)
TS
a-G
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Figure 4.5: Radial distribution functions g(r) calculated for the silicon
sublattice using the Si-Si separations projected onto the xy plane. The RDFs
are calculated for the 400 and 864 SiO2 molecule systems (respectively µ2 =
0.500 and 1.046) using the harmonic (black lines) and TS potential (blue lines).
Successive functions are offset along the ordinate axes for clarity. In each case
the lower curve is for the 400 molecule configuration and the upper for the 864
molecule case. The original carbon RDF determined from the a-G sample is
also shown (red). This function has been scaled along the abscissa in terms of
the first peak positions for comparison. The harmonic potential functions are
obtained at a density of A∗ = 0.81 (at which the energy can be quenched) while
the TS functions are obtained at the respective energy minima. The uppermost
curves are the amorphous (magenta) and crystalline (cyan) functions obtained
from experiment [100].
Figure 4.5 also shows the experimentally-determined functions (from Refer-
ence [100]) obtained for both a crystalline and an amorphous section of bilayer.
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The analysis of the experimental data remains very preliminary, and a much
better determination of the density will be possible once larger areas of the
samples are imaged. For the moment the fairly wide estimates of the experi-
mental density [100] are shown by the yellow lines in Figure 4.4. These wide
estimates are obtained from the relatively small field of view of the vitreous
silica bilayers currently available, and we await larger fields of view from which
a more accurate density can be obtained. Note this density is obtained directly
from the atomic imaging [110]. The density is a very important parameter to
know, both in regards to the flexibility window and for detailed validation of
the potentials used here. It is quite possible that the potentials we have used
will have to be fine tuned later to reflect the experimental density but for the
present we are concentrating principally on the conceptual physics. The pre-
liminary experimental RDF shown in Figure 4.5 is broadly consistent with all
the model structures in this paper, and data from much larger experimental
areas should discriminate between the nuances of various computer generated
structures.
Figure 4.6(a) shows the Si-O-Si Bond Angle Distributions (BADs) deter-
mined for the harmonic potential (at A∗ = 0.81 for which the energy could be
driven to zero), and at the energy minimum determined from the TS potential
for the 400 molecule system. The Si-O-Si BAD determined with either form
of the TS potential is significantly narrower than that determined from the
harmonic potential, reflecting the higher degree of ordering imposed by the
presence of the electrostatic interactions. The harmonic distribution shows a
major peak at θ ∼ 125o of width ∆θ ∼25o while the TS shows a peak position
(width) of θ ∼132o (∆θ ∼15o). Note that the removal of anion polarization
terms from the TS potential (to generate a rigid-ion model) results in a peak
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Figure 4.6: (a) Si-O-Si bond angle distributions determined at a density of
A∗ = 0.90 for the harmonic potential (black) and at the densities correspond-
ing to the respective energy minima for the TS (blue) for the 400 molecule
system. The light blue plot shows the corresponding function for the bulk
glass at ambient pressure using the TS potential [111]. (b) Si-Si-Si bond angle
distributions obtained under the same conditions as for panel (a). For refer-
ence the additional red line shows the C-C-C distribution from the original
two dimensional a-G configuration.
position (width) of θ ∼150o (∆θ ∼10o). The change in the peak position in the
bond angle distribution is consistent with the inclusion of anion polarization
which acts to effectively screen the Si-Si (repulsive) electrostatic interactions
and hence stabilises more acute Si-O-Si bond angles. The distribution appears
very different from that obtained for the bulk glass using the TS potential [111]
(also shown in Figure 4.6) which shows a broader distribution (∆θ ∼50o) with
a peak at θ ∼ 150o consistent with experiment [112]. Note that in an unrelaxed
crystalline bilayer, based on a crystalline graphene seed with a median sym-
metry plane, the Si-O-Si bond angle is cos−1(−7/9)'142o within a monolayer
and 180o between monolayers. It is interesting to note that 142o is very close to
the chemically preferred Si-O-Si bond angle in the absence of any topological
strains due to rings [113]. The component at lower angles in the middle blue
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panel in Figure 4.6(a) is associated with in-plane angles and the other peak
with angles involving both planes. In the other two panels in Figure 4.6(a),
there is only a single very broad peak.
2N Potential A∗ ∆z/A˚
upper lower center
400 harm. 0.81 0.124 0.124 3.9×10−14
harm. 1.00 0.087 0.087 2.8×10−14
864 harm. 0.81 0.184 0.184 4.0×10−14
harm. 1.00 0.137 0.137 3.9×10−14
400 TS 0.92 0.151 0.151 7.2×10−14
864 TS 0.85 0.274 0.274 9.0×10−14
Table 4.2: Variances in the position of the oxygen atoms perpendicular to the
bilayer plane, ∆z, for the 400 and 864 SiO2 molecule configurations determined
using both the harmonic and TS potentials at the reduced areas indicated.
The oxygen atoms sit in three layers; upper, lower and central. The small
variances for the atoms in the central plane (of the order of the numerical
error associated with the calculation), coupled with the identical variances of
the atoms above and below this plane are indicative of the existence of a mirror
plane containing the central oxygen atoms
The difference between the bilayer and bulk BADs can be rationalised
as follows. The mirror symmetry relationship between the top and bottom
layers of the bilayer means that ions of the same charge sit on top of one
another perpendicular to the plane containing the bilayer. As a result, the
(repulsive) like-like electrostatic interactions are effectively maximised, leading
to relatively obtuse Si-O-Si bond angles centred about the oxygen ions which
bridge the two layers, and resulting in the peak at ∼175o. A simple geometric
argument indicates that the presence of these relatively obtuse angles has a
knock-on effect for the Si-O-Si angles centred about the oxygen ions which are
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in one of the bilayer planes, which will be relatively acute. This is an area that
needs more study as there will always be a competition between the preferred
Si-O-Si angles from chemistry and the requirements of the network topology.
This effect will influence whether similar vitreous bilayers can be made from
germanium and also whether aluminum ions can be alloyed with silicon ions
in these vitreous silica bilayers.
Figure 4.6(b) shows the Si-Si-Si bond angle distributions obtained using
the harmonic and the TS potentials at the same densities as in Figure 4.6(a).
The results are compared to the C-C-C BAD generated from the original a-G
configuration. Recall that for crystalline graphene the bond angle is θ ∼120o.
The bilayer BADs show a sharp peak at θ ∼90o which corresponds to Si-Si-
Si triplets in which the Si atoms are split between the two layers comprising
the bilayer, while the higher broader peak corresponds to in-plane Si. The
harmonic and TS potentials show similar distributions which are significantly
broader than the a-G distribution.
To quantify the presence of a mirror plane after relaxation, which does not
impose any symmetry, we determine the variance of the oxygen atom positions
(∆z) perpendicular to the bilayer plane. The oxygen atoms can be considered
as sitting in three distinctive quasi-planes corresponding to the central layer
(which joins the two original monolayers) and the two layers above and below
this central layer. Table 4.2 lists the variances for the 400 and 864 SiO2
molecule systems obtained using the harmonic potential (at two densities)
and the TS (in the respective energy minima densities). The central atoms
are clearly confined to a single plane while the atoms in the upper and lower
layers show identical variances. The existence of the mirror plane is confirmed
by determining the variance in the positions of the mirrored atoms in the
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upper and lower planes which is ∼ 0 to within the numerical precision used.
In principle the mirror symmetry can be broken once the potential contains
Coulomb terms etc., as the argument given in the section Symmetry Planes
based upon constraints does not hold with more complex forces. However in
practice it seems these deviations are very small, although in principle present.
We also note that this symmetry in the ∆z perpendicular to the bilayer plane,
holds not only at the macroscopic (average) level, but also at the local level
between corresponding atoms above and below the central symmetry plane.
The most important results of this section, and paper, are summarised in
Figure 4.7 where the flexibility windows and corresponding energy minima
for the two amorphous and one crystalline sample are shown. It should be
noted that the TS minima lies within the flexibility window as expected. In
addition it lies towards the top, high area end, of the window reminiscent
of the relationship observed in 3d zeolites [106]. The argument given for the
zeolites was that Coulomb inflation in the pores between the negative oxide
ions caused the sample to swell to be very close to the maximum allowed
while remaining inside the flexibility window. Such an argument cannot be
given here, as there are no large pores as in zeolites - but we propose that
Coulomb inflation, between the oxide ions, may still be the explanation within
the rings of the bilayer. The silicon ions are less important as they are smaller.
However we do not find this argument entirely convincing, and more work on
understanding the subtleties of the effects of Coulomb interactions in ionic
framework structures is needed.
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Figure 4.7: The low density end of the flexibility window (for the harmonic
potential case) for the two amorphous (green and red - sample sizes as indi-
cated) and one crystalline (black) sample shown as lines ending in a + symbol.
Note that the the high density end of the window for harmonic potentials is
to the left and determined by repulsive forces between neighboring ions. The
figure also shows the corresponding energy minima from the TS potential (×)
coloured as for the corresponding flexibility windows. The blue line highlights
the experimental density range.
4.5 Symmetry Plane
The existence of a symmetry plane in an amorphous sample is surprising
and quite unlike anything that we have encountered before. This symmetry
emerges from the disordered state as the network takes advantage of the larger
conformational space available when a symmetry plane is present compared
to without. Hence symmetry is induced in a system which at first sight seems
a canonical example of a system without symmetry. The argument for it is
compelling as outlined here, and confirmed both by detailed atomic computer
modeling and by experiment. Of course the individual tetrahedral units are
close to perfect tetrahedra because of the strong local chemical bonding, but
these pack in a disordered way. The local symmetry of perfect tetrahedra is not
necessary for the argument for the symmetry plane to hold. Residual degrees
of freedom in a structural unit are often referred to as floppy modes [114].
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Consider two tetrahedral units (which we will call a tetrahedral pair) with
a common oxygen atom - that is Si2O7 as shown in Figure 4.8. There are N
such units made from the 2N units of SiO2 in the bilayer structure. A rigid
body has 6 degrees of freedom in three dimensions, and for any two vertices of
adjacent tetrahedra to coincide requires 3 constraints ( x1 = x2, y1 = y2 and z1
= z2, where 1 and 2 refer to the two tetrahedral vertices that come together).
We now give counting arguments [115] for the case without symmetry and
then with symmetry between the bilayers from a (proposed) reflection plane
in the middle of the two layers.
Figure 4.8: Showing a tetrahedral pair; one from the upper layer and one
from the lower layer. Each tetrahedron has four oxygen ions shown as small
red spheres at the vertices and a silicon ion (not shown) at the center.
1. Without symmetry. Consider the two separate tetrahedra in the tetra-
hedral pair shown in Figure 4.8; each with the usual 6 degrees of freedom
for a rigid body in three dimensions. That makes 12 degrees of freedom in
total. Joining the common oxygen atom requires 3 constraints (to make the
tetrahedral pair) and the 6 remaining oxygen ions each require 3 constraints,
which are shared so that there are 12− 3− (6× 3)/2 = 0 floppy modes, which
is the expected result that the system is isostatic [106] - that is the structure
just has enough constraints to be rigid and cannot be moved (subject to the
usual remarks about boundary conditions etc. [116]). This result is expected
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as the bilayer is just a special case of a network of corner sharing tetrahedral
units which are all isostatic [106]. This can be seen easily as each individual
isolated tetrahedron has 6 degrees of freedom, and four shared corners each
with 3 constraints - hence the number of floppy modes per tetrahedron is
6− (4× 3)/2 = 0 and we have an isostatic network; that is no floppy modes.
2. With symmetry. First define an external plane and position it at z = 0.
Then move a single tetrahedron so one vertex lies in this plane but is free to
move in the x− y plane. This tetrahedron initially has 6 degrees of freedom,
and putting an atom somewhere in the external plane requires a single con-
straint. The 3 other oxygen atoms require (3 × 3)/2 constraints to link the
corners - the second tetrahedron in the tetrahedral pair is fixed by the reflection
symmetry and therefore has neither independent degrees of freedom nor inde-
pendent constraints associated with it. Thus there are 6− 1− (3× 3)/2 = 1/2
remaining degrees of freedom for each tetrahedral pair and hence a total of
N/2 degrees of freedom for the whole bilayer.
The important observation here is that with corner sharing tetrahedra,
there are a macroscopic number of degrees of freedom if there is a reflection
plane. This allows the bilayer structure to roam over a region of conforma-
tional space while maintaining all the constraints. This leads to a flexibility
window analogous to that found previously in zeolites [106]. As discussed
later, we find that with a more realistic potential the bilayer settles within
the flexibility window at a preferred density. This is a pretty remarkable and
unexpected result.
The above arguments can be streamlined and made very compact. Looking
at the lower monolayer, disconnected from the upper monolayer, then if there
is a reflection plane only a single constraint is required at each oxygen that is
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not shared with another tetrahedron in order to bring it to the reflection plane,
whereas three shared constraints would be required to bring it into coincidence
with a similar oxygen in an otherwise unconstrained second monolayer. Adding
the mirror monolayer adds no extra degrees of freedom. Therefore a reflection
plane leads to a macroscopic number of floppy modes (3/2− 1)N = N/2.
Yet another distinct demonstration of this result can be given as follows.
Start with planar collection of N corner-sharing triangles. There are 3N de-
grees of freedom and 3 × 2N/2 constraints giving no remaining degrees of
freedom. That is such a network (example is a kagome lattice) is isostatic and
only flexible if there is a surface and (O
√
N) floppy modes. Now consider a
3d flexible framework of tetrahedra connected with the same 2d topology of
corner sharing triangles (each tetrahedron has three connected corners), then
there are 6N degrees of freedom and 3×3N/2 constraints giving a macroscopic
number of degrees of freedom 3N/2. If further, the remaining vertex of each
tetrahedron, so fixing one of its Cartesian coordinates, then the total number
of degrees of freedom per tetrahedron is N/2. Adding the reflected monolayer
to the original monolayer gives 2N SiO2 units with N/2 degrees of freedom
for the bilayer, as before.
Note that these arguments apply to tetrahedra of arbitrary shape and size,
so if there are some Al ions within tetrahedra in the lower layer at some com-
position, they should be mirrored in the upper layer based on the arguments
in this sections, although Coulomb repulsions between them would discourage
this. Aluminum and silicon tetrahedra are both nearly perfect but have differ-
ent sizes [106] and so attempting to construct such bilayers would be something
interesting to try experimentally. The situation is very different in conven-
tional zeolites, where Loewenstein’s empirical rule [117] for alumino-silicates
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states that (in essence) every Al - containing tetrahedra must be connected to
four neighboring silicon-containing tetrahedra. It is possible, therefore, that
Loewenstein’s rule could sometimes be violated in bilayer structures.
4.6 Conclusions
We have shown how the recently discovered vitreous silica bilayer can
be computer-modeled by progressive assembly, starting from an amorphous
graphene sheet, and making various decorations and then relaxation with ap-
propriate potentials. This pathway is of course not physical, but represents a
convenient way of computer-generating such structures.
This system is probably the first network glass where the ring structure
can be experimentally observed directly by STM and STEM measurements
with atomic resolution, making it a paradigm system for future study. This
present study provides a complementary computer-theoretical study that we
hope will encourage further experimental and theoretical work.
An interesting observation is the unexpected mirror symmetry plane through
the center of the bilayer, which seems to defy the logic which says that such
bilayers should pucker. The fact that the top monolayer lies exactly on top
of the lower monolayer, means that a single layer is seen in the experimental
STEM image, making structural interpretations much easier, and confirming
the symmetry argument given here. This is a very unusual situation of a sym-
metry induced in a disordered system. However it should be noted that such
a reflection symmetry is also expected in crystalline silica bilayers, where it is
less surprising. Although additional terms in the potential, like the Coulomb
terms, may result in this symmetry being broken, this is not observed in the
experiments, or in the computer simulations, at the current level of accuracy.
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It should be noted that amorphous graphene shows no such symmetry and is
expected to show considerable puckering, unless constrained from doing so by
a sufficient applied tension[Chapter 2][2].
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Chapter 5
RING STATISTICS OF SILICA BILAYERS
This chapter is a reprint of a journal article, Avishek Kumar, David Sher-
rington, Mark Wilson, M.F. Thorpe. Ring Statistics of Silica Bilayers. The
article has been accepted to the Journal of Physics: Condensed Matter. My
contribution to this work is the analysis of the ring statistics and topological
analysis to the experimental and computer-generated samples and creation of
the computer generated samples.
5.1 Introduction
The 80 years since Zachariasen’s famous paper[7] on the random network
theory of glass structure have seen steady progress in our understanding of
the structure of glassy materials through the construction of models and com-
parison with experiment.[8, 1]. In the early days, models were hand- built
with plastic units and had free boundary conditions[48, 49]. Today, very much
larger computer models have periodic boundary conditions[53, 8, 55, 57, 56].
Although the pair distribution function can be found by Fourier transforming
experimental diffraction data, this is a relatively imprecise tool, and is largely
insensitive to the details of the intermediate-range order. This has been frus-
trating as the range of vitreous silica structures, characterized by the fictive
temperature, most likely differ in the details of the connectivities of the lo-
cal tetrahedral coordination polyhedral as probed by the ring statistics[104].
Other experimental observations, such as the D1 and D2 lines observed in the
Raman spectra, are thought to be directly linked to localized modes on specific
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rings[1], but this remains to be confirmed by direct experimental evidence.
Recently, two experimental groups[99, 100] have synthesized and imaged
samples that consist of bilayers of vitreous silica. This has provided new insight
into the structure of glass; albeit a two-dimensional glass. In Figure 5.1, we
show a computer model of the bilayer structure from various perspectives. The
lower panel shows a side view of the bilayer. It has been argued by us[118]
that there is a mirror plane involving the central oxygen atoms, shown as
red dots in the lower panel of Figure 5.1, as well as a slight puckering of the
upper and lower oxygen surfaces of the bilayer, consistent with maintaining
the symmetry. The middle panel of Figure 5.1 shows the projection of a single
monolayer onto the plane, with the projection of the silicon atoms lying at
the centers of the yellow triangles. The top panel shows the network of silicon
atoms deduced from the middle panel and it is this representation that we
will focus on in this note. The reasons for this are two-fold. The first is that
this is a convenient minimalist representation of the network topology that
contains all the important information about ring statistics, as well as the
Aboav-Weaire[3, 25] and ring areas The second reason is that there are other
examples of similar networks, where every vertex has edges to three other
vertices; examples are soap films, the Giants Causeway (in Northern Ireland),
biological tissue and many others[23, 119]. Much effort has been used to
characterise and compare such networks and we will use similar methods here.
Although the networks studied here are two-dimensional and so not repre-
sentative of bulk three- dimensional glasses, they are important in their own
right and for the insight they give into bulk glasses. The advantage of having
two dimensional random networks cannot be over-emphasized; not least as
visualization is so much easier than for three dimensional networks.
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Figure 5.1: The lower panel shows a side view of the silica bilayer. The
central panel shows the projection in the plane of one monolayer with the red
dots representing oxygen atoms, and with a silicon atom in the middle of each
yellow triangle. The upper panel is dual to the central panel and shows the
topology of the silicon network, and is the focus of this paper. Adapted from
Figure 5.2 of reference[118].
90
5.2 Ring Statistics
We have collected together a number of experimental results[99, 100] and
some theoretical computer modelling results[118] for amorphous silica bilayers
to examine some simple measures of the ring statistics. All networks have been
computer-refined to produce networks of perfect tetrahedra (with all six edges
having equal length) that share corners. Their two-dimensional projections
are shown in Figure 5.2. The edges, which represent the Si-Si separations, do
not all have equal lengths, partially because of the projection into the plane,
but mainly because of the variation in the Si-O-Si angle[118]. Note that the
Si-O bond length is fixed by the covalent chemistry at 1.6A˚ and is effectively
independent of the local environment.
One could question how truly random these networks are; visual inspection
suggests some regions of yellow sixfold rings that are somewhat larger than
statistically would be expected, as for example in the left side of sample (e).
This is an important question for future study. However, here we will simply
focus on the ring statistics as given in Table 5.1, which can be obtained by
inspection from Figure 2 and Figure 3.
The distribution of ring sizes, or local ring statistics, of these network is
shown in Table 5.1, where we denote the probability of having an r-sided ring
as pr, normalized so that ∑
r
pr = 1. (5.1)
The moments of the distribution < rs > are given by
< rs >=
∑
r
rspr, (5.2)
where for an infinite system < r >= 6 from Euler’s theorem [3, 25, 23, 119].
It is convenient to characterize the width of the distribution using the second
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Figure 5.2: The ring structures obtained from five experimental samples (a)
Cornell A [100], (b) Berlin C, (c) Berlin A, (d) Berlin B [99] and (e) Cornell
B [100]. The ring coloring is blue (4),black (5), yellow (6), green (7), red (8),
purple (9) and pale blue (10), where the number in brackets is the ring size.
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moment of the deviation from the mean value of < r >= 6
µ2 =< (r− < r >)2 >=< r2 > − < r >2, (5.3)
the skewness γ1
γ1 =< (r− < r >3) >, (5.4)
and the excess kurtosis γ2
γ2 =
< (r− < r >)4 >
< (r− < r >)2) >2 − 3. (5.5)
There is close agreement for the ring statistics among the experimental
samples, even though the two groups used different preparation procedures,
with the six-fold rings being the most probable at around 45%, with significant
numbers of five and seven-fold rings at probabilities over 20%. There is most
variability between samples in the probability of both small (4) and large rings
(8, 9 and 10) as would be expected with so few of such rings and hence limited
statistics. As a result the second moment µ2 and the skewness γ also do not
vary much among the five experimental samples.
In Figure 5.3, we show the two computer-generated samples (f) and (g)
(obtained as described in ref. [118]) that have the closest second moment µ2 to
the experimental results, and Table 5.1 lists the associated statistics. However,
it can be seen that these computer generated samples show fewer sixfold rings
and more fivefold rings than the experimental samples, and hence a larger
skewness. More computer modelling needs to be performed to reproduce more
precisely these experimentally observed ring statistics.
In Figure 5.4, we show the cumulative ring statistics for all five of the
experimental samples shown in Figure 5.2. This provides the best estimate of
ring statistics from currently available experimental samples with p4 = 0.038,
p5 = 0.27, p6 = 0.44, p7 = 0.19, p8 = 0.54, p9 = 0.0075 and p10 = 0.0015.
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Figure 5.3: Two computer generated samples[118] (f) and (g) (referred to
as 432(b) 836 respectively in [118]). Here the numbers correspond to the
silicon atoms in each monolayer in each supercell. The samples have periodic
boundary conditions and the figure here shows most of a single supercell. The
ring coloring is again blue (4), black(5), yellow (6), green (7), red (8), purple
(9) and pale value (10), where the number in brackets is the ring size.
5.3 Aboav-Weaire Law
Non-crystalline glassy networks have historically been referred to as Con-
tinuous Random Networks (CRNs) [7, 8, 1] and this nomenclature is commonly
used to characterize networks like those shown in Figures 5.1-5.3. In order that
the mean ring size be 6, as required by Euler’s theorem, and all the bonds of
similar length, it is necessary for smaller rings to have a tendency to have
larger rings as neighbors, sharing an edge, and vice versa. A popular way to
characterize this propensity is through the mean size of the rings that surround
a typical r-fold ring, mr. A sum rule due to Weaire[25] gives∑
r
mrrpr = 36 + µ2. (5.6)
Aboav [3] argued for the approximate rule for mr
mr = A+
B
r
. (5.7)
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Figure 5.4: Showing the cumulative ring statistics for the five experimental
samples (a)-(e) weighed by the size of the various samples. The vertical height
of each red bar gives the percentage of rings of that size.
If we insert (5.7) into (5.6), we find that 6A = B = 36 + µ2 and hence the
Aboav-Weaire law can be written as
rmr = (36 + µ2) + 6(1− α)(n− 6), (5.8)
which contains a single fitting parameter α[4]. Figure 5.5 and 5.6 show re-
sults for the five experimental networks of Figure 5.2 and the two computer-
generated networks of Figure 5.3, plotted as rmr − µ2 versus r [c.f. Eq. (8)]
It can be seen that the fit to the Aboav-Weaire law is reasonably good,
although certainly not exact, which there is no underlying mathematical rea-
son to expect. We emphasize that the relation (5.7) is not exact for general
networks. The points at ring size r = 6, are close to the value of 36 shown by
the horizontal yellow line. The variations between the five experimental sam-
ples are seen to be quite small and within the bounds expected for variations
due to finite size effects. This is also shown by the values of given in Table 1
which are all close to 1/3. A similar plot in Figure 5.6, for the two computer
generated networks, shows similar results although with a slightly larger slope
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and hence smaller values of given in Table 5.1.
Figure 5.5: Plot of the Aboav-Weaire law for experimental samples as shown
in the top left hand corner where the notation is from the caption to Figure
5.2. The yellow horizontal line at 36 shows the common value for ring size 6
from Eq. (8), and the values of alpha are given in the last column of Table
5.1.
It can be seen that the fit to the various samples with Eq. (5.8) is not
unreasonable although the statistics for high and low r are not really adequate
and much larger samples with many 10-fold rings etc would be needed for a
more precise determination. However it is surprising that the subtle differences
between the various networks is buried in the noise due to finite size effects, so
there is less sensitivity than in the ring statistics, which are the most obvious,
and most important, quantities to focus on when comparing different networks.
Clearly the ring-ring correlations are important and there is a need for new
statistical approaches here, to better characterize and understand these net-
works. The computer generated samples do need further refinement, as can
be seen by the lower values of the fraction of sixfold rings, p6, and the smaller
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values when compared to experiment. These two deficiencies in the presently
available computer generated models may well be related.
Figure 5.6: Plot of the Aboav-Weaire law for computer generated samples
as shown in the top left hand corner where the notation is from the caption to
Figure 5.2. The yellow horizontal line at 36 shows the common value for ring
size 6 from Eq. (5.8), and the values of alpha are given in the last column of
Table 5.1.
5.4 Area Law
Properties studied so far have been topological, in that no distance metric
has been involved. Here we extend the analysis to include geometry. If the
area of r-sided ring is Ar the sample, then we write a dimensionless area as ar
as
ar =
Ar
< l >2
(5.9)
where < l > is the mean plane-projected length of an edge connecting pairs of
vertices (i.e. silicon atoms) averaged over the whole sample. The term < l >2
in the denominator is to make the area ar dimensionless. Because of the nature
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of the bonding and the small tilt angle, there is only a variation of about ±2%
in the lengths l across the sample.
The area of a regular r-sided polygon with sides all of unit length is
ar =
r
4 tan(pi/r)
, (5.10)
which is plotted in Figures 5.7 and 5.8 as the solid blue line. The exper-
imental points fit rather closely to this blue line (Figure 5.7), whereas the
computer modeled points lie somewhat below (Figure 5.8). This demonstrates
that the experimental samples have rings that are remarkably symmetric, with
the maximum are possible, whereas the computer generated samples are less
so with distortions that lower the area for most rings. More modelling works
needs to be done to understand this discrepancy.
Figure 5.7: The symbols show the average areas for rings of various sizes
for experimental samples as shown in the bottom right hand corner where the
notation is from the caption to 5.2. The solid blue line is Eq. (10) with no
adjustable parameters.
Lewis[4] has studied similar, mainly biological network, whose driving
mechanisms are surely different from those of the essentially fixed-length bonds
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in vitreous silica bilayers. Also different in origin are networks in foams where
the driving mechanism is surface tension. Lewis found that the area of the
polygons increased linearly with ring size and this has come to be known as
Lewis’s law[4], which by visual inspection, clearly does not hold for the data
here, as plotted in Figure 5.7 and 5.8.
Figure 5.8: The symbols show the average areas for rings of various sizes for
computer generated samples as shown in the bottom right hand corner where
the notation is from the caption to Figure 5.2. The solid blue line is Eq.(10)
with no adjustable parameters.
5.5 Discussion
In this paper we have examined several properties of the ring statistics
of two- dimensional amorphous networks with three-coordinated sites. These
are derived from observed experimental results in silica bilayers in two sepa-
rate studies using different techniques together with those obtained in corre-
sponding computer modelling. These networks have a qualitative resemblance
to the classic images of Zachariasen[7], as do two-dimensional foams, cuts
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through cells and natural phenomena such as Giant’s Causeway[3, 25, 23, 119].
However, these first atomic-level results have a very different bond and force
character at a microscopic level, being constructed from units with highly con-
strained bond-lengths and with coordination conservation, in contrast to the
surface tension driven forces of foams and the non-conservation of vertex num-
ber inherent in foams as a temporal reduction due to T2 processes and as an
increasing quantity in cells through cell division processes[23, 119, 4]. Thus
they provide a new system for the investigation of classic empirical laws such
as those of Aboav-Weaire[3, 25] and Lewis[4].
All the experimental silica samples measured to date have very similar ring
statistics as measured for example by their second moments of the distribution
of their cell-edge sizes. The computer generated models available to date
are also similarly restricted. Although limited, this study already it shows
interesting results, both of similarity and of difference compared with (the non
atomic level) systems studied earlier in other manifestations. In particular, the
Aboav-Weaire law appears to be reasonable, whereas Lewis law is not; a simple
regular-polygon idealization providing a better fit. It seems likely that these
observations are a consequence of the Aboav-Weaire law reflecting dominantly
topological characteristics, whereas Lewis’s law depends more on the specific
character of the inter-vertex forces and constraints.
It would be interesting to try to extend the data set for both experimen-
tal and computer samples of these Zachariasen-like amorphous networks, by
varying their preparation conditions.
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Chapter 6
CONCLUSIONS
Inspired by the advent of two-dimensional amorphous materials, we have cre-
ated a continuous random network model of amorphous graphene and explored
the use of the Keating and Tersoff inter-atomic potentials. We have char-
acterized the system through pair distribution function and structure factor
analysis. We have compared the construction methods of Molecular Dynam-
ics compared to bond-switching methods. It is clear that the bond switching
methods produce a better continuous random network because there are no
dangling bonds. Now that information on medium range order is available
we have been able to further characterize a system through its distribution
of bond angles and second moment of the distribution function of its rings.
We have performed a density functional theory study to calculate the density
of states and explore how puckering would occur in an amorphous graphene
sheet; the puckering is similar to that of a buckyball.
From amorphous graphene configurations, we have created a model of a
vitreous silica bilayer as a network of corner sharing tetrahedron. We found
the remarkable result of the symmetry plane through the center of the bi-
layer. There is strong evidence for our symmetry argument due to the top
of the monolayer lying directly on top of the bottom monolayer. We have
studied the ring statistics and empirical Aboav and Lewis functions for silica
bilayer systems and found a superior area function for networks with unit bond
lengths.
It should be emphasized that the continuous random network is an ideal-
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ization of amorphous structure. It is a model that does not take into account
such features as holes or dangling bonds which readily occur in many materials.
Additionally, a single configuration is only one of a large set of configurations
separated by small energetic barriers; it is a model for an amorphous material
by virtue of matching the distribution of bond lengths, bond angles and ring
statistics. Nevertheless, good structural models are necessary for calculating
the properties of a material.
The electronic properties of amorphous graphene have been studied. Kapko
et al. showed that the introduction of disorder in graphene led to the introduc-
tion of localized states near the Fermi level using a tight binding model [68].
This work was then followed by Tinh et al. who showed amorphous graphene
to be an Anderson insulator due to the introduction of disorder[120]. This
work is in direct conflict with Holmstrom et al. who predicted amorphous
graphene would be a conductor[69]. Graphene is known for its unique, elec-
trical, thermal and optical properties. I expect in the future there will also be
calculations on the mechanical, thermal and optical properties of amorphous
graphene. The puckering of amorphous graphene is also an interesting prob-
lem. An interesting questions is whether there is a deep minimum or many
small minima in the energy landscape; this problem would be analogous to the
physics of paper crumbing[121].
Although amorphous graphene has not yet been synthesized, there has been
considerable progress toward creating a fully amorphous sheet[122]. Other
possible candidates for future two-dimensional amorphous materials are phos-
phorene, silicene, germene, hexagonal boron nitride, and molybendium disul-
fide. Atomically resolved imaging of amorphous materials has already led to
a deeper understanding of the structure of glass and amorphous solids. Imag-
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ing provides complementary information to diffraction experiments and pair
correlation analysis. Additionally, we can calculate pair distribution functions
through the real space images and be able to understand the origin of the ring-
ring correlations, especially for systems made up of multiple atomic species.
The second moment of the ring distribution function, Aboav Law,and Lewis
Law provide a taxonomy for comparing disorder across all two dimensional
networks.
The vitreous silica bilayer is the first continuous random networks to be
imaged in real space and represents a tour de force; it is a test bed for ran-
dom network formation theory. The Heyde group was the first to synthesize
a bilayer of vitreous silica on a variety of substrates. They have found that
the substrate affects the topology of the network, creating a monolayer, bi-
layer, crystalline or vitreous network[123]. How this occurs is still an open
question worth exploring. Additionally, we have found through our theoret-
ical investigations that the density is affected by the specific ring statistics.
The density is a quantity of fundamental importance for understanding the
flexibility window and for fine tuning potential functions used in modelling. A
Stone-Wales defect has been imaged in real space[124]. Additionally, the bi-
layer can be used to study the liquid to crystal transition, adsorption, growth
and the crystal-vitreous transition. Another future use is to study zeolites by
replacing silicon with aluminum to see how the doping affects ring sizes and
ring assemblies.
A major hurdle for proper modelling is to have proper parameters. The
parameters used in the studies in this thesis are derived from bulk properties.
As more measurements are made on amorphous systems–nearest-neighbor elas-
tic constants, density–we will be able to refine our models. The interatomic
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potentials, derived for bulk materails, may also have to be adjusted for two-
dimensional systems. Another improvement in modelling will have to be the
proper reproduction of ring statistics of experimental systems. Currently it
is difficult to reproduce the proper geometry for a given prefixed topology.
This may be solved by introducing topological terms in a relaxing potential to
weight a specific distribution of rings more favorably.
There are also much broader problems in scope that can be solved using
these amorphous systems. It is likely the preparation history is encoded in
the ring statistics of the sample. It is, also, currently debated whether or
not a two dimensional amorphous system can be made hyperuniform, i.e.,
no fluctuations on all length scales, restated this means the structure factor
S(Q → 0) → 0[104, 125]. There are also important questions as to whether
the evolution of ring statistics follows a power law or exponential distribution
when creating an amorphous system. The Aboav and Lewis laws are universal
across two dimensional systems. There may be a special Universality class
governing the topology of all these structure.
For 80 years the structure of amorphous materials has been debated with
little definitive progress. Moving back to two dimensions has finally shed light
on this issue and will push the field forward into a new arena of physics.
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