Reliable information about the active loads in the energy system allows for effective and optimized energy management. An important aspect of intelligent energy monitoring system is load disaggregation. The proliferation of direct current (dc) loads has spurred the increasing research interest in extra low voltage (ELV) dc grids. Artificial intelligence, such as deep learning algorithms of stacked recurrent neural network (RNN), improved results on a variety of regression and classification tasks. This paper proposes a 1-D convolutional stacked long short-term memory RNN technique for the bottom-up approach in load disaggregation using single sensor multiple loads ELV dc picogrids. This eliminates the requirement for communication and intelligence on every load in the grid. The proposed technique was applied on two different dc picogrids to test the algorithm's robustness. The proposed technique produced excellent result of over 98% accuracy for smart loads and over 99% accuracy for dumb loads in ELV dc picogrid.
I. INTRODUCTION
L OAD disaggregation is an important step toward effective monitoring and management of an electrical power system. It provides information on the state of the loads or appliances in a circuit. The information on the states of the grid's active loads increases the effectiveness of the energy management system. Thus, the development of such load disaggregation techniques, which recognized individual appliance signal signatures from aggregated circuit readings, emerged as a popular research topic in both academic and industrial fields [1] - [4] .
Load disaggregation requires the monitoring system to sense and log meaningful parameters of the circuit and to label the time steps with the activity of the loads in the circuit. Deduction of the labels can be done by classification of the load signatures, which is based on extracted features from a window of the sensed data. There are a variety of load signatures design The authors are with the Newcastle University-School of Electrical and Electronic Engineering, SIT Building @ Nanyang Polytechnic, 567739 Singapore (e-mail: q.yang-thee@newcastle.ac.uk; Lok.Woo@newcastle.ac.uk; t.logenthiran@newcastle.ac.uk).
Digital Object Identifier 10.1109/JSYST. 2019.2919668 choice used in the literature, including the wave-shape features based on mutual trajectory of instantaneous voltage and current waveforms [5] and the electromagnetic field radiated by several common appliances to determine unique signature for each appliance [6] . Load disaggregation, as proposed in this paper, allows single sensor multiple load classification. It focuses only on the current signal waveform of the circuit. This is cost effective when compared to the conventional method of installing a sensor in each individual appliance to separately capture energy consumption and states. An example is seen in [7] which described a home appliance load modeling method from aggregated meter data to detect and estimate individual home appliance loads.
In [8] , the authors proposed an event-based energy disaggregation algorithm for activity monitoring from a single-point sensor.
Visually, a human can learn to disaggregate and identify appliances in aggregated data from a single-point sensor, especially for feature-rich signatures of appliances. Engineers can manually design and hand engineer the feature extractors, but, this is time consuming and may not be robust to noise [9] . Thus, over time, machine learning and artificial intelligence, such as neural network and fuzzy logic, have been applied in several areas of the electrical power systems [4] , [10] . The use of neural networks with genetic algorithms was proposed in [11] to identify load demands and identification. In [12] , a semi-supervised classification technique that further enhanced the incremental pattern characterization learning outputs was shown using the meter readings from a university environment.
More recently, the introduction of deep learning coupled with advancements in computational power, especially in the graphic processing unit (GPU) has increased the awareness and interest in applying deep neural network (DNN) technology in the electrical power systems. DNN, which is the stacking of multiple layers of artificial neural networks (ANN), has shown to be beneficial in several applications, such as sentence classification and speech recognition [13] , [14] , and online false data injection attack detection in power utility system [15] . In addition, [16] describes the use of feedforward and recurrent ANN with Levenberg Marquardt training method based on rough structure to forecast plug-in electric vehicles travel behavior. The DNN architecture has been successful in learning feature representation, thus reducing the effort to manually engineer feature extractions. The number of hidden layers in a DNN can improve learning ability and task performance. The long short-term memory (LSTM) recurrent neural network (RNN) is a subset of ANN, where stacked multiple hidden layers in LSTM-RNN will form a DNN [17] . RNN has been proposed in several solutions to both regression and classification problem, such as keyword spotting from a document [18] . RNN was discussed in [19] with the introduction of a bidirectional RNN which is an extension to the regular RNN. RNN in LSTM has been applied in several fields of an electrical power system, for example, [20] used LSTM networks for short-term electric load forecasting and [21] used LSTM networks for state-of-charge estimation of Lithium-ion batteries. The LSTM RNN is a sequence-based model and is able to work very well in time series sequence classification.
Since the early 1990s, work, such as [22] , described the appliance load monitoring for total load, which checked for signatures that provided information about the activity of the appliances constituting that load. However, these were primarily for major alternative current (ac) powered loads, such as heating, ventilation, washers, and refrigerator [23] - [25] . This was because during then direct current (dc) appliances were not as popular and common as they are now.
Equipment and appliances that were traditionally powered by ac are now converting to dc. For example, LED lights are replacing the traditional fluorescent lights and dc powered fans are replacing the conventional ac fan. On top of that, there is a surge in the ownership of dc powered consumer products, such as laptops and mobile phones. The proliferation of dc home and office appliance has spurred an increasing interest in the dc grid. The technology was discussed in [26] , where deployment and pathways to success for dc local power distribution and recognizing the increasing call for more dc distribution and grids in buildings. There are several papers focused on dc microgrid [27] - [31] , but lately, there is also interest in a smaller size low voltage grid, such as mini-grid [32] . The scaled-down version of dc microgrid to mini-grid, or to even smaller size as in the extra low voltage (ELV) dc picogrid proposed by this paper will have certain advantages over the traditional ac grid. The International Electrotechnical Commission (IEC) and U.K. Institution of Engineering and Technology (IET) (BS7671:2008) define an ELV device or circuit as one in which the electrical potential between conductor or electrical conductor and earth does not exceed 50 Vac or 120 Vdc (ripple free). The ELV dc grid allows dc sources, such as photovoltaic panels, or energy storages, such as batteries, to be connected to the dc loads without complicated interfaces, such as ac-dc rectification or dc-ac inversion. This also reduces the conversion losses. It is inevitable that more ELV dc picogrids will be developed in the near future with much more research.
This paper suggests the bottom-up approach from ELV dc picogrid level to the microgrid level in energy management. The ELV dc picogrid caters to the need of most dc-power appliances being 48 V and below. It is suggested that a number of these small loads form a picogrid and these picogrids can bundle together to form mini-grids, which can be further combined to form a larger microgrid (see Fig. 1 for illustration). Due to the limited power in an ELV dc picogrid, it will only support a small number of loads. An example is an office table with ELV dc picogrid supporting a 19-V laptop, a 12-V LED TV, and a 5-V mobile phone. Several ELV dc picogrids of office tables in the office are bundled to form a mini-grid and several mini-grids of offices or building floors are pooled collectively into the microgrid of the building.
Smart monitoring and load disaggregation of the ELV dc picogrid provide important information for energy management. It is mentioned in [33] that intelligent operation and optimization are required on different levels in the whole smart grid system. The monitoring of picogrids contributes to the grid management in the subcomponent level.
The objective of this paper is to perform load disaggregation of the dc loads in an ELV dc picogrid using only the current signal waveform obtained from a single sensor multiple loads circuit. This area of exploration is still very new as most load monitoring systems target the larger ac loads and grids, and require the information from multiple sensors, such as voltage, power factor, harmonics, etc. The paper also introduces two different types of ELV dc picogrids, namely, the dumb grid and smart grid. The data used in this paper are actual current signal acquired from real loads in ELV dc picogrids. The paper recognizes that this is a time series problem due to the dc current signal waveform acquired from the single sensor; thus the paper proposes approaching the load disaggregation of ELV dc picogrid with a 1-D convolutional stacked LSTM RNN technique. This paper shows that the load disaggregation in dumb ELV dc grid can be easily achieved with traditional single layer ANN with rectified linear unit (ReLU) performing better than Sigmoid when it is used as the activation function. However, it requires multiple hidden layers or DNN when it comes to smart ELV dc picogrid load disaggregation. The proposed 1-D convolutional stacked LSTM RNN outperformed the other techniques in both dumb and smart grids.
The rest of the paper is organized as follows. Section II will provide the experimental approach and methodology. The two different types of ELV dc picogrid and the experimental setup are discussed, as well as the proposed technique of 1-D convolutional stacked LSTM RNN technique. Section III presents and compares the results. Section IV discusses the performance of the proposed technique. Section V summarizes the conclusion.
II. EXPERIMENTAL APPROACHES AND METHODOLOGY
In this section, the experimental setup used and the architecture of DNN and LSTM are presented. 
A. ELV DC Picogrid Experimental Setup
Several load monitoring and aggregation studies have been completed on ac grid. The ac grid has more electrical parameters, such as active power (W), reactive power (VAR), and harmonic content, thus the electrical signature has more features to be extracted. In comparison, the dc grid is limited to just voltage and current. The voltage waveform v_raw can be acquired by inserting measurement probes across the appliance. The current waveform i_raw has to be acquired via an intrusive current transducer, which produces a voltage in response to the magnetic field. This is caused by the electric current, and it utilizes the principle of Hall's Effect. This voltage can be read with another pair of measurement probes, which is then converted into a current reading.
Two different types of ELV dc picogrids were used to demonstrate the effectiveness of the proposed technique. The first grid consisted of simple loads, which only had the basic function of "ON" and "OFF" with little intelligence and no communication features, thus named "dumb" grid. The dumb loads are single function appliances that are low cost with no economic sense to insert additional features. The loads used here were a set of 5-V LED lights, a 12-V dc fan, and a 12-V Peltier-cooled refrigerator. Unlike the dumb dc picogrid, the second grid, which is called the "smart" dc picogrid, consisted of loads with intelligence and more functions and features. As compared to the dumb loads, the smart loads have more sophisticated current waveforms, which make them more difficult to classify and recognize.
A variety of voltages were used in the smart dc picogrid to test the robustness of the proposed technique. It included a 19-V laptop, a 5-V mobile phone, and a 12-V LED TV. These loads and their configurations were allocated to classes as seen in Tables I  and II . Fig. 2 shows an image of the experiment setup. This setup provided lots of flexibility to cater to different settings of the dc picogrid. Power supplies were available in both ac-dc rectifiers (orange dashed box) and dc-dc converters (orange box). Power inputs (yellow box) were also made available for 5-V USB plugs, Two equipment were used in this experiment setup for data acquisition. The Hioki LR8431 Memory HiLogger is a compact and lightweight data logger that allows up to 10 ports of data acquisition at up to 100-Hz frequency. The National Instrument CompactDAQ NI cDAQ-9188 is a customizable platform, which allows for the plug and play of multiple modules to suit the experiment.
In data collection of loads' waveforms, the usual practice is to install a sensor for each load in the ELV dc picogrid to acquire each individual load's data, as seen in Fig. 3(a) . This method is costly and resource intensive. The proposed smart sensor in this paper uses single sensor for multiple load classification in the ELV dc picogrid, as shown in Fig. 3(b) .
The data are collected at 100 Hz. It is sent to a computer for supervised training and testing of the algorithm. The computer used in this paper is running on Microsoft Windows 7 Enterprise, it has Intel Xeon, CPU E5-1660 v4 @ 3.20 GHz, 3201 Mhz, 8 Cores, 16 logical processors, and a total physical memory of 128 GB. The dedicated GPU has 256 CUDA Cores with 8 GB GDDR GPU memory of 256-bit memory interface and 89.6 GB/s memory bandwidth.
B. 1-D Convolutional Process Using Time Step
Convolution is an important operation in signal processing. It consists of a window which slides along the input signal and perform an operation to produce an output signal. In this paper, the convolutional window is made up by the number of time steps required for the ANN to perform dc pico-grid load classification. The sequence i_raw signals for the past M time steps are to be considered, where I_raw =
The size of the convolutional window will depend on the number of time steps required. This window will then slide along the input signals and will feed into the neurons in the input layer of the ANN. The use of time step convolutional allows the system to consider a window block of data instead of an individual datum.
C. Deep Learning ANN
An ANN consists of nodes which are artificial neurons and allow information from one neuron to pass to another neuron or to itself in a future time step. Given i is input to the network, an artificial neuron h i will receive I number of inputs x i . There is a weights matrix denoted by w ih and a learnt bias b h on the connection from the input i to the neuron h i . This is passed through an activation function σ() to produce the neuron's final output y h . A forward pass of an ANN is where the information flows from the input layer, through any hidden layers, to the output. The weights and bias are learnt and updated during the backward propagation
A single layer perceptron (SLP) consists of an input layer of neurons, one hidden layer of neurons, and a final layer of output neurons. Deep neural nets are multilayer perceptron (MLP) which consist of multiple fully connected layers of neurons with several hidden layers of neurons stacked together. Fig. 4 shows a typical architecture of a stacked neural network. This paper compares two activation functions: Sigmoid (2) and ReLU (3), as follows:
σ (x) = max (0, x) .
Multiple nonlinear hidden layers can be added to re-represent the input data and this creates a deep nonlinear network. The objective in this paper is to perform classification of loads in an ELV dc picogrid and so the output layer's activation function used is the Softmax Regression. It is multinomial logistic regression that handles multiple classes y ∈ {1, 2, . . . , K} where K is the number of classes. The Softmax function reduces the output of each unit to be between 0 and 1. It divides each output such that the total sum of the outputs is equal to one. The output of Softmax function gives the probability that any of the classes are true, which is equivalent to a categorical probability distribution, given as follows:
where z is the input vector to output layer and j indexes the output units.
The supervised learning of the neural network is done using backward propagation. The forward pass of the entire network is first performed to obtain the network's output for a specific set of inputs. The loss or error of the output relative to the target is computed using the loss function. The weights and bias in that direction will then be modified by the optimizer algorithm.
The targets of the neural network output in this paper were given numerical values and were converted into categorical format, therefore, categorical cross entropy was used as the loss function. The cross entropy loss ls x measures the performance of a classification model where output is given as a probability value between 0 and 1. Its loss increases as the predicted probability diverges from the actual label. In a multiclass classification, as in this paper, the cross-entropy loss is the sum of all of the separate losses for each class label per observation
where M is the number of classes; b o,c is the binary indicator if class label is correct; p o,c is the predicted probability observation o is of class c.
The optimizer algorithm used in this paper divides the learning rate for a specific weight by a running average of the magnitudes of recent gradients for that same weight. The learning rate η is set at the default of 0.001 and the decay γ is set to 0.9. The batch size used in the forward pass for this paper is 1024.
D. LSTM RNN
Unlike traditional feedforward neural network, RNN are sequence-based model. They are able to establish temporal correlations between previous information and current circumstances. By using the recurrent connections between the neurons in the time series problems, the decisions an RNN made at time t−1 could affect the decision at time step t. RNNs are trained by back propagation through time. However, learning long-range dependencies with RNNs is difficult due to the problems of gradient vanishing or exploding. In the issue of gradient vanishing, the norm of the gradient for long-term components decreases exponentially fast to zero as small gradients or weights (which are less than one) are multiplied many times over through the multiple time steps. This resulted in no significant change to the weights and it limited the model's ability to learn long term temporal correlations. Gradient exploding refers to the opposite phenomenon.
LSTM networks (based on RNN) have a unique neuron structure called the memory cell, which helps to overcome the vanishing gradient problem by employing multiplicative gates that enforce constant error flowing through them. These memory cells are able to store information over an arbitrary time. Three gates (input gate i t , output gate o t , and forget gate f t ) are used to control the information flowing into and out of the memory cells. Each gate has an activation function and receives the same input as the input neuron. The input gate determines which element of the input vector is required and preserved in the internal state. The forget gate determines which state variables should be remembered or forgotten from the previous state s t−1 . The output gate decides which internal state s t should be allowed through as an output from the LSTM h t (see Fig. 5 for more details on the structure).
Let the input node be g t , the internal state be s t , and the input sequence for an LSTM be x = [x 1 , x 2 , . . . , x T ] where x t ∈ k represents a k-dimensional vector of real values at the tth time step. The memory cell state s t−1 interacts with the intermediate output h t−1 and the subsequent input x t to determine which elements of the internal state vector should be updated, maintained, or erased based on the outputs of the previous time step and the inputs of the present time step. The formulas for all nodes in an LSTM structure are shown in the following.
Deep learning neural networks can be created by stacking several LSTM layers within the hidden layers. The LSTM cells in a hidden layer are joined through recurrent connections. Each cell in a lower LSTM hidden layer is fully connected to each unit in the above-mentioned layer via feedforward connections. All the weights and biases are learnt by minimizing the differences between the outputs and the actual training samples
where W fx , W ix , W gx , W ox , W fh , W ih , W gh , and W oh are weight matrices for corresponding inputs of the network activations; O · represents an element-wise multiplication; σ represents sigmoid activation function; φ represents tanh activation function.
E. 1-D Convolutional Stacked LSTM RNN
This paper proposed using the 1-D convolutional stacked LSTM RNN for the load classification in ELV dc picogrid. The architecture is as shown in Fig. 6 .
A window width of the desired number of time step is set for 1-D convolutional process before they are sent to the input layer of the neural network. This is then flown into the LSTM hidden layers. In the output layer is the Softmax classifier which will give a binary 1 for the class that has the highest probability and 0 for the rest. This will output as the predicted class.
Pretraining is not applied in the proposed 1-D convolutional stacked LSTM RNN as the intention of the solution is to train the network from scratch. It is also observed that the waveforms of different ELV dc loads are rather different and there is not much additional advantage to have a pretrain network. There might be too much disconnect between the pretraining and finetuning stages. Pretraining becomes less effective for DNN with ReLU activation functions. This could be due to the nonsaturating characteristic of ReLU [34] . Moreover, as discussed in [35] , the rectifying activation allows deep networks to achieve their best performance without unsupervised pretraining. The proposed technique in this paper uses the ReLU activation functions, as such, pretraining is not applied.
III. RESULTS
In this section, the application of traditional SLP, MLP, and Stacked LSTM RNN on the classification of dumb loads and smart loads in ELV dc picogrids are discussed and contrasted. All simulations were done on Python 3.6 programming language using Keras Library and Tensorflow. The data used were collected from the dumb and smart ELV dc picogrids using the experimental setup from Section II. The acquisition process of the training dataset was done in one long nonstop trial where the appliances in the ELV dc picogrid were turned OFF and ON several times. This mimics a real-world scenario on the behavior of a user training the network.
A. Comparison Between Traditional ANN and 1-D Convolutional Stacked LSTM RNN
The experiment started with classification of dumb loads using the traditional single layer ANN, SLP. Table III shows selected results after 50 epochs of training data where i_raw is used as the input. The hyperparameters explored were the number of past data time steps, number of neurons in the hidden layer, and the use of different activation functions: Sigmoid or ReLU. Training accuracy was obtained by applying the trained model onto the training dataset, while the test accuracy was obtained by applying the trained model onto a separated test dataset. If the training accuracy is very much different from the test accuracy, then there is a possible case of overfitting.
It was observed that the performance of the single layer neural network worked well with a single data point and ten neurons in the hidden layer. By increasing the number of time steps and number of neurons, the accuracy increased slightly. However, there was a slight drop in test data accuracy when the number of time steps (interested past data) and neurons were set high at 100, even though there was an improvement in training set accuracy. This could be due to over fitting. It was also observed that the use of the ReLU activation function produced slightly better results than those of Sigmoid activation function. ReLU activation function is preferred as it is much simpler in computation when compared to Sigmoid activation function, which requires computing an exponent. In the experiments mentioned above, the training phase took approximately 14% less time and the testing time took about 57% less time when ReLU activation function is used instead of Sigmoid activation function. In addition, Sigmoid activations are easier to saturate, thus ReLU is preferred for DNN. Although the above-mentioned results for dumb dc loads were accurate, the same single layer neural network of SLPs was far from it for load disaggregation in a smart dc picogrid. The test accuracy was at best 77.83% with 10 time steps and 100 neurons per layer (see Table IV ). This could be due to the more complicated current waveforms of the smart dc loads.
One option for improved accuracy of the neural network training is to increase its number of layers to create stacked neural networks. Table V shows the results for adding layers in an ANN using ReLU as the activation function. It was shown that three layers ANN with 100 data points in the kernel and 100 neurons per layer produced the highest test accuracy at 93.78%.
The proposed 1-D convolutional stacked LSTM RNN was applied to the same smart dc loads. The results were much better with the same hyperparameters. For example, the single layer LSTM with 10 time steps and 100 neurons per layer had an improvement of 7.14%. Table VI shows the results of varying the hyperparameters, including number of layers, number of time steps, and number of neurons per layer. The best test accuracy of 98.34% came from the five-layer LSTM network with 100 neurons per layer and used 100 time steps (see Fig. 9 (e) for sample results). More layers, such as eight layers, were tested, but the result is not much better than the five layers. The additional layers above five layers cannot justify for the extra resources and time used in the process (eight layers required 2.09× more time for training and 1.82× more time for testing as compared to five layers), thus five layers are recommended.
It is also observed that in the smart load classification, the use of larger number of time steps in the 1-D convolutional windows improved the performance. The large window allows the network to pick up important features of the waveform over a period of time as compared to just a single data point of instantaneous value. The 1-D convolutional window is essential as it helps to reinforce the short-term memory on top of the existing LSTM.
The same 1-D convolutional stacked LSTM RNN was applied on the dumb dc loads. Table VII shows that the test results are comparably good at 99.83%. Thus, the same algorithm can be used in both dumb and smart loads in dc picogrids. A sample result outputs can be seen in Fig. 8(e) . Fig. 7(a) showed the sample loss curves during learning of dumb loads and it was observed that the traditional SLP, MLP, and stacked LSTM RNN algorithms were able to reduce this loss during the training. However, as shown in Fig. 3(b) , the stacked LSTM RNN performed much better than the traditional SLP and MLP in the smart load classification training.
B. Training Loss Curves

C. Experimental Results of Dumb Loads in DC Picogrid
The training of the classification was done on 538 934 data points. The loads in the dc picogrid were switched ON and OFF repeatedly during the experiment. There were eight stages or classes in the dc picogrid. The training and test datasets are as shown in Fig. 8 . The test data were a 97 684 data points file.
D. Experimental Results on Smart Loads in DC Picogrid
The training files used in the smart loads consisted of 718 809 data points. The loads were switched ON and OFF repeatedly in the grid to collect the eight stages or classes in the dc picogrid. The test file consisted of 200 000 data points. They are as shown in Fig. 9 .
E. Performance of 1-D Convolutional Stacked LSTM RNN in Comparison With Other ANN Techniques
It was shown in the above-mentioned results that the load disaggregation in dumb grid can be easily achieved with high accuracy using the traditional single layer ANN. However, load disaggregation in smart grid proved to be more challenging due to its more complicated waveforms. Single layer ANNs do not produce very good results in smart grid load disaggregation. The increase in the number of neurons per layers and past data time steps improve the performance until overfitting occurs. Even though the increase in the number of layers to form multilayer network aids the smart load disaggregation performance, it is shown that the 1-D convolutional stacked LSTM RNN outperforms the other neural networks. Table VIII shows the comparison of the performance of selected algorithms using test accuracy, recall, precision, and F-score. This shows that 1-D convolutional stacked LSTM RNN techniques with five layers have the best performance.
F. Exploration With Other Input Parameters in 1-D Convolutional Stacked LSTM RNN
Experiments were also done to explore the variant of input parameters. Table IX shows the results. i_ave (which is the average of the time step window), i_grad (the gradient of the time step window), and i_var (variance of the time step window) are three common features extracted from data for classification. They exhibit certain attributes of the data and are commonly used in machine learning. Using i_ave alone provided almost the same result as those using i_raw. However, using i_grad, both alone or in combination with i_ave or i_var, decreased performance.
Datasets were also tested with raw voltage v_raw. It was shown that voltage was not a suitable input parameter. The training accuracy was high, but the test accuracy was poor.
G. Performance of 1-D Convolutional Stacked LSTM RNN in Comparison With Other Machine Learning Techniques
In machine learning, support vector machine (SVM) and knearest neighbors (kNN) are two of the most commonly used supervised models for classification. SVMs are based on the idea of finding a hyperplane that best divides a dataset into two classes. Although SVM is inherently a two-class classifier, it can be implemented as a multiclass SVM by reducing the single multiclass problem into multiple binary classification problem. kNN is a supervised machine learning technique that is instancebased, where it is based on the computation of the k nearest training elements in the overall training set and on the election of the class through majority voting on the labels of the nearest elements. These two techniques require the manual extraction of features; in contrast, the 1-D convolutional stacked LSTM RNN does not require this additional step.
The four extracted features are mean, variance, largest difference between subsequent data points, and the range within the specific data window. Given that i n is the element in the input signal I and M is the number of points in the window subset. μ in (12) is the computed mean and σ 2 (13) is the computed variance. Largest gradient i grad,max is computed by finding the largest difference between subsequent data pointsī (14) and range R is the difference between the maximum and minimum value of the window (15) 
H. Computational Cost of 1-D Convolutional Stacked LSTM RNN
One of the main drawbacks of the 1-D Convolutional stacked LSTM RNN is its high computational cost and lengthy duration during the training phase as every cell is required to perform several calculations before producing an output. This will require a powerful computer with fast central processing unit, high performance GPU, and sufficient random access memory. The above-mentioned computer in Section II-A used about 11 h to process 50 epochs of the 718 809 data training set of the smart grid in a five layers network of 100 neurons per layer with 100 past data time steps. This will be very demanding for local computer. The testing phase is approximately 13 min for 200 000 test data or about 4 ms for individual test data classification. There should be no issue if it is performing online load disaggregation. Thus, the taxing training phase can be done off-line or remotely over the cloud. The trained model can then be pass to the edge computer to perform online load disaggregation. Another option is to explore gated recurrent units.
I. Robust Performance of 1-D Convolutional Stacked LSTM RNN in Various ELV DC Picogrid
The 1-D convolutional stacked LSTM RNN technique were applied on several ELV dc picogrids and Table XI shows some examples that the technique is robust and performed well for different grids.
IV. CONCLUSION
This paper shows that the proposed 1-D convolutional stacked LSTM RNN technique produced excellent results when applied to the bottom up load disaggregation approach in an ELV dc picogrid. This approach exploits the combination of convolutional and LSTM RNN deep learning technique. The work in this paper also explored the effect of number of layers, neurons per layers and time steps in the proposed technique. Two different types of grids were tested with the technique, namely the dumb dc picogrid and the smart dc picogrid. The results of the proposed technique were much better when compared with traditional SLP neural network with Sigmoid and ReLU activation function and feedforward MLP, especially in the smart dc picogrid. It also outperforms the other two commonly used machine learning techniques, namely, the SVM and kNN. The inconsistency and complexity in the current waveform of the smart loads affects the predictability and accuracy of load classification. The higher the inconsistency and complexity, the more valuable the stacked LSTM in this technique can contribute to the classification and load disaggregation.
In addition to i_raw, other input parameter combinations were also experimented, namely, i_grad, i_ave, i_var, and v_raw. The experiments showed that using i_raw alone produced the best results.
This paper has shown that the proposed 1-D convolutional stacked LSTM RNN with five hidden layers, 100 time steps, and 100 neurons per hidden layer, demonstrated superior performance and accuracy for both the smart dc picogrid (over 98% test accuracy) and dumb dc picogrid (over 99% test accuracy). The1-D convolutional stacked LSTM RNN demonstrated its robustness by achieving very good performance in various ELV dc picogrids. For future works, bigger training sets will be required to build a network capable of generalizing the load disaggregation to any unseen house and more test sets will be needed. This technique will be extremely useful in energy management system.
