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Abstract
In this paper, we study a stochastic fractional Burgers type nonlinear equation driven by a pure jump
Lévy space–time white noise with d-dimensional spatial variables x ∈ Rd . Our equation involves a Marko-
vian generator of a stable-like Feller process with variable order α(x). Under certain polynomial growth
conditions, we establish the existence and uniqueness of an Lp(Rd)-valued (local) solution for the initial
value problem to our equation. Our approaches are essentially based on the estimates of the fundamental
solution to the stable-like Markovian generator and the Lp-theory of the stochastic integral with respect to
the pure jump Lévy space–time white noise.
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We are concerned with the following initial value problem to a fractional Burgers type non-
linear partial differential parabolic equation driven by a pure jump Lévy space–time white noise
in d-dimensional space Rd⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
du(t, x) = (D(x,D)u(t, x) + b0(t, x, u(t, x)))dt + d∑
j=1
∂
∂xj
bj
(
t, x, u(t, x)
)
dt
+
∫
E
σ
(
t, x, u(t, x); ξ) πˆ(dt, dx, dξ), (t, x) ∈ (0,∞) × Rd,
u(0, x) = u0(x), x ∈ Rd,
(1.1)
where D(x,D) denotes the Markovian generator of a stable-like Feller process, the coefficients
bj : [0,∞) × Rd × R → R, j = 0, . . . , d , and σ : [0,∞) × Rd × R × E → R are measurable
functions and πˆ is a compensated Poisson random measure on a given σ -finite measure space
(E,E, ν). We will explicate these terms in the sequel.
Our interest here is mainly in the nonlinear fractional differential equation (1.1) driven by a
pure jump Lévy space–time white noise in the multidimensional space Rd , which includes the
classical 1-dimensional fractional Burgers equation,
∂
∂t
u(t, x) = −1
2
(
− ∂
2
∂x2
)α/2
u(t, x) − 1
2
∂
∂x
(
u2(t, x)
)
, (t, x) ∈ (0,∞) × R
as an example, where α ∈ (0,2] is a constant. Our Eq. (1.1) also includes deterministic fractal
Burgers equation in Rd studied in [5] as an important example (see our further discussion below).
It is well known that (fractional) Burgers equations have been used to model a variety of physical
phenomena and particularly in connection with the investigations of turbulence (cf. e.g. [34] and
references therein). Recently, various types of stochastic Burgers equations driven by Gaussian
type or Lévy type noises have been a hot topic of intensive research, see for example [8,10–13,
18,25,29,30]. Let us also mention an interesting paper [6] where the authors analyzed stochastic
fractional nonlinear PDEs of Burgers type in one spatial dimension driven by Gaussian space–
time white noise and studied the existence of unique global solution of it.
To our knowledge, so far the most investigations in the literature on the stochastic (fractional)
Burgers type nonlinear equations (1.1) are only dealing with 1-dimensional space variable in
a bounded interval [8,11] or in the whole line [10,12,13,18,25,29,30]. There are, however, few
studies to investigate this kind of equations with multidimensional space variables. In the present
paper, we are interested in the study of (1.1) with respect to a d-dimensional pseudo-differential
operator with a variable order, such as
D(x,D) = −(−)− α(x)2 , x ∈ Rd, (1.2)
where α : Rd → (0,2) is a continuous function and the symbol of this operator is given by |ξ |α(x).
Such operator is the Markovian generator of a stable-like Feller process with a variable exponent
α(x) which is initially introduced by Bass [3] for d = 1 and is generalized by Tsuchiya [31] for
the multidimensional space Rd with different approaches. We refer the reader to [1,3,4,16,19,24,
20,32] and references therein for more information and new developments towards the analytic
aspect of such kind pseudo-differential operators.
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erator on Rd was studied in [5] and the 1-dimensional equation (1.1) corresponding to the
operator (1.2) driven by a Lévy space–time noise was recently investigated in [18]. In addition,
Gyöngy et al. have considered the stochastic Burgers equation with Laplacian operator driven
by Gaussian space–time noise in the whole line R in [13], and the equation driven by a finite-
dimensional Brownian motion on a bounded domain of Rd in [14], respectively. In this paper,
we shall show the possibility of extending the results of [18] to Eq. (1.1) with multidimensional
space variables driven by a pure jump Lévy noise, and we generalize the known results in several
different directions by following the arguments introduced in [5] and [14]. We will establish the
existence and uniqueness of a (local) mild solution to the initial value problem for (1.1) under
certain polynomial growth and Lipschitz conditions. We would like to emphasize that the noise
in our case can be regarded as a pure jump type Lévy space–time white noise derived from a
Lévy sheet, which is analogous to the Gaussian one. The stochastic heat equations (namely, with
the assumption that bj = 0, j = 1,2, . . . , d , in (1.1)) driven by stable noises are studied recently
by Mueller, Mytnik and Stan in [21–23], respectively. Let us also mention a recent work [15],
where Hausenblas has established the existence result of solutions to stochastic heat equations
driven by Poisson random measures with non-Lipschitz coefficients. Our results obtained in this
paper partially generalize the results obtained in these four very interesting papers, which will be
explicated later.
Another interest of this paper is to study the regularity of the solution. It is known that càdlàg
modification of solution to a stochastic heat equation driven by a Lévy sheet does not exist, see
[27] for a counterexample and see [7] for new discussion for this topic. In our case, instead
of càdlàg modification, we show that our solution has a predictable modification based on the
estimates of the Green function which are formulated in Section 2 below.
The rest of this paper is organized as follows. Section 2 is devoted to the introduction of
the pure jump Lévy space–time white noise πˆ and the concrete estimates of the Green function
corresponding to the operator D(x,D) with variable index α(x), on which our main results are
based. In Section 3, we give a rigorous formulation of the problem and then present the main
results with our complete proofs.
Let us end this section with introducing some notations. Throughout this paper, we will use a
capital letter C to denote a generic positive constant whose value may vary from place to place.
For a positive function f , we will use the standard notation O(f ) to denote that f does not
exceed in magnitude Cf for some positive constant C. For p  1, we will denote by Lp(Rd) the
space of all Borel measurable functions u : Rd → R such that ∫
Rd
|u(x)|p dx < ∞.
2. Preliminaries
2.1. The Lévy type noise
Let (E,E) be a measurable space and let ν be a σ -finite measure on (E,E). Given a complete
probability space (Ω,F ,P) with a filtration {Ft }t0. We consider a Poisson random measure
π on [0,∞) × Rd × E with intensity measure dt dx ν(dξ). We refer the reader to e.g. [17]
for a constructive formulation of π from the intensity measure dt dx ν(dξ). Hence, by a simi-
lar argument to that of Theorem I.8.1 of [17], given any σ -finite measure ν on the measurable
space (E,E), there always exists a Poisson random measure π associated with the intensity
measure dt dx ν(dξ). Moreover, we assume that π is adapted to Ft , that is, for all t  0,
A ∈ B(Rd), B ∈ E , π([0, t] × A × B) is measurable with respect to Ft and we further assume
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appeared in (1.1) is then given by
πˆ (dt, dx, dξ) := π(dt, dx, dξ) − dt dx ν(dξ),
which is nothing but the compensated Poisson random measure associated to the Poisson ran-
dom measure π . For the Itô integral with respect to the compensated Poisson random measure
πˆ (dt, dx, dξ), we refer the reader to the recent monograph [27], or research papers [2,26,29,30]
and references therein.
As an example, let us explain that Eq. (1.1) with proper choice of σ can be considered as a
stochastic fractional Burgers equation driven by a Lévy sheet. Let us assume that E = R and the
coefficient σ(t, x, z; ξ) depends only on ξ ∈ E such that σ(t, x, z; ξ) = ξ . Under the assumption
that
∫
E
|ξ |2 ν(dξ) < ∞, let us consider the Itô integral
Z(t, dx) =
t∫
0
∫
E
ξ πˆ(t, dx, dξ).
It is well known that π has a countable support {(σi, xi, ξi); i = 1,2, . . .} and can be represented
as
π =
∞∑
i=1
δ(σi ,xi ,ξi ).
Roughly speaking, the following process is called an impulsive cylindrical process
Z(t, dx) =
∑
τit
ξi δxi (dx) − t
∫
E
ξ ν(dξ) dx,
which is initially introduced in [26], see also [27] and τi = σ1 + · · · + σi . It is obvious that it is
a signed measure-valued process and can be regarded as a local orthogonal martingale measure
introduced by Walsh [33]. We can consider ξi as the amount of energy imposed to a system at
random time τi and regard random variables xi as the source of energy.
According to Proposition 7.21 in [27], we know that for each f ∈ L2(Rd), the process
Z(t, f ) =
∫
Rd
f (x)Z(t, dx)
is well defined as a Lévy process with the characteristic function given by
E
[
exp iZ(t, f )
]= exp{−t ∫
Rd
∫
E
(
1 − eif (x)ξ + if (x)ξ)dx ν(dξ)}.
In particular, taking E = R and considering the parameterized process
Z(t, x1, . . . , xd) := Z(t,1[0,x1]×···×[0,xd ]), x = (x1, . . . , xd) ∈ Rd,
then we have the following
E
[
exp iθZ(t, x1, . . . , xd)
]= exp{−tx1 · · ·xd
∫ (
1 − eiθξ + iθξ)ν(dξ)}, θ ∈ R.
R
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process Z(t, x1, . . . , xd) is a real valued Lévy process with the same Lévy measure ν up to a
multiplicative constant. It is named a Lévy sheet. As the analogue of the relation between a
cylindrical Wiener process and a Brownian sheet, it can be shown that the generalized derivative
∂dZ(t, x1, . . . , xd)
∂x1 . . . ∂xd
, t  0
is an impulsive noise. Some stable noises can be obtained by properly choosing the intensity
measure ν, see [21–23,27].
Let p ∈ [1,2] be arbitrarily given. According to the Lp-theory for stochastic integral with
respect to a Poisson random measure introduced in Theorem 8.23 in [27], we have the following
property.
Proposition 2.1. For any Ft -adapted function φ : [0,∞) × Rd × E × Ω → R satisfying
t∫
0
∫
Rd
∫
E
E
[∣∣φ(s, x, ξ)∣∣p]ds dx ν(dξ) < ∞,
the stochastic integral
t∫
0
∫
Rd
φ(s, x, ξ) πˆ(ds, dx, dξ)
is well defined in Lp(Ω,F ,P) and is {Ft }-adapted. Moreover, the following inequality holds
E
[∣∣∣∣∣
t∫
0
∫
Rd
∫
E
φ(s, x, ξ) πˆ(ds, dx, dξ)
∣∣∣∣∣
p]
 C
t∫
0
∫
Rd
∫
E
E
[∣∣φ(s, x, ξ)∣∣p]ds dx ν(dξ).
This result is the key point for us to investigate d-dimensional Burgers type equations with an
Lp(Rd)-valued solution. Notice that for the equation perturbed by Gaussian space–time noise,
the restriction that the space dimension d = 1 is necessary to seek a function valued solution
of (1.1), even for stochastic heat equations, see [9,30,33] and references therein.
2.2. The operator
This part is devoted to a study of the operator D(x,D). Here we follow the paper [20]. Let
α : Rd → (0,2) be a continuous function. For each Schwartz test function ψ ∈ S(Rd), the oper-
ator D(x,D) is defined by the following
D(x,D)ψ(x) =
∞∫
0
∫
Sd−1
(
ψ(x + y) − ψ(y) − 〈y,∇ψ(x)〉
1 + |y|2
)
d|y|
|y|1+α(x) μ˜(x, ds), x ∈ R
d,
where Sd−1 is the unit sphere of Rd , 〈·,·〉 stands for the inner product on Rd , y is represented
by its magnitude |y| and the unit vector s := y|y| ∈ Sd−1 in the direction y, and μ˜ is the so-called
spectral measure which is a finite Borelian measure on B(Sd−1) depending smoothly on x ∈ Rd .
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jump diffusion process, we will assume that μ˜ is symmetric, that is, μ˜(x,A) = μ˜(x,−A) for
any Borelian measurable subset A ∈ B(Sd−1). If further μ˜ is rotation invariant, then D(x,D) =
−(−)α(x)/2, which was introduced as an example in Section 1. It is known that the symbol of
D(x,D) has the form
D(x, ξ) =
∞∫
0
∫
Sd−1
(
ei〈ξ,y〉 − 1 − i〈ξ, y〉
1 + |y|2
)
d|y|
|y|1+α(x) μ˜(x, ds)
= −
∫
Sd−1
∣∣〈ξ, y〉∣∣α(x) μ(x, ds), (2.1)
with
μ(x, ds) := 1
α(x)
Γ
(∣∣1 − α(x)∣∣) cos(1
2
πα(x)
)
μ˜(x, ds) for α(x) 
= 1
and
μ(x, ds) := 1
2
π μ˜(x, ds) for α(x) = 1.
By the continuity of α, we set
αm := inf
x∈Rd
α(x), αM := sup
x∈Rd
α(x)
and we need to assume that [αm,αM ] ⊂ (0,2). Assume in addition that both α and μ(·,A),
A ∈ B(Sd−1) have uniformly bounded derivatives up to order 2 and there exist two positive
constants K1 and K2 such that
K1 
∫
Sd−1
∣∣∣∣
〈
ξ
|ξ | , y
〉∣∣∣∣
α(x)
μ(x, ds)K2 for all ξ, x ∈ Rd . (2.2)
For instance, the uniform measure on Sd−1 satisfies the above condition.
Let p(t, x, y) be the fundamental solution (or Green function) to the following equation, i.e.,
the linear part of our (1.1)
∂u
∂t
(t, x) = D(x,D)u(t, x).
In other words, p(t, x, y) is the solution of the following initial value problem⎧⎪⎨
⎪⎩
∂p
∂t
(t, x, y) = D(x,D)p(t, x, y), t > 0, x ∈ Rd ,
lim
t↓0 p(t, x, y) = δx(y).
According to Theorem 5.1 in [20], p(t, x, y) does exist under the previous assumptions on α and
μ and it is the transition probability density for a stable-like jump diffusion, see [3,24,20]. If the
symbol D(x, ξ) is independent of x, i.e., α and μ do not depend on x, then the fundamental
solution p(t, x, y) depends only on the difference x − y. In fact, for this special case, we have
p(t, x, y) explicitly as follows
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∫
Rd
exp
{
tD(ξ) + iξ(x − y)}dξ,
where D(ξ) denotes the symbol with α and μ independent of x, see (2.1). In this paper, we will
write pα(t, x − y) for p(t, x, y) to emphasize a constant symbol D(ξ) with a fixed index α.
Let us summarize some properties of the Green function pα(t, x) for a constant α ∈ (0,2)
from Proposition 3.1 of [20], which will be used frequently in this paper.
Lemma 2.2. Let T > 0 be arbitrarily fixed. Then there exists a positive constant C (depending
on T ) such that the following estimates hold uniformly for α in any compact subset of (0,2) and
for all t ∈ [0, T ]
pα(t, x) Ct−
d
α 1{|x|t1/α} +
Ct
|x|d+α 1{|x|t1/α}, (2.3)∣∣∣∣∂pα∂t (t, x)
∣∣∣∣ Ct−1pα(t, x),∣∣∣∣∂pα∂xj (t, x)
∣∣∣∣ C min{t−1/α, |x|−1}pα(t, x), j = 1, . . . , d. (2.4)
Next let us derive some properties of the Green function p(t, x, y), which can be approximated
by the Green function pα with a constant α ∈ [αm,αM ]. For brevity of notation, let us set for each
α ∈ [αm,αM ]
fα(x) = 11 + |x|α+d , x ∈ R
d .
Lemma 2.3. Under the above assumptions on α and μ, we have:
(1) The fundamental solution p(t, x, y) is non-negative valued and it satisfies the Chapman–
Kolmogorov equation
p(t + s, x, y) =
∫
Rd
p(t, x, z)p(s, z, y) dz, s, t ∈ [0,∞), x, y ∈ Rd .
(2) Let β ∈ (0,1/(d +α)) and γ ∈ (0,1−β(d +α)). For every constant α ∈ [αm,αM ], we have
p(t, x, y) = pα(t, x − y)
(
1 + O(tβ))+ O(tγ )fα(x − y). (2.5)
Furthermore, p(t, x, y) is (jointly) continuous and differentiable for t > 0 and in addition
the following two estimates hold for t ∈ [0, T ]
∂p
∂t
(t, x, y) = ∂pα
∂t
(t, x − y) + O(tβ−1)pα(t, x − y) + O(tγ−1)fα(x − y) (2.6)
and
∂p
∂xj
(t, x, y) = ∂pα
∂xj
(t, x − y) + O(tβ−1/α)pα(t, x − y)
+ O(tγ−1/α)fα(x − y). (2.7)
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sup
y∈Rd
∫
Rd
∣∣p(t, x, y)∣∣p dx  Ct− d(p−1)α . (2.8)
Proof. It is clear that (1) and the first assertion of (2) hold by corollary of Theorem 5.1 and the
comparison principle in corollary of Proposition 3.1 in [20]. To show the second part of (2) and
the two estimates (2.6) and (2.7), we can follow the arguments in Theorem 3.1, Theorem 5.1 and
corollary of Theorem 5.1 of [20]. In fact, from the key relation (5.8) in [20] and using the same
arguments to the proof of (3.16) in [20] (see p. 747), we can show that the partial derivative of
p(t, x, y) with respect to t exists and it satisfies the following relation
∂p
∂t
(t, x, y) = ∂pα
∂t
(t, x − y) + O(t)fα(x − y)
+ O(t−1)pα(t, x − y)(min{1, (1 + |log t |)|x − y|}+ O(tβ ′)),
for some β ′ ∈ (0,1). Therefore, we can obtain (2.6) as in the same manner as in the proof of
corollary of Theorem 5.1 of [20]. The relation (2.7) can be shown by the similar arguments. Here
we will omit the details and refer the reader to the original paper [20].
According to Lemma 2.2 and (2), we can deduce the following∫
Rd
∣∣p(t, x, y)∣∣p dx  C ∫
Rd
(
1 + tβ)pt− pdα 1{|x−y|t1/α} dx
+ C
∫
Rd
tp
|x − y|(d+α)p 1{|x−y|t1/α} dx
+ C
∫
Rd
tγp
(
fα(x − y)
)p
dx.
By the elementary properties of Lebesgue measure and the integrability of (fα(x − y))p , there
exists a positive constant C such that∫
{|y|t1/α}
dy  Ctd/α (2.9)
and ∫
{|y|>t1/α}
1
|y|p(d+α) dy  Ct
− d(p−1)+αp
α .
Therefore, we know that∫
Rd
∣∣p(t, x, y)∣∣p dx  C{t− p(d−1)α + tp− d(p−1)+αpαp + tγp},
which implies (2.8), due to the fact that p ∈ (1,2], β and γ are positive. This completes the
proof. 
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(J u)(t, x) :=
t∫
0
∫
Rd
p(t − s, x, y)u(s, y) ds dy,
and
(Jj u)(t, x) :=
t∫
0
∫
Rd
∂p
∂yj
(t − s, x, y)u(s, y) ds dy, j = 1, . . . , d.
In the sequel, we use the notation u(t) := u(t, ·) : Rd → R for any fixed t ∈ [0,∞). In order to
formulate our main results rigorously, we need to establish certain important estimates for the
operators J and Jj , j = 1, . . . , d . We have
Lemma 2.4. Let the assumptions in Lemma 2.3 be satisfied and let p ∈ (1,2].
(1) There exists a constant C such that
∣∣(J u)(t)∣∣
Lp
 C
t∫
0
∣∣u(s)∣∣
Lp
ds.
(2) There exists a constant C such that for any α ∈ [αm,αM ] and j = 1, . . . , d , the following
estimate holds
∣∣(Jj u)(t)∣∣Lp  C
t∫
0
(t − s)− d(p−1)+pαp ∣∣u(s)∣∣
L1 ds. (2.10)
Proof. (1) By the Minkowski inequality and (2) of Lemma 2.3, we have
∣∣(J u)(t)∣∣
Lp
 C
t∫
0
( ∫
Rd
∣∣∣∣
∫
Rd
p(t − s, x, y)u(s, y) dy
∣∣∣∣
p
dx
)1/p
ds
 C
t∫
0
( ∫
Rd
∣∣∣∣
∫
Rd
pα(t − s, x − y)
(
1 + (t − s)β)u(s, y) dy∣∣∣∣
p
dx
)1/p
ds
+ C
t∫
0
( ∫
Rd
∣∣∣∣
∫
Rd
(t − s)γ fα(x − y)u(s, y) dy
∣∣∣∣
p
dx
)1/p
ds.
Using the Young inequality and the above estimate, we have that
∣∣(J u)(t)∣∣
Lp
 C
t∫
0
∫
Rd
(
1 + (t − s)β)pα(t − s, y)∣∣u(s)∣∣Lp dy ds
+ C
t∫ ∫
d
(t − s)γ fα(y)
∣∣u(s)∣∣
Lp
dy ds.0 R
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Rd
pα(t − s, y) dy = 1,
one can easily derive the desired estimate which then concludes the proof.
(2) Similar to the above proof, by the symmetric property of the Green function p(t, x, y) on
the variables x and y, (2.7) and (2.4), we have the following derivation∣∣(Jj u)(t)∣∣Lp
 C
t∫
0
( ∫
Rd
( ∫
Rd
∣∣∣∣∂pα∂yj (t, x − y)u(s, y)
∣∣∣∣dy
)p
dx
)1/p
ds
+ C
t∫
0
( ∫
Rd
( ∫
Rd
(t − s)(β− 1α )pα(t − s, x − y)
∣∣u(s, y)∣∣dy)p dx) 1p ds
+ C
t∫
0
( ∫
Rd
( ∫
Rd
(t − s)(γ− 1α )fα(x − y)
∣∣u(s, y)∣∣dy)p dx)1/p ds
 C
t∫
0
( ∫
Rd
( ∫
Rd
{
1
(t − s) 1α
∧ 1|x − y|
}
pα(t − s, x − y)
∣∣u(s, y)∣∣dy)p dx)1/p ds
+ C
t∫
0
(t − s)(β− 1α )
( ∫
Rd
∣∣pα(t − s, x − y)∣∣p dy
) 1
p ∣∣u(s)∣∣
L1 ds
+ C
t∫
0
( ∫
Rd
( ∫
Rd
(t − s)(γ− 1α )fα(x − y)u(s, y) dy
)p
dx
)1/p
ds
:= I + II + III. (2.11)
Next, by the Young inequality, (2.9) and∫
{|y|>t1/α}
1
|y|p(1+d+α) dy  Ct
− d(p−1)+p(1+α)
α ,
we get that
I  C
t∫
0
(t − s)−1/α∣∣u(s)∣∣
L1
( ∫
{|y|(t−s)1/α}
(t − s)− pdα dy
)1/p
ds
+ C
t∫
0
∣∣u(s)∣∣
L1
( ∫
{|y|(t−s)1/α}
tp
|y|p(1+d+α) dy
)1/p
ds
 C
t∫
(t − s)− d(p−1)+pαp ∣∣u(s)∣∣
L1 ds. (2.12)
0
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II  C
t∫
0
(t − s)(− d(p−1)+αpαp +β)∣∣u(s)∣∣
L1 ds (2.13)
and
III  C
t∫
0
(t − s)(γ− 1α )∣∣u(s)∣∣
L1 ds.
Finally, combining (2.11), (2.12) and (2.13), we obtain the estimate (2.10). 
Remark 2.1. If the symbol D(x, ξ) = |ξ |α , then the operator D is nothing but the classical
fractional Laplacian operator −(−)α/2. For this special case, it is known that μ is independent
of x and is uniform on Sd−1, see Theorem 14.14 of [28]. Hence, the assumptions in Lemma 2.4
are satisfied. In the general case that the symbol D(x, ξ) = |ξ |α(x), then
μ˜(x, ds) = ωα(x)|s|1+α(x) m(ds)
where m is the uniform measure on Sd−1 and ωα(x) is a positive function defined by the following
Lévy–Khintchine formula
|ξ |α(x) = ωα(x)
∫
Rd
1 − cos(〈ξ, y〉)
|y|d+α(x) dy.
The corresponding operator is nothing but (1.2), which is studied in [24] (see also [18] for a
slightly different account).
3. Main result and its proof
Let us start with notations and assumptions. For arbitrarily fixed T > 0, let us denote by
BT,p := BT,p(Rd) the collection of all Ft -adapted functions u : [0, T ] × Rd × Ω → u(t, ·,ω) ∈
Lp(Rd) satisfying
‖u‖pT,p := sup
t∈[0,T ]
E
[∣∣u(t, ·,·)∣∣p
Lp
]
< ∞.
It is clear that ‖ · ‖T ,p is a norm and BT,p endowed with ‖ · ‖T ,p is a Banach space. Moreover,
let p ∈ (1,2] be fixed. We set q := p
p−1 throughout this paper. We now introduce the following
hypotheses on the coefficients of Eq. (1.1) and named them as Assumption A in the sequel:
(A0) All the coefficients bj : [0,∞) × Rd × R → R, for j = 0, . . . , d , and σ : [0,∞) × Rd ×
R × E → R are measurable functions.
(A1) The coefficient b0 satisfies the following linear growth and Lipschitz conditions: there
exist positive functions a1 ∈ Lp(Rd) and a2 ∈ Lq(Rd) such that for all t ∈ [0, T ], x ∈ Rd ,
z ∈ R,∣∣b0(t, x, z)∣∣ C(a1(x) + |z|)
and
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(A2) For each j , the coefficient bj satisfies the following polynomial growth and Lipschitz
conditions: there exist positive functions a3 ∈ L1(Rd), a4 ∈ Lp(Rd) and a5 ∈ Lq(Rd) such
that
d∑
j=1
∣∣bj (t, x, z)∣∣ C(a3(x) + a4(x)p−1|z| + |z|p)
and
d∑
j=0
∣∣bj (t, x, z) − bj (t, x, z′)∣∣ C(a5(x) + |z|p−1 + ∣∣z′∣∣p−1)∣∣z − z′∣∣
hold for all t ∈ [0, T ], x ∈ Rd , z, z′ ∈ R.
(A3) The coefficient σ fulfills the following linear growth and Lipschitz conditions: there exists
a positive function a6 ∈ L1(Rd) such that for t ∈ [0, T ], x ∈ Rd , z, z′ ∈ R∫
E
∣∣σ(t, x, z; ξ)∣∣p ν(dξ) C(a6(x) + |z|p),
∫
E
∣∣σ(t, x, z; ξ) − σ (t, x, z′; ξ)∣∣p ν(dξ) C∣∣z − z′∣∣p. (3.2)
Let us next introduce a notion of solution to (1.1).
Definition 3.1.
(1) We say that an Ft -adapted Lp(Rd)-valued stochastic process u : [0,∞) × Rd × Ω →
u(t, x,ω) ∈ R is a mild solution of (1.1) if for any T > 0, u(t, x) := u(t, x, ·) satisfies the
following integral equation for each t ∈ [0, T ]
u(t, x) =
∫
Rd
p(t, x, y)u0(y) dy +
t∫
0
∫
Rd
p(t − s, x, y)b0
(
s, y,u(s, y)
)
dy ds
−
d∑
j=1
t∫
0
∫
Rd
∂p
∂yj
(t − s, x, y)bj
(
s, y,u(s, y)
)
dy ds
+
t∫
0
∫
Rd
∫
E
p(t − s, x, y)σ (s, y,u(s, y); ξ) πˆ (ds, dy, dξ) a.s. (3.3)
Moreover, we say that the uniqueness of (1.1) holds if whenever u1 and u2 are any two
solutions to (1.1) with the same initial value, then u1(t, x) = u2(t, x) a.s.
(2) We call an Ft -adapted stochastic process u a local solution of (1.1) if there exists an Ft -
stopping time τ such that {u(t, x)}tτ is a solution of (1.1). Moreover, we say the uniqueness
holds for local solutions if there exists another local solution u˜ with a stopping time τ˜ , then
we have u(t, x) = u˜(t, x), t ∈ [0, τ ∧ τ˜ ), x ∈ Rd a.s.
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introduced the parameters αm := infx∈Rd α(x),p ∈ (1,2] and d ∈ N (being the spatial dimen-
sions).
Theorem 3.1. Assume the parameters αm,p and d satisfy the following relation
d(p − 1) + p  αmp.
Then under Assumption A, there is a unique local solution u(t) := u(t, ·,·) to (1.1) satisfying
sup
t∈[0,T ]
E
[∣∣u(t ∧ τ)∣∣p
Lp
]
< ∞.
Furthermore, there exists a predictable modification for the solution u(t) of (1.1).
Proof. We divide our proof into four steps.
Step 1. For each N ∈ N, we denote by πN the mapping from Lp(Rd) to Lp(Rd) given by
(πNu)(x) =
{
u(x), |u|Lp N,
Nu(t,x)
|u|Lp , |u|Lp N.
It is obvious that |πNu|Lp N and
|πNu1 − πNu2|Lp  |u1 − u2|Lp , ∀u1, u2 ∈ Lp
(
R
d
)
which implies that the mapping πN : Lp(Rd) → Lp(Rd) is in fact Lipschitz continuous. Next,
for any fixed N , let us introduce the following truncated stochastic integral equation associated
with πN
u(t, x) =
∫
Rd
p(t, x, y)u0(y) dy +
t∫
0
∫
Rd
p(t − s, x, y)b0
(
s, y,πNu(s, y)
)
dy ds
−
d∑
j=1
t∫
0
∫
Rd
∂p
∂yj
(t − s, x, y)bj
(
s, y,πNu(s, y)
)
dy ds
+
t∫
0
∫
Rd
∫
E
p(t − s, x, y)σ (s, y,πNu(s, y); ξ) πˆ (ds, dy, dξ). (3.4)
Recall that we have specified the Banach space (BT,p,‖ · ‖T ,p) at the beginning of this section.
Let us now define a mapping T on BT,p via the following
T u(t, x) :=
∫
Rd
p(t, x, y)u0(y) dy + (T1u)(t, x) + (T2u)(t, x) + (T3u)(t, x)
with
(T1u)(t, x) :=
t∫ ∫
d
p(t − s, x, y)b0
(
s, y,πNu(s, y)
)
dy ds,0 R
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d∑
j=1
t∫
0
∫
Rd
∂p
∂yj
(t − s, x, y)bj
(
s, y,πNu(s, y)
)
dy ds,
(T3u)(t, x) :=
t∫
0
∫
Rd
∫
E
p(t − s, x, y)σ (s, y,πNu(s, y); ξ) πˆ(ds, dy, dξ).
We need first to verify that T maps BT,p into itself. From Assumption (A1) and Lemma 2.4, we
get
∣∣(T1u)(t)∣∣Lp  C
∣∣∣∣∣
t∫
0
∫
Rd
p(t − s, ·, y)(a1(y) + ∣∣πNu(s, y)∣∣)dy ds
∣∣∣∣∣
Lp
 C
t∫
0
∣∣(a1 + ∣∣πNu(s)∣∣)∣∣Lp ds
 Ct
(|a1|Lp + N), (3.5)
which implies that T1 maps BT,p into itself due to a1 ∈ Lp(Rd).
Next, by Assumption (A2) and further by utilizing the estimate (2.10) in Lemma 2.4, we have
the following
∣∣(T2u)(t)∣∣Lp  C
d∑
j=1
∣∣∣∣∣
t∫
0
∫
Rd
∣∣∣∣ ∂p∂yj (t − s, ·, y)
∣∣∣∣bj (s, y,πNu(s, y))dy ds
∣∣∣∣∣
Lp
 C
d∑
j=1
∣∣∣∣∣
t∫
0
∫
Rd
∣∣∣∣ ∂p∂yj (t − s, ·, y)
∣∣∣∣(a3(y) + a4(y)p−1∣∣πNu(s, y)∣∣
+ ∣∣πnu(s, y)∣∣p)dy ds
∣∣∣∣∣
Lp
 C
t∫
0
(t − s)− d(p−1)+pαp ∣∣(a3 + ap−14 ∣∣πNu(s)∣∣+ ∣∣πNu(s)∣∣p)∣∣L1 ds.
Moreover, by the Minkowski inequality and the Hölder inequality, we have∣∣(a3 + ap−14 ∣∣πNu(s)∣∣+ ∣∣πNu(s)∣∣p)∣∣L1  C(|a3|L1 + |a4|p−1Lp N + Np).
Thus, by Assumption (A2), we obtain for t ∈ [0, T ]
∣∣(T2u)(t)∣∣Lp  C
t∫
0
(t − s)− d(p−1)+pαp (|a3|L1 + |a4|p−1Lp N + Np)ds
 Ct1−
d(p−1)+p
αp  CT 1−
d(p−1)+p
αp < ∞ (3.6)
since
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αp
 αm
α
 1
for α ∈ [αm,αM ] from our assumption that d(p − 1) + p  αmp.
According to Proposition 2.1 (cf. also Theorem 8.23 and Theorem 12.11 in [27]) and the
stochastic Fubini theorem (cf. Theorem 8.14 in [27]), we have for each t ∈ [0, T ]
E
[∣∣(T3u)(t)∣∣pLp ]
 C
∫
Rd
E
[∣∣∣∣∣
t∫
0
∫
Rd
∫
E
p(t − s, x, y)σ (s, y,πNu(s, y); ξ) πˆ (ds, dy, dξ)
∣∣∣∣∣
p]
dx
 CE
[ ∫
Rd
t∫
0
∫
Rd
∫
E
∣∣p(t − s, x, y)σ (s, y,πNu(s, y); ξ)∣∣p dy ds ν(dξ) dx
]
.
On the other hand, by Assumption (A3) and (2.8), we obtain
∫
Rd
t∫
0
∫
Rd
∫
E
∣∣p(t − s, x, y)σ (s, y,πNu(s, y); ξ)∣∣p dy ds ν(dξ) dx
 C
∫
Rd
t∫
0
∫
Rd
∣∣p(t − s, x, y)∣∣p(a6(y) + ∣∣πNu(s, y)∣∣p)dy ds dx
 C
t∫
0
∫
Rd
|t − s|− d(p−1)α (a6(y) + ∣∣πNu(s, y)∣∣p)dy ds
 C
t∫
0
|t − s|− d(p−1)α (|a6|L1 + Np)ds.
Therefore, we get for each t ∈ [0, T ]
E
[∣∣T3(t)∣∣pLp ] C
t∫
0
|t − s|− d(p−1)α (|a6|L1 + Np)ds
 Ct1−
d(p−1)
α < ∞ (3.7)
since we assume that
d(p − 1)
α
< 1.
Finally, combining the obtained estimates (3.5), (3.6) and (3.7), we conclude that
T : BT,p → BT,p which completes Step 1.
Step 2. Here we are going to show the existence and uniqueness of our Eq. (3.4) for each
fixed N by applying a Banach fixed point argument. Let κ > 0 be arbitrarily fixed (which will be
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R
d × Ω → u(t, x) ∈ R with
‖u‖pp,κ := sup
t∈[0,T ]
e−pκtE
[∣∣u(t)∣∣p
Lp
]
< ∞.
One can easily verify that for each fixed κ > 0, the new norm ‖ · ‖p,κ is equivalent to the original
norm ‖ · ‖T ,p . Our aim is to establish the contractive property of the mapping T on Bp,κ for a
sufficiently large κ . More precisely, for any u,v ∈ Bp,κ , we claim that for fixed κ > 0 and N ,
there exists ρ ∈ (0,1) depending on N such that
‖T u − T v‖p,κ  ρ‖u − v‖p,κ . (3.8)
First, by the similar arguments used in Step 1, we can show that T : Bp,κ → Bp,κ is well
defined. That is, the mapping T maps Bp,κ into itself.
Next, by using Assumption (A1), Lemma 2.2 and (2.5) in Lemma 2.3, we have∣∣(T1u)(t) − (T1v)(t)∣∣Lp
=
∣∣∣∣∣
t∫
0
∫
Rd
p(t − s, ·, y)(b0(s, y,u(s, y))− b0(s, y, v(s, y)))dy ds
∣∣∣∣∣
Lp
 C
t∫
0
( ∫
Rd
( ∫
Rd
p(t − s, x, y)(a2(y) + ∣∣πNu(s, y)∣∣p−1 + ∣∣πNv(s, y)∣∣p−1)
× ∣∣πNu(s, y) − πNv(s, y)∣∣dy
)p
dx
)1/p
ds
 C
t∫
0
( ∫
Rd
( ∫
Rd
(
pα(t − s, x − y)
(
1 + (t − s)β)+ (t − s)γ fα(x − y))
× (a2(y) + ∣∣πNu(s, y)∣∣p−1 + ∣∣πNv(s, y)∣∣p−1)
× ∣∣(πNu − πNv)(s, y)∣∣dy
)p
dx
)1/p
ds.
Applying the Young inequality to the right-hand side of the above inequality corresponding to x
and y, we get∣∣(T1u)(t) − (T1v)(t)∣∣Lp
 C
t∫
0
ds
( ∫
Rd
∣∣(pα(t − s, y)(1 + (t − s)β)+ (t − s)γ fα(y))∣∣p dy
)1/p
×
∫
Rd
(
a2(y) +
∣∣πNu(s, y)∣∣p−1 + ∣∣πNv(s, y)∣∣p−1)∣∣(πNu − πNv)(s, y)∣∣dy. (3.9)
Moreover, by the Hölder inequality, we have
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∫
Rd
(
a2(y) +
∣∣πNu(s, y)∣∣p−1 + ∣∣πNv(s, y)∣∣p−1)∣∣(πNu − πNv)(s, y)∣∣dy
 C
∣∣πNu(s) − πNv(s)∣∣Lp
( ∫
Rd
(
a2(y) +
∣∣πNu(s, y)∣∣p−1 + ∣∣πNv(s, y)∣∣p−1)q dy
)1/q
 C
∣∣u(s) − v(s)∣∣
Lp
(|a2|Lq + Np−1). (3.10)
On the other hand, as a consequence of (2.8) in Lemma 2.3 and the integrability of fpα , we have∫
Rd
∣∣(pα(t − s, y)(1 + (t − s)β)+ (t − s)γ fα(y))∣∣p dy
 C
∫
Rd
∣∣pα(t − s, y)∣∣p dy + C(t − s)γ
∫
Rd
fα(y)
p dy
 C|t − s|− d(p−1)α . (3.11)
Hence, combining (3.9), (3.10) and (3.11), we get by utilizing the Hölder inequality and a2 ∈
Lq(Rd) that
∣∣(T1u)(t) − (T1v)(t)∣∣pLp  C
( t∫
0
|t − s|− d(p−1)αp ∣∣u(s) − v(s)∣∣
Lp
ds
)p
 C
t∫
0
|t − s|− d(p−1)αp ∣∣u(s) − v(s)∣∣p
Lp
ds.
Now from the definition of ‖T1u − T1v‖pp,κ , we have
‖T1u − T1v‖pp,κ  C
t∫
0
e−κp(t−s)(t − s)− d(p−1)αp e−κpsE[∣∣u(s) − v(s)∣∣p
Lp
]
ds
 C‖u − v‖pp,κ
t∫
0
e−κpss−
d(p−1)
αp ds. (3.12)
By using Assumption (A2), (2.10) in Lemma 2.4, the Jensen inequality and the Hölder inequality
in turn, we derive that∣∣(T2u)(t) − (T2v)(t)∣∣pLp
 C
d∑
j=1
( t∫
0
(t − s)− d(p−1)+pαp
∫
Rd
∣∣bj (s, y,πNu(s, y))− bj (s, y,πNv(s, y))∣∣dy ds
)p
 C
t∫
0
(t − s)− d(p−1)+pαp ∣∣(a5 + ∣∣πNu(s)∣∣p−1 + ∣∣πNv(s)∣∣p−1)(πNu(s) − πNv(s))∣∣pL1 ds
 C
t∫
(t − s)− d(p−1)+pαp (|a5|pLq + N(p−1)p)∣∣u(s) − v(s)∣∣pLp ds.0
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‖T2u − T2v‖pp,κ  C‖u − v‖pp,κ
t∫
0
s
− d(p−1)+p
αp e−κps ds. (3.13)
By Proposition 2.1, the stochastic Fubini theorem and the Lipschitz condition (3.2) for σ , we
have
‖T3u − T3v‖pp,κ
 C sup
t∈[0,T ]
e−κpt
∫
Rd
E
[ t∫
0
∫
Rd
(
p(t − s, x, y)∣∣πNu(s, y) − πNv(s, y)∣∣)p ds dy
]
dx.
Applying (2.8) to the above estimate, we have by the similar derivation to (3.12) that
‖T3u − T3v‖pp,κ  C‖u − v‖pp,κ
t∫
0
e−κpss−
d(p−1)
αp ds. (3.14)
From the estimates (3.12), (3.13) and (3.14), we obtain
‖T u − T v‖pp,κ  C‖u − v‖pp,κ
t∫
0
(
s
− d(p−1)
αp + s− d(p−1)+pαp )e−κps ds.
Finally, noticing that
0 <
d(p − 1)
αp
<
d(p − 1) + p
αp
 αm
α
 1,
we can then take a sufficiently large κ > 0 such that
C
t∫
0
(
s
− d(p−1)
αp + s− d(p−1)+pαp )e−κps ds  ρp < 1
as the generic constant C is independent of κ .
Consequently, (3.8) is verified which indicates that the mapping T : Bp,κ → Bp,κ is a contrac-
tion. Hence, for arbitrarily fixed N ∈ N, T has a unique fixed point denoted by u(t, x) in Bp,κ ,
which is nothing but the unique solution to (3.4) for any given N .
Step 3. In this step, we are going to construct a local solution of (1.1) follow the approach
introduced in [30]. For each N , let us denote by uN the unique solution of (3.4). We then define
τN := inf
{
t ∈ [0, T ]: ∣∣uN(t)∣∣Lp N} T .
It is routine to show that τN is an Ft -stopping time. Clearly, {τN }N∈N ⊂ [0, T ] is an increasing
sequence and hence the limit exists. We denote
τ := lim
N→∞ τN .
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uN(t, x, ·) = uM(t, x, ·), t  τN, x ∈ Rd a.s.
We then define for any N ∈ N
u(t, x,ω) := uN(t, x,ω), (t, x,ω) ∈ [0, τN) × Rd × Ω.
Clearly, u defined in the above manner is a local solution to (1.1) (with respect to the above
specified Ft -stopping time τ ) with the property that
sup
t∈[0,T ]
E
[∣∣u(t ∧ τ)∣∣p
Lp
]
< ∞.
Finally, we end this step with the proof of the uniqueness of the local solution to (1.1). When-
ever u1 and u2 are any two local solutions of (1.1), from the definition of local solutions, we
know that u1 and u2 satisfy (3.4) for each N ∈ N. From the uniqueness of (3.4), we have almost
surely that u1(t, x) = u2(t, x), t ∈ [0, τN), x a.e. Now we can easily conclude the proof by letting
N → ∞.
Step 4. In the last step, we want to show that the solution has a predictable modification.
Without loss of generality, we assume that u is a global solution of (1.1). It is known that if an
Ft -adapted process is stochastically continuous, then it has a predictable modification, see e.g.
Proposition 3.21 of [27]. Therefore, it is sufficient for us to show that
E
[∣∣∣∣∣
t ′∫
0
∫
Rd
∫
E
p
(
t ′, x, s, y
)
σ
(
s, y,u(s, y); ξ) πˆ (ds, dy, dξ)
−
t∫
0
∫
Rd
∫
E
p(t, x, s, y)σ
(
s, y,u(s, y); ξ) πˆ (ds, dy, dξ)
∣∣∣∣∣
p]
(3.15)
converges to 0 as t ′ ↓ t . From Proposition 2.1, it follows that (3.15) is bounded above by
CE
[ ∫
Rd
t∫
0
∫
Rd
∣∣p(t ′, x, s, y)− p(t, x, s, y)∣∣p(a6(y) + ∣∣u(s, y)∣∣p)dy ds dx
]
+ CE
[ ∫
Rd
t ′∫
t
∫
Rd
∣∣p(t ′, x, s, y)∣∣p(a6(y) + ∣∣u(s, y)∣∣p)dy ds dx
]
. (3.16)
We first consider the second term. Using the similar arguments for showing (3.7), we can derive
that the second term is less than
C
t ′∫
t
(
t ′ − s) d(p−1)α (|a6|L1 + sup
t∈[0,T ]
E
[∣∣u(s)∣∣p
Lp
])
ds,
which goes to 0 as t ′ ↓ t , since d(p − 1) < α and a6 ∈ L1(Rd). As for the first term of (3.16), by
(2.6) and the mean value theorem, we have
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=
∣∣∣∣∣
t ′∫
t
∂p
∂s′
(
s′ − s, x, y)ds
∣∣∣∣∣
 C
∣∣t ′ − t∣∣
1∫
0
∣∣∣∣∂pα∂s
(
t − λ(t ′ − t)− s, x − y)∣∣∣∣dλ
+ C∣∣t ′ − t∣∣
1∫
0
pα
(
t − λ(t ′ − t)− s, x − y)(t − λ(t ′ − t)− s)β−1 dλ
+ C∣∣t ′ − t∣∣
1∫
0
(
t − λ(t ′ − t)− s)γ−1fα(x − y)dλ. (3.17)
On the other hand, the estimate (2.3) gives
sup
x∈Rd
pα(t, x) Ct−
d
α . (3.18)
Therefore, by Lemma 2.2, (3.17) and (3.18), we obtain
∣∣p(t ′ − s, x, y)− p(t − s, x, y)∣∣
 C
∣∣t ′ − t∣∣((t − s)− dα −1 + (t − s)− dα −1+β + (t − s)γ−1)
 C
∣∣t ′ − t∣∣(t − s)− d+αα .
From the above inequality and (2.8), it follows then that∫
Rd
∣∣p(t ′ − s, x, y)− p(t − s, x, y)∣∣p dx
 C
∫
Rd
∣∣∣∣∣
t ′∫
t
∂p
∂s′
(
s′ − s, x, y)ds
∣∣∣∣∣
θ (
p
(
t ′ − s, x, y)p−θ + p(t − s, x, y)p−θ )dx
 C
∣∣t ′ − t∣∣θ (t − s)− (d+α)θα ∫
Rd
(
p
(
t ′ − s, x, y)p−θ + p(t − s, x, y)p−θ )dx
 C
∣∣t ′ − t∣∣θ (t − s)− (d+α)θα − d(p−θ−1)α
 C
∣∣t ′ − t∣∣θ (t − s)− d(p−1)+θαα (3.19)
where θ ∈ (0,p) is a constant which will be determined later. Next, using the Fubini theorem and
plugging (3.19) into the first term of (3.16), we obtain that the first term is bounded from above
by
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∣∣t ′ − t∣∣θE
[ t∫
0
(t − s)− d(p−1)+θαα
∫
Rd
(
a6(y) +
∣∣u(s, y)∣∣p)dy ds dx
]
 C
∣∣t ′ − t∣∣θ(|a6|L1 + sup
t∈[0,T ]
E
[∣∣u(s)∣∣p
Lp
]) t∫
0
(t − s)− d(p−1)+θαα ds. (3.20)
Since
d(p − 1)
α
< 1,
we can choose a sufficiently small θ ∈ (0,p) such that d(p−1)+θα
α
is still less than 1. Therefore,
from (3.20), it follows that the first term of (3.16) goes to zero as t ′ to t from above. Therefore,
we can obtain the predictable modification of the solution. 
Remark 3.1.
• The assumption d(p − 1) + p  αmp implies that we need essentially
αm 
d(p − 1)
p
+ 1 > 1.
• If both α and μ are independent of x and further if the spectral measure μ is rotation invari-
ant, then it is well known that D(x,D) is the classical fractional operator −(−)α/2, which
is the generator of a symmetric α-stable process. In the case of α = 2, Eq. (1.1) is studied in
[13] with respect to Gaussian space–time noise in 1-dimensional space.
• For d = 1, p = 2, Eq. (1.1) is studied recently by Jacob, Potrykus and Wu in [18] with the
condition that αm > 3/2, which generalized the work by Truman and Wu [30] for a constant
index α. To be more precise, Eq. (1.1) in one space dimension with an additional Gaussian
space time white noise perturbation was discussed in [18] and the condition
αm ∈
(
3
2
,2
)
(3.21)
for existence and uniqueness of solution is proved. In the present paper, under the condition
αm ∈
[
d(p − 1)
p
+ 1,2
)
, (3.22)
we establish existence and uniqueness of Lp (for p ∈ (1,2] – the exponent characterizing the
intensity measure of πˆ ) local solution to the initial value problem for Eq. (1.1) in Rd for any
d ∈ N driven by a pure (general) Poisson compensated martingale measure (namely, a pure
jump Lévy space–time white noise without Gaussian noise part). In fact, it is the absence of
Gaussian noise to allow us to consider Eq. (1.1) in more than one space dimension. Heuris-
tically, the Gaussian noise case corresponds to p = 2, so by taking p → 2 in the condition
(3.22), one can immediately extract the condition (3.21) with no more than one space di-
mension (i.e., d = 1). Thus, if one interprets the Gaussian noise as the case for the parameter
p = 2, the condition (3.22) in our Theorem 3.1 coincides with (3.21). Indeed, the condition
(3.22) gives the full range of parameters in the absence of Gaussian space–time white noise
for which the existence and uniqueness hold for the initial value problem for (1.1) in Rd .
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we see, the problem for global solution remain unsolved. The difficulties mainly come from the
polynomial nonlinearity and the weaker assumption on ν, see Assumption (A3). As we knew
that under the similar assumptions, even for 1-dimensional case, the global solution is still open,
see [18,30]. This can be positively answered if the polynomial coefficients bj , j = 1, . . . , d , are
omitted as shown below. We say that Assumption (A1′) is satisfied if we replace (3.1) in (A1)
by the following modified condition∣∣b0(t, x, z) − b0(t, x, z′)∣∣ C∣∣z − z′∣∣, t ∈ [0, T ], x ∈ Rd , z, z′ ∈ R.
We have indeed the following result.
Corollary 3.2. Let bj = 0, for j = 1, . . . , d . Assume that (A0), (A1′), (A3) are fulfilled and
d(p − 1) αm.
Then the stochastic equation (1.1) has a unique global solution u(t) such that
sup
t∈[0,T ]
E
[∣∣u(t)∣∣p
Lp
]
< ∞.
Proof. This can been easily show by the similar arguments in the proof of Theorem 3.1. Here
we omit the detail. 
Let us end our discussion in this paper with the following remark.
Remark 3.2. It would be interesting to compare the bounds on the parameters obtained here
with those derived, respectively, in [15] and [23]. Due to the presence of the derivative terms
(i.e., bj 
= 0) in the present paper, our bound condition for parameters is more restrictive than
theirs. It might be an interesting problem if one can weaken ours by working with their bounds
for the case with bj 
= 0.
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