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Abstract
We provide short and simple proofs of the continuous time ballot theorem for
processes with cyclically interchangeable increments and Kendall’s identity for spec-
trally positive Lévy processes. We obtain the later result as a direct consequence
of the former. The ballot theorem is extended to processes having possible nega-
tive jumps. Then we prove through straightforward arguments based on the law of
bridges and Kendall’s identity, Theorem 2.4 in [20] which gives an expression for the
law of the supremum of spectrally positive Lévy processes. An analogous formula
is obtained for the supremum of spectrally negative Lévy processes.
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1 Introduction
The series of notes from J. Bertrand [5], É. Barbier [2] and D. André [1] which appeared
in 1887 has inspired an extensive literature on the famous ballot theorem for discrete and
continuous time processes. In the same year, the initial question raised by J. Bertrand
was related by himself to the ruin problem. Using modern formalism, it can be stated in
terms of the simple random walk (Sn)n≥0 as follows:
P(Tk = n |Sn = −k) = k
n
, k, n ≥ 1, (1.1)
where Tk = inf{j : Sj = −k}. The first substantial extension was obtained in 1962 by L.
Takács [26] who proved that identity (1.1) is actually satisfied if (Sn)n≥0 is any downward
skip free sequence with interchangeable increments such that S0 = 0. Then the same
author considered this question in continuous time and proved the identity
P(Tx = t |Xt = −x) = x
t
, x, t > 0, (1.2)
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where (Xs, 0 ≤ s ≤ t) = (Ys − s, 0 ≤ s ≤ t) and (Ys, 0 ≤ s ≤ t) is an increas-
ing continuous time stochastic process with cyclically interchangeable increments and
Tx = inf{s : Xs = −x}, see [24]. The first step of this note is to provide a short and ele-
mentary proof of a more general result than identity (1.2) which also applies to processes
with negative jumps.
Identity (1.2) cannot be extended to all continuous time processes with cyclically in-
terchangeable increments. A problem appears when the process has unbounded variation.
In particular, if (Xs, 0 ≤ s ≤ t) is a spectrally positive Lévy process with unbounded vari-
ation, then we can check that P(Tx = t |Xt = −x) = 0. However, by considering the
process on the whole half line, it is still possible to compare the measures P(Tx ∈ dt) dx
and P(−Xt ∈ dx) dt on (0,∞)2 in order to obtain the following analogous result:
P(Tx ∈ dt) dx = x
t
P(−Xt ∈ dx) dt . (1.3)
Identity (1.3) was first obtained in the particular case of compound Poisson processes by
D. Kendall in [15] where the problem of the first emptiness of a reservoir is solved. It
has later been extended by J. Keilson in [14] and A.A. Borovkov in [7] to all spectrally
positive Lévy processes. Since then several proofs have been given using fluctuation iden-
tities, chap. VII of J. Bertoin’s book [4] or martingale identities and change of measures,
K. Borovkov and Z. Burq [8]. We shall see in the next section that identity (1.3) can
actually be obtained as a direct consequence of (1.2) for Lévy processes with bounded
variation and extended to the general case in a direct way.
These results on first passage times will naturally lead us in Section 3 to the law of
the past supremum X t of spectrally positive Lévy processes. In a recent work, Z. Michna,
Z. Palmowski and M. Pistorius [20] obtained the identity
P(X t > x,Xt ∈ dz) =
∫ t
0
x− z
s
ps(z − x)pt−s(x) ds dz , x > z , (1.4)
where pt(x) is the density of Xt. As in [20], our proof of identity (1.4) is based on an
application of Kendall’s identity. However, we show in Theorem 3 that a quite simple
computation involving the law of the bridge of the Lévy process allows us to provide a
very short proof of (1.4). It is first obtained for the dual process −X and then derived
for X from the time reversal property of Lévy processes. As a consequence of this result,
we obtain in Corollary 5 an integro-differential equation characterizing the entrance law
of the excursion measure of the Lévy process X reflected at its infimum.
2 Continuous ballot theorem and Kendall’s identity
Let D = D([0,∞)) and for t > 0 let Dt = D([0, t]) be the spaces of càdlàg functions
defined on [0,∞) and [0, t], respectively. Denote by X the canonical process of the
coordinates, i.e. for all ω ∈ D and s ≥ 0 or for all ω ∈ Dt and s ∈ [0, t], Xs(ω) = ω(s).
The spaces D and Dt are endowed with their Borel sigma fields F and Ft, respectively.
For any u ∈ [0, t], we define the family of transformations θu : Dt → Dt, as follows:
θu(ω)s =
{
ω(0) + ω(s+ u)− ω(u), if s < t− u
ω(s− (t− u)) + ω(t)− ω(u) if t− u ≤ s ≤ t . (2.1)
2
The transformation θu consists in inverting the paths {ω(s), 0 ≤ s ≤ u} and {ω(s), u ≤
s ≤ t} in such a way that the new path θu(ω) has the same values as ω at times 0 and 1,
i.e. θu(ω)(0) = ω(0) and θu(ω)(t) = ω(t). We call θu the shift at time u over the interval
[0,t], see the picture below.
0
-x
u t 0 tt-u
-x
A path ω of Dt on the left and the shifted path θu(ω) on the right.
We say that the processX = (Xs, 0 ≤ s ≤ t) has cyclically interchangeable increments
under some probability measure P on (Dt,Ft) if
θu(X)
(d)
= X , for all u ∈ [0, t]. (2.2)
The process (X,P) will be called a CEI process on [0, t]. Let us note that Lévy processes
are CEI processes. We define the past supremum and the past infimum of X before time
s ≥ 0 by
Xs = sup
u≤s
Xu and Xs = inf
u≤s
Xu ,
this definition being valid for all s ∈ [0, t] on Dt and for all s ≥ 0 on D. For a stochastic
process Z defined on D or Dt, and x > 0, we define the first passage time at −x by Z,
Tx(Z) = inf{s : Zs = −x} ,
with the convention that inf ∅ =∞. For the canonical process, we will often simplify this
notation by setting Tx := Tx(X).
Here is an extension of Theorem 3 in [24], which is known as the continuous time Ballot
theorem.
Theorem 1. Let t > 0 and (X,P) be a CEI process on [0, t] such that X0 = 0 and
Xt = −x < 0, a.s., then
P(Tx = t) =
1
t
E(λ(Et,x)) , (2.3)
where λ is the Lebesgue measure on R and Et,x is the random set
Et,x = {s ∈ [0, t] : Xs = Xs and Xs ∈ [X t, X t + x)} .
In particular if X is of the form Xs = Ys − cs, where Y is a pure jump, non-decreasing
CEI process and c is some positive constant, then
P(Tx = t) =
x
ct
. (2.4)
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Proof. First observe that for all u ∈ [0, t],
Tx(θu(X)) = t if and only if Xu = Xu and Xu ∈ [X t, X t + x) . (2.5)
This fact is readily seen on the graph of X, see for instance the picture above. Then let
U be a uniformly distributed random variable on [0, t] which is independent of X under
P. The CEI property immediately yields that under P,
θU(X)
(d)
= X . (2.6)
From (2.5), we obtain {Tx(θU(X)) = t} = {U ∈ Et,x} and from (2.6), we derive the
equalities,
P(Tx(X) = t) = P(Tx(θU(X)) = t)
= P(U ∈ Et,x)
=
1
t
E(λ(Et,x)) .
If Xs = Ys − cs, for a pure jump non-decreasing process Y and a constant c > 0, then X
has bounded variation and for all t ≥ 0,
X t =
∫ t
0
1I{Xu=Xu} dXu
=
∑
u≤t
1I{Xu=Xu}(Yu − Yu−)− c
∫ t
0
1I{Xu=Xu} du.
But since X is càdlàg with no negative jumps, if u is such that Xu = Xu, then Yu = Yu−.
Therefore X t = −c
∫ t
0
1I{Xu=Xu} du, so that on the set {s ∈ [0, t] : Xs = Xs}, the Lebesgue
measure satisfies λ(ds) = ds = −c−1 dXs, and in particular λ(Et,x) = x/c, a.s.
Note that in [24], Theorem 1 has been proved for separable processes of the form Xs =
Ys − s, where Y is a pure jump non decreasing CEI process. Separability implies that
the past infimum of the process is measurable and this property can be considered as the
minimal assumption for a CEI process to satisfy the ballot theorem. Our proof would
still apply, up to slight changes, under this more general assumption. However, since
this paper is mainly concerned with Lévy processes, we have chosen the more classical
framework of càdlàg processes in which they are usually defined.
Let us now focus on three applications of identity (2.3):
1. Let x > 0 and P be some probability measure on (Dt,Ft) such that P (Xt = −x) = 1.
Let U be a random variable on [0, t] which is uniformly distributed and independent of
the canonical process X under P . Denote by P the law of θU(X) under P . Then one
easily proves that (X,P) is a CEI process on [0, t]. It is also straightforward to show that
for all u ∈ [0, t],
Et,x ◦ θu = Et,x + t− u, mod (t) , (2.7)
and (2.7) implies that λ(Et,x) = λ(Et,x ◦ θu). It follows from these two observations and
(2.3) that
P (Tx = t) = P(Tx = t) ,
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which allows us to provide many examples of CEI processes (X,P) such that P(Tx = t) is
explicit. Suppose for instance that under P , the canonical process is almost surely equal
to the deterministic function
ω(s) =

s2 if 0 ≤ s < t
4−s3 − x if t
4
≤ s < t
2−(t− s)3 − x if t
2
≤ s ≤ t
,
and set ω(t) = infs≤t ω(s), then
λ({s ∈ [0, t] : ωs = ωs and ωs ∈ [ωt, ωt + x)}) =
t
4
,
so that from (2.3),
P(Tx = t) =
1
4
.
2. For our second application, we assume that (X,P) is the bridge with length t of a Lévy
process from 0 to −x < 0 and we set X̂ = −X. Then the process (X̂,P) is the bridge of
the dual Lévy process from 0 to x. By the time reversal property of Lévy processes,
(X̂,P) = ((x+X(t−s)−, 0 ≤ s ≤ t),P),
where we set X0− = X0. Hence P(Tx = t) = P(inf0≤s≤t X̂s ≥ 0) and from (2.3),
P( inf
0≤s≤t
X̂s ≥ 0) = P( sup
0≤s≤t
Xs ≤ 0) = 1
t
E(λ(Et,x)).
Integrating this equality over x with respect to the law P(Xt ∈ dx), this shows that,
for the Lévy process, sup0≤s≤tXs ≤ 0 with positive probability if and only if the set
{s : Xs = Xs} has positive Lebesgue measure. Recall that the downward ladder time
process is the inverse of the local time defined on this set. Then we have recovered the
well-know fact that for a Lévy process, 0 is not regular for (0,∞) if and only if the down-
ward ladder time process has positive drift, see [11]. Note that when X has no negative
jumps, this is also equivalent to the fact that it has bounded variation.
3. The third application is concerned with d-dimensional subordinators, that is d-
dimensional Lévy processes whose coordinates are non decreasing. The problem orig-
inates from a multidimensional extension of the first emptiness problem of reservoirs
raised by D. Kendall [15]. It is considered for instance in Section 3 of [16] where a rough
proof is given and in Proposition 6.1 of [22] where Corollary 1 is stated with a long proof,
sometimes difficult to follow.
Let Xt = (X
(1)
t , ..., X
(d)
t ), t ≥ 0 be a d-dimensional subordinator under some proba-
bility measure P , and assume that for each t ≥ 0, the law of Xt is absolutely continuous,
with density pXt (x), x ∈ [0,∞)d. We denote by x · y the usual scalar product of x and y.
Let ϕX be the Laplace exponent of X, that is
E(e−z·Xt) = e−tϕX(z), z ∈ [0,∞)d.
Fix r = (r1, ..., rd) with ri ≥ 0 and define the one-dimensional process Z by Zu = u−r·Xu,
u ≥ 0. Then (Z, P ) is clearly a Lévy process with bounded variation and no positive
jumps. Assume that
∑d
i=1 riE(X
(i)
1 ) ≤ 1, so that Z does not drift to −∞. Then let
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us define the first passage time process of Z by τt = inf{u : Zu = t}, t ≥ 0 and let
Yt = (Y
(1)
t , . . . , Y
(d)
t ) be the d-dimensional process whose coordinates are defined by
Y
(i)
t = X
(i)(τt), t ≥ 0.
It is readily seen that Y is a d-dimensional subordinator. Its distribution is described as
follows.
Corollary 1. The law of the subordinator Y is absolutely continuous and its density
function is given by
pYt (y) =
t
t+ r · yp
X
t+r·y(y), t > 0, y ∈ [0,∞)d. (2.8)
Moreover, the Laplace exponent ϕY(z) of the process Y satisfies
ϕY(z) = ϕX(z + ϕY(z)r), z ∈ [0,∞)d. (2.9)
Proof. Note that from the definition of Z, for all y such that s− r ·y = t, conditionally on
Xs = y, the process (Zu, 0 ≤ u ≤ s) has interchangeable increments and satisfies Zs = t,
so that from (2.4), we have
P(τt = s |Xs = y) = t
s
. (2.10)
Now let us write
P(Yt ∈ dy) =
∫ ∞
0
P(Xs ∈ dy, τt ∈ ds), (2.11)
and note that by definition,
Z(τt) = t = τt − r · X(τt),
which shows that the measure P(Xs ∈ dy, τt ∈ ds) is carried out by the set
{s ≥ 0, y ∈ [0,∞)d : s− r · y = t}.
Then we can write
P(Xs ∈ dy, τt ∈ ds) = P(Xs ∈ dy, τt = s)δ{t+r·y}(ds)
= P(Xs ∈ dy)P(τt = s |Xs = y)δ{t+r·y}(ds)
= pXs (y)
t
s
δ{t+r·y}(ds)dy,
where the last equality follows from (2.10). Then we derive (2.8) by integrating over s
and using (2.11).
We show identity (2.9) by noticing that
τt = t+ τ˜r·Xt and Xτt = Xt + X˜τ˜r·Xt ,
where X˜s = Xt+s − Xt, s ≥ 0 and τ˜s = inf{u : u − r · X˜u = s}. Then we can write from
the independence between Xt and X˜, and the fact that X˜ has the same law as X,
ϕY(z) = E(e
−z·(Xt+X˜τ˜r·Xt ))
=
∫
[0,∞)d
e−z·xE(e−z·Xτr·x )pXt (x) dx
= ϕX(z + ϕY(z)r) ,
which ends the proof.
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From now on we will consider stochastic processes defined on the whole positive half
line. In particular, X is now the canonical process of D. We shall see in the proof of the
following theorem that Kendall’s identity is a direct consequence of the Ballot theorem.
Theorem 2. Let (X,P) be a spectrally positive Lévy process such that P(X0 = 0) = 1. If
(X,P) is not a subordinator, then the following identity between measures:
P(Tx ∈ dt) dx = x
t
P(−Xt ∈ dx) dt (2.12)
holds on (0,∞)2.
Proof. Assume first that X has bounded variation, that is Xt = Yt − ct, where Y is
a subordinator with no drift and c > 0 is a constant. Let f and g be any two Borel
positive functions defined on R. It follows directly from (2.4) by conditioning on Xt that
E(1I{Xt=Xt}f(Xt)) = −E
(
Xt
ct
f(Xt)1I{Xt≤0}
)
, so that
E
(∫ ∞
0
g(t)1I{Xt=Xt}f(Xt) dt
)
= −
∫ ∞
0
g(t)E
(
Xtf(Xt)1I{Xt≤0}
) dt
ct
. (2.13)
Recall from the end of the proof of Theorem 1 (applied to processes defined on [0,∞))
that dt = −c−1 dX t on the set {t : Xt = X t}, so that from the change of variables t = Tx,
E
(∫ ∞
0
g(t)1I{Xt=Xt}f(Xt) dt
)
= −E
(∫ ∞
0
g(t)f(Xt) c
−1 dX t
)
=
∫ ∞
0
E
(
g(Tx)f(−x)1I{Tx<∞}
) dx
c
. (2.14)
Then (2.12) follows by comparing the right hand sides of (2.13) and (2.14).
Now if X has unbounded variation and Laplace exponent
ϕ(λ) := logE(e−λX1) = −aλ+ σ
2λ2
2
+
∫
(0,∞)
(e−λx − 1 + λx1I{x<1})pi(dx), λ > 0,
then the spectrally positive Lévy process X(n) with Laplace exponent
ϕn(λ) := logE(e−λX
(n)
1 ) = −aλ+σ2(λ√n+n(e−λ/
√
n−1))+
∫
(1/n,∞)
(e−λx−1+λx1I{x<1}) pi(dx)
has bounded variation and the sequence X(n)t , n ≥ 1 converges weakly toward Xt, for all
t. Recall that ϕ and ϕn are strictly convex functions. Then let ρ and ρn be the largest
roots of ϕ(s) = 0 and ϕn(s) = 0, respectively. Since X and X(n) are not subordinators,
ρ and ρn are finite and ρn tends to ρ as n → ∞. The first passage time T (n)x by X(n) at
−x has Laplace exponent ϕ−1n , where ϕ−1n is the inverse of ϕn, on [ρn,∞), see chap. VII
in [4]. From these arguments, ϕ−1n converges toward the Laplace exponent ϕ−1of Tx, so
that T (n)x converges weakly toward Tx, for all x > 0. Since X(n) satisfies identity (2.12)
for each n ≥ 1, so does X.
Note that if X = (Xs, s ≥ 0) is a stochastic process such that X = (Xs, 0 ≤ s ≤ t) is a
CEI process for all t > 0, then it has actually interchangeable increments, that is for all
t > 0, n ≥ 1 and for all permutation σ of the set {1, . . . , n},
(Xkt/n −X(k−1)t/n, k = 1, . . . , n) (d)= (Xσ(k)t/n −X(σ(k)−1)t/n, k = 1, . . . , n) .
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A canonical representation for these processes has been given in Theorem 3.1 of [13]. In
particular, conditionally on the tail σ-field G = ∩t≥0{Xs : s ≥ t}, the process X is a
Lévy process. By performing again the proof of Theorem 2 under the conditional proba-
bility P( · | G) we show that (2.12) is actually valid for all processes with interchangeable
increments and no negative jumps.
3 The law of the extrema of spectrally one sided Lévy
processes
Throughout this section we are assuming that,
(i) the process (X,P) is a spectrally positive Lévy process which is not a subordinator
and such that P(X0 = 0) = 1.
(ii) For all t > 0, the law pt(dx) of Xt is absolutely continuous with respect to the
Lebesgue measure. We shall denote by pt(x) its density.
We recall that under assumption (i), 0 is always regular for (−∞, 0) and that 0 is regular
for (0,∞) if and only if X has unbounded variation, see Corollary 5 in Chap. VII of [4].
Let us also mention that condition (ii) is satisfied for instance if the Lévy measure pi of
(X,P) is absolutely continuous and satisfies pi(0,∞) =∞, see Theorem 27.7 in [21].
Now we briefly recall the definition of bridges of Lévy processes. The law Pty of the
bridge from 0 to y ∈ R, with length t > 0 of the Lévy process (X,P) is a regular
version of the conditional law of (Xs, 0 ≤ s ≤ t) given Xt = y, under P. It satisfies
Pty(X0 = 0, Xt = y) = 1 and for all s < t, this law is absolutely continuous with respect
to P on Fs, with density pt−s(y −Xs)/pt(y), i.e.
Pty(Λ) = E
(
1IΛ
pt−s(y −Xs)
pt(y)
)
, for all Λ ∈ Fs . (3.1)
Note that from Theorem (3.3) in [23], pt(y) > 0, for all t > 0 and y ∈ R if and only if for
all c ≥ 0, the process (|Xt − ct|, t ≥ 0) is not a subordinator. But from assumptions (i)
and (ii), the later condition is always satisfied in our framework.
Formula (3.3) below was proved in Theorem 2.4 in [20], see also [19] and Theorem 12
in [17] for the stable case. Here we first prove an analogous formula for the dual process
in (3.2) from which (3.3) is immediately derived.
Theorem 3. The laws of (X t, Xt) and (X t, Xt) admit the following expressions,
P(X t < −x,Xt ∈ dz) =
∫ t
0
x
s
ps(−x)pt−s(x+ z) ds dz, −x ≤ z, x > 0, (3.2)
P(X t > x,Xt ∈ dz) =
∫ t
0
x− z
s
ps(z − x)pt−s(x) ds dz, x > z, x ≥ 0. (3.3)
The process (X,P) has bounded variation if and only if for all t ≥ 0, P(X t = 0) > 0 and
P(X t = Xt) > 0. In this case, the expressions (3.2) and (3.3) can be completed by the
following one,
P(X t = 0, Xt ∈ dz) = P(X t = Xt ∈ dz) = −
z
ct
pt(z) dz, z < 0 , (3.4)
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where −c is the drift of X.
Proof. From (3.1) applied at the stopping time Tx = inf{s : Xs = −x}, we obtain
Ptz(X t < −x) = Ptz(Tx < t)
= E
(
1I{T−x<t}
pt−Tx(z −XTx)
pt(z)
)
= E
(
1I{T−x<t}
pt−Tx(x+ z)
pt(z)
)
,
where in the third equality we used the fact that X has no negative jumps. Recalling the
definition of the law Ptz, we derive from the above equality that
P(X t < −x, Xt ∈ dz) = E(1I{Tx<t}pt−Tx(x+ z)) dz
=
∫ t
0
P(T−x ∈ ds)pt−s(x+ z) dz .
Then (3.2) is obtained by plunging Kendall’s identity (2.12) in the right hand side of the
above equality.
Identity (3.3) follows by replacing x by x−z in (3.2) and by applying the time reversal
property of Lévy processes, that is under P,
(Xs, 0 ≤ s < t) (d)= (Xt −X(t−s)−, 0 ≤ s < t) . (3.5)
If (X,P) has bounded variation, then 0 is not regular for the half line (0,∞), so that
for all t ≥ 0, P(X t = 0) > 0 and P(X t = Xt) > 0, where the second inequality follows
from the time reversal property (3.5). Then (3.4) follows directly from (2.13).
We can derive from Theorem 3 a series of immediate corollaries. First we obtain the
distribution functions of X t and X t by integrating identity (3.2), (3.3) and (3.4) over z.
Corollary 2. For all t ≥ 0 and x > 0,
P(X t < −x) =
∫ t
0
P(Xt−s > 0)ps(−x) ds
s
+ P(Xt < −x) , (3.6)
P(X t > x) =
∫ t
0
E(X−s )pt−s(x)
ds
s
+ P(Xt > x) . (3.7)
If X has bounded variation with drift −c, then for all t > 0,
P(X t = 0) = −E(Xt1I{Xt≤0})
ct
. (3.8)
Note that we can derive from (2.12) the following simpler expression for the distribution
function of X t.
P(X t < −x) =
∫ t
0
xps(−x) ds
s
. (3.9)
There exists a huge literature on the law of the extrema of spectrally one sided Lévy
processes. First explicit results were obtained for processes with bounded variation in
[25]. Then the stable case has received particular attention. In [6] it is proved that X t
has a Mittag-Leffler distribution. Then the law of X t was first characterized in [3] and
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was followed by more explicit forms in [12], [19] and Theorem 12 in [17]. In the general
case, one is tempted to derive expressions for the density of the extrema by differentiating
(3.6), (3.7) and (3.9) but proving conditions allowing us to do so is an open problem.
Only some estimates of these densities have been given in [10] and [18].
Multiplying each side of identities (3.6) and (3.7) by e−λx or xn and integrating we
obtain the following other immediate consequence of Theorem 3.
Corollary 3. The Laplace transform of X t and X t are given for λ ≥ 0 by
E(eλXt) = −λ
∫ t
0
P(Xt−s > 0)E(eλXs1I{Xs≤0})
ds
s
+ E(eλXt1I{Xt≤0}) + P(Xt > 0) ,
E(e−λXt) = −λ
∫ t
0
E(X−s )E(e−λXt−s1I{Xt−s>0})
ds
s
+ E(e−λXt1I{Xt>0}) + P(Xt ≤ 0) .
Assume moreover that X admit a moment of order n ≥ 1. Then X t and X t admits a
moment of order n and the later are given by,
E((−X t)n) = n
∫ t
0
P(Xt−s > 0)E((−Xs)n−11I{Xs<0})
ds
s
+ E((X−t )n) ,
E(Xnt ) = n
∫ t
0
E(X−s )E(Xn−1t−s 1I{Xt−s≥0})
ds
s
+ E((X+t )n) .
Then for λ ≥ 0 and z < 0, define the Laplace transform of the function t 7→ t−1pt(z) by
ϕ(λ, z) =
∫ ∞
0
e−λtt−1pt(z) dt .
Corollary 4. The Laplace transform ϕ(λ, z) satisfies the equation
ϕ(λ, z) = ϕ(0, z) + e−zΦ(λ) , λ ≥ 0 , z < 0 , (3.10)
where Φ(λ) =
∫∞
0
(1− e−λt)t−1pt(0) dt.
Proof. Letting x = 0 in identity (3.3), we obtain for z < 0, pt(z) =
∫ t
0
−z
s
ps(z)pt−s(0) ds.
Taking the Laplace transform of each side of this identity gives
∂
∂λ
ϕ(λ, z) = −zϕ(λ, z)
∫ ∞
0
e−λtpt(0) dt ,
whose solution is given by (3.10).
Recall from [9] and [10] the definition of the entrance laws qt(dx) (resp. q∗t (dx)) of the
excursions reflected at the supremum (resp. at the infimum) ofX. Both reflected processes
X − X and X − X are homogeneous Markov processes. We denote by n and n∗ the
characteristic measures of the corresponding Poisson point processes of excursions away
from 0, see [9]. Then qt(dx) and q∗t (dx) are defined by
n(f(Xt), t < ζ) =
∫
[0,∞)
f(x)qt(dx) and n∗(f(Xt), t < ζ) =
∫
[0,∞)
f(x)q∗t (dx) ,
10
where ζ denotes the life time of the excursions and f is any positive Borel function. We
also recall that if pt(dx) is absolutely continuous, then so are qt(dx) and q∗t (dx), see part
(3) of Lemma 1, p. 1208 in [9]. We will denote the corresponding densities by qt(x) and
q∗t (x). Thanks to the absence of negative jumps, the entrance law qt(dx) can be related
to the law of Xt through the relation,
qt(x) =
x
t
pt(−x) , (3.11)
which is valid for all t > 0 and x ≥ 0, see (5.10), p.1208 in [9]. We now use this fact and
Theorem 3.1, in order to describe the entrance law q∗t (dx).
Corollary 5. The entrance law q∗t (x) satisfies the equation,∫ t
0
x− z
t− s pt−s(z − x)q
∗
s(x) ds = −
d
dx
∫ t
0
x− z
t− s pt−s(z − x)ps(x) ds , (3.12)
for all t > 0, x > 0 and z < x.
Proof. Let us recall that from Theorem 6 in [9], the law of the couple (X t, Xt) is given
in terms of qt and q∗t as follows,
P(X t ∈ dx, Xt ∈ dz) =
∫ t
0
q∗s(x)qt−s(x− z) ds dx dz , (3.13)
for x > 0 and z < x. Then plunging (3.11) into (3.13) and comparing this expression
with (3.3) where we performed the time change s→ t− s and we differentiated in x > 0,
we obtain (3.12).
Let us finally point out that actually Theorem 6 in [9] gives the following disintegrated
version of (3.13),
P(gt ∈ ds,X t ∈ dx, Xt ∈ dz) = q∗s(x)qt−s(x− z)1I[0,t](s) dx dz , (3.14)
on (0,∞)2×R, where gt is the unique time at which the past supremum of (X,P) occurs on
[0, t]. This result suggests a possibility of disintegrating also (3.3) according to the law of
gt. Then comparing this disintegrated form with (3.14) would provide a means to obtain
an expression for the density q∗t (x) in terms of pt(x). However, this problem remains open.
Acknowledgement: We are grateful to Alexey Kuznetsov who pointed out to us the
statement of Corollary 1 and related references.
11
References
[1] D. André: Solution directe du problème résolu par M. J. Bertrand, C.R. Acad. Sci.
Paris, 105, p. 436–437, (1887).
[2] É. Barbier: Généralisation du problème résolu par M. J. Bertrand, C.R. Acad. Sci.
Paris, 105, p. 407, (1887).
[3] V. Bernyk, R.C. Dalang and G. Peskir: The law of the supremum of a stable Lévy
process with no negative jumps. Ann. Probab. 36, no. 5, 1777–1789, (2008).
[4] J. Bertoin, Lévy Processes. Cambridge Univ. Press, Melbourne, New York, 1996.
[5] J. Bertrand: Solution d’un problème, C.R. Acad. Sci. Paris, 105, p.369, (1887).
[6] N.H. Bingham: Maxima of sums of random variables and suprema of stable processes.
Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 26, 273–296, (1973).
[7] A.A. Borovkov: On the first passage time for a class of processes with independent
increments. Theor. Probab. Appl. 10, 360–364, (1965).
[8] K. Borovkov and Z. Burq: Kendall’s identity for the first crossing time revisited.
Electron. Comm. Probab. 6, 91–94, (2001).
[9] L. Chaumont, On the law of the supremum of Levy processes. Annals Probab., vol.
41, no. 3A, p. 1191-1217, (2013).
[10] L. Chaumont and J. Małecki: The asymptotic behavior of the density of the supre-
mum of Lévy processes. Annales de l’Institut Henri Poincaré, Vol. 52, No. 3, 1178-
1195, (2016).
[11] R.A. Doney: Fluctuation theory for Lévy processes. Lectures from the 35th Summer
School on Probability Theory held in Saint-Flour, July 6–23, 2005. Lecture Notes in
Mathematics, 1897. Springer, Berlin, 2007.
[12] F. Hubalek and A. Kuznetsov: A convergent series representation for the density of
the supremum of a stable process. Electron. Commun. Probab. 16, 84–95, (2011).
[13] O. Kallenberg: Canonical representations and convergence criteria for processes with
interchangeable increments. Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 27, 23–
36, (1973).
[14] J. Keilson: The first passage time density for homogeneous skip-free walks on the
continuum. Ann. Math. Statist. 34, 1003–1011, (1963).
[15] D.G. Kendall: Some problems in the theory of dams. J. Royal Stat. Soc. B, 19,
207–212, (1957).
[16] M.S.H. Khan and G.C. Jain: A class of distributions in the first emptiness of a
semi-infinite reservoir. Biometrical J. 20, no. 3, 243–252, (1978).
[17] I. Kortchemski: Sub-exponential tail bounds for conditioned stable Bienaymé-Galton-
Watson trees. Probab. Theory Related Fields, 168, no. 1-2, 1–40, (2017).
12
[18] M. Kwaśnicki, J. Małecki and M. Ryznar, Suprema of Lévy processes Ann. Probab.,
Vol. 41, No. 3B, 2047-2065, (2013).
[19] Z. Michna: Formula for the supremum distribution of a spectrally positive α-stable
Lévy process. Statist. Probab. Lett. 81, no. 2, 231–235, (2011).
[20] Z. Michna, Z. Palmowski and M. Pistorius: The distribution of the supremum for
spectrally asymmetric Lévy processes. Electron. Commun. Probab. 20, (2015).
[21] K. Sato: Lévy processes and infinitely divisible distributions. Cambridge Studies in
Advanced Mathematics, 68. Cambridge University Press, Cambridge, 2013.
[22] H. Joe and V. Seshadri: Infinitely divisible distributions arising from first crossing
times and related results. Sankhya A 74, no. 2, 222–248, (2012).
[23] M. Sharpe: Zeroes of infinitely divisible densities. Ann. Math. Statist. 40, 1503–1505,
(1969).
[24] L. Takács: On combinatorial methods in the theory of stochastic processes. 1967 Proc.
Fifth Berkeley Sympos. Math. Statist. and Probability (Berkeley, Calif., 1965/66)
Vol. II: Contributions to Probability Theory, Part 1, pp. 431–447.
[25] L. Takács: On the distribution of the supremum for stochastic processes with inter-
changeable increments. Trans. Amer. Math. Soc. 119, 367–379, (1965).
[26] L. Takács: A generalization of the ballot problem and its application in the theory of
queues. J. Amer. Statist. Assoc., 57, 327–337, (1962).
13
