The Birnbaum-Saunders distribution is a flexible and useful model which has been used in several fields. In this paper, a new bimodal version of this distribution based on the alpha-skew-normal distribution is established. We discuss some of its mathematical and inferential properties. We consider likelihood-based methods to estimate the model parameters. We carry out a Monte Carlo simulation study to evaluate the performance of the maximum likelihood estimators. For illustrative purposes, three real data sets are analyzed. The results indicated that the proposed model outperformed some existing models in the literature, in special, a recent bimodal extension of the Birnbaum-Saunders distribution.
Introduction
Despite its broad applicability in many fields, see, for example, Balakrishnan et al. (2007) , Bhatti (2010) , Vilca et al. (2010) , Paula et al. (2012) , Saulo et al. (2013) , Leiva et al. (2014a,b) , Leiva (2016) and Leao et al. (2017) , the BirnbaumSaunders (BS) distribution Birnbaum and Saunders (1969) is not suitable to model bimodal data. This distribution is positively skewed with positive support and is related to the normal distribution through the stochastic representation
where T ∼ BS(α, β), Z ∼ N(0, 1) and α > 0, β > 0 are shape and scale parameters, respectively. The BS(α, β) probability density function (PDF) and cumulative distribution function (CDF) are respectively given by f (t; α, β) = φ(a(t)) t −3/2 (t + β) 2α β 1/2 and F (t; α, β) = Φ(a(t)), t > 0, where φ(·) and Φ(·) are standard normal PDF and CDF, respectively, and
Note that the k-th derivative of a(t), denoted by a (k) (t), satisfies a (k) (t) > 0 (or < 0) for k odd (or k even), where k 1. Some special cases of these derivatives are a ′ (t) = 1 2α Note also that the function a(·) has inverse specified by (1). In order not to cause confusion, hereafter we will write a −⊥ (·) to denote the inverse of function a(·).
The stochastic representation in (1) allows us to obtain several generalizations of the BS model. For example, Díaz-García and Leiva (2005) assumed that Z follows a standard symmetric distribution in the real line and obtained the class of generalized BS distributions. On the same line, Balakrishnan et al. (2009) proposed scale-mixture BS distributions by assuming that Z belongs to the family of scale mixture of normal distributions. Many other generalizations can be obtained in order to obtain a new distribution with domain on the positive numbers; see Leiva (2016) .
In general, one uses mixtures of distributions for describing bimodal data. However, it may be troublesome as identifiability problems may arise in the parameter estimation of the model; see Lin et al. (2007a,b) and Gómez et al. (2011) . In this sense, new mixture-free models which have the capacity to accommodate unimodal and bimodal data are very important. Some asymmetric bimodal models in the real line have been discussed by Azzalini and Capitanio (2003) , Kim (2005) , and Ma and Genton (2004) , among others. In the context of bimodal BS models, Balakrishnan et al. (2011) introduced different mixture models and studied their characteristics. Olmos et al. (2017) introduced a bimodal extension of the BS distribution, denoted by BBSO, based on the approach described in Gómez et al. (2011) . Olmos et al. (2017) studied, amongst other things, the probabilistic properties and moments of the BBSO distribution, and showed that this model can fit well both unimodal and bimodal data in comparison with the BS, log-normal and skew-normal BS models. A thorough inference study on the parameters that index the BBSO distribution was addressed by Fonseca and Cribari (2016) .
In this paper, we introduce a new bimodal version of the BS distribution, denoted by BBS, by assuming that Z in (1) follows a alpha-skew-normal (ANS) distribution discussed by Elal-Olivero (2010) . We present a statistical methodology based on the proposed BBS model including model formulation, mathematical properties, estimation and inference based on the maximum likelihood (ML) method. We evaluate the performance of the ML estimators by Monte Carlo (MC) simulations. Three real data illustrations indicate the good performance of the proposed model. Specially, the proposed BBS model provides better adjustment compared to the BBSO model proposed by Olmos et al. (2017) .
The rest of the paper proceeds as follows. In Section 2, we introduce the BBS distribution and discuss some related results. In Section 3, we consider likelihood-based methods to estimate the model parameters and to perform inference. In Section 4, we carry out a MC simulation study to evaluate the performance of the ML estimators. In Section 5, we illustrate the proposed methodology with three real data sets. Finally, in Section 6, we make some concluding remarks and discuss future research.
The BBS distribution
If a random variable (RV) X has an ASN distribution with parameter δ, denoted by X ∼ ASN(δ), then its PDF and CDF are given by
where x, δ ∈ R and δ is an asymmetric parameter that controls the uni-bimodality effect; see Elal-Olivero (2010) . The PDF of the BS distribution, based on the alpha-skew-normal model, is given by
where a(·) is as in (2) and the notation T ∼ BBS(α, β, δ) is used. If δ = 0, then the classical BS(α, β) distribution is obtained. The corresponding BBS(α, β, δ) CDF is given by
Note that f (t; α, β, δ) = g(a(t))a
Differentiating the PDF of the BBS distribution (5) we obtain
where
The survival and hazard functions, denoted by SF and HR, respectively, of the BBS distribution are given by S(t; α, β, δ) = 1 − (G • a)(t) and
respectively. From Figure 1 we note some different shapes of the BBS PDF for different combinations of parameters. These figures reveal clearly the bimodality effect caused by the parameter δ. Also, Figure 2 shows unimodal and bimodal shapes for the BBS HR.
Some properties of the BBS distribution
Lemma 2.1.
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′ (t) < 0 whenever t < t 0 ( t > t 0 ). Since, by Item 1, the function t → f (t; α, β) is decreasing and f (t; α, β, δ) = r(a(t))f (t; α, β), t > 0, the proof follows.
2. cT ∼ BBS(α, cβ, δ), with c > 0;
. Then a(T ) ∼ ASN(δ). The proof of the Items 2 and 3 are immediate, after making convenient variables transformations.
Proposition 2. Let T ∼ BBS(α, β, δ) and X ∼ ASN(δ) and suppose E[T n ] exists, n 1. Then, we have 
E[T
Proof. By Proposition 1 Item 1 we have a(T ) ∼ ASN(δ) which implies that E[
Then, the proof is immediate since
and
Remark. By using the Binomial Theorem and (9) note that E[T n ] exists iff ω r,n−r (defined in Proposition 2) exists, with r = 0, . . . , n. By Jensen's inequality (see, e.g., Chung (2001)) we obtain
and by Minkowski inequality (see, e.g., Natanson (1955)) we have
Then, the expected value E[T ] and variance Var[T ] always exist. Note also that higher order moments can also be easily obtained from the expression of
Proof. Since P(a −⊥ (X) t) = G(a(t)), we have that the PDF of the RV a −⊥ (X) is equal to g(a(t))a ′ (t) = f (t; α, β, δ).
, where χ 2 3 denotes the chi-squared distribution with 3 degrees of freedom. We have the following relation
, from where the proof follows.
Some properties of the HR of the BBS distribution
, where f (·; α, β, δ) denotes the PDF of the BBS distribution (5). It is straightforward to show that
Remark. By (3) we have that a
Consider also the function spaces
Each function ℓ ∈ B or ℓ ∈ U is said bathtub shaped or upside down bathtub shaped, respectively. The following results due to Glaser (1980) helps us to characterize the shape of the failure rates, through the function s(·).
If t → s(t) is increasing, then, the HR is increasing in t.

If t → s(t) is decreasing, then, the HR is decreasing in t.
3. If t → s(t) ∈ B and if there exist a t * such that h ′ (t * ; α, β, δ) = 0, then, the HR belongs to B, otherwise the HR is increasing in t.
4. If t → s(t) ∈ U and if there exist a t * such that h ′ (t * ; α, β, δ) = 0, then, the HR belongs to U , otherwise the HR is decreasing in t.
Using the expressions of the derivatives of a(·) in (3) we can get the monotonicity of the HR of the BBS distribution from the following equation
For example, if δ = 0 and α > 2, we have that
On the other hand, if δ = 0 and α < 1, m(t) < 0 iff t < β. In this case, note that m
Then, using the Item 1 above, the HR is increasing for each t < β.
Another easy case to study is when δ = 1. In this case, m(t) > 0 iff t > β. Note also that m
. Therefore, by Item 2 above, the HR t → h(t; α, β, δ = 1) is decreasing on {t : t > t 1 } ∩ L α,β . Similar analyzes can be done for the other possible cases.
We emphasize that h ′ (t; α, β, δ) = 0 iff the PDF of the BBS distribution is a decreasing function. But, by Lemma 2.1 this happens when δ = 0 and t > β or t < t 0 ( t > t 0 ), for each δ > 0 ( δ < 0 ) with
2 /4. So, to see if the HR belongs (or not) to B or to U it would be sufficient to verify that t → s(t) belongs (or not) to B or to U .
Bimodality Properties
In this subsection, some results on the bimodality properties of BBS distribution are obtained.
Proposition 5. A mode of the BBS(α, β, δ) is any point t 0 = t 0 (α, β, δ) that satisfies
Proof. A mode of the BBS(α, β, δ) is any point t that satisfies f ′ (t; α, β, δ) = 0. But this happens iff s(t) = 0 which is equivalent to m(t) = 0, where s(t) and m(t) were defined in Subsection 2.2. Then, using Remark 2.2 and solving for t gives the result.
Proposition 6. The function t → (g • a)(t) and the PDF of the BBS distribution (5) have different modes.
Proof. We will do the proof by contradiction. Let's suppose that t 0 is a mode for both (g • a)(·) (which always exists, since g is bimodal) and f (·; α, β, δ).
α, β, δ) = 0 and f ′′ (t 0 ; α, β, δ) < 0, using (7) and (8) we obtain that g(a(t 0 )) = 0, which is impossible. Then, the proof follows.
Remark. As a consequence of the proof of the Proposition 6 we have that, if t 0 is a maximum point of t → (g • a)(t) then, the maximum points of the BBS distribution must be to the left side of t 0 . On the other hand, if t 1 is a minimum point of t → (g • a)(t) then, the minimum points of the BBS distribution must be to the right side of t 1 .
Proposition 7. The PDF of the BBS distribution (5) has at most one mode when δ = 0.
Using (3), it is straightforward to show that f ′ (t; α, β) = 0 iff
The discriminant of a cubic polynomial ax
Note that ∆ 3 > 0 for each α > 0, then the equation (10) has three distinct real roots. Let t 1 , t 2 and t 3 be the three distinct real roots of (10), by Vieta's formula (see, e.g., Vinberg (2003) ), it is valid that
From the first and third equations above we conclude that there must be two negative and one positive roots, hence f (t; α, β) has at most one mode.
Proposition 8. If δ = −α, then one of the modes of the BBS distribution (5) occurs at t = β. (7) we have that
I.e., t = β is one of the critical points of f when δ = −α.
Since a ′′′ (β) = 9/4αβ 3 and g
As δ = −α we obtain
Therefore, the PDF of the BBS distribution is concave downward when δ = −α.
Example 2.1 (Bimodality). Consider α = β = 1 and δ = −α. By Proposition 8 the point t = 1 is one of the modes of f (·; α, β, δ). Using (7) note that f ′ (t; α, β, δ) = 0 iff p(y) = y 10 + 2y 9 + y 6 − 4y 5 + 3y 4 − 8y 3 + 4y 2 + 2y − 1 = 0, where y = t 1/2 .
We have that p(0) = −1 < 0, and
where a (0) ≡ a and g (0) ≡ g. Using (8) and the quantities above, we obtain
and similarly f ′′ (t 1 ; α, β, δ) ≈ 60.3992 φ(t 1 )/3 > 0. Therefore, the PDF of the BBS distribution, with parameters α = β = 1 and δ = −α, has exactly two modes at t = t 0 and t = t 2 .
Remark. Let α = β = 1 and δ = −α. It can be verified that the point t max ≈ a −⊥ (0.83929) = 2.26240 is the only maximum point of the function (g • a)(·). The Remark 2.3 assures us that the maximum points of the PDF f (·; α, β, δ) must be to the left side of t max . This statement was verified in the previous example.
Shannon Entropy
For a continuous PDF f (t) on an interval I, its entropy is defined as
This definition of entropy, introduced by Shannon and Weaver (1949) , resembles a formula for a thermodynamic notion of entropy. In our probabilistic context, if X is an absolutely continuous RV with PDF f X (t), the quantity H(X) = H(f X ) = −E[log f X (X)] is viewed as a measure of uncertainty associated with a RV. Note that H(X) is not necessarily well-defined, since the integral does not always exist.
Consider T ∼ BBS(α, β, δ). The Shannon entropy of T satisfies the following identity Proposition 9. If T ∼ BBS(α, β, δ), there exists a constant C(α, β, δ) such that
Proof. It is straightforward to verify that
Since a(T ) ∼ ASN(δ), by Proposition 1 we have E[a 2 (T )] = 1 + 2δ 2 /(2 + δ 2 ). Therefore, the identity (12) is verified considering C(α, β, δ) = log(2 + δ 2 ) + log(2αβ
Remark. If T ∼ BBS(α, β, δ) and T 1, then, the Shannon entropy always exists. In fact, by Jensen's inequality (see, e.g., Chung (2001) ), Minkosky inequality (see, e.g., Natanson (1955) ) and Remark 2.1 we obtain
since a(T ) ∼ ASN(δ). Then, using (12) and the above inequalities, the proof follows.
3 Estimation and inference
Maximum likelihood estimation
Let (t 1 , . . . , t n ) be a random sample of size n from the BBS distribution with PDF in (5). Considering δ known, it follows that the log-likelihood function, without the constant, is given by
where θ = (α, β). Since
taking the first derivatives with respect to α and β and equating them to zero, we have
The ML estimates α and β of α and β, respectively, are obtained by solving an iterative procedure for non-linear optimization of the system of equations in (13), such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton method. We can use the profile log-likelihood for finding the value of δ. Generally, two steps are required: i) Let δ i = i and for each i = −20, . . . , 0, . . . , 20 compute the ML estimates of α and β by solving the system of equations in (13);
ii) Select the final estimate of δ as the one which maximizes the log-likelihood function and also select the associated estimates of α and β as final ones.
Case of random censoring. Suppose that the time to the event of interest is not completely observed and it may be subject to right censoring. Let c i denote the censoring time and t i the time to the event of interest. We observe y i = min{t i , c i }, whereas τ i = I(t i ≤ c i ) is such that τ i = 1 if y i is the time to the event of interest and τ i = 0 if it is right censored, for i = 1, . . . , n. Let θ = (α, β) denote the parameter vector of the BBS model given in (5) with δ known. From n pairs of times and censoring indicators (t 1 , τ 1 ), . . . , (t n , τ n ), the corresponding likelihood function obtained under uninformative censoring can be expressed as
Therefore, the log-likelihood function for the BBS model obtained from (14) is given by
where ω i = n i=1 τ i and η(θ) = log(2αβ 1/2 (2 + δ 2 )). The parameter vector θ may be estimated using an iterative procedure for non-linear optimization (BFGS method) of the log-likelihood function (15). The estimation of δ can be performed using the profile log-likelihood as mentioned earlier in Section 3.1.
Remark. The moments estimators based on BBS distribution can be obtained using the moments equations below
where E[g(T 1 , T 2 , . . . , T n )] − g(α, β, δ) ≡ 0 and (T 1 , T 2 , . . . , T n ) is a random sample from a BBS population. However, equations in (16) do not have analytical solutions, and it is necessary to use some numerical method. When these estimators present analytical solutions, they are usually used as initial values in the iterative processes used to obtain ML estimators. In this work, as initial values, we fixed δ = 0 and we used the modified moment estimators proposed by Ng et. al. (2003) for the BS distribution.
Confidence intervals
In this subsection we present confidence intervals (CIs) for S(t; α, β, δ), E[T ] and Var [T ] , where T ∼ BBS(α, β, δ) and δ is known. Let {T n , n ≥ 1} be a sequence of RVs. We will say that {T n } is asymptotically normal (AN) with mean µ n and variance σ 2 n , and write T n ∼ AN (µ n , σ 2 n ), if σ n > 0 and as n → ∞,
Here µ n is not necessarily the mean of T n and σ 2 n , not necessarily its variance. This is, for sufficiently large n, for each t ∈ R we can approximate the probability P(T n t) by P(Z ((t − µ n )/σ n )) where Z is N (0, 1).
Let θ = (α, β) ⊤ in Θ and ρ ∈ (0, 1). The random interval (θ(T 1 , . . . , T n ), θ(T 1 , . . . , T n )) will be called a CI at confidence level 1 − ρ for the parameter θ, provided that
In what follows, we assume ℓ(θ) holds the following standard regularity conditions:
1. The parameter space, defined by Θ, is open and ℓ(θ) has a global maximum at Θ;
2. For almost all t, the fourth-order log-likelihood derivatives with respect to the model parameters exist and are continuous in an open subset of Θ that contains the true parameter θ;
3. The support set of t → f (t; θ, δ), for θ in Θ, does not depend on θ;
4. The expected information matrix I(θ) is positive definite and finite. We remember that the information matrix I(θ) is a 2 × 2 matrix with elements I j,k (θ) j, k = 1, 2, defined by
These regularity conditions are not restrictive and hold for the models cited in this work.
Confidence Interval for S(t; θ, δ).
Let α and β be ML estimates of α and β, respectively. It is known that the ML estimate of θ = ( α, β) ⊤ has normal asymptotic distribution, with null mean vector and asymptotic covariance matrix given by the inverse of the information matrix I(θ). I.e.,
Since the function θ → S(t; θ, δ), ∀t > 0, is continuously differentiable, by the Delta method we have
is the Jacobian of the function θ → S(t; θ, δ).
As θ is a ML estimate of θ, the asymptotic variance of S(t; θ, δ) can be estimated by
As θ is consistent (because it is a ML estimate), by Slutsky's theorem we have
If 0 < ρ < 1, using (17), the CI at confidence level 1 − ρ for S(t; θ, δ) is obtained from the following identity:
where z ρ/2 is the ρ/2-quantile of the normal distribution and σ 2 (t) = Var[S(t; θ, δ)]. Then, the random interval
is a CI at confidence level 1 − ρ for S(t; θ, δ), ∀t > 0.
Confidence Interval for E[T |θ] = E[T ].
Since T ∼ BBS(θ, δ) is a positive RV, we have the identity E[T |θ] = ∞ 0 S(t; θ, δ)dt. Using this identity and denoting σ 2 (t) = Var[S(t; θ, δ)] note that (18) implies that the set
Therefore, the random interval
provides us a CI at confidence level 1 − ρ for E[T |θ]. If the lower limit of the CI is negative, we will replace it with zero.
Confidence Interval for Var[T |θ] = Var[T ].
Let L ± (t) = S(t; θ, δ) ± z ρ/2 σ(t)/ √ n where σ 2 (t) = Var[S(t; θ, δ)], t > 0. Assume that L − (t) > 0, otherwise we replace this lower limit with zero.
Let A = L − (t) < S(t; θ, δ) < L + (t) and
Using the identity E[T
is a random CI for S(t; θ, δ) with confidence coefficient 1 − ρ (by Section 3.2.1), for each t > 0, then
is a (random) CI for Var(T |θ) with confidence coefficient 1 − 2ρ. Again, if the lower limit of the CI is negative, we will replace it with zero.
Remark. Analogously to that done in Subsection 3.2.1, we can construct a CI for the function log(− log(S(t; α, β, δ))).
Monte Carlo simulation study
A simulation study for evaluating the behavior of the estimators of the model parameters is carried out. The simulation scenario assumes the sample sizes n ∈ {10, 50}, the values of the shape parameter as α ∈ {0.10, 0.50, 1.00, 1.50}, the values of the asymmetric parameter as δ ∈ {−10, −5, −1, 1, 5, 10}, 10,000 MC replications, and without loss of generality, we assume β = 1.00 in all cases. The censoring proportion is p ∈ {0.0, 0.1, 0.3}; see Section 3.1. Note that the values of the shape parameter α have been chosen in order to study the performance under low, moderate and high skewness. For each value of the parameter δ, sample size and censoring proportion, the empirical values for the bias (Bias) and mean squared error (MSE) of the ML estimators are reported in Tables 1-2 . From these tables, note that, as the sample size increases, the ML estimators become more efficient, as expected. We can also note that, as the censoring proportion increases, the performances of the estimators of α and β, deteriorate. It is interesting to note two points on the increasing of the bias of β: (i) when the skewness increases, the bias of β increases, which is expected as the original distribution occurs in the BS, see for example Lemonte et al. (2008) ; and (ii) note that there seems to be an increase in the bias of β when we decrease the values of the parameter δ, see the cases δ = {−1, 1}. In general, all of these results show the good performance of the proposed model. 
Real data analysis
The proposed BBS model is now used to analyse three lifetime data sets. For comparison, the results of the bimodal BBSO model (bimodal BS distribution proposed by Olmos et al. (2017) ) and the mixture BS (MXBS) distribution introduced by Balakrishnan et al. (2011) , in addition to classical BS (BS) and log-normal (LN) models, are given as well.
Example 5.1. The first data set corresponds to the duration of the eruption for the Old Faithful geyser in Yellowstone National Park, Wyoming, USA; see Azzalini and Bowman (1990) . Descriptive statistics for the Old Faithful data set are the following: 272(sample size), 43(minimum), 96(maximum), 76(median), 70.897(mean), 13.595(standard deviation), 19.176(coefficient of variation), −0.414(coefficient of skewness) and −1.156(coefficient of kurtosis). Table 3 reports the ML estimates, computed by the BFGS method, standard errors (SEs) and log-likelihood (log-lik) values for the BBS, BBSO, MXBS, BS and LN models. Furthermore, we report the Akaike (AIC) and Bayesian information (BIC) criteria. From this table, we note that the BBS and MXBS models provide better adjustments compared to the other models based on the values of AIC and BIC. The null hypothesis of a BS distribution (δ = 0) against an alternative BBS distribution (δ = 0) can be tested by using the likelihood ratio (LR) test LR = −2(ℓ BS ( α, β) − ℓ BBS ( α, β, δ)). In this case, we obtain LR = −2(−1107.849 + 1050.592) = 114.514 and comparing it to the 5% critical value from the chi-square distribution with one degree of freedom (χ 2 1 = 3.84), it supports rejection of the null hypothesis, thus the BBS model outperforms, in terms of fitting, the BS one for the data under study. Figure 3 shows the histogram of the data set superimposed with the fitted curves of the BBS, BBSO, MXBS, BS and LN distributions. From this figure, we clearly note that the BBS captures quite well the inherent bimodality of the data.
Example 5.2. The data used here, which are given by Andrews and Herzberg (1985) who attribute them to a study by Barlow et al. (1984) , present the stress rapture life in hours of Kevlar-49/epoxy strands when subjected to a constant sustained pressure until failure. A descriptive summary for the Kevlar-49/epoxy data set provides the following values: Example 5.3. The third data set corresponds to the lifetimes of adult flies in days after exposure to a pest control technique, which consists of using small portions of food laced with an insecticide that kills the flies. The experiment was carried out at the Department of Entomology of the Luiz de Queiroz School of Agriculture, University of São Paulo, Brazil. In this technique, the period was set at 51 days such that larvae that survived beyond this period are considered as censored cases; see Silva et al. (2013) for more details about this experiment. Descriptive statistics for the Entomology data are the following: sample size = 172 (four cases are lost), minimum = 1.000, maximum = 51.000, median = 21.000, mean = 21.878, standard deviation = 11.674, coefficient of variation = 53.30, coefficient of skewness = 0.818 and coefficient of kurtosis = 0.569. The ML estimates and log-lik values for the BBS, BBSO, MXBS, BS and LN models are reported in Table 5 . Furthermore, the AIC and BIC values are also reported in this table. From Table 5 , we note that the proposed BBS model has the lowest AIC and BIC values, and therefore it could be chosen as the best model. Using the LR statistic to compare the fits of the BS and BBS models, that is, the null hypothesis of a BS distribution (δ = 0) against an alternative BBS distribution (δ = 0), we obtain LR = −2(−676.913 + 610.523) = 132.780 and then we could accept the BBS model. Figure 5 shows the fitted PDFs and SFs (by Kaplan-Meier (KM) estimator) of the BBS, BBSO, BS and LN distributions. 
Concluding remarks
In this work, we have introduced a bimodal generalization of the Birnbaum-Saunders distribution, based on the alphaskew-normal distribution. We have discussed some of its properties. We have considered estimation and inference based on likelihood methods. We have carried out a Monte Carlo simulation study to evaluate the behavior of the maximum likelihood estimators of the corresponding parameters. Three real data sets were considered to illustrate the potentiality of the proposed model. In general, the results have shown that the proposed bimodal Birnbaum-Saunders distribution outperforms some existing models in the literature. As part of future research, it is of interest to study univariate and multivariate bimodal Birnbaum-Saunders regression models; see Rieck and Nedelman (1991) , Balakrishnan and Zhu (2015) and Marchant et al. (2016) . Moreover, time series models based on the bimodal Birnbaum-Saunders distribution with corresponding influence diagnostic tools can also be considered; see Saulo et al. (2017) . Work on these problems is currently under progress and we hope to report these findings in a future paper.
