Q uantum dynamical descriptions of chemical systems help us elucidate and understand chemical reactivity, energy flow, and transformations at a fundamental level. As the size and dimensionality D of the systems we wish to study increases (D = 3N -3 for an N atom system), the computational overhead in both CPU time and storage increases exponentially to the point that we can currently only offer exact descriptions for three-and four-atom systems. The cause of this exponential growth is that we must ultimately store the quantum wavefunction, which is complex valued, over a set of grid points that fills the space containing the system. Consequently, over the past few years, researchers have explored approaches that optimally and dynamically adapt the spatial grid to provide a compact wavefunction description. Our own recent efforts have focused on the hydrodynamic or Bohmian description of quantum mechanics to provide the dynamical scheme for developing moving-grid algorithms.
C O M P U T A T I O N A L C H E M I S T R Y
Q uantum dynamical descriptions of chemical systems help us elucidate and understand chemical reactivity, energy flow, and transformations at a fundamental level. As the size and dimensionality D of the systems we wish to study increases (D = 3N -3 for an N atom system), the computational overhead in both CPU time and storage increases exponentially to the point that we can currently only offer exact descriptions for three-and four-atom systems. The cause of this exponential growth is that we must ultimately store the quantum wavefunction, which is complex valued, over a set of grid points that fills the space containing the system. Consequently, over the past few years, researchers have explored approaches that optimally and dynamically adapt the spatial grid to provide a compact wavefunction description. Our own recent efforts have focused on the hydrodynamic or Bohmian description of quantum mechanics to provide the dynamical scheme for developing moving-grid algorithms.
Although researchers laid the foundations of quantum mechanics' hydrodynamical formulation over 50 years ago, it has only been within the past few years that they have developed viable computational implementations of the Bohmian equations of motion. These implementations use ensembles of linked trajectories that follow along with the evolving probability. All quantum effects are included, and, in favorable cases, we can use a relatively small number of quantum trajectories to accurately predict the dynamics-even in cases that challenge traditional methods, such as systems with high dimensionality.
There are several existing approaches to solving the quantum hydrodynamic equations, but all confront difficult computational issues. One approach evaluates spatial derivatives of functions known only at the trajectory positions. Researchers have developed various fitting techniques to this end, including the use of least squares or fitting the density to a group of Gaussian functions. Another problem arises near nodal regions where the density becomes very small. The quantum trajectories tend to avoid these regions, leading to undersampling. In regions where the density is higher, trajectories sometimes cluster and thus, in a computational sense, they're in the "wrong" places.
To circumvent these problems, we borrow current techniques from classical fluid dynamics, including the use of adaptive grids. There are many ways to design these grids, including using a monitor function to ride along the trajectory and measure changes in the various hydrodynamic fields. Adaptive grids permit stable propagation over long time periods, and might be useful in solving dynamical problems in multiple dimensions, such as chemical reaction dynamics and photophysics. Here, to set the context for our work, we first offer an overview of the problem and the Bohmian formulation of the hydrodynamic equations of motion. We then describe how we solve these equations and discuss our technique for using dynamic adaptive grids to contend with challenges associated with Bohmian trajectories.
Problem Overview
The concept of a path or trajectory plays a central role in our understanding of how things move. Much like a route traced on a road map, a trajectory tells us where an object or fluid started, where it goes, and how it gets there. Also, the object might have alternate routes available, some of which it's more likely to follow than others. Hence, analyzing a set of trajectories can offer an intuitive tool for understanding the possibly complex dynamics of movement.
The Challenge of Quantum Dynamics
Macroscopic objects obey Newton's equation of motion, mq = f(q(t)), where q is the particle's position at time t, and f(q(t)) is the force acting on it. Given values for both position and velocity at time t, we can compute the object's trajectory, and, as a result, we can predict with certainty the object's destination.
However, at the atomic and molecular level, objects obey the rules of quantum mechanics. Thus, Newton's equations of motion are no longer strictly valid, and the concept of a unique trajectory given a set of initial conditions is murky at best. This is because, fundamentally, quantum mechanics is nonlocal-that is, every system component can influence the motion of every other part, and vice versa.
In addition, the Heisenberg uncertainty principle states that when we measure a quantum particle, we cannot simultaneously determine with infinite precision its exact position and velocityalthough in principle this is possible in Newtonian mechanics. Consequently, it seems as though we cannot speak in terms of a quantum mechanical object's unique trajectory.
Richard Feynman 1 showed that we can speak in terms of paths in quantum mechanics-in fact, ensembles of paths. For example, if we specify two fixed end points q(0) and q(t), we can compute the probability of a particle starting at q(0) and ending at q(t) by adding together contributions from all possible paths connecting the two points (including the classical trajectory linking these points, if one exists), and weighting each path. We weight the paths using the complex-valued factor exp(iS/h), where S(t) is the classical action integral ,
which has a classical Lagrangian integrand. What we lose here is any indication of exactly which path the particle actually follows, although we can say that some paths are more likely than others-especially those close to the paths that classical mechanics predicts. Thus, to make a prediction, it's as if we must force the particle to explore all possible routes between the two end points.
The Hydrodynamic Perspective
Another option for describing the motion of quantum mechanical objects is to use the hydrodynamic formulation of quantum mechanics, which was first introduced in the late 1920s and later explored and extensively developed by David Bohm. 2 In this approach, we define an ensemble of quantum trajectories, each with a precisely defined coordinate and velocity that uniquely characterizes a quantum system's dynamical evolution. However, we're still not free to talk about independent trajectories as we are in classical mechanics; quantum trajectories are coupled together and evolve as a correlated ensemble. This correlation is a unique feature of quantum dynamics and is expressed as a non-local potential in the hydrodynamic formulation.
Within the past few years, researchers have explored various ways to directly solve the quantum hydrodynamic equations to predict the space-time dynamics of probability fluid elements. [3] [4] [5] Elements of this quantum fluid are linked through the Bohm quantum potential Q, which is computed on the fly as the equations of motion are integrated to generate the hydrodynamic fields. The quantum potential introduces all quantum features into the dynamics, including interference effects, barrier tunneling, and zero point energies. The only approximation made in solving the hydrodynamic equations involves the use of relatively few fluid elements. The equations of motion for these fluid elements are expressed in the Lagrangian view of fluid flow, in which we consider the evolution of a given dynamical quantity over time along a given path or streamline. In other words, we follow the flowing fluid, rather than stand in one place and watch it pass.
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Current Research Efforts
Researchers have used one implementation of these ideas, the quantum trajectory method,3 to predict and analyze wavepacket dynamics in several scattering problems. A similar method is the quantum fluid dynamic method (QFD).5 Within the past two years, there has been a surge of interest in developing and applying trajectory methods for solving both the time-dependent Schrödinger equation and density matrix equations of motion. Researchers have also developed novel quantum trajectory methods for evolving the reduced density matrix in both non-dissipative and dissipative systems.6 Recent work has explored adaptive grid strategies to circumvent computational problems associated with the propagation of Bohmian trajectories (especially in regions where nodes develop in the wavefunction or density). 4, 7, 8 This work emphasizes the use of correlated quantum trajectories as the computational tool for solving the equations of motion.
Implementing the Quantum Hydrodynamic Equations
The quantum hydrodynamic formulation is derived by substituting the amplitude-phase decomposition of the time-dependent wavefunction ψ(y, t)
In terms of R and S, the probability density and the local flow velocity are given by ρ = |ψ| 2 = R 2 and v = j/ρ, where j is the probability current. This analysis results in the Lagrangian form of the hydrodynamic equations of motion (3) (4) in which the derivative on the left side is appropriate for calculating the change rate in a function along a fluid trajectory. Equation 3 is the continuity equation for the probability density. Equation 4 is a Newtonian-type equation in which the sum of the classical force f c = -∇ V produces the flow acceleration, and the quantum force is f q = -∇ Q, where V is the potential energy function and Q is quantum potential. 2 The quantum potential measures the curvature-induced internal stress and is given by (5) Typically, we can more accurately compute the quantum potential if we evaluate derivatives using the amplitude C = log(R) (we refer to C as the C-amplitude). In terms of this amplitude's derivatives, the quantum potential is Q = -h 2 (∇ 2 C + (∇C)
2 )/2m. Finally, the equation for the action function, ,
is the quantum Hamilton-Jacobi equation. This equation relates the change in the action to the quantum Lagrangian, which is the excess kinetic energy flow over the total potential energy. Although numerical inaccuracies can lead to violations, in general, quantum trajectories follow two noncrossing rules:
• They cannot cross nodal surfaces (along which ψ = 0). • They cannot cross each other.
The quantum trajectories are thus very different from the paths used to assemble the Feynman propagator.
Solving the Equations
In deriving these equations from the time-dependent Schrödinger equation, we made no approximations. To solve the equations, however, we must make an approximation: We subdivide the initial wavepacket into N fluid elements and use the equations of motion to find the hydrodynamic fields along the trajectories the elements follow. Over time, the fluid elements evolve into an unstructured mesh, which makes accurate derivative evaluation difficult. Thus we frequently use moving least squares methods to fit the C and S functions, which are given at the positions of the fluid elements, to parameterized functions, such as polynomials. From these parameterized fits, we can evaluate the derivatives needed in the equations of motion as follows. 3, 4 We synthesize the complex-valued wavefunction from the values of C and S that each evolving fluid element carries. Figure 1 shows an example. The wavepacket has just propagated downhill on an 11 degree-of-freedom potential surface, and is moving into the product valley on this potential surface. The surface involves a downhill ramp along x (the reaction coordinate) and harmonic
.
oscillator potentials (with nonvarying force constants) along the remaining 10 degrees of freedom. As it rolled downhill, we transferred amplitude to an upper potential surface, which was linked to the lower by a Gaussian-shaped coupling potential. The downhill ramp's halfway point is at x = 6, and the electronic nonadiabiatic coupling potential is centered at x = 5. On the basis of information carried along only 110 quantum trajectories, we synthesized this complicated and oscillating complex-valued wavefunction (Figure 1 shows only the real component of the wavefunction). Building this complicated structure from information propagated along so few quantum trajectories is a remarkable feat. These methods let us accurately solve the quantum hydrodynamic equations of motion for low-dimension systems. For higher dimensional systems, such as atomic clusters or larger molecules, an extremely accurate description of the quantum motion is very difficult to obtain and perhaps more difficult to understand. To contend with this challenge, we use the hydrodynamic/Bohmian method to develop an approximate statistical approach, as we now describe. 
Multidimensional Dynamics with Cluster Modeling
We can specify the configuration of a particle collection by a coordinate set R(t) = {r 1 (t), r 2 (t), …, r N (t)}. To determine the probability of finding such a configuration, we first weight the product of the volume element dV by the probability density ρ(R(t)). In essence, each configuration is an element in an ensemble of possible configurations; the act of measurement pulls one of these configurations out of the hat. In quantum mechanics, the probability density is related to the square amplitude of the quantum wavefunction, ρ(R(t)) =|ψ(R, t)| 2 . We then apply the Bohmian postulate that the time evolution of a configuration r n is 2 ,
where S is the quantum wavefunction's action function, as we described earlier.
To approximate Q, we can use a Bayesian statistical approach by assuming that we can cast the density as a superposition of Gaussian product states. We can write any statistical distribution as a superposition of a set of M clusters 10 ,
where p(R, c m ) is the probability of finding the system in configuration R and it being in the mth cluster. We then use the Bayes 10 theorem to break this joint probability into
• a conditional probability, p(R|c m ), which tells us the probability that a configuration is a member of R when it's also a member of the mth cluster, and • a marginal probability p(c m ), which tells us the likelihood of its being in the mth cluster.
We then pick a functional form for the conditional probabilities using , 
is the Gaussian center in N spatial dimensions. To determine the Gaussians' coefficients, we maximize the log-likelihood Λ that a given trial set of Gaussians will actually correspond to the data by taking the variation δΛ = 0. Furthermore, since the density is now represented as a superposition of Gaussians, we can easily compute the quantum potential Q, which is required to integrate the hydrodynamic equations (see Equation 4 ).
Application
Our methodology is extremely general; you can use it to estimate the probability distribution function (PDF) of any sample point distribution. Generally, the N-dimensional covariance matrices specifying each Gaussian cluster reflect the correlation between various degrees of freedom. A fully specified covariance requires us to solve N 2 simultaneous coupled equations per Gaussian cluster. In practice, it's easier to use more Gaussians with less covariance than a few Gaussian clusters with high covariance.
We've initially applied our approach to determine the ground state of anharmonic and highdimensional systems. We do this by adding a small viscous drag on the particles' equations of motion. This takes advantage of the fact that for an eigenstate, the quantum force and the potential force are exactly opposed and there is no net force on the quantum particle. Figure 2 shows an example: an initial distribution of sampling points converges to the vibrational ground state for the methyl iodide molecule's anharmonic CH 3 -I bending-stretching modes in its lowest electronic state. This system serves as a useful benchmark for our approach because we can also compute the vibrational ground state by diagonalizing the Hamiltonian matrix.
Our approach gives us a ground-state energy of 591.045 cm -1 above the well's bottom. Figure 2a shows the discrete variable representation (DVR) grid that we used for convergence; the lowest few vibrational excited states are superimposed over the potential energy surface. When clustering boundstate problems, the sample points remain localized in a small configuration space because the algorithm relaxes to the minimal energy configuration. Figure 2d shows the energy as the system relaxes. The horizontal solid gray line is the "exact" result.
In Figure 2b , our initial sampling is far from the potential energy surface's lowest energy point. The superimposed ovals show the location and widths of the calculation's M Gaussian clusters. For this calculation, we use four fully factorized Gaussians with no covariance. As the calculation progresses, the distribution follows the potential energy curve to its minimum and takes the form of the lowest energy quantum state. The final relaxed groundstate energy is 665.205 ± 33.6 cm -1 . At this point, the sample points are still in motion and we are considerably above the DVR ground-state energy.
Finally, we consider what happens if we take fewer Gaussians, each with full covariance in (x, y). Starting from the same distribution as before, we propagate the particles, applying a viscous force to bleed away the kinetic energy. With this approach, the system relaxes to 580.0 ± 10.1 cm -1 using only two Gaussians. Surprisingly, most of the amplitude in the final state is concentrated in the Gaussian located above the minimum of the methyl iodide potential energy surface. As Figure 2d shows, the energy fluctuates around the final average with relatively little deviation. However, there are some spikes; these correspond to cases in which one of the clusters (typically the smaller one) suddenly jumps to a different position, or the correlation matrix rotates slightly. Fortunately, the algorithm rapidly corrects for these excursions. Adding more Gaussians with full covariance does little to improve convergence to the DVR result; however, adding more points and more Gaussians does improve the agreement. 9 In many ways, implementing the hydrodynamic formalism with the clustering approach is similar to the guide function Monte Carlo (GFMC), which is widely used to calculate multiparticle systems' ground state. For example, in GFMC, we would choose an appropriate guide function from a variational Monte Carlo calculation and use the guide function to improve the Monte Carlo sampling. Much like the Bohmian quantum potential, the Monte Carlo algorithm determines the local kinetic energy based on the distribution function's curvature and iterative refinements to the sampling. In our approach, both the guide function and the sampling points are determined at each calculation step, and the sampling points evolve according to hydrodynamic equations of motion. We expect our approach to be most useful in high-dimensional problems, where it's numerically impossible to use conventional variational-basis-set approaches.
Beyond Bohmian Mechanics: Adaptive Quantum Paths
Propagating Bohmian trajectories is problematic near nodes or nodal surfaces. As we mentioned earlier, these trajectories tend to avoid nodal regions, leading to undersampling. For trajectories near the node, derivative evaluation of the hydrodynamic fields becomes increasingly inaccurate, leading to computational breakdown. A closely related problem is that the quantum potential near nodes acquires large values, and small errors in evaluating Q in turn leads to large errors in the nearby quantum trajectories' positions and momenta. To circumvent these difficulties, we use adaptive dynamic grids. 12 The advantage of such grids is that we can direct their paths, which offers flexibility. Furthermore, the grids are robust enough to offer accurate results over long propagation times.
When we discretize the spatial coordinates associated with hydrodynamic equations of motion, each grid point follows a time-dependent path x j (t) with an associated grid velocity • x j . Time-dependent grids' primary advantage is that they might require far fewer points because we can choose a grid that adapts to the evolving hydrodynamic fields. In favorable cases, we can capture interesting features with the moving grid that would typically require significantly more fixed grid points for comparable resolution.
There are two subcategories of moving grids:
• Lagrangian grids. These frequently used grids have a point velocity equal to the fluid's local flow speed. As a consequence, the grid points march in step with the fluid. The quantum trajectories we obtain by integrating the hydrodynamic equations of motion fall within this category. Although such trajectories follow the fluid flow, we have no control over the paths that grid points take.
• Arbitrary Lagrangian Eulerian (ALE) grids. For these "intermediate" grids, the grid point velocity differs from that of the fluid. 12 As a result, the grid either advances on or lags behind the fluid flow. In this case, it is useful to introduce the slip velocity, with either a positive or negative sign.
Designers have considerable flexibility in creating these "designer" ALE grids, as we later describe later in the "Grid Adaption Using the Monitor Function" section.
Moving Path Transforms of the Hydrodynamic Equations
For an observer moving along a path x(t), the rate at which function f changes is denoted df/dt (this is the "total" time derivative), whereas the time derivative at a fixed point (Eulerian frame) is ∂f/∂t. These two time derivatives are related through the equation: df/dt = ∂f/∂t + , where the last term is the convective contribution. From this equation, ∂f/∂t = df/dtgives the derivative at a spacefixed point. This equation lets us transform Eulerian frame equations of motion into the more general ALE frames.
When we transform the three hydrodynamic equations for ρ, v, and S, 8 we obtain three new equations. For simplicity, we assume a one-dimensional problem for each (in the first equation, the C-amplitude is C = (ln ρ)/2): ,
,
In each equation, the slip velocity, w = • x -v, appears in the first term. When w = 0-the appropriate condition for a Lagrangian frame-the equations revert back to the usual equations for ρ, v, and S that we presented earlier. However, in their more general form, we can integrate these equations along paths designed to capture features that develop as the grid moves.
Grid Adaption Using the Monitor Function
We can monitor the local hydrodynamic fields surrounding each moving grid point with a user-designed function M(x). 12 We have considerable flexibility in crafting the monitor function, and, in principle, we can capture different features at different times. The monitor typically captures the hydrodynamic field's gradient and curvature-for example, M(x) = 1 + α |∇⋅ u| 2 + β ∇ 2 u. We add a constant (in this case, unity) on the right side to prevent the monitor from becoming very small in regions with relatively flat fields. There are many other possibilities as well; the grid designer must decide which field features require monitoring.
Once we introduce the monitor, we must decide how to adjust the grid points to adapt to these fields. In regions in which the monitor takes on large values, we would like the grid points to come closer together without crossing paths. A common way to achieve this is by using the equidistribution principle (EP). 12 The EP is easily stated for a onedimensional problem. First, let {M j } denote the monitor's values at the grid points {x j }, for j = 1, ..., N. We regard the end points x 1 and x N as fixed during the internal points' adaption. Finally, let M j+1/2 denote the monitor's average value between points j and j + 1. The EP then states M j-1/2 (x j -x j-1 ) = M j+1/2 (x j+1 -x j ) = constant. A large monitor value then forces a small spacing between adjacent points.
We can also view this equation in terms of a spring system equilibration, in which the local monitor functions act as the spring constants. These "smart" springs sense features in the hydrodynamic fields. Researchers have used the spring analogy to solve classical fluid problems and, more recently, to solve quantum hydrodynamic equations. 8 To prevent relatively sudden grid changes (or jerkiness) due to use of these springs, we use Ernst Dorfi and Luke Drury's refined EP.
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Applying Dynamic Grid Algorithms
Researchers have used a dynamically adaptive grid to study an initial Gaussian wavepacket scattering from a repulsive Eckart potential (which is similar in shape to a Gaussian). 7 When Bohmian trajectories are propagated, however, the calculation breaks down shortly after ripples develop in the reflected wavepacket. Using adaption techniques, we can obtain much longer propagation times.
In this application, we adapted grid points using a monitor function designed to capture the wavefunction's local curvature. The initial wave-packet's
translational energy is E trans = 4,000 cm -1 , the barrier height is V o = 6,000 cm -1 , and the barrier is centered at x b = 6 atomic units. We propagated this wavepacket using N = 249 grid points between x o = -5 and x N = 25. During the entire propagation sequence, the two edge points were fixed (Eulerian frame), but our more recent calculations used Lagrangian edge points. We adapted the internal points according to the Dorfi and Drury scheme. 13 Figure 3 plots one-fourth of the grid point paths. At t = 0, the grid points are dominantly clustered in the region with large wavefunction density and curvature between x = 1 and 3. At later times, the wavepacket spreads as it moves toward the barrier; the grid paths reflect this in the width of the clustered region, which spreads as the center approaches the barrier. At around t = 40 fs, wavepacket bifurcation is manifest as the grid paths diverge near the barrier region to follow the wavepacket's reflected and transmitted parts. After about 40 fs, the wavepackets move toward either the lower or upper right of the figure; by design, the grid points tend to congregate in these two high-density regions. U sing quantum Lagrangian trajectories and dynamic adaptive grids have already yielded insights into many problems in chemical physics, including barrier tunneling, electronic nonadiabiatic dynamics, decoherence, and relaxation in dissipative environments. To make the methods robust enough to tackle multidimensional dynamics on anharmonic potential surfaces, we must contend with several interconnected challenges:
• As we discussed earlier, the quantum potential becomes large around wavefunction nodes and quasinodes, and fluid elements following Bohmian trajectories inflate away from these regions. This makes it difficult to accurately compute the quantum potential, which can lead to instabilities in the equations of motion. • Maintaining solution stability over time is challenging, in part because of the large quantum potentials that arise locally.
• It's difficult to perform derivative evaluation of the unstructured mesh formed by the evolving fluid elements; useful strategies here include moving least squares or resorting to a structured grid.
• When classical trajectories are integrated, caustics form, which in turn makes the quantum forces acting on nearby fluid elements large and rapidly changing. The hydrodynamic equations are thus stiff, and we need special integration techniques-which are so far untested-for stable propagation.
Current research on these and related topics is advancing our ability to apply the equations of quantum hydrodynamics to interesting multidimensional problems. The derivative propagation method, 14 for example, is a new way to propagate quantum trajectories individually that saves considerable computational time. When combined with an initial value representation, the method yields a new approach to calculating time correlation functions. 
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