Using a characterization of Mutual Complete Dependence copulas, we show that, with respect to the Sobolev norm, the MCD copulas can be approximated arbitrarily closed by shuffles of Min. This result is then used to obtain a characterization of generalized shuffles of copulas introduced by Durante, Sarkoci and Sempi in terms of MCD copulas and the * -product discovered by Darsow, Nguyen and Olsen. Since shuffles of a copula is the copula of the corresponding shuffles of the two continuous random variables, we define a new norm which is invariant under shuffling. This norm gives rise to a new measure of dependence which shares many properties with the maximal correlation coefficient, the only measure of dependence that satisfies all of Rényi's postulates.
Introduction
Since the copula of two continuous random variables is scale-invariant, copulas are regarded as the functions that capture dependence structure between random variables. For many purposes, independence and monotone dependence have so far been considered two opposite extremes of dependence structure.
However, monotone dependence is just a special kind of dependence between two random variables. More general complete dependence happens when functional relationship between continuous random variables are piecewise monotonic, which corresponds to their copula being a shuffle of Min. See [20, 21] .
Mikusinski et al. [13, 12] showed that shuffles of Min is dense in the class of all copulas with respect to the uniform norm. This surprising fact urged the discovery of the (modified) Sobolev norm by Siburg and Stoimenov [21] which is based on the * -operation introduced by Darsow et al. [4, 5, 15] . They [4, 5, 15, 20, 21] showed that continuous random variables X and Y are mutually completely dependent, i.e. their functional relationship is any Borel measurable bijection, if and only if their copula has unit Sobolev-norm.
Darsow et al. [4, 5, 15] showed that for a real stochastic processes {X t }, the validity of the Chapman-Kolmogorov equations is equivalent to the validity of the equations C st = C su * C ut for all s < u < t, where C st denotes the copula of X s and X t . It is then natural to investigate how dependence levels of A and B are related to that of A * B. Aside from Π, M and W , the easiest case is when A and B are mutual complete dependence copulas. In light of our result on denseness of shuffles of Min in the MCD copulas, we shall show that if A = B = 1 then A * B = 1. Now, if A = 1 and C is a copula then we prove that A * C coincides with a generalized shuffle of C in the sense of Durante et al. [8] . We also give similar characterizations of shuffles of C and generalized shuffles of Min. These characterizations have advantages of simplicity in calculations because it avoids using induced measures. Then we use this relationship to obtain a simple proof of a characterization of copulas whose orbit is singleton (Theorem 10 in [8] ). Note that there are many examples where shuffles of C, i.e. A * C or C * A, do not have the same Sobolev norm as C. However, we show that multiplication by unit norm copulas preserves independence, complete dependence and mutual complete dependence.
Since left-and right-multiplying a copula C = C X,Y by unit norm copulas amount to "shuffling" or "permuting" X and Y respectively, we introduce a new norm, called the * -norm, which is invariant under multiplication by a unit norm copula. Mutual complete dependence copulas still has * -norm one. This invariant property implies that complete dependence copulas also possess unit * -norm. Based on the * -norm, a new measure of dependence is defined in the same spirit as the definition by Siburg et al. [21] . It turns out that this new measure of dependence satisfies most of the seven postulates proposed by Rényi [16] . The only known measure of dependence that satisfies all Rényi's postulates is the maximal correlation coefficient.
This manuscript is structured as follows. We shall summarize related basic properties of copulas, the binary operator * and the Sobolev norm in Section 2.
Then we obtain a characterization of copulas with unit Sobolev norm which implies that the * -product of MCD copulas is a MCD copula in Section 3. Section 4 contains our characterizations of generalized shuffles of Min and (generalized) shuffles of copulas in the sense of Durante et al. in terms of the * -product.
We then show that shuffling a copula preserves independence, complete dependence and mutual complete dependence. In Section 5, a new norm is introduced and its properties are proved. And in Section 6, we define a new measure of dependence and verify that it satisfies most of Rényi's postulates.
Basics of copulas
A bivariate copula is defined to be a joint distribution function of two random variables with uniform distribution on [0, 1]. Since such a joint distribution is uniquely determined by its restriction on [0, 1] 2 one can also define a copula as
Note that the two definitions are equivalent. Every copula C induces a measure µ C on [0, 1]
The induced measure µ C is doubly stochastic in the sense that for every Borel Listed below are some basic properties of any copula C, some of which shall be used frequently in the manuscript.
2 and hence C is uniformly continuous. Perhaps, the most important property of copulas is given by the Sklar's theorem which states that to every joint distribution function H of continuous random variables X and Y with marginal distributions F and G, respectively, there corresponds a unique copula C, called the copula of X and Y for which
for all x, y ∈ R. This means that the copula of (X, Y ) captures all dependence structure of the two random variables. X and Y are said to be mutually completely dependent if there exists an invertible Borel measurable function f such that P (Y = f (X)) = 1. Shuffles of Min were introduced by Mikusinski et al. [13] as examples of copulas of mutually completely dependent random variables. By definition, a shuffle of Min is constructed by shuffling (permuting) the support of the Min copula M on n vertical strips subdivided by a partition 0 = a 0 < a 1 < · · · < a n = 1. It is shown [13 Borel measurable function f with finitely many discontinuity points such that P (Y = f (X)) = 1. In [13] , such an f is called strongly piecewise monotone function.
Following [4, 5] , the binary operation * on the set C 2 of all bivariate copulas is defined as
and the Sobolev norm of a copula C is defined by
It is well-known that (C 2 , * ) is a monoid with null element Π and identity M . b. C is invertible with respect to * .
d. There exists a Borel measurable bijection h such that Y = h(X) a.e.
It follows readily that all shuffles of Min have norm one.
Copulas with unit Sobolev norm
Let C be a copula with unit Sobolev norm. Then ∂ 1 C(x, y) and ∂ 2 C(x, y) 
(f (x) ≡ sup{y : ∂ 1 C(x, y) = 0}) Denote the set of such x's byĨ so that m(Ĩ) = 1.
And for every x ∈Ĩ, by redefining ∂ 1 C(x, y) on a set of measure zero, we may assume that ∂ 1 C(x, y) is defined and nondecreasing for all y ∈ [0, 1]. To show that f is measurable, let α ∈ [0, 1], and observe that since
which is measurable because each ∂ 1 C(·, α + 
for a.e. y, a.e. 
and ∂ 2 C(x, y) =
Furthermore, if f is continuous on an interval I then it is differentiable on I with constant derivative equal to either 1 or −1.
Remark. During the preparation of this manuscript, we have come across similar results such as Proposition 1 in [7] and Theorem 2.4 and Corollary 2.4.1 in [6] .
Proof. We first claim that f and g defined above are inverses of each other in the sense that f • g and g • f are identity on [0, 1] a.e., i.e. {x : x = g(f (x))} and {y : y = f (g(y))} both have measure 1. This is equivalent to saying that does not intersect the graph y = f (x), i.e. m ({x ∈ A : f (x) ∈ B}) = 0, hence Let µ C denote the doubly stochastic measure associated with C. A straightforward verification gives
for all Borel rectangles A × B, which implies by a standard measure-theoretic technique that (4) holds for all Borel sets A, B ⊆ [0, 1]. So f is measurepreserving since it is equivalent to the validity of (4) for all Borel sets A and
B.
Lastly, we prove that if f is continuous on an open interval I = (a, b) then it is differentiable with f ′ being constant and equal to ±1. Since f is continuous and one-to-one on I, it has to be strictly monotonic on I. Let us consider the case where f is strictly increasing on I. This implies that g = f −1 is strictly increasing on the interval f (I) and that y > f (x) if and only if x < g(y) for
Since C(x, y) and C(a 0 , y) are differentiable with respect to y almost everywhere,
we have for a.e. y,
As g ′ (y) > 0 and ∂ 2 C(x, y) and ∂ 2 C(a 0 , y) are equal to 0 or 1, g ′ (y) = 1 and hence f ′ (x) = 1 for all x ∈ I. Similarly, if f is strictly decreasing on (a, b) then
on (a, b).
A natural question is then to investigate the set on which an invertible measure-preserving function f is continuous. Unfortunately, the support of a unit norm copula may be the graph of a function which is discontinuous on a dense subset of [0, 1], and hence there is no interval on which it is continuous. Example 1. Define a sequence of shuffles of Min {S n } by letting S 0 be the comonotonic copula supported on the main diagonal. S 1 is defined so that it shares the same support with S 0 in [0, 
and let the shuffle of Min S n be obtained from S n−1 by flipping the support in each stripe of F n horizontally. To sum up, each shuffle of Min S n is supported on the graph {(x, y) : y = f n (x)} where f n is constructed according to the above 
The first few S n 's are illustrated in Figure 1 .
From construction, F n consists of 2 n stripes, each of width 1 2 n+1 . On each of these stripes, the supports of S n and S n−1 differ by a flip which implies 
which converges to 0 as m, n → ∞. Since the set of copulas is complete with respect to the Sobolev norm (see p. 424 in [5] ), the Cauchy sequence {S n } converges to a copula S. It follows that S = 1. It can also be shown that the support of S contains the graph of the pointwise limit f of f n .
Finally, we shall show that the mutual complete dependence copula S has support on the graph of a function discontinuous on the set of dyadic points in [0, 1] . In fact, it is straightforward to calculate the jump of f at a dyadic point k 2 n where k is indivisible by 2:
We note here that the support of S is self-similar with Hausdorff dimension one.
A surprising fact by Mikusinski, Sherwood and Taylor [13, Theorem 3.1] is that every copula, in particular the independence copula, can be approximated arbitrarily close in the uniform norm by a shuffle of Min. Consequently, the uniform norm cannot distinguish dependence structures among copulas. However, if {S n } is a sequence of shuffles of Min converging in the Sobolev norm to a copula C, then it is necessary that C = 1, hence C is a copula of two mutually completely dependent random variables. Conversely, one might ask whether any copula C with C = 1 can be approximated arbitrarily close in the Sobolev norm by a shuffle of Min. We quote here without proof a result from [2] which will be useful in answering the question. functions {f n } whose slopes are either +1 or −1 and such that f n converges to f a.e. Lemma 3.3. Let C 1 and C 2 be copulas with norm one which are supported on the graphs of f 1 and f 2 , respectively. Then
Proof. By assumption, for a.e. (x, y), (y) for a.e. (x, y). So
Theorem 3.4. For any copula C with C = 1, there exists a sequence of
Proof. Suppose C is a copula with norm one and C is supported on the graph of f . It follows from Theorem 3.1 that f is a measure-preserving bijection from
[0, 1] onto itself. By Theorem 3.2, one can construct a sequence of measurepreserving functions {f n } for which each f n is bijective piecewise linear with slopes +1 or −1 and f n converges to f a.e. A corresponding sequence of shuffles of Min {S n } can then be chosen so that the graph of f n is the support of S n .
By Lemma 3.3, C − S n 2 ≤ 2 f − f n 1 . Since f − f n → 0 a.e., an application of dominated convergence theorem shows that f − f n 1 → 0. Consequently, S n → C in the Sobolev norm.
Remark. From the proof, it is worth noting that one can approximate a copula C by only straight shuffles of Min whose slopes on all subintervals are +1.
Corollary 3.5. Let U, V ∈ C.
1. If U = 1 and V = 1 then U * V = 1.
2. if U * V = 1 then U = 1 if and only if V = 1.
Proof. 1. Let U, V ∈ C be such that U = 1 and V = 1. By Theorem 3.4, there exist sequences {S n }, {T n } of shuffles of Min such that S n → U and T n → V in the Sobolev norm. Hence, with respect to the Sobolev norm, S n * T n → U * V by the joint continuity of the * -product. Since a product of shuffles of Min is still a shuffle of Min, U * V = 1.
2. Let U and U * V be copulas of Sobolev norm 1. Since
an application of 1. yields V = U T * (U * V ) = 1.
Shuffles of Copulas and a Probabilistic Interpretation
At least as soon as shuffles of Min were introduced in [13] , the idea of simple shuffles of copulas was already apparent. See, e.g., [12, p.111] . In 
Dropping piecewise continuity of T , a generalized shuffle of Min is defined as a copula C whose induced measure is µ C = S T * µ M for some measure-preserving
Replacing M by a given copula D, a shuffle of D is a copula C whose induced measure is
for some piecewise-continuous measure-preserving bijection T . C is also called the T -shuffle of D. If the bijection T is only required to be measure-preserving in (6), then C is called a generalized shuffle of D.
The following lemma will be useful in our investigation.
Lemma 4.2. Let T be a measure-preserving bijection on [0, 1] and C be a copula defined by
Then the copula C, or equivalently its induced measure µ C = S T * µ M , is supported on the graph of T −1 . Moreover, the converse also holds, i.e. if C is supported on the graph of a measure-preserving bijection
and, by definition of the push-forward measure,
Thus, 
Furthermore, if A and B are copulas and µ A and µ B denote their doubly stochastic measures then
Proof. We shall prove only (7) which shows that µ * ν is a doubly stochastic measure when the measures µ and ν are doubly stochastic and inducible by copulas. Let A and B be copulas and
The usual measure-theoretic techniques allow to extend this result to the product of all Borel sets. 
Proof. Let I and J be Borel sets in [0, 1]. Then Proof. We shall only prove 2. since 1. is just a special case. 
(⇐) If C = A * D for some copula A with A = 1 then µ A = S T * µ M for some measure-preserving bijection T and
Note the repeated uses of Theorem 4.4 and Lemma 4.5 in both derivations.
Remark. Since Π is the only null element of * (see [4] ), it follows easily from 
and
Let us now consider the Farlie-Gumbel-Morgenstern (FGM) copulas Proof. Since h is Borel measurable, h(X) is measurable with respect to σ(X), the σ-algebra generated by X. Hence, by properties of conditional expectations,
for all ω ∈ Ω. This completes the proof.
Corollary 4.9. Let f, g : R → R be Borel measurable functions. Then
for all random variables X, Y .
Proof. Since f and g are Borel measurable, by Propositions 4.7 and 4.8, we have
for all random variables X, Y . Transposing both sides of (9), we obtain
. Then, we have
Definition 1. Let U, V ∈ Inv C, the set of invertible copulas or, equivalently, the set of copulas with unit Sobolev norm. A shuffling map S U,V is a map on span C defined by
The motivation behind the word "shuffling" comes from the fact that a shuffling image of a copula is a two-sided generalized shuffle of the copula. Note that C is invertible ⇔ C = 1 ⇔ C is a generalized shuffle of Min. Then the following statements hold:
1. X and Y are independent if and only if S U,V (C X,Y ) = Π.
X is completely dependent on Y or vice versa if and only if
is a complete dependence copula.
3. X and Y are mutually completely dependent if and only if S U,V (C X,Y ) is a mutual complete dependence copula.
Proof. 1. This clearly follows from the fact that Π is the zero element in (C, * ).
2. With out loss of generality, let us assume that Y is completely dependent on X, i.e. there exists a Borel measurable transformation h such that Y = h(X) with probability one. Let f and g be Borel measurable bijective transformations
. By Corollary 4.9, we have
Thus, it suffices to show that g(Y ) is completely dependent on f (X). From
with probability one. It is left to show that f −1 is Borel measurable. This is true because of Lusin-Souslin Theorem (see, e.g., [11] , Corollary 15.2) which states that a Borel measurable injective image of a Borel set is a Borel set. The converse automatically follows because the inverse of a shuffling map is still a shuffling map.
3. The proof is completely similar to above except that the function h is also required to be bijective.
Corollary 4.9 implies that a shuffling image of a copula C X,Y is a copula of transformed random variables C f (X),g(Y ) for some Borel measurable bijective transformations f and g. Together with the above lemma, we obtain the following theorem. The above theorem suggests that shuffling maps preserve stochastic properties of copulas. In the next section, we contruct a norm which, in some sense, also preserves stochastic properties of copulas.
The * -norm
Our main purpose is to construct a norm under which shuffling maps are isometries and then derive its properties.
By straightforward verifications, · * is a norm on span C, called the * -norm.
Moreover, it is clear from the definition that A ≤ A * for all A ∈ span C.
The following proposition summarizes basic properties of the * -norm. Observe that properties 2.-4. are the same as those for the Sobolev norm.
Proposition 5.1. Let C ∈ C. Then the following statements hold.
Proof. 1. is a consequence of the inequality C ≤ C * ≤ 1. 2. follows from the fact that Π is the zero of (C, * ). To prove 3., we first observe that
for all U, V ∈ Inv C. The result follows by taking supremum over U, V ∈ Inv C on both sides. Finally, using the facts that U T = U for all U ∈ C,
Theorem 5.2. Let A ∈ span C and U ∈ Inv C. Then U * A * = A * = A * U * . Therefore, shuffling maps are isometries with respect to the * -norm.
Proof. We shall prove only one side of the equation as the other can be proved in a similar fashion. Let A ∈ span C and U o ∈ Inv C. Then by Corollary 3.5,
Hence, the Sobolev norm and the * -norm are distinct.
Example 4. Let α ∈ [0, 1] and C be a copula. Recall that one can show using only the property
of the norm · (see [20] ) that αC
. Since the * -norm shares this same property with the Sobolev norm (see Proposition 5.1(3)), we also have
So αC+(1−α)Π 2 * = αC+(1−α)Π 2 for all copulas C satisfying C * = C .
In particular, the Sobolev norm and the * -norm coincide on the family of convex sums of an invertible copula and the product copula, where the norms are equal to (α 2 + 2)/3. 
Then s A is measure-preserving and essentially invertible in the sense that there exists a Borel measurable function t A for which
a.e. x ∈ [0, 1]. Such a t A is called an essential inverse of s A .
Proof. Clearly, s A is Borel measurable.
• s A is measure-preserving: It suffices to prove that m(s
By continuity of m, there exists a largest x 0 such that m(A ∩ [0,
The case where b > m(A) can be proved similarly.
• s A is essentially invertible: Using continuity of m, we shall define an aux- 
wherever exists. Now, a simple application of the Radon-Nikodym theorem (see, e.g., [9] ) yields that the limit in (12) is equal to 1 for all x ∈ A \ Z where Z is a Borel set of measure zero. Therefore, {x ∈ A : ι(x) < x} has zero measure.
Similarly, {x ∈ A : ι(x) > x} is a null set and hence m ({x ∈ A : ι(x) = x}) = 0. which is an essential inverse of s A .
Theorem 5.4. Let X, Y be random variables on a common probability space for which Y is completely dependent on X or X is completely dependent on Y .
Then C X,Y * = 1.
Proof. Assume that Y is completely dependent on X. Then C = C X,Y is a complete dependence copula for which C = C U,f (U) where U is a uniform As the first step, we shall construct an invertible copula S 1 such that S 1 * C is supported in the two diagonal
denote s = s A as defined in (11) and put S 1 = C s(U),U . By Lemma 5.3, s is invertible a.e. and hence S 1 is invertible. By Corollary 4.9,
where V = s(U ) is still a uniform random variable on [0, 1]. It is left to verify that the support of S 1 * C lies entirely in the two diagonal squares which can be done by showing that the graph of f • s −1 is contained in the area. In fact,
, 1] can be shown similarly. As a consequence, S 1 * C can be written as an ordinal sum of two copulas, C 1 and C 2 , with respect to the partition {[0,
Since left-multiplying a copula C by an invertible copula amounts to shuffling the first coordinate of C, it follows that C 1 and C 2 are still supported on closures of graphs of measure-preserving functions.
Next, we apply the same process to C 1 and C 2 which yields invertible copulas A 1 and A 2 for which A 1 * C 1 and A 2 * C 2 are both supported in [0,
and define S 2 to be the ordinal sum of A 1 and A 2 with respect to the partition
, 1]}. S 2 is again an invertible copula. Then the support of S 2 * S 1 * C is contained in the four diagonal squares
2 . Therefore, S 2 * S 1 * C is an ordinal sum with respect to the partition {[0, , defined by B n = S n * · · · * S 2 * S 1 , such that the support of B n * C is a subset of the 2 n diagonal squares. So B n * C → M pointwise outside the main diagonal and so are their partial derivatives. Hence
If X is completely dependent on Y then C = C X,Y is right invertible and similar process where suitably chosen S n 's are multiplied on the right yields a sequence {B n } of invertible copulas such that C * B n → 1 as desired Corollary 5.5. Let L and R be left invertible and right invertible copulas, respectively. Then L * R * = 1.
Proof. From Theorem 5.4, there exist sequences of invertible copulas S n and T n such that S n * L → M and R * T n → M in the Sobolev norm. By the joint continuity of the * -product with respect to the Sobolev norm,
Let us give some examples of copulas of the form L * R. Consider a copula C, C T and C * C T whose supports are shown in the figure below. As mentioned Figure 2 : the supports of C, C T and C * C T , respectively before, the copula C * C T , though neither left nor right invertible, has unit * -norm. Thus far, the only measure of dependence that satisfies all of the above postulates is the maximal correlation coefficient introduced by Gebelein [10] . See for instance [16, 21] .
Recently, Siburg and Stoimenov [21] Then ω * (X, Y ) has the following properties:
1. ω * (X, Y ) = ω * (Y, X). 
