A perspective is given on fictitious domain methods for deformable bodies that exert large motions induced by unsteady flow. In these methods an Eulerian and Lagrangian formulation are employed for the fluid and solid, respectively, and both bodies are coupled using a Lagrange multiplier. The use of a multiplier allows the solid not to be an integral part of the fluid mesh. Three variations of the fictitious domain method that have been published before, are compared to an ALE method in two numerical experiments and in conclusion the advantages, disadvantages and differences for the different approaches are discussed.
Introduction
In a finite element, finite difference or finite volume setting, the fluid domain is generally described in an Eulerian frame of reference obtaining solutions in grid/mesh points that are fixed in space. Although this approach works well for a geometrically fixed fluid domain, difficulties arise when the fluid domain changes shape or when moving interfaces are present inside the domain. Typical examples are flow through flexible tubes, swimming fish, moving cilia, a functioning heart valve or a flapping flag. Different techniques have been proposed and investigated for handling moving interfaces and in particular the interfaces of an elastic solid structure embedded in a fluid.
One of the most well-known methods used to capture the interaction between structure and fluid is the Arbitrary Lagrangian Eulerian method (ALE). An Arbitrary Lagrangian Eulerian method allows arbitrary motion of grid/mesh points with respect to their frame of reference by taking the convection of these points into account as described in [10, 7, 11] and many works thereafter. In the case of an FSI problem, the fluid points at the fluid-solid interface are moved in a Lagrangian manner. Since the method is easy to implement, has low computational cost and is accurate, it is adviceable to use this method whenever possible. However, for large translations and rotations of the solid or inhomogeneous movements of the grid/mesh points fluid elements tend to become ill-shaped, which reflects on the accuracy of the solution. Remeshing, in which the whole domain or part of the domain is spatially rediscretised, is then a common strategy. The process of mesh generation multiple times during a computation can, however, be a very troublesome and time consuming task. Furthermore, the transfer of solutions from the degenerated mesh to the new mesh may introduce artificial diffusion, causing loss of accuracy.
In contrast to the ALE technique where the fluid-solid interface is accurately captured other types of methods do not require any changes of the fluid mesh/grid. A widely used non-boundary-fitting method for FSI applications is the immersed boundary method, which was proposed by 0045-7949/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016/j.compstruc. 2007 .01. 010 Peskin [13, 12] . The first models consider a finite difference grid for the fluid domain with an immersed set of non-conforming boundary points, that are mutually interconnected by an elastic law. This solid boundary interacts with the fluid by means of local body forces applied to the fluid at the position of the solid points. This body force imposes the kinematic constraint that the velocity at each of these solid point is coupled to the (interpolated) fluid velocity at that point. The introduction of these body forces has become the basic idea behind several non-boundary-fitting FSI methods. Throughout the years, the Immersed Boundary Method has been successfully applied in many application fields [14, 6, 22, 8] .
Another method closely related to the immersed boundary method, is the so-called fictitious domain method [9] . Unlike the immersed boundary method that was developed within a finite difference framework, the fictitious domain method evolved from the field of finite elements. Coupling is established by constraining the fluid and rigid body at their interface using a (distributed) Lagrange multiplier and extending this constraint to the inner body. The fictitious domain method is very similar to the immersed boundary method. The main difference is that through application of the multipliers in the weak form (which represent the body forces), the forces are imposed in a distributed manner using an integral formulation.
Based on the fictitious domain idea Baaijens [1] proposed a fluid-solid interaction version suitable for slender bodies. In this work a fluid and solid mesh are generated independently from each other and both domains are coupled by means of a Lagrange multiplier along the boundary of the solid. The solid is described in a Lagrangian frame of reference, deforming under the fluid forces, while the Eulerian fluid mesh does not require remeshing. This method has been successfully applied in flexible heart valve simulations [4, 5] .
A disadvantage of Baaijens' technique is that it is only applicable to slender bodies. Several extended versions have since been proposed where non-slender elastic solid bodies are coupled across the whole body instead of a boundary, which broadens the application field. The Extended Immersed Boundary Method [19] and the Immersed Finite Element Method [21] describe the solid using the finite element method while the fluid is formulated using a finite difference or finite element method, respectively. The coupling is performed using the discrete dirac delta functions that find their origin in meshless methods known as reproducing kernel particle method (RKPM). Both methods are based on the explicit time integration for the fluid-solid coupling. Examples include the dropping of rigid or deformable particles in a three-dimensional channel. Yu [20] set out his version of the fictitious domain method for non-slender deformable bodies. Analysis of this approach was performed by two numerical examples: the motion of a slender solid slab in a pulsatile flow (similar to [1] ) and the self-sustained flapping of a slender solid in a constant flow (similar to [22] ). Finally, the immersed continuum method should be mentioned, which computes the motion and deformation of a compressible solid in a compressible fluid [18] .
Non-boundary-fitting methods have a reduced accuracy for the solution near the fluid-solid interface due to interpolation errors. Conversely, in the ALE methods the fluid discretisation tend to get highly distorted requiring difficult and expensive meshing. Therefore, another variation on the distributed Lagrange multiplier principle was proposed by Van Loon et al. [16] . A combination of the two approaches might lessen their disadvantages without losing too much of the benefits. The approach consisted of the fictitious domain method similar to that of Baaijens, but extended with an ALE step and a local adaptive meshing algorithm for the fluid mesh [17] . Due to the use of the Lagrange multiplier the meshes does not have to be conforming at the solid-fluid interface, which allows the meshing algorithm to be simple and very local. To show the improved accuracy, shear stresses along both sides of the solid were computed.
The aim of this work is to provide a comparison between different FSI methods that can be used for incompressible slender deformable bodies in an incompressible fluid. Comparing existing methods that have been published by different authors is always a tedious matter due to variations in discretisations, geometry, polynomial order or boundary conditions used in the different publications that might influence the comparison. We have, therefore, made an effort to constrain these parameters as much as possible. The chosen approaches all fall within the finite element type of methods and each approach with its advantages and disadvantages will be highlighted. More specifically, the more conventional ALE method and three variations of the fictitious domain methods will be considered in two numerical experiments. The fictitious domain methods considered are the schemes proposed by Baaijens [1] , Yu [20] and Van Loon et al. [17] . This way we hope to provide better insight in the strengths and, possibly more important, the weaknesses of the various methods.
Methods

Governing equations
First the governing equations for a fluid-structure interaction problem in the strong form are considered. The momentum balances that hold in fluid domain X f and solid domain X s are presented and, additionally, incompressibility of both media is enforced by a continuity constraint for the fluid and an volumetric constraint for the solid. The superscripts 's' and 'f' are used in this work to indicate if a quantity belongs to the solid or to the fluid, respectively.
Fluid:
Solid:
Kinematic and dynamic constraint:
with n the outer normal at the solid boundary.
Note that these equations can be posed regardless of the methods used to numerically model the interaction. In the above equations the symbols u; r; f ; $; p; I; G; q; g and t, denote the velocity, Cauchy stress tensor, body force, gradient operator, pressure, unity tensor, solid shear modulus, density, fluid viscosity and time, respectively. The deformable solid body will be described in a Lagrangian formulation where the deformation tensor is defined as
Symbols w and q denote the appropriate weight functions and J is the determinant of F, which represents the volume change. The o symbol is used to denote the boundary of a domain. Note that in Eqs. (9) and (11) a Lagrange multiplier k is introduced to enforce the kinematic constraint in Eq. (13) . For the ALE approach Eq. (13) is omitted as well as the integrals associated with the Lagrange multiplier. The quantity u f grid is the velocity of the grid points which is required in an ALE formulation. We point out that the term Àr f : $w s accounts for the stresses in the fluid underneath the solid. These stresses are assumed negligible compared to the solid stresses, a similar assumption that was made in e.g. [21] or [20] . Using the same reasoning as given by Yu we neglected this integral in our formulation. The most significant difference with the works of Baaijens and Van Loon et al. is the mass term in the balance of momentum for the solid. The absence of the mass term in solid constitutive law is obtained for the parameter choice q f ¼ q s , i.e. a neutrally-buoyant solid. Furthermore, note that the surface integral over the solid body is replaced by a line integral along the center of the solid body in these methods.
Solution procedures
Although different methods are compared the computations are all performed within the same framework. The finite element package SEPRAN [15] is used for all the computations and the matrix build-routines for the solid and fluid are identical for the different methods. Also the boundary conditions and geometry are identical, except for the constraint at the fluid-solid interface. The element type used for the fluid is P þ 2 À P 1 and for the solid Q 2 À P 1 [2] . The P þ 2 À P 1 elements are chosen because the adaptive meshing procedure is based on triangular elements. This might, however, not be the optimal element choice for the other methods. The discretisation of the fluid mesh is very similar for the different approaches To focus solely on the fluid-solid coupling, we aimed to eliminate all other factors of error between the different computations.
A backward Euler scheme is adopted for the time integration. The grid velocity in the ALE formulation is treated explicitly while all other non-linear terms are linearised. The resulting linearised set of equations is solved using a Newton-Raphson scheme. A relative convergence criteria is used for the fluid as well as the solid and is defined as the iterative contribution divided by the time step contribution. The convergence tolerance is set to 10 À6 for both the fluid and solid solution. The fluid, solid and (if required) coupling matrices are computed and assembled in a large matrix that is solved fully coupled by performing a full LU factorisation with a direct frontal solver (ma41) from the Harwell Subroutine Library (HSL). For additional details on implementation issues the reader is referred to Van Loon et al. [17] .
ALE
Although ALE methods are generally not restricted to a conforming fluid-solid interface, the solid and fluid mesh in our approach are generated such that mesh points are shared at the interface (Fig. 1) . Consequently, mesh refinement for the solid will automatically result in a refinement of the fluid mesh near the interface. The nodal points of the Eulerian mesh can be moved arbitrarily if an extra convection term for these mesh points is taken into account. Since the mesh of a Lagrangian moving solid is connected to the mesh for an Eulerian fluid, the fluid-solid interface points are moved in a Lagrangian manner at the end of each time step as illustrated in Fig. 2a and b . This way the solid-fluid interface stays intact and solid as well as fluid solutions can be computed accurately near this interface. If only the fluid points at the interface are moved, fluid elements generally become ill-shaped with increased motion. Therefore, element-shape preserving algorithms are applied on (part of) the fluid domain. After each time step the fluid mesh is considered to behave like a solid, i.e. an algebraic set of equations is solved each time-step, that generates the displacements and velocities of the fluid mesh points. In this work we used a compressible Neo-Hookean law defined by r
IÞ to deform the fluid mesh. The outer boundaries will be fixed and a Dirichlet boundary condition is prescribed at the fluidsolid interface based on the Lagrangian motion of the solid that is computed in the FSI step of the computation. The values for shear modulus G and bulk modulus j should be chosen carefully, i.e. a highly compressible material will only deform elements near the interface and a nearly incompressible material might introduce ill-shaped elements far away from the interface. Solving a set of equations is probably not the most efficient method for mesh conservation compared to other methods like Laplacian smoothing or solving the Laplace equation (see for example [3] ), but we found it was robust and effective. To reduce computational costs we performed only one iteration with the linearised set of equations. From the deformed fluid mesh the grid velocities can be computed.
Fictitious domain (FictD)
Unlike the meshes used for the ALE computation, conformity between the meshes is not required in the fictitious domain methods. The solid mesh can be generated independently from the fluid mesh and requires no alignment whatsoever as shown in Fig. 2c . As mentioned before, the routines to build the fluid and solid matrices are identical to those used in the ALE method. The assembly of the matrices and consequently the coupling between the solid and fluid, is however, different. In the fictitious domain approach the domains are coupled by introducing a Lagrange multiplier across the solid body. This multiplier imposes the kinematic constraint as given by Eq. (13) and in itself represents the body force to enforce this constraint. Since the meshes are mutually non-conforming, interpolation is required. Unlike for the ALE method, the solid and fluid matrix are non-overlapping when assembled in the larger matrix. Extra matrix blocks associated with the Lagrange multipliers provides the coupling. Baaijens [1] proposed an approach to use the fictitious domain method, that was formerly used only with embedded rigid bodies, for slender elastic bodies in a fluid and Yu [20] generalised the approach for non-slender bodies by introducing a formulation in which the whole solid surface was coupled (2D). One could reason that Baaijens' method is the same as that proposed by Yu with a specific choice to discretise the Lagrange multiplier. Naturally, this choice will only lead to acceptable errors for slender bodies. In this work the Lagrange multipliers will be discretised based on the solid discretisation using the mid-points of the solid element edge as a collocation point to enforce the coupling (Fig. 3a) . In order to couple the entire body several coupling curves are defined across the thickness of the body, i.e. a solid body with four elements across the thickness will be coupled along five coupling curves (Fig. 3b) .
Combined fictitious domain and adaptive meshing (FictD/adap)
The last method that will be considered basically combines the ALE and fictitious domain method with an adaptive meshing scheme. Similar to the fictitious domain method proposed by Baaijens the solid domain is embedded in the fluid domain and the coupling is enforced on one curve along the solid body. The difference lies in the adaptive meshing scheme that is applied near the solid boundary. The fluid mesh is altered such that a fluid curve consisting of elemental edges (2D) is created that coincides with the curve at which the kinematic constraint holds. Note that, although the meshes now have an overlapping curve, the fluid and solid discretisations of these curves are different. It has been shown that the introduction of this adaptive meshing scheme allows pressure jumps across this interfacial curve and increases the accuracy of the velocity field in the vicinity of the solid such that shear stresses at both sides of the interface can be computed [16] . Similar to the ALE method described above, the fluid interfacial curve is enforced to move by the computed motion of the solid. Next, a new fluid mesh is generated based on the new position of the solid. Subsequently, the solutions are transferred from the old onto the new mesh, which is then used for computing the next time step. For a more detailed description of this approach the reader is referred to Van Loon et al. [17] . Finally, we need to mention that based on the discretisation of the interfacial fluid curve discontinuous linear polynomials are used for the coupling elements (Fig. 4) . Since the fluid curve changes in time the number of coupling elements is changing, in contract to the FictD methods.
Results
Two numerical experiments are proposed to compare the different methods. In the first test a solid membrane embedded in a fluid is considered. With increasing fluid pressure at one side of the domain the membrane will start to bulge toward a typically circular shape. In time the solid will undergo increased stretching and consequently the ratio between the discretisation sizes between the solid fluid and/or Lagrange multipliers will change, which will influence the coupling. The second test is a self-sustained flapping of a thin solid slab that is initially aligned with the flow direction. Although constant boundary conditions are imposed to the fluid domain the solid membrane will start flapping at a constant amplitude. This makes this problem ideal for analysis, since only the FSI determines this periodic transient behaviour.
Fluid induced bulging of a membrane
In this first test a slender solid is considered that separates the fluid domain in two parts as shown in Fig. 5 . The boundary conditions applied to the fluid domain read,
with hðtÞ an increasing linear function in time. Since no flow is allowed through the membrane, an influx through X f 1 will cause the pressure to rise in the bottom part of the fluid domain and induce deformation of the membrane (Fig. 5) . Due to the incompressibility of the fluid the amount of fluid that enters the domain will equal the amount leaving the domain, but also equals the fluid volume that is displaced by the membrane, i.e.:
a b Fig. 3 . A quadrilateral solid mesh is coupled to the triangular fluid mesh at collocation points (denoted by ) using the solid discretisation. Plot (a) shows the discretisation along the centerline curve of the solid and plot (b) shows the collocation points for coupling across the entire body. a b Fig. 4 . Plot (a) shows the non-conforming meshes for the fluid and structure in the FictD/adap approach. Along the interface the coupling elements will have the same discretisation as the fluid as shown in plot (b).
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where U represents the fluid flux with A the surface area. This observation can be used to analyse the functionality of the different methods and in particular for the methods with coupling imposed by Lagrange multipliers. The coarse mesh used for the computations is shown in Fig. 6 and the corresponding dimensions of the domain can be found in Table 1 . The solid membrane is a flat rectangular surface consisting of 50 · 4 quadrilateral elements. A finer fluid mesh was also considered where the element size was reduced by a factor two. The membrane is only fixed at one point (denoted by P in Fig. 6 ) at each side and is therefore free to pivot. In order to spread the point forces and keep the curves at these ends straight, layers of very stiff elements are attached that do not interact with the fluid (and are not shown in the figure). The material parameters used can be found in Table 2 .
ALE
For the ALE formulation it was found that Eq. (16) holds at machine precision. Since fluid and solid nodes are shared a strong coupling is established and no errors are introduced caused by the FSI. The results for the ALE formulation can therefore be used as a reference for the FictD and FictD/adap method. In Fig. 5 the different stages of membrane deformation are shown and in Fig. 7 the variation of the flux in time is plotted, showing some inertial effects that damp over time. We defined a relative error as e mem ðtÞ ¼ ðU mem ðtÞ À U in ðtÞÞ= maxðU in Þ and considered how this error varied in time for different mesh configurations.
FictD/adap
Similar to the ALE computation the coupling is established along the centerline curve of the solid. The adaptive meshing scheme ensures alignment of the fluid mesh with this centerline, however, with different discretisation for the fluid and solid. The type of fluid elements adopted, allow for sharp pressure jumps across element edges and therefore across the membrane. Since the fluid pressure is the driving force for the membrane deformation only small differences are, therefore, obtained when comparing membrane motion with the ALE results. Even for coarse meshes the methods seems to compute sufficiently accurate results and the computations run robustly until the membrane crosses the upper boundary. However, in time, the error e mem fluctuates (Fig. 8) and is of the order 10 À5 for the mesh presented in Fig. 6 . For a fluid mesh twice as fine this error reduces the average error by a factor of five. The error variations are most probably related to the mapping procedure. Nonetheless, the method seems to produce good results for this type of problem in solid motion as well as fluid flow.
FictD
As mentioned before, no fluid mesh changes are required in this method in contrast to the former methods. The coupling was established in five layers or in one layer along the centerline of the solid as was explained in Fig. 3 . All FictD computations stopped before reaching the deformation levels of the ALE and FictD/adap due to a non-converging solution. Since the Lagrange multiplier represents the traction force between solid and fluid, the choice for the coupling points, results in point forces. This causes some oscillations in the solid that might impede convergence.
The general trend for the error e mem was that initial values were of the same order as for the FictD/adap method, but in time increased due to artificial leakage. Interestingly, the errors are not caused by the solid displacements but by seemingly arbitrary fluctuations of the fluid inflow in time.
The solid motion was smooth and difference in U compared to the ALE solution were small (Fig. 7) . Tests where the deformed membrane and the fluid pressure reached a steady-state equilibrium showed no leakage. The FictD method is known not to capture the velocity and pressure field near the coupled boundary accurately and for coarse fluid meshes it might in time influence the whole fluid velocity field. For the fluid mesh of Fig. 6 the worst results of the tests considered were found. The fluid field was far from symmetric and the membrane motion did not resemble that in the ALE computation. Refinement of the solid mesh to 150 · 4 and as a result an increase of the number of coupling elements improved the results considerably such that the motion of the membrane was captured according the ALE solution. However, the accuracy of the flow field was still poor (highly asymmetric). Refining the fluid mesh by a factor of two showed some improvement, but the flow field became only symmetric after another refinement of a factor two.
The ratios between fluid element size, solid element size and coupling element size plays an important role in the FictD methods. The errors are larger for solid discretisations of 50 · 4 than 150 Â 4 and with five coupling layers give smaller errors than with only one layer. The size of the fluid elements compared to the solid elements is therefore equally important as the number of coupling elements/ points per fluid element.
Self-sustained flapping of a solid slab
The second test case that is considered involves higher flow rates and a less restrained solid body. The self-sustained flapping of a solid slab has been studied before using numerical codes [22, 20] and is a good test for testing the FSI approaches (Fig. 9) . A rectangular fluid domain is considered with a thin solid slab positioned in the middle of the domain that is aligned in the flow direction (Fig. 10) . The corresponding dimensions of the fluid domain and the solid body are presented in Table 1 . At the left boundary of the domain a constant velocity with uniform profile will be prescribed and at the right boundary the fluid flows out freely. A no-slip condition is applied along the upper and lower boundary. The solid slab was fixed in space at its left boundary and to initiate the oscillations a disturbance of the alignment of the solid was introduced by applying an upward boundary force at the first 10 time steps. As shown in Yu [20] the amount of disturbance does not influence the final stable state, in which the solid will oscillate with constant amplitude. The relevant quantities used for the computations are shown in Table 2 . The simulation time T was sufficient for the solution to become stable. Note that the solid was not neutrally-buoyant for this test since inertial effects for the solid are essential for the self-sustained oscillations to occur [22] .
ALE
The material parameters and boundary conditions for this numerical experiment were chosen such that the displacements of the solid body did not cause the ALE to fail due to collapsed fluid elements. The mesh shown in Fig. 10 was the coarsest mesh used for the ALE computations. To prevent ill-shaped elements downstream of the solid the horizontal thin band of fluid elements attached to the solid tip are prescribed to follow the computed tip displacement in y-direction at each time step. Since motion of the solid is mainly in the vertical plane we chose to check convergence by reducing the mesh size only in y-direction and keep the A u f number of solid elements constant. In Table 3 the amplitude of the solid tip oscillations is shown for different mesh sizes, where Mesh1 is shown in Fig. 10 . For Mesh2 and Mesh3 the number of fluid elements in the y-direction is subsequently doubled. However, for the ALE computations the refinements did not seem to have a large impact on the amplitude. A fine fluid discretisation along the solid boundary to capture the pressure gradients in that direction seems sufficient to get a spatially converging solution.
FictD/adap
The FictD/adap method shows a different behaviour than the ALE approach (Table 3) , since lower values for the amplitude are obtained for the coarser meshes. An explanation for this might be that the amount of elements above and below the solid changes in time. When the solid is in an upward position there are only a few elements left between the solid and the wall to capture the pressure gradients that are pushing the body back down. The pressure gradients is also smoothed over the elements, which will reduce the downward force. Another reason might be that with the reorientation of the slab towards the vertical direction the discretisation of the adapted interfacial fluid curve as described in Section 2.2.3 becomes coarser toward the solid tip. Since the coupling elements are discretised based on this curve, this is likely to result in less accurate coupling near the solid tip.
FictD
Again two coupling approaches for the FictD methods are considered. One with coupling points along the centerline and one with three layers of coupling points across the body. The results for the computation that used Mesh1, shows the most apparent difference between both approaches. While the coupling across the entire body leads to an amplitude of 0.5, coupling along the centerline results in an amplitude of 0.0. The initial offset does not provide sufficient energy to initiate the self-sustained oscillations in the case of weaker coupling. Furthermore, we found that no constant periodic solution was obtained if the fluid mesh was too coarse (Table 3) . From one oscillation to another the amplitude varied by values up to 0.02. However, an increased mesh resolution demonstrates convergence.
We do realise that the number of computations performed, was limited. The sensitivity of the FictD method to changes in discretisation and polynomial order of the coupling elements is, therefore, a topic of interest in the future and should be understood better to make the method more reliable.
Discussion
In our investigations we made an effort to present three different Fictitious Domain approaches that have been published before and to provide a comparison with an ALE method by means of two numerical experiments. It was our aim to identify the main concerns for the various approaches in setting up a numerical experiment and additionally to provide an impression of their performance as highlighted in the following sections.
Fluid-solid coupling
The ALE method clearly provides the strongest coupling since fluid and solid share nodes at the solid boundary. Therefore, it was to be expected that this method outperforms the fictitious domain methods within the limits of its applicability. A slightly weaker coupling is enforced in the FictD method with adaptive meshing (FictD/adap). However, due to the alignment of the fluid and solid mesh at their interface only interpolation of velocities is required along this interface. In the FictD methods any alignment between the fluid and solid mesh vanishes and the weakest coupling is obtained. The distribution and amount of points across the solid at which the fluid and solid are coupled has a large influence on the results. It should be noted that we restricted ourselves to coupling using a point collocation method. Other choices are possible, like for example the bi-linear coupling elements used by Yu [20] , that might provide a more robust and accurate coupling.
Accuracy
Closely related to the fluid-solid coupling is the accuracy of the solution. In general one could say, the stronger the coupling the more accurate the solutions will be. In both test cases the most accurate results are obtained for the ALE approach and the least accurate results for the FictD approach, at a fixed mesh size. Due to the meshalignment at the solid boundary for the ALE and FictD/ adap method, a sharp interface divides the fluid domain. In the case of slender bodies pressure jumps can be captured and the velocity field at one side of the interface does not interfere with the velocity field at the opposite side. In contrast the fluid elements are crossed randomly by the solid boundary in the FictD methods and although kinematic and dynamic constraints might be reasonably enforced, that are imposed at the solid boundary, the necessary interpolation reduces the accuracy in the vicinity of the fluid-solid boundary. However, depending on the fluid mesh size the interpolation error can be a very local phenomenon and the overall flow field can be computed with 
Meshing
The main advantage of the FictD method is that mesh generation is only required prior to the computation and that the fluid and solid mesh can be generated separately. Therefore a regular mesh can be adopted for the fluid mesh. Furthermore, no mesh changes occur during the computation except for the Lagrangian updating of the solid. With the FictD/adap approach a remeshing algorithm is introduced, that adapts the fluid mesh near the boundary of the solid. Since the solid and fluid mesh do not have to be mutually conforming the algorithm is computationally inexpensive. However, the meshing algorithm we applied is restricted to triangular elements that are less accurate than their quadrilateral counterparts. And although the method is robust when applied along smooth boundaries, non-smooth solid boundaries cannot be captured accurately with the current algorithm. The ALE approach as applied in this study requires mutually conforming meshes for the solid and fluid. Furthermore, the Lagrangian motion of the Eulerian fluid mesh must be computed. The test cases were chosen such that a mesh preserving algorithm was a necessity, which can become computationally costly depending on the discretisation of the fluid mesh. Note that the motions of the solid domain were large in the tests performed but kept within the limits to prevent remeshing.
Implementation issues
For all methods the fluid and solid matrices are built identically. However, on top of this each method has its own typical requirements. The ALE method has an intrinsic coupling and only requires a routine to update the fluid mesh after each time step. The FictD method requires an extra matrix-build routine to compute the coupling matrices corresponding to the degrees of freedom that are related to the Lagrange multiplier. Further, a search routine is required that determines what fluid element should be used for the interpolation in a coupling point. Finally, the FictD/adap method is probably the most labour intensive since it involves the adaptive meshing algorithm, a matrix-build routine for the coupling matrices, an element searching routine, an ALE mesh-update routine and a mapping routine. From this point of view this approach is probably the least favourable.
General conclusion
Depending on the problem a suitable FSI method needs to be determined. The ALE method should probably be preferred over the other approaches as long as no remeshing is required. The algorithm is robust, accurate and no extra degrees of freedom are introduced. However, as deformations, displacements or rotations of the solid body become large the FictD methods become a sensible choice. Depending on the required accuracy, solutions need to be one could choose to use the FictD/adap approach. Note that the test cases in this study only considered slender bodies, but all approaches could be used for non-slender 2D or 3D bodies.
