We describe a procedure for selecting optimal filters that can be used in conjunction with an appropriate model to obtain parameters describing the composition of an object from optical images.
Introduction
Conventional RGB imaging is often insufficient to allow us to infer much information about the structure and properties of tissue. Multispectral imaging can provide us with much more information, but data can be large and acquisition times can be prohibitively long if high levels of spectral detail are desired. We have devised a method for selecting a set of filters which can allow the computation of physical properties of interest, whilst minimizing the number of frames which must be acquired. Our technique is based around a model of image formation, which includes information about the structure and optical properties of the tissue. We have successfully applied the technique to a number of biomedical problems, including skin, eye, and colon imaging [1] [2] [3] and fluorescence microscopy [4] .
Methodology
The filter selection process we have devised is predicated upon the construction of a suitable model of image formation. We assume that the structure and composition of the tissue can be fully described by a vector of parameters p=(p1,...pN) in a space P which contains all possible parameter vectors. Each point in P represents a unique tissue composition. Examples of typical parameters include pigment concentration, tissue thickness, scatterer density etc. Given a suitable parameterization of the tissue it is reasonably straightforward to compute the spectral reflectance or transmittance of the tissue using one of a variety of techniques (e.g. Monte Carlo simulation, diffusion approximation, finite-element methods). From the reflectance/transmittance spectra, we can easily compute the appearance of the tissue in an image. In this work, we are interested in photographic images of the tissue taken using specific filters, and the "image value" recorded by the imaging device (e.g. CCD camera) is
where C is a calibration constant, I(x,) is the spatio-spectral properties of the imaging system (including, for example, illuminant spectrum, camera quantum efficiency etc), S(x,) is the spectrum (reflectance/transmittance) of the tissue and Fk() is the transmittance of the filter. For a particular set of filters F={F1(),...,FM()} we can establish a mapping between P and V the space of all possible image values. We define the forward model f:P→V describing the relationship between model parameters and image values.
We now define the inverse mapping g=f
:VP, relating image values to model parameters. This mapping provides a mechanism for obtaining model parameters from image values. It is clear that we will not always be able to construct this mapping -one cannot hope to deduce the composition of a complex tissue from a single monochrome image. We must therefore constrain f to ensure that g can be formed. The important feature of f that allows to to enforce invertibility is that we have an essentially free choice of filter. We can therefore select a filter set F to ensure that f is invertible. The key quantity a347_1.pdf BTuF28.pdf is the Jacobian of f, J with elements Jij=vi/pj, and we make use of the inverse function theorem which states that if J=det(J) is non-zero at some point p0 in P, then g=f -1 exists in some region around v0=f(p0). We can therefore guarantee the existence of g by selecting ing filters so that sgn(J) is constant (and non-zero) throughout P. An important consequence of this condition is that the number of filters M=N, the number of model parameters.
In most cases, many sets of filters will allow g to be constructed. We now develop additional criteria for selecting optimal filters from these sets. There are several sources of potential error in the model of image formation f. The two main sources are: errors in the modelling process itself; and errors in the image acquisition process. Modelling errors can result from many possible sources, such as inherent inaccuracies in the model, and errors in data used to construct the model. Errors in image acquisition can occur due to thermal noise in the camera, or fluctuations in the illuminant. Using standard error propagation theory [5] it is straightforward to determine the error in f, j (f) due to these errors, and to then compute the corresponding error in g using the relation (2) noting that the partial derivatives may be derived from the inverse of the Jacobian. This error is a measure of the accuracy which which parameters may be derived from images using g. We may use an appropriate optimization algorithm to find the a set of filters which satisfies the invertibility condition, and minimizes the error in g. These filters should allow us to recover model parameters from images with greatest accuracy.
Results
We validate our approach using generated images to show that the filters selected according to our criteria give superior results. We construct a simple model of a semiinfinite medium of refractive index n0=1.0 consisting of finite spheres of radius 500nm, density 3.8x10 and refractive index n1=1.35 (hence the basic medium is nonabsorbing). Two absorbing compounds are added to the medium. The absorption coefficients of the absorbers are assumed to be known to an accuracy of 5%. A two-flux model was constructed to compute the total diffuse reflectance of the medium in the region from 400-700nm, and was parameterized by the concentrations of the absorbers, C1 and C2. The parameter space was discretized, and the reflectance of the medium was computed for all thirty-six combinations of the parameter values (C1/C2 = {0.1, 1.1, 2.1, 3.1, 4.1, 5.1}). We then used an evolutionary optimization algorithm [6] to find optimal filters for this system, assuming C=1 (giving a max. image value of 300), I(x,)=1, and that the filters are square filters of unit transmittance. The error in image acquisition was set to 1 (on the scale of the maximum image value. The optimal filters were found to have (centre,halfwidth) at (482nm,48nm) and (605nm,47nm), whist we also identified a set of sub-optimal filters satisfying the invertibility criterion at (500nm,22nm) and (632nm,15nm).
We generated 50x50 pixel images using the model by varying C1 and C2 sinusoidally across the image (C1 varying vertically, C2 varying horizontally). The model was used to compute reflectance for each combination of parameters, and the filters were applied. Gaussian random noise was added to each image to simulate the effect of imaging error. The magnitude of the noise was varied to assess parameter recovery ability of the filters.
For each value of added noise, the inverse model was applied to the images and for each pixel, the parameter values were computed using a two-dimensional interpolation scheme based upon Delaunay tesselations. In Fig. 1 we show plots of recovered parameters from both optimal and sub-optimal filters obtained from images with added noise drawn from a a347_1.pdf
BTuF28.pdf
Gaussian distribution of standard deviation n=1. In all plots we can see the underlying sinusiodal variations in the parameters, but all contain a number of points where parameters could not be recovered. This is because the added noise has cast them outside of the region of points occupied by the model in I.
Optimal Filters Suboptimal Filters Fig. 1 . Parameter recovery from noisy images using (left) optimal and (right) sub-optimal filters. Image values are proportional to parameter values. The added noise has a standard deviation n=1.0. The blue pixels correspond to points where parameters could not be recovered.
It is clear that the optimal filters allow for significantly more points in noisy images to be recovered. In addition, those points which can be recovered are recovered with greater accuracy than with the sub-optimal filters ( 
Conclusions
We have demonstrate a technique for finding optimal filters that allow tissue parameters to be recovered from optical images, in conjunction with an appropriate model of image formation. The optimal filters are demonstrably superior to other filter sets, allowing more points to be recovered, and allowing them to be recovered more accurately.
