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Abstract
Let A be a nonassociative algebra such that the associator (A,A2,A) vanishes. If A is freely gener-
ated by an element f , there are commuting derivations δn, n = 1, 2, . . ., such that δn(f) is a nonlinear
homogeneous polynomial in f of degree n + 1. We prove that the expressions δn1 · · · δnk(f) satisfy
identities which are in correspondence with the equations of the Kadomtsev-Petviashvili (KP) hierar-
chy. As a consequence, solutions of the ‘nonassociative hierarchy’ ∂tn(f) = δn(f), n = 1, 2, . . ., of
ordinary differential equations lead to solutions of the KP hierarchy. The framework is extended by in-
troducing the notion of an A-module and constructing, with the help of the derivations δn, zero curvature
connections and linear systems.
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1 Introduction
Let f generate freely a nonassociative algebra A over a commutative ring Rwith identity element (see [1,2],
for example, for the algebraic structures used in this work). In order to construct commuting derivations,
we choose their actions on the generator as nonlinear homogeneous expressions in the generator and extend
them via the derivation rule. For the first equation (of lowest order in f ), there is no other choice than
δ1(f) = f
2 . (1.1)
The second equation should take the form
δ2(f) = κ1 ff
2 − κ2 f
2f (1.2)
with κ1, κ2 ∈ R, since ff2 and f2f are the only independent monomials cubic in f . The requirement that
δ1 and δ2 are commuting derivations then leads to the condition
(κ1 + κ2) (f, f
2, f) = (κ1 − κ2) f
2f2 , (1.3)
with the associator
(a, b, c) := (ab) c− a (bc) . (1.4)
Choosing κ1 = κ2 = 1, this means
(f, f2, f) = 0 , (1.5)
which weakens the allowed nonassociativity. In fact, we will more generally assume that
(a, b c, d) ≡ (a (b c)) d − a ((b c) d) = 0 (1.6)
for all a, b, c, d ∈ A. The next derivation can then be taken as
δ3(f) = f(ff
2)− ff2f − f2f2 + (f2f)f . (1.7)
This construction can consistently be continued ad infinitum (note that derivations preserve (1.6)), and
the underlying general building law will be presented in this work. The condition (1.6) is a rather strong
restriction of the a priori possible nonassociativity. In this work we will not address the problem of finding
the weakest restriction of nonassociativity and the corresponding hierarchy of derivations.
The derivations δn are subject to algebraic identities. For example, a direct calculation reveals that
δ1
(
4 δ3(f)− δ
3
1(f) + 6 (δ1(f))
2
)
− 3 δ22(f) + 6 [δ2(f), δ1(f)] ≡ 0 (1.8)
as a consequence of the definitions (1.1), (1.2), (1.7), and the derivation rule. If we formally replace the
δn by partial derivatives ∂tn with respect to independent variables t1, t2, . . ., we recover the potential KP
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equation. In fact, the elements δn1 · · · δnk(f), where n1, . . . , nk = 1, 2, . . . and k = 1, 2, . . ., satisfy more
identities of this kind and, as we will prove in this work, the whole KP hierarchy emerges in this way. Since
these identities are built solely from the ‘composite elements’ δn1 · · · δnk(f), as a consequence of (1.6) they
actually live in an associative subalgebra.
If A is taken over a commutative ring of (smooth) functions of independent variables t1, t2, . . ., we may
consider the hierarchy
∂tn(f) = δn(f) n = 1, 2, . . . (1.9)
of commuting flows in the nonassociative algebra A. This turns the identity (1.8) into the potential KP
equation. According to the more general result mentioned above, the whole potential KP hierarchy is a
consequence of (1.9). This implies that any solution of (1.9) leads to a solution of the potential KP hierarchy.
Then u := ∂t1f , which as a consequence of (1.1), (1.9) and (1.6) lies in an associative subalgebra, solves
the KP hierarchy.
Since (1.9) is an autonomous system of first order differential equations with commuting flows, in certain
cases it has a (formal) solution for given initial data. We will show that, with a suitable choice of A, from
this solution one obtains in particular solutions of the (potential) KP hierarchy with dependent variable in
a matrix algebra, which in turn lead to familiar solutions of the scalar potential KP hierarchy, including the
multi-solitons (see section 8).
The right hand sides of the equations (1.9) are purely algebraic expressions in f and do not involve
derivatives. They display the combinatorial structure underlying the KP (and also Burgers) hierarchy. The
first equation ft1 = f2 of the hierarchy (1.9), which is the only one that would survive in case of associa-
tivity, is the equation of a ‘nonassociative top’ [3]. It has the form of (nonassociative) ‘quadratic dynamical
systems’ as considered in [4, 5], for example (see also the references therein).
In a different way, nonassociative algebras already made their appearance in the context of integrable
systems [5–14]. Svinolupov [6] determined the conditions under which a system of equations of a special
form, involving ‘structure constants’ of a nonassociative algebra, possesses symmetries, i.e., other systems
such that the flows commute. This led to algebraic structures known as ‘left-symmetric algebras’ (see
also [15] and references therein) and ‘Jordan pairs’.
In section 2 we introduce the basic nonassociative algebraic structure on which this work is rooted.
Section 3 introduces a sequence of derived products in any algebra which is ‘weakly nonassociative’ in the
sense of (1.6). This mainly serves as a preparation for the construction in section 4 of a hierarchy of deriva-
tions, i.e. a sequence of commuting derivations δn, n = 1, 2, . . ., for a subclass of weakly nonassociative
algebras. Section 5 then contains a major result of this work, namely the proof that the derivations δn satisfy
a sequence of algebraic identities which are in correspondence with the equations of the KP hierarchy (as
outlined above). An application of this result to quasi-symmetric functions is given in section 6. In section 7
we derive some properties and consequences of the ‘nonassociative hierarchy’ (1.9). Section 8 demonstrates
in particular how multi-soliton solutions of the (potential) KP hierarchy are recovered in this framework. In
section 9 we extend the algebraic framework by introducing (left- and right-) A-modules and connections
on them. Section 10 contains some concluding remarks.
2 Weakly nonassociative algebras
Let A be any (nonassociative) algebra over a unital commutative ring R. Then
A
′ := {b ∈ A | (a, b, c) = 0 ∀a, c ∈ A} (2.1)
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is an associative subalgebra. If A has an identity element, then it belongs to A′. We call A weakly nonasso-
ciative (WNA) if A2 ⊂ A′, which is equivalent to the condition
(a, bc, d) = 0 ∀a, b, c, d ∈ A . (2.2)
In this case A′ is also a two-sided ideal in A. Obviously, for a WNA algebra A the quotient algebra A/A′ is
nilpotent of index 2. The condition (2.2) can also be expressed in the following two ways,
La Lb =Lab
RaRb=Rba
if b ∈ A′ , (2.3)
where La, Ra are left and right multiplication by a ∈ A.
If A is any algebra and I the two-sided ideal in A generated by (a, bc, d) for all a, b, c, d ∈ A, then A/I
is a WNA algebra.
For a WNA algebra A, let A(f) denote the subalgebra generated by a single element f ∈ A. We have
LfRf (f) = Lf (f
2), RfLf (f) = Rf (f
2), and LfRf (b) = RfLf (b) if b ∈ A′. Since Rmf (a) ∈ A′ and
Lmf (a) ∈ A
′ for m ≥ 1 and for all a ∈ A, the following relations hold,
LnfR
m+1
f = R
m
f L
n
fRf , R
n
fL
m+1
f = L
m
f R
n
fLf m,n = 0, 1, 2, . . . . (2.4)
In particular, this implies
LnfR
m+1
f (f) = L
n
fR
m
f (f
2) = Rmf L
n+1
f (f) m,n = 0, 1, 2, . . . . (2.5)
It is convenient to introduce the abbreviations
hn := L
n
f (f) , en := R
n
f (f) n = 0, 1, 2, . . . . (2.6)
The reader should keep in mind that hn, en, and objects expressed in terms of them, depend on the choice
of f . For the sake of a simpler notation, we do not write this dependence explicitly.
Proposition 2.1 The algebra A(f) is spanned by f and products of the elements LnfRmf (f2), n,m =
0, 1, 2, . . ..
Proof: Obviously, A(f) is spanned by products of monomials of the form Limf Rjnf · · ·Li1f Rj1f (f) where
i1, . . . , im, j1, . . . , jn ∈ N ∪ {0} and m,n ∈ N. Using (2.4) and (2.5), we see that such monomials are
given by f or LnfRmf (f2), where m,n ≥ 0. As a consequence of the WNA property, any monomial built
from elements of the form LrfRsf (f2) and also with f can be reduced to a monomial which consists of
products of elements LnfRmf (f2) only. 
Example. Let A be an associative algebra and Li, Ri : A → A, i = 1, 2, . . . , N , linear maps such that
[Li, Rj ] = 0 and Li(ab) = Li(a) b,Ri(ab) = aRi(b) for all a, b ∈ A. Then we can construct a WNA
algebra A by augmenting A with elements fi, i = 1, . . . , N , such that
fifj = gij , (2.7)
with fixed gij ∈ A, and setting
fi a := Li(a) , a fi := Ri(a) ∀a ∈ A . (2.8)
Obviously, A ⊂ A′. In fact, A′ will be larger than A if the extension by some fk is associative, a case which
is of less interest. For fixed k, fk lies in A′ if and only if
LiLk(a) = gik a , RiRk(a) = a gki , Rj(gik) = Li(gkj) , Rk(a) b = aLk(b) , (2.9)
4
for i, j = 1, . . . , N and for all a, b ∈ A. A precise formulation of the above augmentation is given in
the next proposition. Particular examples are obtained by setting Li(a) = qi a, Ri(a) = a ri, with fixed
elements qi, ri ∈ A. If A has an identity element (unity) u, then qi = Li(u) and ri = Ri(u). 
Proposition 2.2 Let A be an associative algebra (over R), Li, Ri : A → A, i = 1, . . . , N , linear maps
such that [Li, Rj ] = 0 and
Li(ab) = Li(a) b , Ri(ab) = aRi(b) ∀a, b ∈ A , (2.10)
and gij ∈ A, i, j = 1, . . . , N . For α = (α1, . . . , αN ),β = (β1, . . . , βN ) ∈ RN , let us define
g(α,β) :=
N∑
i,j=1
αiβj gij , Lα :=
N∑
i=1
αi Li , Rβ :=
N∑
i=1
βiRi . (2.11)
Then A := (
⊕N
i=1R)⊕A, supplied with the product
(α, a)(β, b) := (0, g(α,β) + Lα(b) +Rβ(a) + ab) , (2.12)
is a WNA algebra. If, in addition, the equations
LβLα(a) = g(β,α) a, RβRα(a) = a g(α,β), Rγ(g(β,α)) = Lβ(g(α,γ)), Rα(a) b = aLα(b),(2.13)
for all a, b ∈ A and all β,γ ∈ RN , imply α = 0, then A′ = A, and A/A′ is a free module with N
generators.
Furthermore, any WNA algebra A, for which A/A′ is finitely generated, is isomorphic to a WNA algebra of
this type.
Proof: It is easily verified that the algebra obtained by the above construction indeed satisfies (2.2) (see also
the last example). The additional condition then guarantees that fi := (0, . . . , 1, 0, . . . , 0, 0) 6∈ A′ (with the
identity element of R at the ith position) for i = 1, . . . , N , and that the equivalence classes [fi] ∈ A/A′,
i = 1, . . . , N , are independent.
Conversely, let A be a WNA algebra and fi, i = 1, . . . , N , elements such that [fi], i = 1, . . . , N , freely
generate A/A′. Then gij := fifj ∈ A′, and Li(a) := fi a, Ri(a) := a fi define linear maps A′ → A′. As
a consequence of the WNA property, we have [Li, Rj ] = 0 and (2.10) with A := A′. The set of equations
(2.13) is then equivalent to
N∑
i,j=1
βiαj (fi, fj , a) = 0 ,
N∑
i,j=1
αiβj (a, fi, fj) = 0 ,
N∑
i,j,k=1
βiαjγk (fi, fj , fk) = 0 ,
N∑
i=1
αi (a, fi, b) = 0 ,
for all a, b ∈ A′, and for all β,γ ∈ RN . Since [fi], i = 1, . . . , N , are independent, this implies α = 0.
It is easily verified that ι(a) := (0, a) for all a ∈ A′, and ι(fi) := (0, . . . , 1, 0, . . . , 0, 0) (with the identity
element of R at the ith position), i = 1, . . . , N , determines an isomorphism ι : A→ (⊕Ni=1R)⊕A′, where
the target is supplied with the product (2.12). 
If not stated otherwise, in the following A will always refer to a nonassociative (and typically noncom-
mutative) algebra which is WNA. Occasionally we need to extend the ring R, over which the algebra A is
taken, to a ring of formal power series in certain parameters. This will not always be mentioned explicitly.
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2.1 The free WNA algebra with a single generator
Let Afree be the free associative algebra over R, generated by elements cm,n, m,n = 0, 1, . . .. We define
linear maps L,R : Afree → Afree by
L(cm,n) := cm+1,n , R(cm,n) := cm,n+1 , (2.14)
and
L(ab) = L(a) b , R(ab) = aR(b) . (2.15)
Obviously, we have
cm,n = L
mRn(c) , c := c0,0 . (2.16)
The free WNA algebra Afree(f) over R is then defined as the algebra Afree augmented with an element f ,
such that
ff = c , fa = L(a) , af = R(a) . (2.17)
It is easily seen that f 6∈ Afree(f)′, thus Afree(f)′ = Afree, and f generates Afree(f). Any other WNA
algebra A(f ′) over R, with a single generator, is the homomorphic image of Afree(f) by the map given by
f 7→ f ′ and cm,n 7→ Lmf ′Rnf ′(f ′2) (cf. proposition 2.1).
In Afree we have
hn+1 = L
n(c) , en+1 = R
n(c) n = 0, 1, . . . . (2.18)
Proposition 2.3 For n = 0, 1, 2, . . ., the number of linearly independent monomials in Afree(f), which are
homogeneous of degree n+ 2 in f , is 2n.
Proof: The number of monomials cr,s = LrfRsf (f2), r, s ≥ 0, with fixed r + s is k := r + s + 1.
Any monomial in Afree(f)′ = Afree containing n + 2 f ’s can be written in a unique way as a product
cr1,s1 · · · crj+1,sj+1 where n+2 = (r1+ s1+2)+ · · ·+(rj+1+ sj+1+2) with some j ∈ {0, 1, . . . , ⌊n/2⌋}
(where ⌊n/2⌋ is the largest integer ≤ n/2). For fixed j, the number of independent monomials is
∑
k1+···+kj+1=n+1−j
k1k2 · · · kj+1 =
(
n+ 1
2j + 1
)
.
This combinatorial identity is obtained from
∑
m≥0
(
m+ 2j + 1
2j + 1
)
tm =
∑
m≥0
(
−2(j + 1)
m
)
(−t)m = (1− t)−2(j+1)
=
∑
m≥0
( ∑
k1+...+kj+1=m+j+1
k1 · · · kj+1
)
tm ,
where the last equality used (1− t)−2 =
∑
k≥1 k t
k−1
, which in turn results from (1− t)−1 =
∑
k≥0 t
k by
differentiation. Our assertion now follows from
⌊n/2⌋∑
j=0
(
n+ 1
2j + 1
)
= 2n .

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3 A sequence of products
Let A be any (nonassociative) algebra and f ∈ A. Then a sequence of products ◦n, n = 1, 2, . . ., in A is
determined by a ◦1 b := a b and
a ◦n+1 b := a (f ◦n b)− (af) ◦n b n = 1, 2, . . . . (3.1)
These products provide us with a certain measure of nonassociativity at different levels. For example,
a ◦2 b = a (fb)− (af) b = −(a, f, b) , (3.2)
a ◦3 b = a (f(fb))− a (f
2 b)− (af)(fb) + ((af)f) b
= −a (f, f, b) + (af, f, b) (3.3)
If f ∈ A′, then a ◦n b = 0 for n > 1. Hence we should take f ∈ A \ A′ in the following. For a, b ∈ A, let
us set
L(m)a (b) := a ◦m b , R
(m)
b (a) := a ◦m b . (3.4)
Moreover, we introduce
e(n1,...,nr) := R
(nr)
f · · ·R
(n1)
f (f) , h(n1,...,nr) := L
(n1)
f · · ·L
(nr)
f (f) , (3.5)
for r, n1, . . . , nr = 1, 2, . . .. Note that
e(n) = h(n) = pn , e(1n) := e(1,1,...,1) = R
n
f (f) = en , h(1n) = hn n = 1, 2, . . . , (3.6)
where
pn := f ◦n f n = 1, 2, . . . . (3.7)
Example. In Afree(f) (see section 2.1), we have p1 = c, and
p2 = L(c)−R(c) , p3 = L
2(c)− LR(c) +R2(c)− c2 ,
p4 = L
3(c)− L2R(c) + LR2(c) −R3(c) + c (R(c) − L(c)) + (R(c)− L(c)) c . (3.8)

In the following we derive some properties of the new products in the case where A is a WNA algebra. In
particular, it turns out that the products ◦n then only depend on the equivalence class [f ] ∈ A/A′ determined
by f .
Proposition 3.1 Let A be a WNA algebra. For all m,n ∈ N, and all a, c ∈ A,
(a ◦n b) ◦m c = a ◦n (b ◦m c) if b ∈ A′ , (3.9)
which can also be expressed as
[L(n)a , R
(m)
c ] = 0 on A
′ . (3.10)
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Proof: We first prove the case n = 1. Our assertion obviously holds for m = 1. Assuming that it holds for
m, the induction step is
(ab) ◦m+1 c = (ab)(f ◦m c)− (abf) ◦m c = a (b (f ◦m c)) − a ((bf) ◦m c)
= a (b (f ◦m c)− (bf) ◦m c) = a (b ◦m+1 c)
for b ∈ A′. Now we prove (3.9) by induction on n. The corresponding induction step is
a ◦n+1 (b ◦m c) = a (f ◦n (b ◦m c)) − (af) ◦n (b ◦m c)
= a ((f ◦n b) ◦m c)− ((af) ◦n b) ◦m c by induction hypothesis
= (a (f ◦n b)) ◦m c− ((af) ◦n b) ◦m c since f ◦n b ∈ A′
= (a ◦n+1 b) ◦m c) .

Lemma 3.2 Let A be a WNA algebra. For all n ∈ N,
a ◦n+1 b = a ◦n (fb)− (a ◦n f) b . (3.11)
Proof: By definition this holds for n = 1 and it is easily verified for n = 2. Let us assume that it holds for
n+ 1. Then we have
a ◦n+2 b = a (f ◦n+1 b)− (af) ◦n+1 b
= a (f ◦n (fb))− a (f ◦n f) b− (af) ◦n (fb) + ((af) ◦n f)b
by use of the induction hypothesis and f ◦n f ∈ A′. Combining the first term with the third and the second
with the fourth, we obtain
a ◦n+2 b = a ◦n+1 (fb)− (a ◦n+1 f) b .

More generally, we have the following result.
Proposition 3.3 Let A be a WNA algebra. For all m,n ∈ N,
a ◦m (f ◦n b)− (a ◦m f) ◦n b = a ◦m+n b , (3.12)
which can also be expressed as
[L(m)a , R
(n)
b ](f) = L
(m+n)
a (b) = R
(m+n)
b (a) . (3.13)
Proof: By definition this holds for m = 1 and all n. Let us assume that it holds for m (and all n). Using
(3.11) and (3.9), we find
a ◦m+1 (f ◦n b)− (a ◦m+1 f) ◦n b
= a ◦m (f(f ◦n b))− (a ◦m f)(f ◦n b)− (a ◦m f
2) ◦n b+ ((a ◦m f)f) ◦n b
= a ◦m (f(f ◦n b))− (a ◦m f)(f ◦n b)− a ◦m (f
2 ◦n b) + ((a ◦m f)f) ◦n b .
Grouping the first with the third term and the second with the fourth, we obtain
a ◦m+1 (f ◦n b)− (a ◦m+1 f) ◦n b = a ◦m (f ◦n+1 b)− (a ◦m f) ◦n+1 b
which, by use of the induction hypothesis, proves our assertion. 
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Proposition 3.4 Let A be a WNA algebra. Then the products ◦n only depend on the equivalence class
[f ] ∈ A/A′.
Proof: For all b ∈ A′, we have
a ((f + b) ◦n c)− (a(f + b)) ◦n c = a ◦n+1 c+ a (b ◦n c)− (ab) ◦n c = a ◦n+1 c
by use of proposition 3.1. 
Lemma 3.5 Let A be a WNA algebra. Then the following relations hold.
f ◦k e(n1,...,nr) = e(k,n1,...,nr) + e(k+n1,n2,...,nr) , (3.14)
e(n1,...,nr) ◦k e(m1,...,ms) = e(n1,...,nr,k,m1,...,ms) + e(n1,...,nr,k+m1,...,ms) . (3.15)
Proof: The first relation is obtained as follows,
L
(k)
f e(n1,...,nr) = R
(nr)
f · · ·R
(n2)
f L
(k)
f R
(n1)
f (f)
= R
(nr)
f · · ·R
(n2)
f (R
(n1)
f L
(k)
f (f) +R
(k+n1)
f (f))
= e(k,n1,...,nr) + e(k+n1,n2,...,nr) ,
where we applied (3.10) and (3.13). Furthermore, using (3.12), we have
e(n1,...,nr) ◦k (f ◦m f) = (e(n1,...,nr) ◦k f) ◦m f + e(n1,...,nr) ◦k+m f
= e(n1,...,nr,k,m) + e(n1,...,nr,k+m) ,
and then also
e(n1,...,nr) ◦k e(m1,...,ms) = e(n1,...,nr) ◦k R
(ms)
f · · ·R
(m2)
f (f ◦m1 f)
= R
(ms)
f · · ·R
(m2)
f (e(n1,...,nr) ◦k (f ◦m1 f))
= R
(ms)
f · · ·R
(m2)
f (e(n1,...,nr,k,m1) + e(n1,...,nr ,k+m1))
= e(n1,...,nr,k,m1,...,ms) + e(n1,...,nr,k+m1,m2,...,ms) ,
by use of (3.9). 
Proposition 3.6 A WNA algebra A(f) is spanned by f and e(n1,...,nr), where r, n1, . . . , nr = 1, 2, . . ..
Proof: According to proposition (2.1), the preceding lemma, and e(n1,...,nr) ◦k f = e(n1,...,nr,k) (which
holds by definition), it is sufficient to show that elements of the form LnfRmf (f2) can be expressed as linear
combinations of elements e(k1,...,kr). But this follows from
LnfR
m
f (f
2) = LnfR
m
f (e(1)) = L
n
f (e(1m+1))
and iterated application of (3.14). 
Obviously, e(k1,...,kr) is homogeneous in f of degree k1 + · · · + kr + 1. The number of monomials
e(k1,...,kr) in Afree(f), which are homogeneous in f of degree n + 2 is therefore equal to the number of
compositions (k1, . . . , kr) of n + 1, which is 2n, in accordance with proposition 2.3. The last lemma and
proposition can also be formulated in terms of the elements h(n1,...,nr), of course.
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4 Derivations of WNA algebras
In this section we construct a sequence of commuting derivations for special WNA algebras. First we note
a general property of derivations of WNA algebras.
Proposition 4.1 Any derivation δ of a WNA algebra A with the property δ(A) ⊂ A′ is also a derivation
with respect to any of the products ◦n, n ∈ N.
Proof: By induction. The induction step can be formulated as follows,
δ(a ◦n+1 b) = δ(a (f ◦n b)− (af) ◦n b)
= δ(a) (f ◦n b) + a (δ(f) ◦n b) + a (f ◦n δ(b))
−(δ(a) f) ◦n b− (a δ(f)) ◦n b− (a f) ◦n δ(b)
= δ(a) (f ◦n b) + a (f ◦n δ(b)) − (δ(a) f) ◦n b− (af) ◦n δ(b)
= δ(a) ◦n+1 b+ a ◦n+1 δ(b) ,
where we used (3.9). 
We call a subalgebra A(f) of a nonassociative WNA algebra A δ-compatible, if it admits derivations δn,
n = 1, 2, . . ., such that
δn(f) := pn ≡ f ◦n f n = 1, 2, . . . . (4.1)
For n = 1, 2, 3, the definition (4.1) reproduces (1.1), (1.2) with κ1 = κ2 = 1, and (1.7), respectively.
Clearly, Afree(f) is δ-compatible. If I is a two-sided ideal in Afree(f), which is invariant under the action of
the derivations δn, i.e., δn(I) ⊂ I , n = 1, 2, . . ., then Afree(f)/I is also δ-compatible, since the derivations
of Afree(f) project to derivations of Afree(f)/I .
Example. Let I be the two-sided ideal in Afree(f) generated by a subset of the elements pn, n = 1, 2, . . ..
As a consequence of the next proposition, δm(pk) = δk(pm) = pk ◦m f + f ◦m pk, so that I is invariant
and Afree(f)/I is δ-compatible. Of course, if pk ∈ I , then δk ≡ 0 on Afree(f)/I . 
In the following we assume that A(f) is a δ-compatible WNA algebra.
Proposition 4.2 The derivations δn, n = 1, 2, . . ., commute with each other on A(f).
Proof: Proposition (3.3) implies
f ◦m pn − pm ◦n f = pm+n = f ◦n pm − pn ◦m f . (4.2)
Hence
δmδn(f) = δm(pn) = δm(f ◦n f) = δm(f) ◦n f + f ◦n δm(f)
= pm ◦n f + f ◦n pm = pn ◦m f + f ◦m pn
= δn(f) ◦m f + f ◦m δn(f) = δn(pm)
= δnδm(f) .

Next we determine the action of the derivations on the monomials e(m1,...,mr) defined in (3.5).
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Lemma 4.3
[δn, R
(m)
f ] = R
(n)
f R
(m)
f +R
(n+m)
f on A(f) . (4.3)
Proof: For a ∈ A(f), we have
[δn, R
(m)
f ](a) = a ◦m (f ◦n f) = (a ◦m f) ◦n f + a ◦n+m f ,
by use of (3.12). 
Proposition 4.4
δn(e(m1,...,mr)) = f ◦n e(m1,...,mr) +
r−1∑
k=1
e(m1,...,mk) ◦n e(mk+1,...,mr) + e(m1,...,mr) ◦n f . (4.4)
Proof: We use induction on r. For r = 1, we have
δn(e(m1)) = δn(pm1) = δm1(f ◦n f) = (δm1(f)) ◦n f + f ◦n (δm1(f)) = e(m1) ◦n f + f ◦n e(m1) ,
where the second step made use of proposition 4.2. Let us assume that the formula holds for some r ≥ 1.
With the help of the preceding lemma, we find
δn(e(m1,...,mr+1)) = δnR
(mr+1)
f (e(m1,...,mr))
= e(m1,...,mr+1) ◦n f + e(m1,...,mr+1+n) +R
(mr+1)
f δn(e(m1,...,mr)) .
Using the induction hypothesis and (3.9), the last term can be expressed as follows,
R
(mr+1)
f δn(e(m1 ,...,mr)) = f ◦n e(m1,...,mr+1) +
r−1∑
k=1
e(m1,...,mk) ◦n e(mk+1,...,mr+1)
+(e(m1,...,mr) ◦n f) ◦mr+1 f .
Now we have to use (3.12) to see that our assertion holds for r + 1. 
5 KP identities
In this section we consider a δ-compatible subalgebra A(f) of a WNA algebra A. We derive identities for
the elements δn1 · · · δnr(f) and establish a correspondence with equations of the potential KP hierarchy.
Lemma 5.1
pn = hn −
n−1∑
k=1
pk hn−k−1 (5.1)
pn = (−1)
n+1en −
n−1∑
k=1
(−1)n−k en−k−1 pk . (5.2)
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Proof: With the help of proposition 3.3, we obtain
n−1∑
k=1
pk hn−k−1 =
n−1∑
k=1
(
f ◦k (f hn−k−1)− f ◦k+1 hn−k−1
)
=
n−1∑
k=1
(f ◦k hn−k − f ◦k+1 hn−k−1) = f ◦1 hn−1 − f ◦n h0 = hn − pn .
The second formula is proved in a similar way, using en+1 ◦m f + en ◦m+1 f = en pm. 
Lemma 5.2
nhn =
n∑
k=1
δk(hn−k) , n en =
n∑
k=1
(−1)k+1δk(en−k) n = 1, 2, . . . . (5.3)
Proof: For n = 1 this follows from the definitions. Let us assume that it holds for n−1. Using the derivation
rule and the definitions, we find
pkhn−k−1 = δk(hn−k)− f δk(hn−k−1) .
With its help and by use of (5.1), we obtain
hn − pn =
n−1∑
k=1
pkhn−k−1 =
n∑
k=1
δk(hn−k)− δn(h0)− f
n−1∑
k=1
δk(hn−1−k)
and, using the induction hypothesis,
hn =
n∑
k=1
δk(hn−k)− (n− 1)f hn−1
so that
nhn =
n∑
k=1
δk(hn−k) .
The second formula is proved analogously. 
Theorem 5.3
hn = χn(δ˜)(f) , en = (−1)
nχn(−δ˜)(f) (5.4)
where χn are the elementary Schur polynomials defined by
exp(
∑
k≥1
λk tk) =
∑
n≥0
χn(t1, t2, . . .)λ
n (5.5)
with independent variables tk, k = 1, 2, . . ., an indeterminate λ, and
δ˜ := (δ1, δ2/2, δ3/3, . . .) . (5.6)
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Proof: In terms of the formal power series
h(λ) :=
∑
n≥0
λnhn , e(λ) :=
∑
n≥0
λnen , δλ :=
∑
n≥1
λn−1δn ,
equations (5.3) read
d
dλ
h(λ) = δλ(h(λ)) ,
d
dλ
e(−λ) = −δλ(e(−λ)) .
Integration leads to
h(λ) = exp

∑
n≥1
λn
n
δn

 f , e(λ) = exp

−∑
n≥1
(−λ)n
n
δn

 f
where the constant of integration is fixed by h(0) = f = e(0). Our assertions are now verified by compari-
son with the generating formula (5.5) for the elementary Schur polynomials. 
Introducing the abbreviations
Hn := χn(δ˜) , En := (−1)
nχn(−δ˜) , (5.7)
where H0 = id = E0, theorem 5.3 states that
hn = Hn(f) , en = En(f) . (5.8)
All Hn, En mutually commute as a consequence of proposition 4.2. From (5.8) and the definition of hn and
en, we obtain
Hn+1(f) = f Hn(f) , En+1(f) = En(f) f . (5.9)
Since, according to propositions 4.1 and 4.2, the δn are commuting derivations of A(f) with respect to
all the products introduced in section 3, the formal power series
H(λ) :=
∑
n≥0
λnHn = exp

∑
n≥1
λn
n
δn

 , (5.10)
E(λ) :=
∑
n≥0
λnEn = exp

−∑
n≥1
(−λ)n
n
δn

 , (5.11)
are homomorphisms of all these products. Here R has to be extended to the ring R[[λ]] of formal power
series in λ. Note that
E(−λ)H(λ) = id . (5.12)
Proposition 5.4 For n = 0, 1, 2, . . ., m = 1, 2, . . ., and for all a, b ∈ A(f),
Hn(a ◦m b) =
n∑
k=0
Hk(a) ◦m Hn−k(b) (5.13)
En(a ◦m b) =
n∑
k=0
Ek(a) ◦m En−k(b) . (5.14)
Thus {Hn}∞n=0 and {En}∞n=0 are Hasse-Schmidt derivations [16, 17].
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Proof: This follows by expansion of
H(λ)(a ◦m b) = H(λ)(a) ◦m H(λ)(b) , E(λ)(a ◦m b) = E(λ)(a) ◦m E(λ)(b)
in powers of λ. 
Theorem 5.5
− δ1
(
(H+(λ1)−H+(λ2))(f)
)
=
( 1
λ1
−
1
λ2
+ (H+(λ1)−H+(λ2))(f)
)
H+(λ1)H+(λ2)(f)
+[H+(λ1)(f),H+(λ2)(f)] . (5.15)
where H+(λ) := H(λ)−H0.
Proof: The first of equations (5.9) can be written as
H(λ)(f) = f + λf H(λ)(f) .
In terms of H+(λ), this takes the form
0 =
1
λ
H+(λ)(f)− f
2 − f H+(λ)(f) =
1
λ
H+(λ)(f)− δ1(f)− f H+(λ)(f)
where we used δ1(f) = f2. Replacing λ by λ1, and acting with H+(λ2) on this equation, we obtain
1
λ1
H+(λ2)H+(λ1)(f)−H+(λ2)(δ1(f))
= H+(λ2)(f)H+(λ2)H+(λ1)(f) +H+(λ2)(f)H+(λ1)(f) + f H+(λ2)H+(λ1)(f) .
Antisymmetrization in λ1, λ2, eliminates terms involving a ‘bare’ f (i.e., without a δn acting on it) and leads
to (5.15). 
Expanding (5.15) in powers of λ1, λ2, yields, for m,n = 1, 2, . . .,
HmHn+1(f)−HnHm+1(f) =
m∑
k=1
Hk(f)Hm−kHn(f)−
n∑
k=1
Hk(f)Hn−kHn(f) . (5.16)
Corollary 5.6
3∑
i,j,k=1
εijk
(
λ−1i −H+(λk)(f)
)
H(λk)H+(λi)(f) = 0 , (5.17)
where εijk is totally antisymmetric with ε123 = 1.
Proof: This follows by adding (5.15) three times with cyclically permuted indeterminates λ1, λ2, λ3. Alter-
natively, we can start from
3∑
i,j,k=1
εijkH(λk)
(
λ−1i (H(λi)(f)− f)− f H(λi)(f)
)
= 0
which is a trivial consequence of (5.9) (in the form of the first equation in the proof of theorem 5.5). This is
easily shown to be equivalent to (5.17). 
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It is important to note that all factors appearing in (5.15) and (5.17) lie in the associative subalgebra
A(f)′. The first non-trivial identity which results from expanding these functional equations in powers of
the indeterminates, is (1.8), which has the form of the potential KP equation. In fact, if we replace δ˜ by
∂˜ := (∂t1 , ∂t2/2, ∂t3/3, . . .) (5.18)
with partial derivatives ∂tn with respect to independent variables tn, n = 1, 2, . . ., then equation (5.17)
becomes a generating formula for the potential KP hierarchy as derived in [18, 19] (see also section 7.1).
This proves an assertion formulated in the introduction. Of course, only with the choice Afree(f) we obtain
the full set of KP hierarchy equations in this way. Other choices for the δ-compatible WNA algebra lead to
reductions of the KP hierarchy. The KP hierarchy makes its appearance in many areas of mathematics (in
particular differential and algebraic geometry) and physics (from hydrodynamics to string theory), and the
above result further adds to its ubiquitousness.
There are, of course, analogs of (5.15) and (5.17) formulated in terms of E(λ) instead of H(λ). The
analog of (5.16) is
EmEn+1(f)− EnEm+1(f) =
m∑
k=1
Em−kEn(f)Ek(f)−
n∑
k=1
En−kEm(f)Ek(f) (5.19)
for m,n = 1, 2, . . .. The KP hierarchy in this form appeared in [20], for example.
6 Quasi-symmetric functions and KP identities
Some results in the preceding section should remind us of formulae for symmetric functions. In this section
we construct a WNA algebra that contains an element f which generates the algebra of quasi-symmetric
functions (see [21–24], for example). The main result of section 5 can then be applied: the ‘KP identities’
given by theorem 5.5 (or corollary 5.6) determine corresponding identities in the algebra of quasi-symmetric
functions.
Let A = Z[[x1, x2, . . .]] be the ring (algebra over R = Z) of formal power series in a set of commuting
indeterminates xn, n = 1, 2, . . ., with product denoted by concatenation (which should not be confused with
our previous notation for the product in a WNA algebra, for which we will only use ◦1 below). A monomial
a in A is of the form a = xi1 · · · xir , and we set
m(a) := min{i1, . . . , ir} , M(a) := max{i1, . . . , ir} . (6.1)
Another product in A is then given by
a ◦1 b := a b
∑
M(a)<i≤m(b)
xi if M(a) < m(b) , (6.2)
and a ◦1 b = 0 if M(a) ≥ m(b), where a, b are any monomials. Then (A, ◦1) is an associative algebra.
Next we augment (A, ◦1) with an element f and extend the product as follows,
f ◦1 f :=
∑
i
xi , f ◦1 a := a
∑
i≤m(a)
xi , a ◦1 f := a
∑
M(a)<i
xi . (6.3)
This determines a WNA algebra (A, ◦1). Obviously, we have
en =
∑
i1<···<in
xi1 · · · xin , hn =
∑
i1≤···≤in
xi1 · · · xin , (6.4)
which are, respectively, the elementary and complete symmetric functions [25].
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Proposition 6.1 For k,m, n = 1, 2, . . ., we have
pk ≡ f ◦k f =
∑
i
xki , (6.5)
f ◦k a = a
∑
i≤m(a)
xki , (6.6)
a ◦k f = a
∑
M(a)<i
xki , (6.7)
a ◦k b = a b
∑
M(a)<i≤m(b)
xki if M(a) < m(b) , (6.8)
and a ◦k b = 0 if M(a) ≥ m(b).
Proof: By definition these relations hold for k = 1. Let us assume that they hold for k. Then
f ◦k+1 f = f ◦1 (f ◦k f)− (f ◦1 f) ◦k f =
∑
i
f ◦1 x
k
i −
∑
i
xi ◦k f
=
∑
i≤j
xi x
k
j −
∑
i<j
xi x
k
j =
∑
i
xk+1i
shows that (6.5) holds for k + 1. The other relations are proved in a similar way. 
Recalling the definitions (3.5), we obtain
e(n1,...,nr) =
∑
i1<···<ir
xn1i1 · · · x
nr
ir
, h(n1,...,nr) =
∑
i1≤···≤ir
xn1i1 · · · x
nr
ir
. (6.9)
These sets of functions span the space of quasi-symmetric functions. Thus we arrive at the conclusion that
the whole set of quasi-symmetric functions is generated by f with the product ◦1. In particular, the space of
quasi-symmetric functions is closed under the product ◦1. Since the expressions for the elements e(n1,...,nr)
are linearly independent, A(f) is in fact freely generated by f (and thus isomorphic to Afree(f)). As a
consequence, the construction of commuting derivations in section 4 and the results in section 5 apply in the
case under consideration.
Proposition 6.2 For n = 1, 2, . . ., we have
δn(a) = pn a ∀a ∈ A(f)
′ . (6.10)
Proof: Since a ∈ A(f)′, so that a is a quasi-symmetric function, it is sufficient to consider the case a =
e(m1,...,mr). The shuffle relation
pn e(m1,...,mr) =
(∑
i
xni
)( ∑
i1<···<ir
xm1i1 · · · x
mr
ir
)
=
∑
i≤i1<···<ir
xni x
m1
i1
· · · xmrir +
∑
i1<i≤i2<···<ir
xm1i1 x
n
i x
m2
i2
· · · xmrir + · · ·
+
∑
i1<···<ir<i
xm1i1 · · · x
mr
ir
xni
can be expressed, with the help of (6.6)-(6.8), as follows,
pn e(m1,...,mr) = f ◦n e(m1,...,mr) +
r−1∑
k=1
e(m1,...,mk) ◦n e(mk+1,...,mr) + e(m1,...,mr) ◦n f ,
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which, by use of proposition 4.4, is
δn(e(m1,...,mr)) = pn e(m1,...,mr) .

With the help of the last proposition and δn(f) = pn, the ‘KP identity’ (1.8) leads to
(∑
i
xi
)[
4
∑
i
x3i −
(∑
i
xi
)3
+ 6
∑
i<j≤k
xixjxk
]
− 3
(∑
i
x2i
)2
+6
∑
i<j≤k
(
x2i xjxk − xixjx
2
k
)
= 0 . (6.11)
This is the first of the infinite sequence of ‘KP identities’ in the algebra of quasi-symmetric functions,
obtained from theorem 5.5 (or corollary 5.6).
Let yn, n = 1, 2, . . ., be a second set of commuting indeterminates, which commute with the members
of the first set, and let A denote the ring Z[[x1, x2, . . . , y1, y2, . . .]]. A monomial a in A is now of the form
a = xi1 · · · xir yj1 · · · yjs , and we set
m(a) := min{i1, . . . , ir, j1, . . . , js} , M(a) := max{i1, . . . , ir, j1, . . . , js} . (6.12)
The above products ◦k, k = 1, 2, . . ., then generalize as follows,
f ◦k f =
∑
i
(xki − y
k
i ) , (6.13)
f ◦k a = a
( ∑
i≤m(a)
xki −
∑
i<m(a)
yki
)
, (6.14)
a ◦k f = a
( ∑
M(a)<i
xki −
∑
M(a)≤i
yki
)
, (6.15)
a ◦k b = a b
( ∑
M(a)<i≤m(b)
xki −
∑
M(a)≤i<m(b)
yki
)
if M(a) < m(b) , (6.16)
and a ◦k b = 0 if M(a) ≥ m(b), where a, b are any monomials in A. This yields again a WNA algebra
A (over Z). From A(f) one obtains a ‘supersymmetric’ [26] (or ‘bisymmetric’ [27]) version of quasi-
symmetric functions. As a consequence of the new rules, (6.5) is replaced by
pn ≡ f ◦n f =
∑
i
(xni − y
n
i ) . (6.17)
Proposition 6.2 also holds in this case. Together with δn(f) = pn, this turns (5.15) (or (5.17)) into ‘super-
symmetric KP identities’. Such identitities in particular arise from a formal power series ansatz to solve the
potential KP hierarchy [28–32].
7 A nonassociative hierarchy
Let A be a WNA algebra over the ring C∞ of real or complex smooth functions of independent variables
t = (t1, t2, . . .). The equations
∂tn(f) = f ◦n f n = 1, 2, . . . (7.1)
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then constitute a ‘nonassociative hierarchy’ according to the following proposition. We shall assume that
f 6∈ A′, since otherwise (7.1) would reduce to a single equation. In the case of Afree(f), the equations
(7.1) are all independent. Depending on the choice of A, there will be relations among them, in general. In
the following, K stands for R or C, and A(f,K) denotes the WNA algebra generated in A by f ∈ A with
coefficients in K.
Proposition 7.1
(1) The flows (7.1) commute.
(2) For any solution f of (7.1), δn(f) := f ◦n f determines derivations δn of A(f,K). Hence
∂tn = δn on A(f,K) n = 1, 2, . . . . (7.2)
Proof: Since (7.1) implies ftn := ∂tn(f) ∈ A′, it follows that the flow derivatives ∂tn act as derivations of
the products ◦m in A(f). The proof is analogous to that of proposition 4.1. The commutativity of the flows
can now be checked directly as follows,
(ftm)tn = (f ◦m f)tn = ftn ◦m f + f ◦m ftn = (f ◦n f) ◦m f + f ◦m (f ◦n f)
= f ◦n (f ◦m f)− f ◦m+n f + (f ◦m f) ◦n f + f ◦m+n f
= (f ◦m f) ◦n f + f ◦n (f ◦m f) = (ftn)tm ,
by use of proposition 3.3.
Since ∂tn extends as a derivation to A(f,K) (where the coefficients of monomials in f are independent
of t), (7.1) guarantees the consistency of extending δn(f) := f ◦n f to A(f,K) by requiring the derivation
property. 
The following proposition provides us with a formal solution of the initial value problem for (7.1), at
least for a subclass of WNA algebras.
Proposition 7.2 Let A be a WNA algebra over K[[t]], f0 ∈ A \ A′ constant and generating a δ-compatible
subalgebra A(f0,K). Then
f := S(f0) with S := exp
(∑
n≥1
tn δn
)
(7.3)
(where the δn are defined in terms of f0) satisfies the nonassociative hierarchy (7.1).
Proof: Since the δn are commuting derivations with respect to all the products ◦m, m = 1, 2, . . ., the linear
operator S on A(f0,K) is an automorphism with respect to all these products (which are defined via (3.1)
in terms of f0). Hence
∂tn(f) = ∂tnS(f0) = S(δn(f0)) = S(f0 ◦n f0) = S(f0) ◦n S(f0) = f ◦n f .
Since δn(f) ∈ A(f0)′, we have f − f0 ∈ A(f0)′, and thus [f ] = [f0] ∈ A(f0)/A(f0)′. Recalling propo-
sition 3.4, the product ◦n is equivalently defined in terms of f . This proves our assertion. Note that since
S(δn(f0)) = δn(S(f0)) = δn(f), the derivation δn defined via (4.1) in terms of f0 actually coincides with
δn defined in terms of f . 
Remark. If f ∈ A \ A′ solves (7.1), then A(f,K) is δ-compatible according to proposition 7.1. If t′ is
another set of variables, and S′ the expression for S with t replaced by t′, then by use of (7.2) we have
(S′(f))(t) = f(t+ t′). 
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For any ν ∈ A \ A′ with [ν] = [f0], the solution given by proposition 7.2 has the property
f = ν − φ with φ ∈ A′ . (7.4)
Inserting such a decomposition in (7.1), and assuming that ν is constant, turns the nonassociative hierarchy
into
φtn = ν ◦n φ+ φ ◦n ν − φ ◦n φ− ν ◦n ν n = 1, 2, . . . . (7.5)
Since the products ◦n are constructed in terms of the constant element ν, these equations are of Riccati
type. If the constant term in (7.5) vanishes, they are of Bernoulli type (a simplifying restriction imposed in
section 8). Note that (7.5) is a set of ordinary differential equations in the associative algebra A′. According
to proposition 2.2, we can formulate it in principle without any reference to a WNA algebra,
φt1 = −g + L(φ) +R(φ)− φ
2 , (7.6)
φt2 = −L(g) +R(g) + L
2(φ)−R2(φ) + g φ− φ g − [φL(φ) − L(φ)φ] , (7.7)
φt3 = −L
2(g) + LR(g) + L3(φ)− L(g)φ +R(g)φ − g L(φ) + φ [L(g) −R(g)]
+R3(φ)−R(φ) g − φL2(φ) + φ g φ+R(φ)L(φ) −R2(φ)φ , (7.8)
and so forth. Here φ and g are elements of an associative algebra A (= A′), g constant, and L,R commuting
linear maps A → A, which also commute with the partial derivatives ∂tn and satisfy L(ab) = L(a)b,
R(ab) = aR(b) for all a, b ∈ A. However, without reference to a WNA algebra structure, the building law
underlying these equations is hard to detect. The combinatorics behind it is conveniently expressed in terms
of a WNA algebra.
Proposition 7.3 Any solution φ of (7.6)-(7.8) in an associative algebra A also solves the potential KP
equation (with dependent variable in A).
Proof: Use g, L,R to define a WNA algebra A with A′ = A. Let us denote the augmenting element by ν.
It follows that f := ν − φ satisfies the first three equations of the nonassociative hierarchy (7.1). According
to proposition 7.1, there exist derivations δn, n = 1, 2, 3, of A(f,K), which have the properties stated in
section 4. But we know already from the introduction, that these derivations satisfy an identity which via
(7.1) (for n = 1, 2, 3) shows that −f solves the potential KP equation. Since ν is constant, and since the
potential KP equation does not contain the dependent variable without derivatives acting on it, it follows
that φ solves it. 
In principle we can extend (7.6)-(7.8) by translating further equations of (7.5). Solutions of this extended
system then yield solutions of the respective part of the potential KP hierarchy. But only when expressed in
terms of a WNA structure the whole set of equations for φ takes a simple and compact form. In the following
subsection it will indeed be proved that the whole potential KP hierarchy is a consequence of (7.5). The
splitting off of a constant term in (7.4) is then quite natural from the point of view that the potential φ is
obtained from the proper KP variable by integration with respect to t1. Thus ν plays the role of a constant of
integration. In another subsection we show that also the Burgers hierarchy results from the nonassociative
hierarchy (7.1), by restriction to a certain subclass of WNA algebras.
7.1 Relation with the KP hierarchy
We will make use of the following notation, which can be traced back at least to [33]. For any object F
depending smoothly on t = (t1, t2, . . .) let
F[λ](t) := F (t + [λ]) , F−[λ](t) := F (t− [λ]) , (7.9)
where [λ] := (λ, λ2/2, λ3/3, . . .).
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Proposition 7.4 Let A be a WNA algebra over C∞, ν ∈ A \ A′ constant, and φ ∈ A′ a solution of the
ordinary differential equations (7.5). Then φ also solves the potential KP hierarchy, for which a functional
representation is given by [18, 19]
3∑
i,j,k=1
εijk
(
λ−1i + φ[λk] − φ
) (
φ[λi] − φ
)
[λk]
= 0 . (7.10)
Proof: Setting f := ν − φ satisfies the nonassociative hierarchy (7.1). By use of (7.2), in A(f,K) we have
Hn(f) = χn(∂˜)(f) , En(f) = (−1)
n χn(−∂˜)(f) ,
and thus
H(λ)(f) = f[λ] , E(λ)(f)) = f−[−λ] .
This turns the identity (5.17) into (7.10). 
We have shown that the potential KP hierarchy is a consequence of the ‘nonassociative hierarchy’ (7.1),
assuming the decomposition (7.4). In particular, the φ determined via (7.4) by proposition 7.2 provides us
with a (formal) solution of the potential KP hierarchy (see also section 8.3).
Remark. In the limit λ3 → 0, (7.10) leads to(
φ[λ2] − φ[λ1]
)
x
=
(
λ−11 − λ
−1
2 + φ[λ2] − φ[λ1]
)
(φ[λ1]+[λ2] − φ[λ1] − φ[λ2] + φ)
−[φ[λ1] − φ, φ[λ2] − φ] (7.11)
where x := t1. Alternatively, this is obtained from (5.15) by use of (7.1) and (7.4). φ’s without derivatives
acting on them drop out of this formula (as obvious from its origin). Representing A′ by a commutative
algebra of functions, such that φ 7→ τx/τ with a function τ , (7.11) becomes
(
log
(
λ−11 − λ
−1
2 +
τ[λ2],x
τ[λ2]
−
τ[λ1],x
τ[λ1]
))
x
=
(
log
τ[λ1]+[λ2]τ
τ[λ1]τ[λ2]
)
x
, (7.12)
and integration yields
(λ−11 − λ
−1
2 ) τ[λ1]τ[λ2] + τ[λ1]τ[λ2],x − τ[λ2]τ[λ1],x = C τ[λ1]+[λ2] τ , (7.13)
with a constant of integration C . Fixing the latter such that the terms with negative powers of λ1 or λ2 drop
out in the formal series, the result is
τ[λ1] τ[λ2],x − τ[λ1],x τ[λ2] = (λ
−1
1 − λ
−1
2 )(τ[λ1]+[λ2] τ − τ[λ1] τ[λ2]) , (7.14)
which is known as the differential Fay identity [34–37]. It is equivalent to the whole KP hierarchy (with
dependent variable in C∞) [37]. (7.11) should thus be regarded as a ‘noncommutative’ version of the differ-
ential Fay identity. Expansion of (7.11) indeed yields to lowest nonvanishing order the ‘noncommutative’
potential KP equation
(φt −
1
4
φxxx −
3
2
φx
2)x =
3
4
φyy +
3
2
[φy, φx] , (7.15)
where y := t2 and t := t3 (cf. [31], for example). 
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7.2 Relation with Burgers hierarchies
If f solves the nonassociative hierarchy (7.1), so that (7.2) holds, then the identities (5.9) in A(f,K) lead to
χn+1(∂˜)f = f χn(∂˜)f n = 0, 1, 2, . . . , (7.16)
and also
χn+1(−∂˜)f = −(χn(−∂˜)f) f n = 0, 1, 2, . . . . (7.17)
Assuming the decomposition (7.4) with constant ν, the n = 0 equation reads
φx = −ν
2 + ν φ+ φ ν − φ2 , (7.18)
and the remaining equations form the hierarchies
χn+1(∂˜)φ = (ν − φ)χn(∂˜)φ n = 1, 2, . . . , (7.19)
respectively
χn+1(−∂˜)φ = (χn(−∂˜)φ) (φ − ν) n = 1, 2, . . . . (7.20)
Choosing the WNA algebra A such that ν a = 0, respectively a ν = 0, for all a ∈ A′, the two hierarchies
take the form
χn+1(∂˜)φ = −φχn(∂˜)φ n = 1, 2, . . . , (7.21)
respectively
χn+1(−∂˜)φ = (χn(−∂˜)φ)φ n = 1, 2, . . . . (7.22)
These are the two versions of the Burgers hierarchy with dependent variable φ in a noncommutative asso-
ciative algebra. For n = 1, we have
φy + φxx = −2φφx , (7.23)
respectively
φy − φxx = 2φx φ , (7.24)
which are indeed the ‘left’ and ‘right’ versions of the ‘noncommutative’ Burgers equation (see [38–41], for
example). The sets of equations (7.21) and (7.22) can be expressed in the compact form
(λ−1 + φ)x = (λ
−1 + φ)(φ[λ] − φ) , (7.25)
respectively
(λ−1 − φ)x = (φ−[λ] − φ)(λ
−1 − φ) . (7.26)
Representing A′ by a commutative algebra of functions, such that φ 7→ τx/τ with a function τ , these
equations can be integrated. Choosing the integration constant in such a way that the terms with negative
powers of λ drop out of the formal series, we obtain the linear functional equations τx = λ−1(τ[λ] − τ),
respectively τx = λ−1(τ − τ−[λ]).
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8 From solutions of the nonassociative hierarchy to solutions of KP hierar-
chies
At least for a restricted class of WNA algebras we can achieve a much simpler form of the whole nonas-
sociative hierarchy. The trick is to introduce an ‘auxiliary product’ in terms of which we can ‘resolve’ the
products ◦n in A′ to a simple form. This is done in subsection 8.1. In the case where A′ is a matrix algebra, it
leads to solutions of matrix potential KP hierarchies in subsection 8.2. These in turn lead to solutions of the
scalar potential KP hierarchy. In subsection 8.3 another route is taken. Starting from a free associative alge-
bra, we construct a WNA algebra to which proposition 7.2 can be applied. This leads to a kind of ‘universal
solution’ of the nonassociative hierarchy from which the matrix KP hierarchy solutions of subsection 8.2
are recovered by homomorphisms from A′ to the corresponding matrix algebra.
8.1 Simplifying the nonassociative hierarchy
Let (A, ◦) be any associative algebra over C∞ (which is the ring of real or complex functions of t1, t2, . . .),
and L,R commuting linear maps such that L(a ◦ b) = L(a) ◦ b and R(a ◦ b) = a ◦ R(b) for all a, b ∈ A.
The notation La := L(a) and aR := R(a), used in the following, shall remind us of these properties. A
new associative product in A is then given by
a ◦1 b := (aR) ◦ b− a ◦ (Lb) . (8.1)
Augmenting (A, ◦1) with an element ν such that
ν ◦1 ν := 0 , ν ◦1 a := La , a ◦1 ν := −aR , (8.2)
we obtain a WNA algebra (A, ◦1) with the property A′ = A. Restricted to A′, we have Lν = L and
Rν = −R. For the products (3.1), defined with ν, one easily proves by induction that
ν ◦n ν = 0 , ν ◦n a = L
na , a ◦n ν = −aR
n ,
a ◦n b =
n−1∑
k=0
(−1)k (Rkνa) ◦1 L
n−k−1
ν b = (aR
n) ◦ b− a ◦ Lnb (8.3)
for all a, b ∈ A. Note that in the last equation we have a telescoping sum as a consequence of (8.1). The
complicated formula for a◦nb in (A, ◦1) is thus drastically simplified when expressed in terms of the product
◦. As a consequence, (7.5) can be written as
φtn = L
nφ− φRn + φ ◦ Lnφ− φRn ◦ φ n = 1, 2, . . . . (8.4)
According to our general results, any solution of this system is a solution of the potential KP hierarchy in
(A, ◦1).
Remark. If we generalize the first equation of (8.2) to ν ◦1 ν := g with some g ∈ A, the resulting
expressions for ◦n-products are much more complicated. In particular, we obtain
ν ◦2 ν = Lg + gR , ν ◦2 a = L
2a− (gR) ◦ a+ g ◦ (La) ,
a ◦2 ν = (aR) ◦ g − a ◦ (Lg)− aR
2 , a ◦2 b = (aR
2) ◦ b− a ◦ (L2b) , (8.5)
and
ν ◦3 ν = L
2g + LgR+ gR2 + g ◦ (Lg)− (gR) ◦ g ,
ν ◦3 a = L
3a+ g ◦ (L2a) + (Lg) ◦ (La)− (LgR) ◦ a− (gR2) ◦ a ,
a ◦3 ν = −aR
3 + (aR2) ◦ g + (aR) ◦ (gR)− a ◦ (LgR)− a ◦ (L2g) ,
a ◦3 b = (aR
3) ◦ b− a ◦ (L3b)− (aR) ◦ ((gR) ◦ b− g ◦ (Lb)) + a ◦ L((gR) ◦ b− g ◦ (Lb)) , (8.6)
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for all a, b ∈ A. The first two equations of (7.5) then read
φt1 = −g + Lφ− φR− (φR) ◦ φ+ φ ◦ (Lφ) , (8.7)
φt2 = −Lg − gR + L
2φ− (gR) ◦ φ+ g ◦ (Lφ)
+(φR) ◦ g − φ ◦ (Lg)− φR2 − (φR2) ◦ φ+ φ ◦ (L2φ) , (8.8)
and by use of (8.6) the third equation already results in a rather lengthy expression. If we can solve these
ordinary differential equations, then a solution φ also solves the potential KP equation in (A, ◦1). For g 6= 0,
these Riccati-type equations are difficult to solve, however. 
8.2 Solutions of matrix potential KP hierarchies
In the framework of section 8.1, let A =M(M,N), the algebra of M ×N matrices with the product
A ◦ A′ := AKA′ ∀A,A′ ∈ M(M,N) , (8.9)
where K is a fixed N ×M matrix (and concatenation means the ordinary matrix product). Furthermore, for
the linear maps L,R we choose the multiplication operators by an M ×M matrix L, and an N ×N matrix
R (using the same symbols, for simplicity). Now the Bernoulli-type equations (8.4) can be easily solved. In
terms of φ˜ := e−ξ(L) φ eξ(R), where
ξ(L) :=
∑
n≥1
tn L
n , ξ(R) :=
∑
n≥1
tnR
n , (8.10)
it takes the form φ˜tn = φ˜ (e−ξ(R)K eξ(L))tn φ˜, which is solved by φ˜ = (IM −B)−1C (provided the inverse
exists) with a constant matrix C ∈ M(M,N), the M ×M unit matrix IM , and
B := C e−ξ(R)K eξ(L) . (8.11)
This leads to
φ = eξ(L) (IM −B)
−1C e−ξ(R) , (8.12)
which can also be expressed as
φ = φ(1) (IN −K φ
(1))−1 = (IM − φ
(1)K)−1 φ(1) , φ(1) := eξ(L) C e−ξ(R) . (8.13)
From the general theory, we know that φ solves the potential KP hierarchy in (M(M,N), ◦1), where
the product is now given by
A ◦1 A
′ = A (RK −KL)A′ . (8.14)
In the following, we show how to obtain solutions of the scalar potential KP hierarchy from the above
solutions of a matrix potential KP hierarchy (which is in the spirit of the ‘operator approach’ to solutions of
soliton equations [42, 43]). Let us choose the matrices K,L,R such that
RK −KL = vuT , (8.15)
with nonvanishing v ∈ KN , u ∈ KM , and uT denotes the transpose of u. Then we have
A ◦1 A
′ = AvuTA′ , (8.16)
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and the linear map Ψ :M(M,N) → C∞, defined by
Ψ(A) := uT Av , (8.17)
is an algebra homomorphism, i.e.
Ψ(A ◦1 A
′) = uT Av uT A′ v = Ψ(A)Ψ(A′) . (8.18)
As a consequence, if φ solves the potential KP hierarchy in (M(M,N), ◦1), then Ψ(φ) solves the scalar
potential KP hierarchy.
Remark. Equation (8.15) amounts to rank(RK−KL) = 1, a condition which also appeared in [43] within
an analysis of the KP equation, more generally for operators on a Banach space (see also [44, 45]). Let v
be an eigenvector of R to an eigenvalue κ, and K = v uT with any vector u 6= 0. Then RK − KL =
v (κuT − (LTu)T ) is of rank 1 unless the right hand side vanishes. To avoid this, it is sufficient to have any
u 6= 0 which is not an eigenvector of LT to the eigenvalue κ. Thus we have to exclude the case L = κ IM .
It follows that rank(RK − KL) = 1 always has a solution except when R = κ IN and L = κ IM with
κ ∈ K. Note, however, that the most interesting solutions are those for which K has maximal rank. 
For the solution φ obtained above, we find
Ψ(φ) = uT eξ(L) (IM −B)
−1C e−ξ(R) v = tr(eξ(L) (IM −B)
−1C e−ξ(R) v uT )
= tr((IM −B)
−1C e−ξ(R) (RK −KL) eξ(L)) = −tr((IM −B)
−1Bx)
= tr(log(IM −B))x = (log τ)x , (8.19)
with x := t1 and
τ := det(IM −B) . (8.20)
Example 1. Setting M = N , L = diag(p1, . . . ,pN ), R = diag(q1, . . . , qN ) with entries in K, u = v with
vT = (1, 1, . . . , 1), the relation (8.15) leads to
Kij = (qi − pj)
−1 , (8.21)
assuming qi 6= pj for i, j = 1, . . . , N . Choosing C = diag(c1, . . . , cN ), Ψ(φ) becomes the N -soliton
solution of the potential KP hierarchy. For example, with N = 2 and c1 = (p1− q1)eα1 , c2 = (p2− q2)eα2 ,
where α1, α2 ∈ K, we obtain the tau function of a 2-soliton solution in the form (cf. [46], for example)
τ = 1 + eη1 + eη2 +
(q2 − q1)(p2 − p1)
(q2 − p1)(p2 − q1)
eη1+η2 , (8.22)
where ηi := αi + ξ(pi)− ξ(qi), i = 1, 2, and ξ(q) =
∑
n≥1 tn q
n
. 
Example 2. For nilpotent matrices L,R, the function τ is polynomial in the independent variables. Let us
set
L =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 , R =
(
0 0
1 0
)
. (8.23)
Then (8.15) is satisfied by setting vT = (1, 1), uT = (0, 0, 1, 1), and
K =
(
0 −1 −1 1
−1 −2 0 0
)
. (8.24)
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Choosing furthermore
C =


1 + 2α−1β 2α
0 −α
β α
β 0

 (8.25)
with α, β ∈ K, we obtain
τ = det(I −B) = 1 + α
(
t2 −
1
2
t21
)
+ β
(
t2 +
1
2
t21
)
+ αβ
(
−t1t3 + t
2
2 +
1
12
t41
)
, (8.26)
which is indeed a special tau function of the KP hierarchy (see, for example, [47], p. 59). 
Remark. Since we obtained common solutions of all equations of the nonassociative hierarchy (7.1), setting
the matrix L = 0, respectively the matrix R = 0, they also solve the Burgers hierarchy (7.21), respectively
(7.22). In particular, the KP multi-soliton solutions become with these restrictions also solutions of the
Burgers hierarchies. 
Remark. Let V be an N × P and U an M × P matrix such that RK −KL = V UT (which generalizes
(8.15)). Then we can define Ψ more generally as a map M(M,N) →M(P,P ), with the ordinary matrix
product in M(P,P ), by setting Ψ(A) := UTAV for all A ∈ M(M,N). This yields indeed an algebra
homomorphism since Ψ(A ◦1 A′) = (UTAV )(UTA′ V ). As a consequence, Ψ(φ) with the above solution
φ solves the P × P matrix potential KP hierarchy (with the ordinary matrix product). 
8.3 From a free algebra to solutions of KP hierarchies
In this subsection we demonstrate in particular how the solutions of the matrix potential KP hierarchies
obtained in the previous subsection can be obtained via application of proposition 7.2. We choose A =
Afree, the free associative algebra considered in section 2.1, now taken over C∞. For the maps L,R we have
(using the notation of section 8.1)
Lcr,s = cr+1,s , cr,sR = cr,s+1 , cr,s = L
rcRs . (8.27)
Now ◦ denotes the product in Afree (for which we previously used concatenation). Since (Afree, ◦) is free,
it is consistent to define derivations δn, n = 1, 2, . . ., by
δn(cr,s) := L
ncr,s − cr,sR
n = cr+n,s − cr,s+n (8.28)
and the derivation rule. They satisfy δn(cr,s) = Lr δn(c)Rs and obviously commute. Setting
δn(ν) := 0 , (8.29)
the δn are also derivations of (A, ◦1) (which is constructed according to section 8.1), and then with respect
to all the products ◦m, m = 1, 2, . . . (cf. proposition 4.1).
Proposition 8.1
δn(c
◦m) = ν ◦n c
◦m + c◦m ◦n ν −
m−1∑
k=1
c◦k ◦n c
◦(m−k) (8.30)
for m,n = 1, 2, . . ., where c◦n denotes the nth power of c using the product ◦.
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Proof: Applying the derivation rule, we find
δn(c
◦m) =
m−1∑
k=0
c◦k ◦ δn(c) ◦ c
◦(m−k−1) =
m−1∑
k=0
c◦k ◦ (Lnc− cRn) ◦ c◦(m−k−1)
=
m−1∑
k=0
(
c◦k ◦ Lnc◦(m−k) − (c◦(k+1)Rn) ◦ c◦(m−k−1)
)
= Lnc◦m − c◦mRn +
m−1∑
k=1
(
c◦k ◦ Lnc◦(m−k) − (c◦kRn) ◦ c◦(m−k)
)
,
which by use of (8.3) is equal to the right hand side of (8.30). 
As a consequence of (8.30), the formal power series (in a parameter ǫ)
f0 := ν − φ0 , φ0 :=
∑
n≥1
ǫn c◦n (8.31)
satisfies
δn(f0) = f0 ◦n f0 n = 1, 2, . . . (8.32)
(which is (4.1) with f replaced by f0). Here we made use of the fact that, according to proposition 3.4, the
products ◦n only depend on the equivalence class [f0] = [ν] in A/A′.
In conclusion, the subalgebra A(f0) of A generated by f0 is δ-compatible. According to proposition 7.2,
f := S(f0) then satisfies (7.1) and φ := ν − f solves the KP hierarchy (cf. section 7.1).
Since, in the case under consideration, the operator S defined in (7.3) is also a homomorphism of the
product ◦, we have
φ = S(φ0) =
∑
n≥1
ǫn S(c)◦n , (8.33)
where, by use of the definition of the derivations δn,
S(c) = eξ(L) c e−ξ(R) . (8.34)
We thus arrived at a solution of the potential KP hierarchy in (Afree, ◦1). Since the product ◦1 in Afree
is given in terms of the product ◦ of the free associative algebra, solutions in other associative algebras
are obtained as follows. Let ρ be a homomorphism from (Afree, ◦) to an associative algebra (A, ·), and
L˜, R˜ : A → A commuting mappings such that L˜(x ·y) = (L˜x) ·y and (x ·y)R˜ = x · (yR˜) for all x, y ∈ A.
Then A can be supplied with the new associative product x ⋄ y := (xR˜) · y−x · (L˜y) (cf. (8.1)). Moreover,
if ρ has the properties ρ(La) = L˜ρ(a) and ρ(aR) = ρ(a)R˜, then ρ satisfies
ρ(a ◦1 b) = ρ(a) ⋄ ρ(b) . (8.35)
The ‘universal solution’ given above determines a solution of the potential KP hierarchy in (A, ⋄). A
class of examples is presented in the following, which makes contact with results obtained in the previous
subsection.
Let M(M,N) be again the algebra of M ×N matrices with the product
A ·A′ := AKA′ , (8.36)
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where K is a fixed N ×M matrix. Furthermore, we choose an M ×M matrix L, an N ×N matrix R, and
a matrix C ∈ M(M,N). In terms of these matrices we define an algebra homomorphism ρ : (Afree, ◦) →
(M(M,N), ·) by
ρ(cm,n) := L
mCRn m,n = 0, 1, 2, . . . (8.37)
and
ρ(a ◦ b) = ρ(a) · ρ(b) ∀a, b ∈ Afree . (8.38)
It follows that
ρ(La) = Lρ(a) , ρ(aR) = ρ(a)R (8.39)
(where, on the left hand sides, L and R denote the linear maps introduced in the beginning of this subsection)
and thus
Φ(1) := ρ(S(c)) = eξ(L) C e−ξ(R) , (8.40)
with the matrices L,R on the right hand side. Now we obtain (see also the ‘trace method’ [28–31])
Φ := ρ(φ) =
∑
n≥1
ǫn (Φ(1))·n =
∑
n≥1
ǫnΦ(1) (K Φ(1))n−1
= ǫΦ(1) (IN − ǫK Φ
(1))−1 = ǫ (IM − ǫΦ
(1)K)−1Φ(1) . (8.41)
This coincides (for ǫ = 1) with the matrix solution obtained in section 8.2 (see (8.13)). Note that ρ(a◦1 b) =
ρ(a) (RK −KL) ρ(b) =: ρ(a) ⋄ ρ(b).
Remark. If U ∈ M(M,P ) and V ∈ M(N,P ) are such that RK − KL = V UT , then σ : A′free →
M(P,P ), defined by σ(a) := UTρ(a)V , is an algebra homomorphism, σ(a ◦1 b) = σ(a)σ(b), which
sends φ to a solution σ(φ) of the P × P matrix potential KP hierarchy. But since σ is only defined on
the associative subalgebra A′free, the information how to construct solutions, which is encoded in the WNA
structure of Afree, is not carried over by σ to the target algebra M(P,P ). 
Remark. For fixed k ∈ N, the two-sided ideal Ik in (Afree, ◦), generated by {δk(cm,n) = cm+k,n −
cm,n+k |m,n = 0, 1, . . .} is invariant under the derivations δj , j = 1, 2, . . .. Then Ak := A/Ik is compat-
ible with the derivations δn. In the quotient algebra, we have δnk ≡ 0 for all n ∈ N, so that (7.1) requires
φtnk = 0. In this way contact is made with the Gelfand-Dickey reductions of the KP hierarchy [48]. The
map ρ projects to Ak if Lk C = C Rk. As a consequence,
exp
(∑
n≥1
Lkn tkn
)
C exp
(
−
∑
n≥1
Rkn tkn
)
= C , (8.42)
which shows that Φ(1) and thus also Φ does not depend on the variables tkn, n = 1, 2, . . .. 
9 A-modules, connections, and linear systems
In this section we introduce a notion of left and right A-module, where A is a WNA algebra. In terms of
connections on such a module, we formulate a linear system whose integrability is a consequence of the
nonassociative hierarchy (7.1).
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9.1 A-modules
Let L be an R-module with a left action of a WNA algebra A (over the commutative ring R). We call L a
left A-module if
a (b q) = (ab) q ∀ a ∈ A, b ∈ A′, q ∈ L . (9.1)
Note that, in general, a (f q) 6= (a f) q for f 6∈ A′. Similarly, a right A-module R means an R-module with
a right action of A such that
(q¯ b) a = q¯ (ba) ∀ a ∈ A, b ∈ A′, q¯ ∈ R . (9.2)
The algebra A itself is both a left and a right A-module.
Fixing some f ∈ A, f 6∈ A′, we define recursively actions ◦n via a ◦1 q = a q, q¯ ◦1 a = q¯ a, and
a ◦n+1 q = a (f ◦n q)− (af) ◦n q , q¯ ◦n+1 a = q¯ ◦n (fa)− (q¯ ◦n f) a . (9.3)
They depend only on the equivalence class of f in A/A′. Several of our previous results (where the modules
were given by A itself) generalize to the present setting. In particular, for m,n = 1, 2, . . . we obtain
a ◦m (f ◦n q)− (a ◦m f) ◦n q = a ◦m+n q , (9.4)
q¯ ◦m (f ◦n a)− (q¯ ◦m f) ◦n a = q¯ ◦m+n a . (9.5)
Example. Let Lfree be the left Afree-module (withAfree defined in section 2.1), freely generated by elements
µn, n = 0, 1, . . ., and Rfree the right Afree-module, freely generated by elements µ¯n, n = 0, 1, . . .. They
can be extended to left, respectively right, Afree(f)-modules by setting
f µn = µn+1 , µ¯n f = µ¯n+1 n = 1, 2, . . . . (9.6)
Hence
µn = Lˆ
n
f (µ0) , µ¯n = Rˆ
n
f (µ¯0) . (9.7)
As a consequence, Lfree and Rfree are cyclic left, respectively right, Afree(f)-modules with generators µ0,
respectively µ¯0. 
9.2 Connections
Let A be a WNA algebra and δ a derivation of A. A δ-based module derivation of a left A-module L is a
linear map ∇ : L→ L, with the property
∇(a q) = δ(a) q + a∇(q) ∀ a ∈ A , q ∈ L . (9.8)
Correspondingly, a δ-based module derivation of a right A-module R is a linear map ∇ : R → R, such
that
∇(q¯ a) = ∇(q¯) a+ q¯ δ(a) ∀ a ∈ A , q¯ ∈ R . (9.9)
The following propositions are proved by straightforward generalization of the arguments which led to
the corresponding results in sections 4 and 5.
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Proposition 9.1 Let δ be a derivation of a WNA algebra A such that δ(A) ⊂ A′. Any δ-based module
derivation of a left A-module L, respectively a right A-module R, is also a module derivation with respect
to all actions ◦n, n = 1, 2, . . ., i.e.
∇(a ◦n q) = δ(a) ◦n q + a ◦n ∇(q) ∀ a ∈ A , q ∈ L , (9.10)
respectively
∇(q¯ ◦n a) = ∇(q¯) ◦n a+ q¯ ◦n δ(a) ∀ a ∈ A , q¯ ∈ R . (9.11)
(The actions ◦n are defined in terms of an element f ∈ A.) 
In the following, let f ∈ A \ A′ be such that the subalgebra A(f) generated by f is δ-compatible.
Furthermore, let L(f, q), respectively R(f, q¯), be cyclic A(f)-modules with generators q, respectively q¯.
We further assume that these modules admit, for n = 1, 2, . . ., a δn-based module derivation determined by
∇n(q) := f ◦n q , ∇n(q¯) := q¯ ◦n f , (9.12)
respectively. We will refer to this property as ∇-compatibility.
Proposition 9.2
[∇m,∇n] = 0 m,n = 1, 2, . . . . (9.13)
Calling the set {∇n}∞n=1 of module derivations a connection, this means that its curvature vanishes. 
Let Hˆn : L(f, q) → L(f, q) and Eˆn : R(f, q¯) → R(f, q¯) be the linear maps recursively defined by
Hˆ0(q) = q, Eˆ0(q¯) = q¯, and
Hˆn+1(q) = f Hˆn(q) , Eˆn+1(q¯) = Eˆn(q¯) f , n = 0, 1, 2, . . . . (9.14)
Proposition 9.3
Hˆn = χn(∇˜) , Eˆn = (−1)
nχn(−∇˜) n = 0, 1, 2, . . . , (9.15)
with ∇˜ := (∇1,∇2/2,∇3/3, . . .) and the elementary Schur polynomials χn. 
With the help of an indeterminate λ, the recursion relations (9.14) can be expressed as follows,
Hˆ(λ)(q) = q + λ f Hˆ(λ)(q) , Eˆ(λ)(q¯) = q¯ + λ Eˆ(λ)(q¯) f , (9.16)
with formal power series
Hˆ(λ) :=
∞∑
n=0
λn Hˆn = exp
(∑
n≥1
λn
n
∇n
)
, Eˆ(λ) :=
∞∑
n=0
λn Eˆn = exp
(
−
∑
n≥1
(−λ)n
n
∇n
)
. (9.17)
Since the ∇n have the module derivation property and commute, the maps Hˆ(λ) and Eˆ(λ) satisfy
Hˆ(λ)(a ◦n q) = H(λ)(a) ◦n Hˆ(λ)(q) , Eˆ(λ)(q¯ ◦n a) = Eˆ(λ)(q¯) ◦n E(λ)(a) , (9.18)
with H(λ), E(λ) defined in section 5.
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Hˆ(λ) has the inverse exp(−
∑
n≥1(λ
n/n)∇n), which is the above expression for Eˆ(−λ), but now built
with the connection on L. Correspondingly, the defining formal power series for Hˆ(−λ), now built with
the connection on R, is the inverse of Eˆ(λ). This simply means that we can consider Hˆ(λ) and Eˆ(λ) as
being defined on both modules, L(f, q) and R(f, q¯), and they are related by Hˆ(λ)Eˆ(−λ) = id. With this
notation, we obtain
Hˆ(λ)(q¯ a) = Hˆ(λ)(q¯)H(λ)(a) , Eˆ(λ)(a q) = E(λ)(a) Eˆ(λ)(q) . (9.19)
Acting on the two equations (9.16) with Eˆ(−λ), respectively Hˆ(−λ), leads to
Eˆ(λ)(q) = q + λE(λ)(f) q , Hˆ(λ)(q¯) = q¯ + q¯ λH(λ)(f) , (9.20)
and thus
Eˆn+1(q) = En(f) q , Hˆn+1(q¯) = q¯ Hn(f) n = 0, 1, . . . . (9.21)
From these equations (for n = 1, 2, . . .) the ‘KP identities’ (5.19), respectively (5.16), are recovered as
‘integrability conditions’ (see also [20]).
Example. In the case of the free modules Lfree and Rfree, for n = 1, 2, . . . we can consistently define a
δn-based module derivation by setting
∇n(µ0) := f ◦n µ0 , ∇n(µ¯0) := µ¯0 ◦n f , (9.22)
respectively. The identities (9.21) then take the form
Eˆn+1(µ0) = en µ0 , Hˆn+1(µ¯0) = µ¯0 hn n = 0, 1, . . . . (9.23)

9.3 Linear systems and the potential KP hierarchy
Let A now be a WNA algebra over R = C∞ (the ring of smooth real or complex functions of t1, t2, . . .).
On L(f, q), respectively R(f, q¯), let us consider the linear systems
qtn = ∇n(q) , q¯tn = ∇n(q¯) n = 1, 2, . . . , (9.24)
with the connections defined in (9.12). By use of proposition 9.1, each of these two systems is seen to be
compatible if f solves the nonlinear hierarchy (7.1). With the help of the identities (9.20), (9.24) can be
written as
q−[λ] = q − λ f−[λ] q , q¯[λ] = q¯ + q¯ λ f[λ] , (9.25)
using the notation of section 7.1. Furthermore, formal solutions of these linear systems are obtained as
follows.
Proposition 9.4 Let {∇n}∞n=1 be the connection defined on L(f0, q0), respectively R(f0, q¯0), according to
(9.12) (assuming δ-compatible A(f0) and ∇-compatible modules). Let f0, q0, q¯0 be constant (i.e., indepen-
dent of t1, t2, . . .). Then
q := Sˆ(q0) , q¯ := Sˆ(q¯0) where Sˆ := exp
(∑
n≥1
tn∇n
)
(9.26)
are formal solutions of (9.24) with f = S(f0), where S is defined in (7.3).
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Proof: Using Sˆ(a ◦n q0) = S(a) ◦n Sˆ(q0) for all a ∈ A(f0), we have
∂tn(q) = Sˆ(∇n(q0)) = Sˆ(f0 ◦n q0) = S(f0) ◦n Sˆ(q0) = f ◦n q .
Since [f ] = [f0] ∈ A(f0)/A(f0)′, the product ◦n is equivalently defined in terms of f (instead of f0), and
we conclude that ∂tn(q) = f ◦n q, which proves our assertion. Since Sˆ(∇n(q0)) = ∇n(Sˆ(q0)) = ∇n(q),
this also shows that ∇n defined via (9.12) in terms of f0, q0 coincides with ∇n defined in terms of f, q. A
corresponding argument applies to the right module linear system. 
Recall from section 7 that S(f0) satisfies the nonassociative hierarchy (7.1). If there is a decomposition
of f of the form f = ν − φ with constant ν and φ ∈ A′ (cf. (7.4)), the linear systems imply in particular
qx = (ν − φ) q and q¯x = q¯ (ν − φ), respectively, and then (9.25) can be written as
q−[λ] = q − λ qx − λ (φ− φ−[λ]) q , q¯[λ] = q¯ + q¯x λ− q¯ λ (φ[λ] − φ) . (9.27)
Remark. Suppose q, q¯ are formal series in an indeterminate ζ . Furthermore, let
q = w eξ(ζ) , q¯ = w¯ e−ξ(ζ) , ξ(ζ) :=
∑
n≥1
tn ζ
n , (9.28)
where w, w¯ are formal series in ζ−1 of the form w =
∑
n≥0wn ζ
−n
, w¯ =
∑
n≥0 w¯n ζ
−n with constant
w0, w¯0 6= 0. Using
exp
(
−
∑
n≥1
1
n
(λζ)n
)
= 1− λ ζ (9.29)
(as a formal power series), we obtain
(1− λ ζ)(w−[λ] − w) = −λwx + λ (φ−[λ] − φ)w , (9.30)
(1− λ ζ)(w¯[λ] − w¯) = −λ w¯x + λ w¯ (φ[λ] − φ) . (9.31)
For λ = ζ−1, these equations reduce to
wx = (φ−[ζ−1] − φ)w , w¯x = w¯(φ[ζ−1] − φ) . (9.32)
Representing A′ by a commutative algebra of functions, and correspondingly for L(f, q) and R(f, q¯), with
φ 7→ τx/τ the last equations integrate to
w =
τ−[ζ−1]
τ
w0 , w¯ = w¯0
τ[ζ−1]
τ
, (9.33)
which are familiar formulae for the Baker-Akhiezer function of the scalar KP hierarchy, and its adjoint
(cf. [48], for example). By use of these expressions, (9.30), respectively (9.31), becomes equivalent to
(λ−1 − ζ)
(
τ[λ]+[ζ−1] τ − τ[λ] τ[ζ−1]
)
= τ[λ] τ[ζ−1],x − τ[λ],x τ[ζ−1] , (9.34)
which is the differential Fay identity (7.14). 
Example. The following supplements the material in section 8.2. Let M(M,N) be the algebra of M ×N
matrices, taken over C∞, with the product (8.36) which involves an N ×M matrix K . Then KM (where K
stands for R or C) extends to a left M(M,N)-module by setting
A ◦ µ := AK µ ∀A ∈ M(M,N), µ ∈ KM . (9.35)
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Correspondingly, KN extends to a right M(M,N)-module by setting
µ¯ ◦A := µ¯T K A ∀A ∈ M(M,N), µ¯ ∈ KN . (9.36)
Let us introduce new actions by
A ◦1 µ := (AR) ◦ µ−A ◦ (Lµ) = A (RK −KL)µ , (9.37)
µ¯ ◦1 A := (µ¯
TR)T ◦A− µ¯ ◦ (LA) = µ¯T (RK −KL)A , (9.38)
where L,R are the matrices in section 8.2. Together with ν ◦1 µ := Lµ and µ¯ ◦1 ν := −µ¯TR, this turns the
above modules into a left, respectively right (A, ◦1)-module. It is easily verified that
ν ◦n µ = L
nµ , µ¯ ◦n ν = −µ¯
TRn ,
A ◦n µ = A (R
nK −KLn)µ , µ¯ ◦n A = µ¯
T (RnK −KLn)A .
(9.39)
In the case under consideration, the linear systems (9.25) take the form
qtn = f ◦n q = (IM + φK)L
n q − φRnK q , (9.40)
q¯Ttn = q¯ ◦n f = −q¯
TRn (IN +K φ) + q¯
TK Lnφ , (9.41)
which are solved by
q = (IM + φK) e
ξ(L) µ0 = e
ξ(L) (IM −B)
−1 µ0 , (9.42)
q¯T = µ¯T0 e
−ξ(R) (IN +K φ) = µ¯
T
0 (IN − B¯)
−1 e−ξ(R) , (9.43)
where µ0 ∈ KM , µ¯0 ∈ KN , φ is the solution of (8.4) obtained in section 8.2, and B = Ce−ξ(R)Keξ(L),
B¯ = e−ξ(R)Keξ(L)C . Then q, q¯ also satisfy
q−[λ] = q − λ qx − λ (φ− φ−[λ])(RK −KL)q , q¯
T
[λ] = q¯
T + λ q¯Tx − λ q¯
T (RK − LK)(φ[λ] − φ) .(9.44)
Choosing u ∈ KM and v ∈ KN such that RK −KL = vuT (cf. section 8.2), it follows that ψ := uT q and
ψ¯ = q¯T v solve the scalar equations
ψ−[λ] = ψ − λψx − λ (ϕ− ϕ−[λ])ψ , ψ¯[λ] = ψ¯ + λ ψ¯x − λ ψ¯ (ϕ[λ] − ϕ) , (9.45)
where ϕ := Ψ(φ) = uTφ v, with the solution φ from section 8.2. The last equations do not make reference
to L and R (and thus the WNA structure) any more, they constitute linear systems of the scalar potential KP
hierarchy with dependent variable ϕ. 
10 Conclusions
This work originated from our recent study [32] of the combinatorics underlying the building rules of KP
hierarchy equations, which led to a quasi-shuffle algebra. In [32] we used a weakly nonassociative extension
of an associative algebra as a technical sidestep in order to simplify certain calculations. The present work
shows that there are in fact deep relations between the KP hierarchy and (weakly) nonassociative algebras.
In particular, we have shown that any solution of the ‘nonassociative hierarchy’ (1.9) of ordinary dif-
ferential equations in any WNA algebra A leads to a solution of the KP hierarchy, with dependent variable
in the associative algebra A′. In special cases (i.e., for certain classes of WNA algebras) we can explicitly
construct such solutions, as done in section 8. But in general the nonassociative hierarchy (1.9) apparently
cannot be solved explicitly.
32
Though we do not know yet to what extent solutions of the ‘nonassociative hierarchy’ (1.9) really ex-
haust the set of solutions of KP hierarchies, we have shown that a significant subset of solutions is reached
in this way, including the multi-soliton solutions of the scalar KP hierarchy. Keeping a possible restriction to
a subset of solutions in mind, the nonassociative hierarchy (1.9) achieves to decouple the partial derivatives
φtn in the potential KP hierarchy, and presents its content in terms of a hierarchy of ordinary differential
equations. We should mention that systems of ordinary Riccati type equations related in such a way to the
scalar KP hierarchy already appeared in [20, 49, 50].
It would be of great interest to explore the relations with other methods to construct solutions of the KP
hierarchy, in particular with the famous ones of the Japanese group [33,51,52] and of Segal and Wilson [53].
Recalling the construction of commuting derivations of a nonassociative algebra, generated by a single
element f , as outlined in the introduction, the question remains whether there are hierarchies associated
with other (not weakly) nonassociative algebras. Perhaps there is a nonassociative algebra related to other
integrable hierarchies in a similar way. At least, we expect that the discrete KP [29,36] and two-dimensional
Toda lattice hierarchy [54] get a place on this stage.
In view of the role which integrable systems, and in particular the KP hierarchy, play in algebraic and
differential geometry, one should expect corresponding nonassociative versions to appear in nonassociative
generalizations of (noncommutative) geometries (see [55–61], for example). We also refer to [62] for an
overview of some of the uses of nonassociative algebras in mathematics and physics.
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