Introduction
This monograph forms an introduction to the theory of orthogonal rational functions. The simplest way to see what we mean by orthogonal rational functions is to consider them as generalizations of orthogonal polynomials.
There is not much confusion about the meaning of an orthogonal polynomial sequence.
One says that f n g 1 n=0 is an orthogonal polynomial sequence if n is a polynomial of degree n and it is orthogonal to all polynomials of lower degree. Thus given some nite positive measure (with possibly complex support), one considers the Hilbert space L 2 ( ) of square integrable functions which contains the polynomial subspaces P n , n = 0; 1; : : :. Then f n g 1 n=0 is an orthogonal polynomial sequence if n 2 P n n P n?1 and n ? P n?1 . In particular, when the support of the measure is (part of) the real line or of the complex unit circle one gets the most widely studied cases of such general orthogonal polynomials. Such orthogonal polynomials appear of course in many di erent aspects of theoretical analysis and applications. The topics which are central in our generalization to rational functions are moment problems, quadrature formulas and classical problems of complex approximation in the complex plane. Polynomials can be seen as rational functions whose poles are all xed at in nity. For the orthogonal rational functions, we shall x a sequence of poles f k g 1 k=1 which, in principle, can be taken anywhere in the extended complex plane. Some of these k can be repeated, possibly an in nite number of times, or they could be in nite etc. However the sequence is xed once and for all and the order in which the k occur (possible repetitions included) is also given. This will then de ne the n-dimensional spaces of rational functions L n which consist of all the rational functions of degree n whose poles are among 1 ; : : :; n (including possible repetitions). We then consider f n g 1 n=0 to be a sequence of orthogonal rational functions if n 2 L n n L n?1 and n ? L n?1 .
There are two possible generalizations, depending on whether one generalizes the polynomials orthogonal on the real line or the polynomials orthogonal on the unit circle. The di erence lies in the location of the nite poles which are introduced in the rational case. In the case of the circle, the pole at in nity is outside the closed unit disk. There, it is the most natural choice to introduce nite poles which are all outside the closed unit disk. This guarantees that the rational functions are analytic at least inside the unit disk, which allows us to transfer many properties from the polynomial to the rational case. Moreover, if the poles are not on the circle, then we avoid di culties that could arise from singularities of the integrand in the support of the measure.
If the support of the measure is however the whole the real line, then the pole at in nity is in the (closure of) the support of the measure. The most natural generalization is here to choose nite poles which are on the real line itself, i.e., in the support of the measure for which orthogonality is considered.
Of course one can by a Cayley transform map the unit circle to the (extended) real line INTRODUCTION and the open unit disk to the upper half plane. Since this transform maps rational functions to rational functions, it makes sense to consider the analog of the orthogonal rational functions on the unit circle with poles outside the closed disk, which are the orthogonal rational functions orthogonal on the real line with poles in the lower half plane. Conversely, one can consider the orthogonal rational functions whith poles on the unit circle and which are orthogonal with respect to a measure supported on the unit circle as the analog of orthogonal rational functions on the real line with poles on the real line. The cases of the real line and the unit circle which are linked by such a Cayley transform are essentially the same and can be asily treated in parallel, which we shall do in this monograph. The distinction between the case where the poles are outside or inside the support of the measure is however substantial. We have chosen to give a detailed and extensive treatment in several chapters of the case where the poles are outside the support. The case where the poles are in the support (which we call the boundary case) is treated more compactly in one separate chapter.
This brief sketch should have made clear in what sense these orthogonal rational functions generalize orthogonal polynomials. Now, what are the results of the polynomial case that have been generalized to the rational case? As we suggested above, we do not go into the details of all kinds of special orthogonal polynomials by imposing a speci c measure or weight function. We do keep generality by considering arbitrary measures, but we restrict ourselves to measures supported on the real line or the unit circle. In that sense we are not as general as the \General orthogonal polynomials" in the book of Stahl and Totik 185].
Orthogonal polynomials have now been studied so intensely that many di erent and many detailed results are available. It would be impossible to give in one volume the generalizations of all these to the rational case. We have chosen for an introduction to the topic and we give only generalizations of classical interpolation problems of Schur and Carath eodory type, of quadrature formulas and of moment problems. There is a certain logic in this because interpolation problems are intimately related to quadrature formulas and these quadrature formulas are an essential tool for solving the moment problems.
These connections were made clear and were used explicitly in the book by Akhiezer 2] which treats \The classical moment problem". To some extend we have followed a similar path for the rational case.
First, we derive a recurrence relation for the orthogonal rational functions. In our setup, this is mainly based on a Christo el-Darboux type relation. In the boundary case, this recurrence generalizes the three-term recurrence relation of orthogonal polynomials, in the case where the poles are outside the support of the measure, this is a generalization of the Szeg} o recurrence relation.
To describe all the solutions of the recurrence relation, a second, independent solution is considered, which is given by the sequence of associated functions of the second kind.
These functions of the second kind appear as numerators and the orthogonal rational functions as denominators in the approximants of a continued fraction that is associated with the recurrence relation. The continued fraction converges to the Riesz-Herglotz-Nevanlinna transform of the measure and the approximants interpolate this function in Hermite sense. This is the interpolation problem that we alluded to. It is directly related to the algorithm of Nevanlinna-Pick which is a (rational) multipoint generalization of the Schur algorithm which relates to the polynomial case.
A combination of the orthogonal rational functions and the associated functions of the second kind give another solution of the recurrence relation which are called the quasi-orthogonal or para-orthogonal functions in the boundary or non-boundary case respectively. It can be arranged that these functions have simple zeros which are on the real line or on the unit circle. These zeros are used as the nodes of an optimal quadrature formula. It is optimal in the sense that the weights are chosen in such a way that the quadrature formulas have the largest possible domain of validity. In the polynomial case, this corresponds to Gaussian quadrature formulas on the real line or Szeg} o quadrature formulas for the circle.
These quadrature formulas are an essential tool in the construction of a solution of the moment problems. These moment problems are rational generalizations of the polynomial case which correspond to the Hamburger moment problem in the case of the real line and the trigonometric moment problem in the case of the circle.
Two other aspects are important, or are at least closely connected to the solution of these moment problems. First, there is the well known fact that, as n goes to 1, the polynomial spaces P n become dense in the Hardy spaces H p . A similar result will only hold for the spaces L n under certain conditions for the poles. Second, there is the general question of asymptotics for the orthogonal rational functions, for the interpolants, for the quadrature formulas etc., when n tends to in nity. Such results were extensively studied in the polynomial case. We shall devote a large chapter to their generalizations.
After this general introduction, let us have a look at the roots of this theory, at the applications in which it was used, and let us have a closer look at the technical di culties that arrise by lifting the polynomial to the rational case. Since the central theme up to Chapter 10 is the generalization of results related to Szeg} o polynomials, orthogonal on the unit circle, let us take these as a starting point.
The particularly rich and fascinating theory of polynomials orthogonal on the unit circle needs no advertising. These polynomials are named after Szeg} o since his pioneering work on them. His book on orthogonal polynomials 188] was rst published in 1939 but the ideas were already published in several papers in the twenties. The Szeg} o polynomials were studied by several authors. For example they play an important role in books by Geronimus 91], Freud 84], Grenander and Szeg} o 98] and several more recent books on orthogonal polynomials.
It is also in Szeg} o's book that the notion of a reproducing kernel is clearly introduced. Later on these became a study object of their own. The book by Meschkowski 143] is a classic. In our exposition, reproducing kernels take a rather important place and the Christo el-Darboux summation formula which expresses the nth reproducing kernel in terms of the nth or (n + 1)st orthogonal polynomials (in our case rational functions) is used again and again in many places troughout our monograph.
Szeg} o's interest in polynomials orthogonal on the unit circle was inspired by the investigation of the eigenvalue distribution of Toeplitz forms, an even older subject which was related to coe cient problems as initiated by Carath eodory 47, 48] INTRODUCTION the Gram matrix should be positive de nite, and because it is Hermitian, this means that its eigenvalues should be positive. The converse is also true, given an Hermitian Toeplitz moment matrix, then there will be a positive measure for which these are the moments if the moment matrix is positive de nite. Another way of putting this is to say that the function (z) = P 1 k=0 k z k is a Carath eodory function. This means that it is analytic in the unit disk and it has a positive real part there. Since this is an in nite dimensional problem, it can not be checked at one and a computational procedure consists basically in approximating by some rational n which ts the rst n + 1 Fourier coe cients of . These n turn out to be related to n = n where n is the nth Szeg} o polynomial and n is the associated polynomial of the second kind. Both of these are solutions of the recurrence relation for the orthogonal polynomials and they appear as successive approximants in continued fractions. Thus checking the positivity of the in nite Toeplitz matrix comes down to checking the positivity of all its leading principal submatrices, or equivalently, checking whether is a Carath eodory function reduces to checking that n are Carath eodory functions for all n = 0; 1; : : :. The Carath eodory coe cient problem is in a sense an inverse of this: given the coe cients 0 ; 1 ; : : :; n , can this be extended to a sequence such that P 1 k=0 k z k is a Carath eodory function, or equivalently, such that the corresponding Toeplitz matrix is positive de nite, or equivalently, such that there is a positive measure on the unit circle for which these are the moments.
Schur solved an equivalent problem 181, 182, 183] . By mapping the right half plane to the unit disk, functions with a positive real part are mapped to functions bounded by 1 or Schur functions. So the problem is reduced to checking whether a given function is a Schur function. This can be done recursively and the papers by Schur contain a continued fraction like algorithm to actually check if the given coe cients (moments) correspond to a bounded analytic function. The algorithm produces some coe cients (Schur coe cients) that turned out later to be exactly the complex conjugates of the coe cients that appeared in the recurrence relation for the orthogonal polynomials as formulated by Szeg} o.
It was Pick who rst considered an interpolation problem as a generalization of the coe cient problems of Carath eodory 169, 170, 171]. Nevanlinna was not aware of Pick's work when he developed the same theory in a long memoir in 1919 147]. See also his later work 148, 149, 150]. Nevanlinna also gave an algorithm which directly generalized the algorithm given by Schur.
Since then, these problems and a myriad of generalizations played an important role in several books, like in Some of the more recent interest in this subject was stimulated by the the work of Adamyan, Arov and Kre n 4, 5] and most of all by their fundamental papers 6, 7]. We should also mention Sarason's paper 180] which had great in uence on some developments made in later publications. These results relate the theory to operator theoretic methods for Hankel and Toeplitz operators.
Besides this, there is also a long history where the same theory is approached from several application elds. Grenander and Szeg} o themselves discussed the application in the theory of probability and statistics 98]. But one nds also the applications in the prediction theory of stationary stochastic processes in work by Kolmogorov 125] It is from these engineering applications that emerged also methods for inverting and factorizing Toeplitz or related matrices (see 105]) and people are now even using these ideas for designing systolic arrays for the solution of a number of linear algebra problems 23]. The linear algebra literature in this connection has a complete history of its own, which we shall not mention here. Most of it was devoted to Toeplitz and Hankel matrices or related matrices which appear in relation with a theory of Schur-Szeg} o. It is however only recently that people are starting to look at matrices that are related to interpolation problems.
We could go on like this and probably be never complete in summing up all the application elds and this is without ever touching all the related generalizations of this theory that were obtained recently or the analog theory that has been developed for the complex half-plane instead of the unit circle or the continuous analog of Wiener-Hopf factorization. We just stop here by referring to a survey paper on the applications of Nevanlinna-Pick theory by Delsarte, Genin and Kamp 56] .
In all these papers on theory and applications, the approach of the Nevanlinna-Pick theory from the point of view of the orthogonal functions has not been fully put forward. We try to give in this monograph an approach to the theory which is an immediate generalization of the theory of Szeg} o for orthogonal polynomials. This theory is related to the interpolation theory of Pick and Nevanlinna like the Szeg} o theory was related to the Schur and Carath eodoryFej er coe cient problems.
By a Cayley transform, the complex unit circle is mapped to the extended real line and its interior to the upper half plane. Thus there is a natural analog of this theory for the real line. There are however technical di erences which make the transformation not always trivial. Therefore we shall treat both cases in parallel.
A central role in the theory is played by moment problems. We give some details because it illustrates very well the di erence between the case of the circle and the case of the line. For the unit circle, we have the classical trigonometric moment problem. In that case one de nes the moments k for k 2 Zas
By giving ?k , k = 0; 1; 2; : : :, one has de ned a linear functional on the set of polynomials and the problem is to nd the measure on the unit circle which represents this functional. Note that when is a real positive measure, then k = ?k , so if the Toeplitz moment matrix M = k?l ] is Hermitian and positive de nite, it is completely characterized by half of these moments, namely by the moments k , k = 0; 1; : : : with a nonnegative index. Thus the previous moment problem where only the moments ?k , k = 0; 1; : : :, or equivalently only the moments k for k = 0; 1; 2; : : : are de ned, is equivalent with the moment problem where all the k , k 2 Z are prescribed. The working instrument for solving this trigonometric moment problem is the the set of orthogonal Szeg} o polynomials which are obtained by orthogonalizing the basis f1; t; t 2 ; : : :g in L 2 ( ). Note that we can speak about orthogonality because the inner product hf; gi = R f(t)g(t)d (t), t = e i with f and g polynomials is well 
k (t) = 0k ; k 0: Thus, by partial fraction decomposition, it is seen that the knowledge of k0 , k = 0; 1; 2; : : : also gives the moments kl , k; l = 0; 1; : : :. Again, it is su cient to prescribe only the moments k0 , k = 0; 1; : : :. To solve this rational generalization, the role of the orthogonal polynomials in the classical trigonometric moment problem is taken over by orthogonal functions which are obtained by orthogonalization of the basis f1; ! ?1 1 ; ! ?1 2 ; : : :g. These are the orthogonal rational functions which are studied in this monograph. This also explains why it is called a rational generalization. Note that at any point in the discussion we can replace all the interpolation points k by zero and recover at any moment the corresponding result of the polynomial case. In this respect it is a natural generalization of the Again, prescribing the k for k = 0; 1; 2; : : : de nes a linear functional on the set of polynomials and the problem is to nd a positive measure on the real line such that it matches these prescribed moments for k = 0; 1; 2; : : :. The instruments in this case are again the orthogonal polynomials which are obtained by orthogonalization of the basis f1; t; t 2 ; : : :g. However, the inner product in L 2 ( ) now generates a moment matrix M = k+l ] which is a Hankel matrix. It is not true anymore that the k for k = 0; 1; : : : also give the values of the moments ?k , k = 1; 2; : : :. The problems where the moments k are prescribed for k = 0; 1; 2; : : : (the moment problem for the set of polynomials) and where all the moments k , k 2 Zare given (the moment problem in the set of Laurent polynomials) are not equivalent anymore. The rst problem is called the (classical) Hamburger moment problem, while the second is the strong Hamburger moment problem. To solve the strong Hamburger moment problem, one has to deal with orthogonal Laurent polynomials instead of the usual polynomials 115, 50]. We may note that in the classical Hamburger moment problem, there is no problem when talking about orthogonality because the inner product is de ned as hf; gi = R f(x)g(x)d (x) and since the product of two polynomials is again a polynomial, it is su cient to de ne the functional on the set of polynomials. A similar observation concerning the Laurent polynomials holds for the strong Hamburger moment problem.
The rational generalization of the Hamburger moment problem is to consider the moments Thus to be able to consider orthogonality here, we should also have a functional de ned on L L and this requires moments that are in general not obtainable from the k0 alone.
Therefore we need moments of the form kl = Z d (t) ! k (t)! l (t) ; k; l = 0; 1; 2; : : :
Note that when there is only a nite number of di erent i which are cyclically repeated (the so called cyclic case) then it does hold that the product of rational functions in L is again in L and the previously sketched di culties do not occur.
For the strong Hamburger moment problem, the rational equivalent is to prescribe the moments It is possible, if we are willing to introduce a more complicated notation to formulate this as a problem where the special case of the strong Hamburger moment problem appears by choosing alternatively 2k = 0 and 2k+1 = 1. The problem of orthogonality for the INTRODUCTION functions in these spaces is even harder since this requires even more complicated moments to be de ned. In this monograph, we shall not consider this rational generalization of the strong Hamburger moment problem.
Even for the classical Hamburger moment problem, the rational generalization gives yet other complications with regard to the point at 1 which do not occur in the polynomial case. Indeed, if is a solution of a polynomial moment problem, then, since all polynomials, except the constants, tend to 1 at 1, there can not be a mass at 1 if the moments are nite.
However, in the rational case, the rational functions can have nite values at 1 and hence a mass at in nity is perfectly possible for a solution of the moment problem. Therefore the integrals should be taken over the extended real line R = R f1g, rather than over R.
Note also that the situation of the real line and the complex unit circle are considerably di erent in this respect that the natural generalization of the polynomial case requires the points i to be inside the disk (to be able to recover the polynomial case by setting them all equal to 0) while for the real line case, these points are all on the extended real line (to be able to set them all equal to 1). This brief discussion of the moment problem shows that there is a distinction to be made between the case of the line and the case of the unit circle. In fact when the Cayley transform is put into play, there are 4 cases to be considered:
1. supp ( ) is jzj = 1, all j i j < 1 2. supp ( ) is jzj = 1 all j i j = 1 3. supp ( ) is R all Im i > 0 4. supp ( ) is R all i 2 R Cases 1 and 3 are related by a Cayley transform and so are 2 and 4. Chapters 2{10 will be devoted to cases 1 and 3. Chapter 11 discusses similar results for cases 2 and 4 to which we shall refer as the boundary case. It is perfectly possible to combine the two cases like for example in 61], where the i are allowed to be inside the closed unit circle, thus combining cases 1 and 2.
Let us conclude this introduction with an outline of the text. Since the previous more technical introduction introduced some terminology, we can give it in some detail.
In Chapter 1, we start with preliminaries from complex analysis and some properties of reproducing kernels. It also includes some generalities on positive real functions, i.e., analytic functions in the unit disk with positive real part, also known as Carath eodory functions since they appeared in the Carath eodory-Fej er problem. We give also the relation with the bounded analytic functions. The latter are also known as Schur functions because it was Schur who used these functions in his algorithm to solve the Carath eodory-Fej er problem. A last important tool in our analysis are the J-contractive matrices studied by Potapov. They are introduced in Section 1.5.
It is then time to be more speci c and we introduce the fundamental spaces of rational functions which will generalize the spaces of polynomials of nite degree as they feature in the Szeg} o theory. They are de ned and discussed in Chapter 2 in some detail.
Rather than starting with the recurrence for the orthogonal functions themselves, it will turn out to be easier to start with the reproducing kernels which we do in Chapter 3. This chapter also contains the important Christo el-Darboux relations.
It will become clear in Chapter 4, when we give the recurrence for the orthogonal functions, that, compared with the reproducing kernels, they are somewhat less simple to handle, since the recurrence can not be easily described in terms of a J-unitary recursion. It is however possible to get some recurrence that generalizes the Szeg} o relations and one can also de ne functions of the second kind (Section 4.2). Like in Szeg} o's theory, these functions of the second kind appear as another independent solution of the recurrence for the orthogonal functions, exactly like the Szeg} o polynomials of the second kind. We also mention in this chapter how the coupled Szeg} o type recursions can be transformed into three-term recurrence relations, which are associated with continued fractions.
The relation to quadrature on the unit circle is given in Chapter 5. It gives quadrature formulas which, like the Gaussian quadrature on the real line have a maximal domain of validity. However, the zeros of the orthogonal functions on the circle are all inside the unit disk and they are thus not well suited to be used as abscissas. One can construct paraorthogonal functions which do have unimodular zeros and are missing the usual orthogonality conditions just by not being orthogonal to the constants. This di cient orthogonality causes the dimension of the domain of validity for the quadrature formulas to be one lower than the dimension in the classical case of Gaussian formulas. Also the domain of validity is not a polynomial space but a space of rational functions. Of course, similar results hold for the half plane and they are formulated in parallel.
In the subsequent Chapter 6, we relate several results to rational interpolation problems in the class of Carath eodory and Schur functions. We also give the algorithm of NevanlinnaPick which is related to the recurrence for the reproducing kernels and also a similar algorithm which is related to the recurrence of the orthogonal functions. Some density problems, or the problem of completeness of the rationals in the spaces L p and H p or in L 2 ( ) and H 2 ( ) are discussed in Chapter 7. This forms an introduction to the chapter on convergence but is also used in the Favard theorem formulated in the next chapter.
Favard theorems for the spaces of rational functions are possible, exactly like in the polynomial case. They state that if one has polynomials satisfying a three-term recurrence relation, then they are orthogonal with respect to some measure. The same holds for the orthogonal rational functions where we may also replace the three-term recurrence by a recurrence as discussed in Chapters 3 and 4. We give constructive proofs for such theorems. Also the kernels satisfy a recurrence relation and one may be interested in a Favard-type theorem for the kernels, that is, if some kernel functions satisfy a typical recurrence relation, will they be reproducing kernels for nested spaces with respect to some inner product? Even in the polynomial case this problem has not been solved. We do not succeed in nding an easy characterization of the type of recurrence that will guarantee this Favard type result, but we give some indications of what can be obtained.
INTRODUCTION
Chapter 9 starts by giving a generalization of the Szeg} o problem which can be solved by a limiting approximation process in our rational function spaces. This is done in Section 9.1.
We could formulate it as nding the projection of z ?1 onto the space H 2 ( ), that is the space of polynomials closed in the L 2 ( ) metric. A crucial fact will then be to nd out when the space H 2 ( ) is not only spanned by the polynomials, which is the original Szeg} o approach, but it will also be spanned by the rational functions under certain conditions. Some further convergence results are discussed in Section 9.2. We give assymptotics for n in Section 9.3, We have to require that the points i stay away from the boundary. However, such results can be obtained under weaker conditions for which we introduce in Section 9.5 the orthogonal polynomials with respect to a varying measure as studied by Lopez 135].
The convergence results are given in Section 9.6 and the subsequent ones. There are strong and weak convergence results in norm, locally uniform convergence, and results about ratio and root assymptotics. They are obtained under various conditions that hold for the measure: Szeg} o ( R log 0 > ?1) or Rahmanov ( 0 > 0) a.e. and under several conditions on the point set 1 ; 2 ; : : :: it can be assumed to be compactly included in the disk or the half plane, or its Blaschke product can be assumed to diverge or a Carleman-type of condition can be assumed.
In Chapter 10 the moment problem is discussed, in particular, the classical theory of nested disks is generalized.
Finally in Chapter 11, we treat the boundary situation where the i are on the boundary, that is on the unit circle or on the real line. The complication there is that the i can be in the support of the measure. At a somewhat quicker pace, the orthogonal rational functions are introduced, their recurrence relations, Christo el-Darboux type relations, quadrature formulas, the moment problem, interpolation properties and convergence results.
Finally in Chapter 12 we give some of the direct applications of the theory that was developped in the previous chapters.
Conclusion
We have given an introduction to the theory of orthogonal rational functions. Although it required a slightly more complicated notation, our treatment allowed to discuss the case of the circle (@O = The case A O was extensively discussed in Chapters 2{10, the case A @O was discussed in Chapter 11. The origin of these problems can be found in multipoint generalizations of classical moment problems and associated interpolation problems which are usually one or two-point rational approximants in a Pad e-like sense.
The case IT from the previous scheme where A D and orthogonality is considered for a measure on T is in a sense the most natural multipoint generalization of the theory of orthogonal polynomials on the unit circle and the associated trigonometric moment problem. The polynomial problem occurs as a special case by choosing all k equal to 0.
The case BR in that scheme corresponds to the multipoint generalization of the polynomials on the real line and the associated Hamburger moment problem. Here the polynomials appear as a special case when all k are chosen to be at 1.
The cases IR and BT are obtained by conformal mapping of the cases IT and BR respectively. However, the polynomial situations for IT and BR are not mapped to polynomial situations in IR and BT. The polynomial situation in IT corresponds in a special rational situation in IR, in fact polynomials in (z ? i)=(z + i), and the polynomial case in BR is mapped to the case of special rationals, namely polynomials in (1 ? z)=(1 + z). While the authors were lecturing about the topic of this monograph at several international conferences, they were often asked how this collaboration of people from four di erent countries came about. In fact, this was not just a coincidence. Coming from di erent directions, analytical, numerical or applied, each of the authors was interested in the multipoint generalizations of the polynomial ideas as outlined above. Thus it was unavoidable that some day they should meet at a conference somewhere in the world. Once they had discovered their common interest, mutual visits, and often participation in conferences, which sometimes took place in none of the countries where the authors reside, turned professional contacts into personel friendship. The collaboration has been quite intense during the last 5 years. For dayly communication, the fax machine and the internet were indispensible tools. We nish with some historical notes about how the authors were brought together.
Olav Nj astad has been working for quite a while on moment problems, continued fractions, orthogonal polynomials and related topics, both for the case of the real line and for the complex unit circle. Much of his work was in collaboration with W.B. Jones and W. Thron. For the trigonometric moment problem, the polynomials studied by Szeg} o are the natural building bricks to be used. As it is well known, this theory naturally leads to rational approximants for positive real functions, quadrature formulas etc. For moment problems on the real line like the Hamburger moment problem, the same kind of problems, tools and solutions occur, but now using polynomials orthogonal on the real line. The discussion of strong Hamburger moment problem gave rise to a rst generalization. The orthogonal polynomials have to be replaced by orthogonal Laurent polynomials and the rational approximants were replaced by approximants that did not approximate in one point, but in two points. So a step was made from one-point Pad e-type approximation to two-point Pad e approximation. The step from two to more than two is then only an unavoidable generalization. So the extended moment problems were born, which are related to multipoint Pad e approximation. However the idea of treating power series in more than one point somehow suggested to deal with only a nite number of points in which these power series were given. This explains why the earlier papers dealt with the so called cyclic situation where the in nite sequence of points k was a cyclic repetition on only a nite number of di erent points.
Pablo Gonz alez-Vera promoted in 1985 on Two-point Pad e type approximants which was closely related to orthogonal Laurent polynomials, quadrature and strong moment problems.
It was in the fall of 1985 at a workshop organized by Claude Brezinski in Luminy in the South of France, that Erik Hendriksen, Pablo Gonz alez-Vera and Olav Nj astad met. Erik visited Trondheim at the end of the year and Olav was invited to Amsterdam in 1986 and this started collaboration on the topic of orthogonal Laurent polynomials and multipoint generalizations, which give rise to the orthogonal rational functions. Erik's promotion on Strong moment problems and orthogonal Laurent polynomials was held in Trondheim in April 1989.
By their common interests in two-point Pad e approximation, quadrature formulas and more general multipoint Pad e approximation, also Pablo and Olav kept in touch. In was in May{June 1989 that Pablo spent some time in Trondheim. Olav and Pablo prepared some work to be presented at another Luminy workshop to be held in September of that year.
Adhemar Bultheel who made his Ph.D. under the guidance of P. Dewilde had entered these topics motivated by the interests of his promotor in applied topics like digital speech processing, lossless inverse scattering, etc. The algorithms of Schur and Nevanlinna-Pick were the tools par excellence to deal with these problems. The orthogonal rational functions are not of central interest though because the optimal predictors are given by reproducing kernels in the rst place. His Ph.D. (1979) dealt with Recursive Rational Approximation discussing both matrix versions of the Nevanlinna-Pick algorithm and Pad e approximation in one and two points.
Olav and Adhemar met for the rst time at the NATO Advanced Study Institute on Orthogonal Polynomials and their Applications organized by Paul Nevai in Columbus, Ohio in May{June 1989.
It was only at the September meeting organized by Claude Brezinski on Extrapolation and Rational Approximation in Luminy, France, from September 24{30, 1989 that the present four authors met. Adhemar and Olav visited La Laguna (Tenerife) in October{November of the same year and this really started a successful collaboration between the four authors in trying to extend the theory of rational functions, rst in the unit circle and the k inside the disk, but later also for the boundary situation, i.e., where the points are on the circle, which is the obvious choice when trying to get analogs for the extended moment problems on the line.
From December 1993 till December 1996, A. Bultheel, P. Gonz alez-Vera and O. Nj astad were collaborating in the framework of a European Human Capital and Mobility project rolls under contract number CHRX-CT93-0416. This project tried to unify topics in Rational approximation, Orthogonal functions, Linear algebra, Linear systems and Signal processing. The nancial contribution from this project for the accomplishment of this nonograph is greatly appreciated. The present book is one of the accomplishments of the project.
This historical note may explain how this introduction to the theory of orthogonal rational functions came about. The treatment is only introductory since we have not attempted to cover all possible generalizations of the corresponding Szeg} o theory. Many aspects of the theory were not discussed and there is much work to be done. There is the matrix case which was for example discussed in 55, 25, 141, 3, 159] and many other papers. For a matrix theory of orthogonal polynomials on the unit circle see 73, 74] or even the case of operator valued functions 178, 83, 19, 144] . This is related to many directional or tangential interpolation problems like discussed in 79, 81, 80, 82, 158, 113, 96, 10] or the theory of more general Junitary matrices, a theory initiated by Potapov 174, 76, 9, 13, 14, 15, 16, 123, 86, 87, 85, 88] . More of the polynomial results in 19] could have been generalized. We could have stressed more the multipoint Pad e aspect of this theory (see 97, 109, 153] ). Much more results can be obtained for the asymptotics of the polynomials or the recursion coe cients and the convergence of Fourier series in these orthogonal functions. There is the theory of timevarying systems which can be generalized. See 95, 189, 62, 20, 190] . And there are of course the many beautiful applications, with their own terminology and their own problem settings. We have given but a brief introduction to some of these in the last chapter. One could consult for example the volumes 94, 83, 19, 51, 124] . And there is a very long bibliography that is related to all these topics. Citing them all would be a project on its own.
So we are well aware of the fact that the present discussion is only an appetizing survey which may hopefully invoke some interest in the eld, if that were necessary at all. We think it is a fascinating subject, even more fascinating than the theory of orthogonal polynomials, if that does not sound too much as a blasphemy.
