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Abstract
In this article, copulas associated to multivariate conditional distributions in an Archimedean model are
characterized. It is shown that this popular class of dependence structures is closed under the operation of
conditioning, but that the associated conditional copula has a different analytical form in general. It is also
demonstrated that the extremal copula for conditional Archimedean distributions is no longer the Fréchet
upper bound, but rather a member of the Clayton family. Properties of these conditional distributions as well
as conditional versions of tail dependence indices are also considered.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
It is now well recognized that copulas provide a ﬂexible approach to model the joint behavior of
random variables. In fact, this method allows to represent a multivariate distribution as a function
of its univariate marginals through a linking function called a copula. The power of this approach
mainly lies in the possibility for a practitioner to model the dependence structure independently of
the marginal behaviors. Speciﬁcally, if H is the distribution function of a bivariate vector (X, Y )
with continuous marginals F and G, then a celebrated theorem of Sklar [16] ensures that there
exists a unique copula C : [0, 1]2 → [0, 1] such that for all (x, y) ∈ R2,
H(x, y) = C {F(x),G(y)} .
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Hence, C is a bivariate distribution function with uniform marginals on (0, 1) that captures all
the information about the dependence among the components of (X, Y ). A multivariate extension
of this result is straightforward. For a comprehensive introduction on the theoretical aspects
of copulas, the reader is referred to the monographs by Joe [8] and Nelsen [13]. Applications
of copulas for modeling purposes are to be found in the works of Cherubini and Luciano [3],
Vandenhende and Lambert [18] andHennessy and Lapan [7], among others. For tests of goodness-
of-ﬁt for copulas, see [2,5,6].
Aiming to gain understanding on the structure of many multivariate models, an almost unex-
plored approach is through the study of dependence structures of conditional distributions. This
paper will consider this idea for multivariate copulas of the form
C(u1, . . . , up) = −1{(u1) + · · · + (up)},
where  is a univariate generator that characterizes the dependence structure. To be speciﬁc, the
copulas of conditional distributions induced by C will be computed through a natural adaptation
of Sklar’s Theorem. Copulas that are expressed by C are termed Archimedean and consti-
tute a large class of multivariate models. Among them, one has Clayton’s generator (t) =
−1
(
t− − 1
)
, Frank’s generator (t) = log
(
e− − 1) − log (e−t − 1) and Ali–Mikhail–
Haq’s generator (t) = (1 − )−1 log
{
(1 − )t−1 + }. All these models are parameterized in
such a way that 0 corresponds to the independence copula (u, v) = uv, i.e. 0(t) = − log t .
In this article, it will be seen that the copula of a conditional distribution of an Archimedean
model stays in this family for a very large class of conditioning sets. These investigations
will complement and generalize earlier observations made by Sungur [17], who considered the
dependence structure of (X, Y |Ww). Here, multivariate generalizations for general Lebesgue-
measurable sets will be investigated, i.e. when the conditioning variable W is q-variate and
A ⊆ [0, 1]q . Moreover, it will be shown that the admissible range of dependence in con-
ditional distributions is often reduced, leading to conditional versions of the Fréchet upper
bound.
In Section 2, the case of a three-dimensional Archimedean vector (X, Y,W) is studied in
details, where it is proved that the copula of the distribution of (X, Y ) given W ∈ A is still
Archimedean and where a general expression for the associated characterizing generator is
provided. In Section 3, an analogue to the Fréchet upper bound is discovered for conditional
Archimedean distributions when one conditions with respect to W = w. In Section 4, many
concordance order properties of conditional Archimedean copulas are studied, while Section 5
explores conditional versions of tail dependence indices based on conditional copulas. Finally,
Section 6 provides multivariate extensions to the results encountered in Sections 2–5.
2. Conditional copula of multivariate Archimedean distributions
The aim of this section is to extract the copula of an Archimedean conditional distribution
and show that this dependence structure is still in the family of Archimedean models. For the
sake of simplicity, the results of Sections 2–5 will be derived for three-dimensional vectors,
while multivariate generalizations are offered in Section 6. For that purpose, let (X, Y,W) be a
random vector having a joint Archimedean distribution and uniform marginals on (0, 1). Hence,
the associated distribution function is the copula
C(x, y,w) = −1 {(x) + (y) + (w)} ,
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where  : [0, 1] → R+ is assumed to satisfy
(1) = 0 and (−1)i(−1)(i)(t)0 for i = 1, 2, 3. (1)
Conditions (1) are classic and ensure that C is a valid three-dimensional copula. Let A be a
Lebesgue-measurable subset of [0, 1] and denote by HA the conditional distribution of (X, Y )
given W ∈ A. One can show that
HA(x, y) = P−1A
∫
A
(
−1
)(1) {(x) + (y) + (w)}(1)(w) dw, (2)
where PA = P(W ∈ A). The exchangeability of the variables in an Archimedean model im-
plies that both univariate conditional marginals are identical and deduced from HA as FA(x) =
P (Xx|W ∈ A) = HA(x, 1), i.e.
FA(x) = P−1A
∫
A
(
−1
)(1) {(x) + (w)}(1)(w) dw. (3)
An application of Sklar’s Theorem in that context implies that the conditional copula associated
to HA is
CA(u, v) = HA
{
F−1A (u), F
−1
A (v)
}
. (4)
Theorem 1 states that CA is anArchimedean copula and an expression for its associated generator
is given.
Theorem 1. The copula CA associated to the distribution of (X, Y |W ∈ A), where (X, Y,W)
is Archimedean with generator , belongs to the Archimedean class with conditional generator
A(t) = 
{
F−1A (t)
}
, (5)
where F−1A is the quantile function of the distribution of X given W ∈ A.
Proof. First, in view of Eqs. (2) and (3), one can show that FA
{
C(x, y)
} = HA(x, y), where
C(x, y)=−1 {(x) + (y)}. Hence, in view of Eq. (4), one has CA(u, v)=FA
[
C
{
F−1A (u),
F−1A (v)
}]
. This copula can be written in the form CA(u, v) = −1A
{
A(u) + A(v)
}
, where
A(t) = 
{
F−1A (t)
}
. While A(1) = 0, it remains to show that
−1A (t) = FA{−1(t)} = P−1A
∫
A
(
−1
)(1) {t + (w)}(1)(w) dw
is decreasing and convex in order to prove that CA is a bivariate Archimedean copula. One
concludes that this is indeed the case since(
−1A
)(1)
(t) = P−1A
∫
A
(
−1
)(2) {t + (w)}(1)(w) dw0
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and (
−1A
)(2)
(t) = P−1A
∫
A
(
−1
)(3) {t + (w)}(1)(w) dw0,
where assumption (1) ensures that (1)0,
(
−1
)(2)
0 and
(
−1
)(3)
0. 
In view of the representation of the conditional copula as
CA(u, v) = FA
[
C
{
F−1A (u), F
−1
A (v)
}]
,
this dependence model arises as a distorted version of C with distortion function FA. In a
different setting, Morillas [10] studied similar transformations of copulas. Note that stochastic
order properties for the conditional distribution FA was studied by Müller and Scarsini [11] when
A = {w}.
It is hard in general to obtain closed-form expressions for A. Some interesting special cases
are enounced in the following corollary to Theorem 1.
Corollary 1. Let A = [a, b]. Then the conditional copula C[a,b] has inverse generator
−1[a,b](t) =
−1 {t + (b)} − −1 {t + (a)}
b − a .
As a consequence, the conditional generator of (X, Y |Ww) is
[0,w](t) = (wt) − (w),
the conditional generator of (X, Y |W = w) is
{w}(t) = 
[(
(1)
)−1 {(1)(w)
t
}]
− (w),
and the inverse conditional generator of (X, Y |W > w) is
−1[w,1](t) =
−1(t) − −1 {t + (w)}
1 − w .
The form of the conditional generator [0,w] is not new. Apart from being a way to create new
families ofArchimedean copulas, it is also the generator that characterizes the conditional copula
of (X, Y ) given X1, Y 2. Indeed, Manatunga and Oakes [9] and Charpentier [1] observed
that 1,2(t) = (t) − (), where  = C(1, 2) and C is the copula of (X, Y ).
In the following, some illustrations of Corollary 1 for the most popular Archimedean copulas
are presented. See Appendix B for other examples.
Example 1 (Clayton’s generator). As an illustration of Corollary 1, take the generator of Clay-
ton’s family of distributions, namely (t) = −1
(
t− − 1
)
, 0. As already obtained by
Sungur [17], the conditional generator when Ww is totally invariant under such transforma-
tions, i.e.[0,w],(t) = (t).A similar invariance property of conditional distribution was shown
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by Oakes [14] to characterize Clayton’s family in the bivariate case when one conditions with
respect to X1, Y 2. For the case W = w, straightforward computations show that
{w},(t) = {r()}−1
(
t−r() − 1
)
where r() = 
 + 1 .
Hence the conditional copula when W = w is family invariant since {w}, generates Clayton’s
copula with parameter r().
Example 2 (Frank’s generator). Frank’s distribution is family invariant when Ww since
[0,w], = w, while
{w},(t) =
1
1 − f () log
{
1 − f ()
t
+ f ()
}
where f () = 1 − e−w.
Hence {w}, generates Ali–Mikhail–Haq’s copula with parameter f (). As a consequence, the
bivariate Ali–Mikhail–Haq distribution with parameter  can be deduced from Frank’s trivariate
family with parameter f −1() = − log(1 − )/w by conditioning with respect to W = w.
Example 3 (Ali–Mikhail–Haq’s generator). Computations show that this generator with param-
eter  is family invariant when Ww, but the new parameter is w(1 −  + w)−1. It is
thus the independence copula when w = 0 or  = 0, and Clayton’s copula with parameter 1
when  = 1.
3. A conditional Fréchet upper bound
Any copula C is bounded above by the Fréchet upper bound M(u, v) = min(u, v), i.e.
C(u, v)M(u, v) for all (u, v) ∈ [0, 1]2. In other words, M is the strongest admissible de-
pendence structure. Here, it will be shown that this bound can be improved when one deals with
the conditional copula C{w}.
As a starting point, Example 1 shows that the dependence in Clayton’s conditional distribution
of (X, Y ) givenW = w is weakenedwith respect to the initial distribution. Indeed, it was seen that
the new parameter is r() <  for all  > 0. Furthermore, the strongest conditional dependence
structure is attained when  → ∞, in which case the generator is ˜(t) = 1/t − 1. A similar
observation holds for Frank’s conditional copula since
lim
→∞{w}, =
1
t
− 1.
It turns out that the copula generated by ˜ acts as an upper bound for a large variety ofArchimedean
models. This fact is established in Theorem 2. It generalizes the usual Fréchet upper bound for
unconditional distributions.
Theorem 2. Suppose that the generator of the copulaC of a randomvector (X, Y,W) satisﬁes
(1)(t)(3)(t)
{
(2)(t)
}2 for all 0 t1. (6)
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Then the copula C,{w} of the conditional distribution of (X, Y |W = w) is bounded above by
M1(u, v) = uv
u + v − uv ,
i.e. C,{w}(u, v)M1(u, v) for all (u, v) ∈ [0, 1]2.
Proof. First note that M1 is generated by ˜. Hence, from Corollary 4.4.6 of Nelsen [13], it
will be sufﬁcient to show that g(t) = {w}{˜−1(t)} is concave. Writing g(t) = {(1)(w)(t +
1)} − (w), where  =  ◦ ((1))−1, this is equivalent in proving that  is concave, since
g(2)(t) = {(1)(w)}2(2){(1)(w)(t + 1)}. After little algebra, ′′(t)0 yields condition (6),
which is assumed to be true. 
Remark 1. In Example 2, it was observed that Ali–Mikhail–Haq’s model is a conditional
dependence structure that arises from Frank’s copula. An application of Theorem 2 then im-
plies that the members of this family must be bounded above by M1. This is indeed the case since
lim→1 (t) = ˜(t) and 1 is a dependence parameter. This furnishes an explanation for the
limited admissible dependence range in this class of copulas.
Condition (6) seems to be met for many models, including Frank and Clayton. For the latter,
one computes
(i) (t) =
(−1)i

⎧⎨⎩
i−1∏
j=0
( + j)
⎫⎬⎭ t−(+i),
from which it follows that
(1) (t)
(3)
 (t){
(2) (t)
}2 =  + 2 + 11,
showing that (6) holds for all 0. Similarly, one has for Frank’s generator,
(1) (t)
(3)
 (t){
(2) (t)
}2 = et + 1et 1.
The reduction in the strength of conditional dependence enlightened by Theorem 2 also occurs
for the classical normal distribution. First note that through an application of Sklar’s Theorem,
the associated Gaussian copula is parameterized by the correlation matrix only. When all the
correlation coefﬁcients are equal to , one deduces from a well-known result in multivariate
analysis that the conditional law of two components in this model with respect to the third
variable being equal to w is bivariate normal with correlation coefﬁcient  = /(+ 1). Hence,
the bivariate conditional copula has correlation parameter at most 12 . In future investigations, it
could be interesting to study the dependence range for conditional distributions not necessarily
in the Archimedean class.
Theorem 2 states that M1 is an upper bound for all bivariate conditional Archimedean copu-
las satisfying (6), playing the same role as the usual Fréchet upper bound M for unconditional
copulas. This implies that the dependence range for conditional distributions is narrower than for
378 M. Mesﬁoui, J.-F. Quessy / Journal of Multivariate Analysis 99 (2008) 372–385
unconditional distributions. To get an idea of the magnitude in this loss of possible dependence,
one considers Kendall’s measure of association. For a bivariate population with Archimedean
generator , the latter is computed through the formula
 = 1 + 4
∫ 1
0
(t)
(1)(t)
dt.
This enables to compute that the maximum value of Kendall’s tau for bivariate conditional distri-
butions when W = w is ˜ = 13 .
4. Properties of conditional Archimedean copulas
In this section, many properties of conditional generators described in Corollary 1 will be
derived. One starts with Proposition 1, who states that−1 can be decomposed as a weighted sum
of inverse conditional generators deﬁned on an arbitrary partition of [0, 1].
Proposition 1. Let  be the generator of the Archimedean copula of (X, Y,W) and let P be any
partition of [0, 1]. Then
−1(t) =
∑
A∈P
PA−1A (t),
where PA = P(W ∈ A) and A is the generator of (X, Y |W ∈ A).
Proof. First note that −1(t) = P
{
X−1(t)
}
, since X is uniformly distributed on (0, 1).
Conditioning on the members of the set P , one then has
−1(t) =
∑
A∈P
PAFA
{
−1(t)
}
,
where FA
{
−1(t)
}
= P
{
X−1(t)|W ∈ A
}
. The result obtains invoking Theorem 1, where
one can deduce the identity FA
{
−1(t)
}
= −1A (t). 
Letting P = {[0, w], (w, 1]} in the last proposition, one ﬁnds a decomposition formula of a
generator −1 as the weighted sum
−1(t) = w−1[0,w](t) + (1 − w)−1(w,1](t)
involving the conditional generators when Ww and W > w. Also, with arguments similar to
that of the proof of Proposition 1, one deduces
−1(t) =
∫ 1
0
−1{w}(t) dw.
Proposition 2 establishes that the copula of (X, Y |Ww) becomes more concordant as w in-
creases. In other words, the strength of the dependence of this conditional copula is an increasing
function of w, which can be viewed as a dependence parameter in that context. The proof is given
in Appendix A.
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Proposition 2. Let the generator  of the distribution of (X, Y,W) be such that −1/(−1)(1)
is convex. Then the family of conditional generators of (X, Y |Ww) are ordered by w, i.e. wz
implies C[0,w](u, v)C[0,z](u, v) for all (u, v) ∈ [0, 1]2.
As a consequence of Proposition 2, one has that the strength of the dependence isweakened once
a conditioningwith respect toWw is applied, letting z = 1 and noting that(t) = [0,1](t). The
strongest conditional dependence structure is then that of the bivariate copula generated by. Note
that −1
/(
−1
)(1)
is convex for most families of copulas including Clayton, Ali–Mikhail–Haq
and Frank.
The next result states that the concordance relation between two Archimedean copulas C1 and
C2 is preserved for the associated conditional copulas.
Proposition 3. Let1 and2 begenerators of the copulasC1 andC2 such thath(t)=1
{
−12 (t)
}
is concave on [0,∞). Then, for any ﬁxed value w ∈ [0, 1], one has C1,[0,w](u, v)C2,[0,w](u, v)
for all (u, v) ∈ [0, 1]2.
Proof. From Corollary 4.4.4 of Nelsen (1999), C1 is less concordant than C2. Moreover,
1,[0,w]{−12,[0,w](t)} = h
{
t + 2(w)
}−1(w) is concave on [0,∞), since h is assumed concave.
This satisﬁes Corollary 4.4.4 of Nelsen [13], which completes the proof. 
An interesting feature of the conditional generator when Ww is the fact that it preserves the
Fréchet upper bound. To see this, one uses a result that can be found in Nelsen [13] that states that
if lim→∞ (t)/
(1)
 (t) = 0, then the Fréchet copula is attained as a limiting case for members
of a parametric family of Archimedean copulas generated by . If [0,w], is the conditional
generator associated to , then
lim
→∞
∣∣∣∣∣∣[0,w],(t)(1)[0,w],(t)
∣∣∣∣∣∣ = lim→∞ 1w (w) − (wt)(1) (wt)
= 1
w
lim
→∞
∣∣∣∣∣ (wt)(1) (wt)
∣∣∣∣∣
{
1 − lim
→∞
(w)
(wt)
}
 1
w
lim
→∞
∣∣∣∣∣ (wt)(1) (wt)
∣∣∣∣∣ ,
since 0(w)/(wt)1. By assumption, the right-hand term vanishes, and one can conclude
that C[0,w], attains the Fréchet upper bound as  → ∞.
The next result is an analogue to Proposition 2 for the family of conditional generators {{w};
w ∈ (0, 1)}. A sketch of the proof, which is similar to that of Proposition 2, is to be found in
Appendix A.
Proposition 4. Let the generator of (X, Y,W) be such that(1)/(2) is a convex function.Then
the family of generators of (X, Y |W=w) is ordered byw, i.e.wz impliesC{w}(u, v)C{z}(u, v)
for all (u, v) ∈ [0, 1]2.
The last proposition suggests that w can be interpreted as a dependence parameter. In other
words, the family of conditional copulas C{w} is ordered by w ∈ [0, 1]. For a given family
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of Archimedean copulas whose generator satisﬁes the condition of Proposition 4, the strongest
dependence structure is then limw→1 C{w} which, by Theorem 2, cannot exceed M1, the con-
ditional Fréchet upper bound. The next proposition characterizes the limiting generator while
w → 0, i.e. for the case of least conditional dependence. The proof is deferred to Appendix A.
Proposition 5. Suppose −1 varies regularly at inﬁnity with index  > 0, i.e.
lim
x→∞
−1(xt)
−1(x)
= t−1/. (7)
Then, the limiting conditional copula of (X, Y |W = w) as w → 0 belongs to Clayton’s family
with parameter /( + 1).
To illustrate the last proposition, take the generator 	(t) = (t−1/	 − 1)	 which is shown to
be regularly varying with index  = 1. Then, the conditional generator when W = 0 is Clayton
with parameter 12 .
5. Conditional tail dependence indices
The bivariate lower and upper tail dependence indices associated to (X, Y ) having marginal
distributions F and G are deﬁned, respectively, by
TL = lim
u→0 P {F(X)u|G(Y)u} and TU = limu→1 P{F(X) > u|G(Y) > u}.
Since the joint distribution of (F (X),G(Y )) is the copula C associated to (X, Y ), these measures
depend solely on C. For an Archimedean copula C, Nelsen [12] deduced the formulas
TL, = lim
x→∞
−1(2x)
−1(x)
and TU, = 2 − lim
x→0
1 − −1(2x)
1 − −1(x)
in terms of the characterizing generator  of C. For Clayton’s copula with parameter , one has
TL = 2−1/. Since the associated conditional dependence structure of (X, Y |W = w) belongs to
this family with parameter ( + 1)−1, the conditional lower tail index is TL,{w} = 2−1/−1 =
TL/2. Hence, the strength of the tail dependence is reduced by a factor of 2. As stated in the
next proposition, this is indeed the case for all Archimedean models whose generator satisﬁes a
technical condition involving the behavior of −1 at large values.
Proposition 6. Let C be a bivariate copula generated by  such that the lower tail dependence
index TL, exists. Suppose that −1 is a Laplace transform of some probability density and for
all a0,
lim
x→∞
−1(x)
−1(x + a) = 1. (8)
Then, the lower-tail dependence index of the bivariate conditional copula is
TL,{w} =
TL,
2
.
M. Mesﬁoui, J.-F. Quessy / Journal of Multivariate Analysis 99 (2008) 372–385 381
Proof. Letting rw = (w), one has
TL,{w} = lim
x→∞
(
−1
)(1)
(2x + rw)(
−1
)(1)
(x + rw)
= lim
x→∞
(
−1
)(1) {2(x + rw/2)}(
−1
)(1)
(x + rw/2)
lim
x→∞
(
−1
)(1)
(x + rw/2)(
−1
)(1)
(x + rw)
.
From a result on Laplace transforms that one can ﬁnd in Feller [4], the fact that limx→∞ −1(x)
= 0 implies that limx→∞
(
−1
)(1)
(x) = 0. Hence, after an application of L’Hôpital’s rule,
TL,{w} = A · B/2, where
A = lim
x→∞
−1 {2(x + rw/2)}
−1(x + rw/2)
= lim
y→∞
−1(2y)
−1(y)
= TL,,
by the deﬁnition of the lower-tail dependence index, and B is equal to
lim
x→∞
(
−1
)(1)
(x + rw/2)(
−1
)(1)
(x + rw)
= lim
x→∞
−1(x + rw/2)
−1(x + rw)
= lim
y→∞
−1(y)
−1(y + rw/2)
= 1,
using assumption (8). 
The upper tail dependence index related to conditional Archimedean distributions when W =
w vanishes for all w ∈ [0, 1). To see this, one uses an observation made by Schmidt [15] who
established that
TU, = 2 − 2 lim
x→0
(
−1
)(1)
(2x)(
−1
)(1)
(x)
.
It follows, as long as w < 1, that
TU,{w} = 2 − 2 lim
x→0
(
−1
)(2)
(2x + rw)(
−1
)(2)
(x + rw)
= 2 − 2
(
−1
)(2)
(rw)(
−1
)(2)
(rw)
= 0.
This result, which may seem surprising at ﬁrst glance, calls for further investigations for distri-
butions not in the Archimedean family. In particular, one may wonder if conditional copulas in
the class of meta-elliptical models exhibit a similar behavior. This will be the subject of future
researches.
6. Multivariate extensions
The results of Sections 2–5 can be generalized to a multivariate setting. To this end, ﬁrst deﬁne
a p-variate Archimedean copula by
C(u1, . . . , up) = −1
{
(u1) + · · · + (up)
}
,
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where is a generator such that(1)=0 and−1 is completelymonotonic, i.e. (−1)i
(
−1
)(i)
0
for all i ∈ N. These requirements ensure that C is a copula for all dimensions p2. Suppose
X = (X1, . . . , Xp) and W = (W1, . . . ,Wq) are such that the joint distribution of (X,W) is a
(p + q)-dimensional Archimedean copula with generator . One deduces that the conditional
distribution HA of X given W ∈ A, where A is a Lebesgue-measurable subset of [0, 1]q , is
HA(x1, . . . , xp)
= P−1A
∫
A
(−1)(1)
⎧⎨⎩
p∑
i=1
(xi) +
q∑
j=1
(wj )
⎫⎬⎭
q∏
i=1
(1)(wi) dw1 · · · dwq,
where PA = P(W ∈ A). From this latter formula, one extracts the p identical marginal distribu-
tions FA(x) = HA(x, 1, . . . , 1) and hence the associated conditional copula CA(u1, . . . , up) =
HA{F−1A (u1), . . . , F−1A (up)}. By the propertyHA(x1, . . . , xp) = FA
{
C(x1, . . . , xp)
}
that can
be shown to hold for any Archimedean copula, one can write
CA(u1, . . . , up) = FA ◦ −1
{
 ◦ F−1A (u1) + · · · +  ◦ F−1A (up)
}
,
which is an Archimedean copula generated by A(t) = 
{
F−1A (t)
}
, giving a multivariate ana-
logue to Theorem 1.When A = [0, w1]× · · ·× [0, wq ], the conditional generator when Ww is
A(t) = (Pwt)−(Pw), where Pw = P(Ww) = −1
{
−1(w1) + · · · + −1(wq)
}
. Hence,
it is easy to see that A = [0,Pw], in view of the results established in Corollary 1. Hence, it is
clear that Proposition 2 holds whenever PwPz, while the conclusion of Proposition 3 holds as
well, substituting w by Pw.
Letting A = (w1, . . . , wq), some computations invoking the fact that −1A (t) = FA{−1(t)}
implies that the conditional inverse generator when W = w is
−1{w}(t) =
(
−1
)(q) {t + (Pw)}(
−1
)(q) {(Pw)} . (9)
Example 4. For Clayton’s copula, one computes using Eq. (9) that
−1{w},(t) = (t + 1)−1/˜ where ˜ =

q + 1 ,
showing that this generator is family-invariant even in the general q-variate case. For Frank’s
generator, one has
−1{w},(t) =
Sq−1
{
(1 − e−Pw)e−t}
Sq−1
(
1 − e−Pw) ,
where Sq(x) = ∑∞i=1 iqxi , while for Ali–Mikhail–Haq,
−1{w},(t) =
Sq
(
˜e−t
)
Sq (˜)
where ˜ = Pw
1 − (1 − Pw) .
This representation of−1{w}, in terms of Sq is validwhenever  < 1 since by d’Alembert’s criteria,
a sufﬁcient condition for Sq(x) to converge is that |x| < 1. It follows that Sq
(
˜e−t
)
< Sq (˜) < ∞
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since ˜e−t < ˜ < 1. When  = 1,  also belongs to Clayton’s family with parameter  = 1 and
it is straightforward to obtain that
−1{w},(t) =
{
t
(Pw) + 1
+ 1
}−(q+1)
,
which characterizes Clayton’s copula with parameter  = (q + 1)−1.
Using representation (9), a generalization of Proposition 4 is possible, assuming that (−1)(q)/
(−1)(q+1) is a convex function. Then, the family of conditional generators of (X|W = w) are
ordered by Pw, i.e. PwPz implies C{w}(u)C{z}(u) for all u ∈ [0, 1]p. Also, Proposition 5
generalizes to q variables, stating that the conditional distribution of (X|W = w) converges
toward Clayton’s model with parameter /(q + 1) as Pw → 0. Finally, under the assumption
q
(q)(t)
(q+2)(t)(q + 1)
{

(q+1)(t)
}2
where 
 ≡ −1,
one can show that the copula of the conditional distribution of (X|W = w) is bounded above by
Mq(u1, . . . , up) =
(
p∑
i=1
v
−1/q
i − p + 1
)−q
,
i.e. Clayton’s copula with parameter  = 1/q. The latter assumption, which occurs to be veriﬁed
for a large number of models, encompasses condition (6) when q = 1, since straightforward
computations show that 
(1)(t)
(3)(t)2{
(2)(t)}2 is equivalent to (1)(t)(3)(t){(2)(t)}2.
The bound Mq generalizes the extremal copula M1 to the case q > 1. It acts as an upper bound
for conditional Archimedean copulas when W = w, with w ∈ (0, 1)q . Note that the family of
Fréchet bounds {Mq; q0} contains the usual Fréchet copula sinceM = limq→0 Mq . In fact,Mq
constitutes a strictly decreasing sequence, with respect to the concordance order, that converges
toward the independence copula as q → ∞.
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Appendix A. Proofs
Proof of Proposition 2. According to Corollary 4.4.6 in Nelsen [13], it is sufﬁcient to show that
(1)[0,w](t)/
(1)
[0,z](t) is a non-decreasing function, where wz. Since 
(1)
[0,w](t) = w(1)(wt), it is
enough to prove that g1(t) = (1)(wt)/(1)(zt) is non-decreasing. The condition g(1)1 (t)0 for
all t0 yields the inequality
z(2)(zt)
(1)(zt)
w
(2)(wt)
(1)(wt)
,
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which must be satisﬁed for all t0. This is equivalent in saying that g2(x) = x(2)(x)/(1)(x)
is non-increasing, or that
g2
{
−1(x)
}
= d
dx
−1(x)(
−1
)(1)
(x)
− 1
is non-decreasing. This is indeed the case since −1
/(
−1
)(1)
is convex, by assumption. 
Proof of Proposition 4. Mimicking the proof of Proposition 2, it will be sufﬁcient to show
that h1(t) = (1){w}(t)/(1){z}(t) is non-decreasing. This requirement will be fulﬁlled if h2(x) =
x(2)(x)/(1)(x) is non-decreasing. As little algebra shows that
h2
{
(1)(x)
}
= 1 − 
(1)(x)(3)(x){
(2)(x)
}2 = ddx (1)(x)(2)(x)
and since (1) is increasing, the assumption that (1)/(2) is convex implies that h2 is
increasing. 
Proof of Proposition 5. First note that −1{w}(ct) generates the same copula as 
−1
{w}(t). Choosing
c = (w) so that the limit is non-degenerate, one then ﬁnds
lim
w→0 
−1
{w} {(w)t} = limx→∞
(
−1
)(1) {x(t + 1)}(
−1
)(1)
(x)
= (t + 1)−1 lim
x→∞
−1 {x(t + 1)}
−1(x)
,
the last equality emerging by an applications ofL’Hôpital’s rule and the fact that limx→∞
(
−1
)(1)
(x) = 0. Finally, the regular variation of −1 gives −1{0}(t) = (t + 1)−1−1/ as the generator
of the copula of (X, Y |W = w) as w → 0, which belongs to Clayton’s family with parameter
 = /( + 1). 
Appendix B. Families of conditional generators when W = w
(t) −1{w}(t)
|log t | (t + 1)(1−)/ exp
[
r
1/
w
{
1 − (t + 1)1/
}]
(
1
t
− 1
)
(t + 1)1/−1
{
r
1/
w +1
r
1/
w (t+1)1/+1
}2
(1 − log t) − 1 (t + 1)1/−1 exp
[
(rw + 1)1/
{
1 − (t + 1)1/
}]
(
t−1/	 − 1)	 (t + 1)1/	−1 { r1/	w (t+1)1/	+1
r
1/	
w +1
}
Here, rw = (w). All models in the above table cover the whole range of positive dependence,
attaining the Fréchet upper bound M as a limiting case when the parameter value tends to +∞.
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Moreover, one can show that all these four conditionalmodels attain the upper bound ofTheorem2
as limiting cases.
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