In this paper, we study the problem of formation keeping of a network of strictly passive systems when very coarse information is exchanged. We assume that neighboring agents only know whether their relative position is larger or smaller than the prescribed one. This assumption results in very simple control laws that direct the agents closer or away from each other and take values in finite sets. We show that the task of formation keeping while tracking a desired trajectory and rejecting matched disturbances is still achievable under the very coarse information scenario. In contrast with other results of practical convergence with coarse or quantized information, here the control task is achieved exactly.
of agents with strictly-passive dynamics which exchange binary information. The binary information models a sensing scenario in which each agent detects whether or not the components of its current distance vector from a neighbor are above or below the prescribed distance and apply a force (in which each component takes a binary value) to reduce or respectively increase the actual distance. A similar coarse sensing scenario was considered in [34] in the context of the so-called "minimalist" robotics. Remarkably, despite such a coarse information and control action, we show that the control law guarantees exact achievement of the desired formation. This is an interesting result, since statically quantized control inputs typically generates practical convergence, namely the achievement of an approximate formation in which the distance from the actual desired formation depends on the quantizer resolution [12] . Here the use of binary information allows us to conclude asymptotic convergence without the need to dynamically update the quantizer resolution. The use of binary information in coordination problems ( [11, 10] ) has been proven useful to the design and real-time implementation of distributed controls for systems of first-or second-order agents in a cyber-physical environment (see e.g. [31, 27, 15] ). We envision that a similar role will be played by the results in this paper for a larger class of coordination problems (see [16] for an early result in this respect). Another advantage of our approach is that the resulting control laws are implemented by very simple directional commands (such as "move north", "move north-east", etc. or "stay still"). We also show that the presence of coarse information does not affect the ability of the proposed controllers to achieve the formation in a leader-follower setting in which the prescribed reference velocity is only known to the leader. This paper adopts a similar setting as in [12, 17] but controllers and analysis are different. Moreover, the paper investigates the formation control problem with unknown reference velocity tracking and matched disturbance rejection that was not considered in [12, 17] . Compared with [34] , where also coarse information was used for rendezvous, the results in our contribution apply to a different class of systems and to a different cooperative control problem. Early results with the same sensing scenario but for a formation of agents modeled as double integrators have been presented in [22] . The paper is organized as follows: Section 2 introduces the problem statement along with some motivations and notation. Analysis of the formation keeping problem with coarse data in the case of known/unknown reference velocity is studied in Section 3. Section 4 investigates the problem of formation keeping with coarse data in the presence of matched disturbances. Related simulations are presented in Section 6. The paper is summarized in Section 7.
Notation. Given two sets S 1 , S 2 , the symbol S 1 × S 2 denotes the Cartesian product of two sets. This can be iterated. The symbol × m k=1 S k denotes S 1 × S 2 × . . . × S m . For a set S, card(S) denotes the cardinality of the set S. Given a matrix M of real numbers, we denote by R(M ) and N (M ) the range and the null space, respectively. The symbols 1, 0 denotes vectors or matrices of all 1 and 0 respectively. Sometimes the size of the matrix is explicitly given. Thus, 1 n is the n-dimensional vector of all 1. I p is the p × p identity matrix. Given two matrices A, B, the symbol A ⊗ B denotes the Kronecker product.
Preliminaries 2.1 The multi-agent system
In this subsection we review the passivity-based approach to multi-agent system control ( [2] , see also [5, 25, 17] ). A network of N agents in R p are considered. For each agent i, x i ∈ R p represents its position. The communication topology of the network is assumed to be modeled by a connected and undirected graph G = (V, E), where V is a set of N nodes and E ⊆ V × V is a set of M edges connecting the nodes. Label one end of each edge in E with a positive sign and the other end with a negative sign. We define the relative position z k as following z k = x i − x j if node i is the positive end of the edge k x j − x i if node j is the positive end of the edge k where x i ∈ R p is the position of the agent i expressed in an inertial frame. We define the N × M incidence matrix B associated with the graph G as follows
If node i is the positive end of the edge k −1 If node j is the positive end of the edge k 0 otherwise.
By definition of B, we can represent the relative position variable z, with z [z
Equation (1), implies that z belongs to the range space R(B T ⊗ I p ). Each agent is expected to track its desired (time-varying) reference velocity denoted by v r i . Define the velocity error
The dynamics of each agent is given by
where ξ i ∈ R ni is the state variable, u i ∈ R p is the control input, y i ∈ R p is the velocity error, and the exogenous signal v r i ∈ R p is the reference velocity for the agent i. The maps f i , g i and h i are assumed to be locally Lipschitz such that f i (0) = 0, g i (0) is full column-rank, and h i (0) = 0. The system H i is assumed to be strictly passive from the input u i to the velocity error y i . Since the system H i is strictly passive, there is a continuously differentiable storage function S i : R ni → R + which is positive definite and radially unbounded and satisfies
where W i is a continuous positive function and
For the sake of conciseness, the equations (2) and (3) are written in the compact forṁ
We define the concatenated vectors
, is the desired relative position vector. The two vectors are related by the identity z * = (B T ⊗ I p )x * .
Problem Statement
Our goal is to design coordination control laws to attain the following collective behaviors for the formation of agents (2), (3):
(i) The velocity of each agent of the network asymptotically converges to the desired reference velocity v
(ii) Each relative position vector z k converges to the desired relative position vector z * k
(iii) In the presence of matched disturbances, i.e. in the case in which the equation (3) is replaced bẏ
where d i is a disturbance signal generated by a suitable exosystem (see Section 4), the collective behaviors in (i) and (ii) are still guaranteed.
Differently from other work in formation control, we are interested in control laws that achieve complex coordination tasks using very coarse information about the relative positions of the agents. We assume that the agents of the network are equipped with sensors that are capable to detect whether the relative position of two agents is above or below a prescribed one. In line with our goals, for each agent i, the control law is designed as
where sign(·) is the sign function and operates on each element of the p-dimensional vector z k − z * k . The sign function sign(·) : R → {−1, +1} is defined as follows:
Observe that, b ik = 0 if and only if the edge k connects the agent i to one of its neighbors. This implies the control law u i uses only the information available to the agent i. The above control law is inspired by the passivity-based control design proposed in [2] . Discussion about the control (8) . The proposed control (8) has the following interpretation. Let the position of the agents be given with respect to an inertial frame in R p . Assign to each agent a local Cartesian coordinate system with an orientation identical to the inertial frame such that the current position of the agent is the origin of its local coordinate system. Therefore, there are p mutually perpendicular hyperplanes intersecting at the origin of the agent's local coordinate system and partitioning the state space into 2 p hyperoctants. For each neighbor of the agent i, the corresponding p-dimensional vector z k −z * k lies in one of these hyperoctants (possibly at the boundary) and contributes the term −b ik sign(z ik − z * ik ) to the control u i . The implementation of (8) only requires the agent to detect when z k − z * k is crossing the boundary between hyperoctants. 1 A few other advantages of this sensing scenario are discussed below: (i) The formation is achieved with large inaccuracies in the measurements of z k − z * k . As a matter of fact, the calculated control vector corresponding to a given vector −b ik (z k − z * k ) is the same no matter where (z k − z * k ) precisely lies in the hyperoctant.
(ii) If the agent i detects that the vector z k − z * k is crossing the boundary of any two hyperoctants, then a new control vector is applied due to the term −b ik sign(z k − z * k ) in (8) . In our analysis below, however, we show that the exact formation is still achieved if this control vector at the boundary takes any value in the convex hull of the two control vectors associated with the two hyperoctants. In this respect the control (8) is robust to possible uncertainties in the precise detection of the boundary crossing. (iii) The proposed control law guarantees the achievement of a desired formation by very simple directional commands, namely move closer if the actual position is larger than the desired one, move away if smaller. (iv) The input (8) provides a finite-valued control that uses binary measurements. In the case of networks of kinematic agents, the finite-valued control law of [11] inspired the design of self-triggered control algorithms (see [15] ). These algorithms are shown to reduce the amount of time during which sensors are active and to reduce the amount of information exchanged among the agents. Moreover, they can be used to overcome possible fast switching of the controllers (see discussion in Section 6). The control investigated in this paper can pave the way towards the design of self-triggered cooperative control of nonlinear systems. A first step in this regard has been taken in [16] .
Analysis
In this section we investigate the stability properties of the closed-loop system. We define the variablez = z − z * and write the control laws u i , i = 1, 2, . . . , N , in the following compact form
From equation (1), we can writez = (B T ⊗I p )(x−x * ). We consider the stability of the origin of the error system, with state variables [ξ TzT ] T . To derive the error system equations, we take the derivative ofz, thus obtaininġ
From equation (5), we further haveẋ
where v * is the desired reference velocity for the formation. By a property of the incidence matrix of a connected graph, (B T ⊗ I p )(1 N ⊗ v * ) = 0. Thus, we represent the dynamics of the error system in the following general formż
The system (12) has a discontinuous right-hand side due to the discontinuity of the sign function at zero. Before analyzing the system, we first define an appropriate notion of the solution. In this paper, the solutions to the system above are intended in the Krasowskii sense. As in [9, 17] , the motivation to consider these solutions lies in the fact that there exists convenient Lyapunov methods to analyze their asymptotic behavior and that they include other notions of solutions such as Carathéodory solutions if the latter exist. Let X = (z, ξ) and let F (X) be the set-valued map
where
We define X(t) = (z(t), ξ(t)) a Krasowskii solution to (12) on the interval [0, t 1 ] if it is an absolutely continuous function which satisfies the differential inclusionẊ
for almost every t ∈ [0, t 1 ], with F defined as in (13), and
with co the closed convex hull of a set and B(x, δ) the ball centered at x and of radius δ. Local existence of Krasowskii solutions to the differential inclusion above is always guaranteed (see e.g. [20] and [9] , Lemma 3). For the convenience of the reader, a brief reminder about non-smooth control theory tools adopted in this paper is given in Appendix A.
Known reference velocity
In this section, we consider the case where the desired reference velocity, v * (t) is known to all the agents, namely v r = 1 N ⊗ v * . Then, the closed-loop system simplifies aṡ
Proposition 1 Any Krasowskii solution to (17) exists for all t ≥ 0 and converges to the origin.
Proof:
The proof is based on the application of the non-smooth La Salle's invariance principle ( [3] ). Consider the following locally Lipschitz Lyapunov function
where ||z|| 1 denotes the 1-norm ||z|| 1 = k, |z k | and evaluate its set-valued derivativeV (z, ξ) along (17) . We haveV
By the definition of F (z, ξ) in (13), for any w ∈ F (z, ξ) there exists wz ∈ Ksignz such that
wz.
Observe that the Clarke generalized gradient ∂V (z, ξ) is given by
Suppose thatV (z, ξ) = ∅ and take a ∈V (z, ξ). Then by definition there exists w ∈ F (z, ξ) such that a = w, p for all p ∈ ∂V (z, ξ). Choose p ∈ ∂V (z, ξ) such that pz = wz. Thus
Hence, for any state
. Therefore, the solutions can be extended for all t ≥ 0 and by La Salle's invariance principle they converge to the largest weakly invariant set where (13), any point (z, 0) on this invariant set must necessarily satisfy
for some wz ∈ Ksignz. Since g(0) is full-column rank, this implies wz ∈ N (B ⊗ I p ). Bearing in mind that z ∈ R(B T ⊗ I p ), then z, wz = 0. We claim that necessarilyz = 0. In fact, by contradiction,z = 0 would imply the existence of at least a componentz k = 0. Asz k = 0 necessarily implies wz k = 0 by definition of wz ∈ Ksignz, then it would implyz k wz k > 0, which shows the contradiction. Hence, on the invariant set,z = 0 and all the system's solutions converge to the origin.
Unknown reference velocity
In the previous section, we assumed that the desired reference velocity is known to all of the agents. This assumption is very restrictive and one wonders whether it is possible to relax this assumption despite the very coarse information scenario we are confining ourselves. The positive answer to this question is given in the analysis below. The problem of the reference velocity unknown to the agents is tackled here in the scenario in which at least one of the agents is aware of v * . We refer to this agent as the leader ( [29] , [24] ). As in [4] , we further assume that the class of reference velocities that the formation can achieve are those generated by an autonomous system that we refer to as the exosystem. Given two matrices Φ, Γ v , whose properties will be made precise later on, the exosystem obeys the following equationsẇ
Taking inspiration from the theory of output regulation (see e.g. [21] ), an internal-model-based controller can be adopted for each agent i = 2, 3, . . . , N , namelẏ
Whenȗ i = 0 and the system is appropriately initialized, the latter system is able to generate any w v solution to (18) . Because v * is known to the agent 1, there is no need to implement system (19) at the agent 1. The inputũ i , as well as the input matrix G are to be designed later. 
along with the fictitious variablesη 1 = 0,ṽ 1 = 0. We obtaiṅ
From (12), the error position vector can be written aṡ
The overall closed-loop system isż
Proposition 2 Assume that Φ is skew-symmetric, namely
(Γ v , Φ) is an observable pair and let
Then all the Krasowskii solutions to (21) in closed-loop with the control input
converge to the pointz = 0, ξ = 0,η = 0.
Proof: Any Krasowskii solution to (21) with the control law defined by (24) satisfies a differential inclusion of the form (13) where X = (z, ξ,η) and
For any w ∈ F (z, ξ,η), there exists wz ∈ Ksignz such that
Moreover for any p ∈ ∂V (z, ξ,η) there exists pz ∈ ∂||z|| 1 , with
For wz ∈ Ksignz, let p ∈ ∂V (z, ξ,η) such that wz = pz. Hence
By the conditions (22) and (23), the equality above simplifies as
Since the dynamic of each agent is strictly passive, we have
Hence, similarly to the proof of Proposition 1,
Because V is positive definite and proper, solutions are bounded and one can apply La Salle's invariance principle, which shows that every Krasowskii solution converges to the largest weakly invariant set where W (ξ) = 0. By definition of W (ξ), the latter is equivalent to have convergence to the largest weakly invariant set where ξ = 0. To characterize this set, we look for points
Having f (0) = h(0) = 0, this means that we seek points (z, 0,η) for which there exists wz ∈ K signz such that
The equality 0 = −g(0)(B ⊗ I p )wz, implies that necessarilyz = 0 (see the final part of the proof of Proposition 1). This also implies that on the invariant set the system evolves as
From this point on, the argument is the same as in [4] . Indeed, as N (B T ) = R(1 n ), by the block diagonal structure ofΓ v , we obtain that all the sub vectors ofΓ vη must be the same and equal to zero, since the first p component of Γ vη are identically zero. In other words, Γ vη i = 0 for all i = 2, 3, . . . , N . Hence we conclude that on the largest weakly invariant set where ξ = 0, we have
By the observability of (Γ v , Φ), it holds thatη i = 0 for all i = 2, 3, . . . , N . This finally proves the claim.
Formation control with matched disturbance rejection
In this section, we study the problem of formation keeping with very coarse exchanged information in the presence of matched input disturbances. We consider a formation of strictly passive agents, where the dynamics of each agent of the networked system isẋ
where d i is a disturbance. The network should converge to the prescribed formation and evolve with the given desired reference velocity v * despite the action of the disturbance d. As in the previous section, we first consider the case in which the reference velocity is unknown to all the agents except one. As explained in Section 3.2, we adopt an internal-model-based controller to recover the desired reference velocity. Similarly we suppose that the disturbance signal d i at the agent i is generated by an exosystem of the forṁ
To counteract the effect of the disturbance, we introduce an additional internal-model-based controller given bẏ
where G d i ,ǔ i will be designed later. We remark that the internal model for disturbance rejection is implemented also at agent 1 (the leader). To both compensate the disturbance and achieve the desired formation, the proposed control law is composed of two parts:û guides the system to the desired formation, andd compensates the disturbance. Therefore, we can write the dynamics of each agent in the following compact form
In compact form we writė
From the equation (21) together with the equations (28), (30) the overall closed-loop system iṡ
The following is proven:
Proposition 3 Assume that Φ and Φ d i , for i = 1, 2, . . . , N are skew-symmetric matrices. If
then all the Krasowskii solutions to (31) in closed-loop with the control input
are bounded and converge to the largest weakly invariant set for
such that ξ = 0.
Proof: Consider the Lyapunov function
Any Krasowskii solution to (31) with the control law defined by (33) satisfies a differential inclusion of the form (15) where X = (z, ξ,η,θ) and
For any w ∈ F (z, ξ,η,θ), there exists wz ∈ Ksignz such that
Moreover for any p ∈ ∂V (z, ξ,η,θ) there exists pz ∈ ∂||z|| 1 , with
and k = 1, 2, . . . , m, = 1, 2, . . . , p, such that
For wz ∈ Ksignz, let p ∈ ∂V (z, ξ,η,θ) be such that wz = pz. Hence,
By the condition (32), the above result simplifies as
Since the dynamics of each agent is strictly passive, we have
When it is replaced in (35), it gives w, p ≤ −W (ξ), in view of
As in the previous proofs, this showsV (z, ξ,η,θ) = {a ∈ R : a ≤ −W (ξ)} and hence boundedness of the solutions and their convergence to the largest weakly invariant set for the closed-loop system such that ξ = 0. This proves the thesis.
Proposition 3 only proves boundedness of the solution and convergence of the velocity of each agent to its own reference velocity (ξ = 0). To prove the convergence of the network to the desired formation and evolution of the network with the desired velocity, one should additionally prove thatz converges to the origin. This result does not hold in general but there are a few cases of interest where this is true. In what follows we study two of these cases.
Case I:
. . , N , are nonsingular. This case correspond to the scenario in which the unknown reference velocity and the disturbances are constant signals. The arguments below show that the distributed control laws characterized in Proposition 3 guarantee the achievement of the desired formation and the prescribed velocity while rejecting the disturbances. From Proposition 3 it is known that the system converges to the largest weakly invariant set for (34) such that ξ = 0. In the case Φ = 0, Φ d i = 0 p×p , this implies that for any state (z, ξ,η,θ) = (z, 0,η,θ) on this set, and for any w ∈ F (z, ξ,η,θ), there exists wz ∈ K signz, such thaṫ
Fromθ = 0, we conclude thatθ is a constant vector. Hence, considering the second equality in (36), we conclude that (B ⊗ I p )wz is a constant vector. From the third equation we deduce that each component ofη(t) is identically zero. As a matter of fact, the first component is zero by construction. The vectorsη i (t), i = 2, . . . , N , are constant. Ifη i (t) is a non-zero vector for some i, then at least one of its components, sayη i (t), must be non-zero and theñ η i (t) would grow with constant velocity and this would contradict the boundedness of the solutions. Hence, η(t) = 0 andη(t) is a constant vector. From the first equation, the latter implies thatż(t) is constant as well. The same argument used forη(t) can be used again to show thatż(t) = 0. Now, consider the first equality in (36) and multiply both sides by B ⊗ I p . Sinceż = 0, we obtain 0 = (BB T ⊗ I p )(Γ vη ). From the property of the Laplacian of a connected undirected graph, we concludeΓ vη = R(1 N ⊗ I p ). From the definition ofΓ vη , we haveΓ vη = 0 and henceη = 0. The third identity in (36),η = 0, and the structure ofΓ v implies that
for some constant c ∈ R p (recall that it was proven previously that (B ⊗ I p )wz is a constant vector), and where B 
then all the Krasowskii solutions to the system (31) in closed-loop with the control input
are bounded and converge to the origin.
Case II: Harmonic disturbance rejection with known reference velocity. We consider now the case in which the reference velocity is known and the controller only adopts an internal model to reject the disturbances. In this case, the system (31) becomeṡ
The choice
as designed in Proposition 3 yields that all the Krasowskii solutions to the closed-loop systeṁ
are bounded and converge to the largest weakly invariant set for (40). In the case the graph G has no loops the following holds:
Corollary 2 If the graph G has no loops and for i = 1, 2 . . . , N the exosystems have matrices (Γ
with ω i = 0 for all = 1, . . . , p, and
with Γ and there exists wz ∈ K signz such that 0 = g(0)(−(B ⊗ I p )wz − Γ dθ ). Since by assumption g(0) is full-column rank, the latter is equivalent to
If the graph G has no loops, the edge Laplacian matrix B T B is non-singular ( [24] ). Then, from (42) we obtain
From (41),θ = Φ dθ implies that each Γ d i θ i is a harmonic signal. One can write
where α i , ϕ i are constants, and t ≥ t c (t c is the time at which the system converges to the invariant set). Therefore, (43) implies that each wz k is a linear combination of harmonic signals. One obtains
for some constants β i (where the dependence on k was neglected). We claim that (44) implies thatz k is equal to zero. By contradiction, assume thatz k is not zero. Sinceż k = 0 (from (41)), thenz k = c, where c ∈ R is a non-zero constant. As a result, wz k is either −1 or +1. Without loss of generality, let us assume wz k = 1. Now, multiply (44) by (1 − t λ ), for some positive λ, and integrate both sides of the equality. For the left-hand side when wz k = 1 one obtains
On the other hand, the right-hand side of (44) yields
Since ω i = 0, N, p are finite numbers, the above sum has a bounded value. As λ can be any positive number, from (45) and (46), it can be concluded that the equality (44) under the assumptionz k = c cannot hold. Therefore, z k = 0. Since the same holds true for any k, , thenz = 0.
Remark 1
The condition on the graph to have no cycles is not necessary and one can find alternative statements that do not require the graph to be a tree but introduce conditions on the frequencies ω i .
A different controller design for velocity tracking and disturbance rejection
In the previous section, the distributed controllers that allow to keep the formation while tracking an unknown reference trajectory and rejecting disturbances apply only to some special cases. To overcome this limitation, we propose in this section a slightly different controller design. The alternative design is carried out for a more restricted class of systems. As a matter of fact, we assume that the dynamics (3) of the agents satisfies
that is the input vector field is constant (and has full-column rank) and the passive output y i coincides with the state ξ i . Finally, we ask the function W i (ξ i ) in (4) to be lower bounded by a quadratic term, namely W i (ξ i ) ≥ ||ξ i || 2 . The main difference in the design lies in the controller (27) introduced to counteract the effect of the disturbances. Although we still adopt the same structure, namelẏ
we give G d iǔ i a different interpretation, namely we leť
whereξ i is an additional state of the controller that obeys the equatioṅ 
obey the equationsξ
The pair
is observable provided that g i is full-column rank and the pair (Γ
is observable. Under these conditions, there exist matrix gains G d i , H i such that the estimation error system (48) converges exponentially to zero. Let P i = P T i > 0 be a matrix such that
where γ is a constant satisfying γ ≥ max{||Γ
. . , H N }, and design the control inputs asû =ũ = −(B ⊗ I p )signz, so that the closed-loop system becomeṡ
T . Then, all the Krasowskii solutions to the closed-loop system (50) converge to the origin.
Proof: The analysis follows a similar trail as for the other proofs, with a few significant variations. We focus on the set-valued derivativė V (z, ξ,η,θ,ξ) = {a ∈ R : ∃w ∈ F (z, ξ,η,θ,ξ) s.t. a = w, p , for all p ∈ ∂V (z, ξ,η,θ,ξ)},
In this case the Lyapunov function is
where P = block.diag{P 1 , . . . , P N } and F is obtained from the right-hand side of (50), namely
Following the line of arguments already used in this paper, for each state such thatV is a non-empty set, any element ofV will satisfy
By the condition on W (ξ) and the definition of γ, a completion of the squares argument implies that p, v ≤ −
As a result, for all the states for whichV = ∅, we haveV = {a ∈ R : a ≤ − 
The identity 0 = −(B ⊗ I p )signz impliesz = 0 and the equations above can be further simplified as
Hence,Γ vη = 0 and by observability of (Γ v , Φ), it follows thatη = 0. The result can be rephrased as follows. For the formation of agentṡ
with prescribed reference velocity v * generated by (18) and with disturbances d i generated by (26) , the distributed controllerη
(where the first component of v r is v * ) guarantees boundedness of all the states, and convergence to the desired formation (z = 0) with asymptotic tracking of the reference velocity (ξ = 0,η = 0) as well as disturbance rejection.
Simulations
In this section we present the simulation results for a group of five strictly passive systems in R 2 . The dynamics of each agent is given by where, comparing with (3), f i (ξ i ) = −ξ i , g i (ξ i ) = I 2 , and h i (ξ i ) = ξ i . The agents exchange information over a connected graph. The associated incidence matrix is
The desired formation has a pentagonal shape with edge length equal to 2 and is defined by the following interagent distance vectors:
T . Note that the number of edges of the graph is six. The initial position of the agent is set to Figure 1 shows the evolution of the described system with the desired constant velocity v * = [1 1] T . The other agents generate the reference velocity using the control laws based on the internal model principle. Figure 2 shows the time behavior of the horizontal component ofz 1 , signz 1 and the corresponding control u 1 . As time elapses,z 1 converges to the origin implying convergence to the desired relative position. Whilez 1 converges to the origin, signz 1 andũ 1 converge to the discontinuity surface and oscillate between +1 and −1. The state variables associated with the other agents exhibit a similar behavior and are not shown. Figure 3 shows the horizontal and vertical components of the reference velocity v * and the estimated velocities v r i . The leader generates a constant desired velocity and the follower agents estimate the same reference velocity after some time.
Simulation results in the presence of matched disturbances are presented next. Figure 4 shows the state (z, ξ,η,θ) of the system with constant disturbance and constant reference velocity (Case I). The reference velocity is only known to the agent one. The following are the parameters chosen for the simulation:
As predicted, the formation is achieved, the desired velocity is reached by all the agents and the disturbances are rejected. Figure 5 shows the time behavior of the horizontal component ofz 1 , signz 1 and the corresponding controlũ 1 . As time evolves,z 1 converges to the origin, and signz 1 andũ 1 start switching between +1 and −1 with high frequency. Figures 6 and 7 show the state of the system with harmonic disturbance and known reference velocity (Case II). The graph is considered to be a tree with an incidence matrix B which is obtained by removing the two last columns of the proposed matrix B. The desired reference velocity is v * = [1 1] T and it is known to all of the agents. In this example, the following are set as the internal model parameters: Figure 6 shows the results when the disturbance is tackled by a controller based on the internal model principle. The result confirms that both the desired formation and the desired velocity are achieved. Figure 7 shows the time behavior of the horizontal component ofz 1 , signz 1 and the corresponding controlũ 1 . Similar to the case without the disturbance, whilez 1 converges to the origin, signz 1 andũ 1 converge to the discontinuity surface and oscillate between +1 and −1. Simulation results concerning the controllers proposed in Section 5 are shown in Figures 8 and 9 . The disturbance is assumed to be a linear combination of a constant and a harmonic signal for all five agents. The desired constant reference velocity, v * = [1 1] T , is only known to the formation leader (agent 1). In this example, the following are set as the parameters of the disturbance and the controller: observer gain H i is set to 50 I 2 , and the velocity error dynamics is f i (ξ i ) = −30 I 2 ξ i and g i = 10 I 2 . Figure  8 shows the results when the disturbance is tackled by a controller based on the designed described in Section 5. The result confirms that the desired formation and the desired velocity are attained. In addition, the disturbance is rejected. Figure 9 shows the time behavior of the horizontal component ofz 1 , signz 1 and the corresponding controlũ 1 . Similar to the previous cases, whilez 1 converges to the origin, signz 1 andũ 1 oscillate between +1 and −1. This behavior may not be acceptable in practice and can be overcome by the hysteric quantizers studied in [9] or the self-triggered controllers of [15] . (chosen to be identical for all agents), together with the (horizontal) x-component of the disturbance estimation errorθ, the estimated velocity errorξ, the velocity error ξ, the reference velocity estimation errorη (for follower agents) and the horizontal component of the relative position vectorz. Here, the disturbance is rejected by the controller designed in Section 5. As shown,θ,ξ, ξ,η,z converge to zero. 
Conclusion
In this paper we considered a formation control problem with very coarse information for a network of strictly passive systems. We showed that despite the very coarse information, the exact formation is reached. Moreover, the formation tracks a desired reference velocity even in the case when the reference velocity is only available to one of the agents (the so-called leader). In the same coarse sensing scenario and within the passivity framework, we designed internal-model-based controllers for disturbance rejection and velocity tracking. Possible future avenues of research include the extension of the results to deal with time-varying topologies. A few related results have been discussed in [12, 33] . Moreover, discontinuous control laws as those considered in this paper can be viewed as the outcome of a non-smooth optimization problem associated with the original control problem ( [5] ) and it would be interesting to investigate this topic more in depth. Another interesting topic to understand better is whether the finite-valued control laws of this paper can be used to tackle the case of (asymmetric) measurement noise. Finally, we observe that as the system converges to the prescribed formation, fast oscillations of the control inputs between +1 and −1 may occur. As discussed in the simulation section, these oscillations could be overcome by the hysteric quantizer of [9] or the self-triggered approach of [15] . A comprehensive treatment of this aspect is another interesting topic that deserves attention.
V ⊆ (−∞, 0]. Then any Krasowskii solution toẋ ∈ F (x) starting fromx converges to the largest weakly invariant subset contained in S ∩ {x ∈ R n : 0 ∈V }, with 0 the null vector in R n .
