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Abstract
Recognition of different cell compartments, types of cells, and their interactions is a crit-
ical aspect of quantitative cell biology. This provides a valuable insight for understanding
cellular and subcellular interactions and mechanisms of biological processes, such as can-
cer cell dissemination, organ development and wound healing. Quantitative analysis of cell
images is also the mainstay of numerous clinical diagnostic and grading procedures, for
example in cancer, immunological, infectious, heart and lung disease. Computer automa-
tion of cellular biological samples quantification requires segmenting different cellular and
sub-cellular structures in microscopy images. However, automating this problem has proven
to be non-trivial, and requires solving multi-class image segmentation tasks that are chal-
lenging owing to the high similarity of objects from different classes and irregularly shaped
structures.
This thesis focuses on the development and application of probabilistic graphical models
to multi-class cell segmentation. Graphical models can improve the segmentation accuracy
by their ability to exploit prior knowledge and model inter-class dependencies. Directed
acyclic graphs, such as trees have been widely used to model top-down statistical depen-
dencies as a prior for improved image segmentation. However, using trees, a few inter-class
constraints can be captured. To overcome this limitation, polytree graphical models are pro-
posed in this thesis that capture label proximity relations more naturally compared to tree-
based approaches. Polytrees can effectively impose the prior knowledge on the inclusion
of different classes by capturing both same-level and across-level dependencies. A novel
recursive mechanism based on two-pass message passing is developed to efficiently calcu-
late closed form posteriors of graph nodes on polytrees. Furthermore, since an accurate and
sufficiently large ground truth is not always available for training segmentation algorithms, a
weakly supervised framework is developed to employ polytrees for multi-class segmentation
that reduces the need for training with the aid of modeling the prior knowledge during seg-
mentation. Generating a hierarchical graph for the superpixels in the image, labels of nodes
are inferred through a novel efficient message-passing algorithm and the model parameters
are optimized with Expectation Maximization (EM).
Results of evaluation on the segmentation of simulated data and multiple publicly avail-
i
able fluorescence microscopy datasets indicate the outperformance of the proposed method
compared to state-of-the-art. The proposed method has also been assessed in predicting the
possible segmentation error and has been shown to outperform trees. This can pave the way
to calculate uncertainty measures on the resulting segmentation and guide subsequent seg-
mentation refinement, which can be useful in the development of an interactive segmentation
framework.
ii
Acknowledgment
First and foremost, I would like to express my sincere gratitude to my supervisors, Dr.
Simon Johnston and Prof. Alejandro Frangi, for their invaluable guidance, support and ab-
solute commitment to the project. I would like to thank Dr. Ali Gooya for his tremendous
and wholehearted technical support, patience and devotion to the project.
I would really like to thank Mr. Miguel Carmona for his providing technical advice in
programming. I thank Dr. Matthias Lange for the motivating discussions and the useful tips
in my work. I also thank Mr. Yuanjun Lu, for his time for discussing the use of Sheffield
high performance computing cluster. Special thanks to Miss. Amy Lewis, Mrs. Aleksandra
Bojarczuk, and Dr. Philip Elks for their being welcoming and making practical comments,
while listening to my presentations being full of maths equations, as my colleagues from the
biology background. I cannot value your efforts for involvement in discussions and giving
useful feedback. I would also express my gratitude to Dr. Vladimir Ulman and Dr. David
Svoboda for providing me with the synthetic set of cell images for evaluating my methods.
I would like to thank Dr. Erik Meijering for hosting me during my visit to the Biomedical
Imaging Group of the Erasmus University Medical Center in Rotterdam, the Netherlands. I
am also thankful of Prof. Wiro Nissan for facilitation of the visit and his hospitality. My
very special thanks to my colleagues and ultimate friends there, Dr. Ihor Smal, Miss. Yao
Yao, Mrs. Zahra Sedghi Gamechi, Mr. Gennady Roshchupkin and Dr. Leila Karimi. I also
want to sincerely thank my friends for being there to listen and help whenever I needed them,
especially to Dr. Ali Sarrami and Mr. Mohammad Ali Khademi, the two I can name from
the long list.
Last but not least, I should thank my dearest parents, sister and brother for providing me
with unfailing support, continuous encouragement and motivation during and prior to this
course, who have given up many things for me to be at Sheffield University. I would also
like to thank Mr. Ahmad Nezami and Mr. Saeed Nakhaee who have always been of great
help. Finally, the University of Sheffield scholarship is gratefully acknowledged for their
financial support of the project.
iii
iv
Preface
This thesis is presented in the alternative thesis format containing chapters which are
suitable for publication in peer-reviewed journals, alongside more traditional thesis chap-
ters. I start with the Introduction chapter that presents the motivation of the work and gives
an overview of the thesis. The second chapter, Biological Background, discusses the sig-
nificance of cell imaging and analysis in the clinical diagnosis and biomedical research. An
introduction to the current methods for biological staining and microscopy image acquisition
are also presented in this chapter. Chapter three reviews the existing methods for modeling
the prior knowledge in image segmentation and introduces the fundamental background of
the graph theory as the basis of the proposed methods in the following chapters. A review
of current graphical models for segmentation as well as other main state-of-the-art segmen-
tation methods are also provided in this chapter.
Chapter four explains the proposed polytree graphical models for multi-class cell seg-
mentation, which is an extension of the paper presented in the Information Processing in
Medical Imaging (IPMI) 2017 conference. Following a submission of this extension to a
journal, the first revision of it has been recently submitted. Chapter five presents weakly
supervised hierarchical Bayesian networks for segmentation of cell images in microscopy.
This chapter has also been submitted to a journal.
A summary of the contributions and applications of the proposed methods, along with the
limitations and directions of the future work have been included in chapter six, Discussion
and Conclusions.
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3 1.1. INTRODUCTION
1.1 Introduction
This chapter describes the problem addressed in this thesis and will introduce the need,
the required setup, and tools for experimenting on cells and generating microscopy images.
The data that is used in this thesis is introduced, and its acquisition and the biological sys-
tems used are explained. Medical and research applications of histology image acquisition
and analysis are reviewed in the first section, followed by experimental setups that are re-
quired for investigating cells. Next, different methods of biological staining and common
microscopy image acquisition techniques are reviewed and the state-of-the-art technology is
introduced.
1.2 Motivation
This thesis is motivated by the problems defined and dealt with by the Johnston lab at The
University of Sheffield. The Johnston lab uses biological cell imaging to study infectious
disease to improve patient treatment and to further the fundamental understanding of how the
immune system functions to fight infection. Figure 1.1 shows a sample microscopy image
from a zebrafish model of the immune system and its response to infection. Quantifying
images of cells manually involves laborious work that can be inconsistent, prone to error and
is subjective. Therefore, developing automatic algorithms that can analyze different types
of cells and their relations in the image will increase analysis efficiency and reliability of
the results. It is also desirable that such algorithms could be applied to images of different
modalities and specimens once developed.
On the other hand, the Center for Computational Imaging and Simulation Technologies
in Biomedicine (CISTIB) is interested in addressing the gaps in the state of the art by de-
veloping novel mathematical tools and applying them to the biomedical research and digital
pathology. The proposed segmentation methods in this thesis, provide an effective way of
modeling relations between objects in an image that also incorporates the prior knowledge.
This can improve the performance of image analysis when training is available, and can re-
duce reliance on the training when there is limited ground truth available for the problem.
Furthermore, the overwhelming growth of the spatial and temporal resolution of images has
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Figure 1.1: Quantification of host cell (macrophage) behavior in response to infection
(caused by Cryptococcus). Panel (a) shows maximum intensity z-projection from high con-
tent imaging. Panels (b-g) depict the boxed areas in (a) that were enlarged and reconstructed
in three dimensions, where arrowheads point to intracellular pathogens. Image modified and
adapted from [1].
urged the need for different tools for analyzing big data. The proposed techniques of the
thesis address this aspect by the efficient algorithms that generate exact solutions for the
segmentation problem.
1.3 Problem definition
This thesis aims to address the problem of automatic quantification of images of cells by
the development of a new image quantification tool to address the need for image analysis
techniques with improved performance compared to the state of the art. This is a com-
mon problem in cell image analysis where cells and their compartments, or host cells and
pathogens exist in an image. The significance of the need for image analysis techniques for
clinical applications and biomedical research is described in the following two sections.
5 1.3. PROBLEM DEFINITION
Microscopy image analysis plays a key role in decision making in disease diagnosis by
providing quantitative analysis of pathology images. Addressing the labor-intensity, incon-
sistency and bias problems of manual analysis renders automatic methods suitable for an-
alyzing large image datasets such as those of high throughput imaging [2]. Computerized
analyses are reproducible with a reduced bias and can provide personalized treatments for
patients [3]. With the advancement of techniques for analyzing histology images, these im-
ages have been increasingly used for disease diagnosis and grading [4]. Examples include
investigating the size and shape of nuclei as clues for cancer diagnosis and progression [4–6],
disease identification by analyzing the organization of nucleus genome and proteins [7–9],
differential cell counts in Pap smear for cancer or precancer of the uterine cervix [10], mea-
suring the proportion of viremic cells during infection [11, 12], and investigating the role of
cell compartments and their characteristics in disease outcome [1].
From a research point of view, quantitative analysis of microscopy images can provide
a valuable insight into understanding cellular and subcellular interactions. Observing the
changes in cells shapes helps to understand the mechanisms of different biological processes.
For example, in synapse formation, which is required for cell-cell recognition, spatial recep-
tors and the shape of the cells in the inter-cellular junction undergo evolutions. Quantita-
tive analysis of physicochemical processes and measuring different binding characteristics,
protein mobilities and membrane constraints are required for studying synapse formation
(synaptogenesis), which can be achieved by employing image analysis techniques. Further,
cell division and organ development are other active research areas that involve massive
changes in cell shapes that can benefit from an automatic and more accurate quantification
of cell images [13].
Tracking cells over time is highly informative in understanding their role in health and
disease. For example, collective cell movement is a process whereby groups of cells move
jointly without completely losing contact. This is of particular importance in the develop-
ment of morphological characteristics as well as pathological processes such as dissemina-
tion of cancer cells to secondary sites (metastasis) and wound healing. Characterization and
analysis of cell trajectories in movement, both individually and in pairs, is done by measuring
the velocity, orientation, and entropies [14].
Other than the ability to help in studying cell migration [15, 16], image analysis methods
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can provide segmentations of the microscopy image, in which surfaces and boundaries of
the visual objects in the image are delineated. Image segmentation can offer a more concise
localization of subcellular proteins and in turn, provides the physiological context for their
function [17–20].
Examples of cell shape change and movement, organelle localization, behavior and move-
ment presented above show a few samples from the numerous cellular and subcellular events
in cellular biology, studying which can lead to biological discoveries, such as identifica-
tion of cells in the tissue [21], identifying organelles in cells [22], localizing proteins within
cells [23], and cell interactions during organ development [24].
In the following, I provide an introduction to the tools and protocols that are required to
generate microscopy images for biomedical research and clinical pathology.
1.4 Data used in this thesis
Different microscopy techniques can be used to study cells, each having their own advan-
tages and disadvantages. These include but are not limited to brightfield, phase contrast, dif-
ferential interference contrast (DIC), darkfield, confocal, lightsheet and electron microscopy
techniques. This thesis focuses on the analysis of stained transmitted light and widefield
fluorescence images, being the most common techniques used for cell analysis.
To evaluate the performance of the proposed methods and compare their performance to
the state of the art, five image datasets have been used in this work. Manual annotations are
available for all of the mentioned datasets.
Two real image datasets were chosen from the publicly available datasets on Broad Bioim-
age Benchmark Collection that contain two-channel fluorescence microscopy images with
cells and nuclei, namely BBBC020 and BBBC007 datasets [25]. BBBC020 contains 20 two-
channel in vitro microscopy images of murine bone marrow macrophages to investigate the
role of toll-like receptor 4 for macrophage spreading. Toll-like receptors (TLRs) are a class
of proteins that play a key role in the innate immune system. They are single, membrane-
spanning receptors usually expressed on sentinel cells such as macrophages and dendritic
cells, that recognize structurally conserved molecules derived from microbes. These re-
ceptors enable the immune system to recognize the threats by recruiting immune cells like
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macrophages. BBBC007 has 16 two-channel in vitro microscopy images of drosophila
Kc167 cells. Drosophila is the genus of fruit flies that is used in developmental and evo-
lutional studies and genetics, having a small genome which has been fully sequenced. Tis-
sue culture cells in drosophila are a powerful tool for identifying the genes underlying cell
biological functions and for annotating the fly genome. These two datasets have the same
type of images and define similar multi-class segmentation problems of cells and nuclei. The
BBBC007 dataset has a larger number of overlapping cells and noisier images, which makes
the segmentation more challenging.
A synthetic dataset with 25 simulated images of HL60 cell nuclei and sub-nuclear par-
ticles, namely nucleoli, generated by the Mitogen software [26] have also been employed.
The HL-60 cell line is a group of human blood cancer cells (leukemia cell line) introduced
for research on blood cell formation and physiology. HL-60 proliferates continuously in
suspension culture in nutrient and antibiotic chemicals. Mitogen is a framework for gener-
ating synthetic time-lapse sequences of cell populations in fluorescence microscopy. This
framework can create image datasets for verification of image quantification algorithms with
a computer-generated ground truth that provides a higher quality compared to manual anno-
tations and can be generated in large quantities.
The zebrafish dataset having 10 random two-channel microscopy images of host and
pathogen cells, viz. macrophages and the fungal pathogen Cryptococcus neoformans pub-
lished in [1] was used as another dataset for benchmarking the different methods presented in
this thesis. Cryptococcus is a significant fungal pathogen that infects immunocompromised
patients causing fatal lung infection and meningitis. This dataset has been generated to
study the function of macrophages in normal clearance of cryptococcal infection and the de-
fects present in uncontrolled cryptococcosis. In this dataset, macrophages were labeled with
mCherry and the cryptococci were GFP-labelled and the fish were imaged using a brightfield
microscope. Zebrafish is a well-resembling model for the study of human disease having a
similar immune system to that of humans, an easy and fast breeding and transparent embryos
that allow the researchers to easily examine the development of its internal structures.
Furthermore, the ISBI2015 Challenge dataset with 900 images of cytoplasms and nuclei
of cervical cells obtained from Pap smear [27] was used. Pap smear is a procedure to test
for cervical cancer in women by analyzing cells collected from the cervix. Examination of
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the microscopy images taken from the extracted mucus is used to detect pre-cancerous and
cancerous processes.
The datasets used in this thesis are used to evaluate the performance of the techniques
developed as part of this project. However, as it will be explained in detail in the following
chapters, the core mathematical methodology presented can be applied to images gener-
ated by different techniques. The first steps of the presented image quantification algorithm,
namely image oversegmentation and graph generation steps, generate a probabilistic graphi-
cal model from the input image. The generated graphical model will then be analyzed using
the inference techniques to find the most appropriate labelling of the graph, which will then
be used for generating the output. For the presented evaluations of the proposed method, the
first steps of the algorithm have been tuned for their application to the type of images used
in this work. For application to other types of (microscopy) images, the preliminary steps
would need to be matched with the prospective data types.
The following three sections describe the experimental setup and biological staining tech-
niques employed in the datasets used in this thesis.
1.5 Experimental systems for analyzing cells
Understanding many basic biochemical and physical processes relies on studying cells in-
volved in biological functions. This is made possible through different systems that have
been designed for doing experiments on them.
Intravital microscopy (IVM) which allows high-resolution imaging of cells in living or-
ganisms such as mouse [28], zebrafish [29], Drosophila [30] and C. elegans [31], is an es-
sential method for visualizing the dynamic behavior of cells in the tissue. Most of the IVM
techniques are based on fluorescent light microscopy and can produce high-resolution im-
ages (up to 0.325µm2 per pixel [32]), which can be used for cellular and subcellular analysis.
Alternatively, dissection has been used for centuries for understanding anatomy. In this
method, culture specialized cells are isolated from specific regions, e.g. cortical and hip-
pocampal neurons of the brain, and are dissected to study the body of the deceased animal
or plant, using in vitro imaging. The specimen can be fresh or prepared, being dissected
within days and therefore retaining the characteristics of the living specimen or preserved in
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solutions and predissected by an anatomist.
Cells can also be isolated directly from living tissue or following immortalization of cell
lines. Cell to cell differences can be the key to answer questions in cancer, neurobiology,
stem cell biology, immunology, and developmental biology. Despite cell-based assays that
analyze the average responses from a population of cells, single cell analyses, where individ-
ual single cells are isolated from a complex sample, can provide more detailed information
for biomedical and therapeutic research [33].
1.6 Biological staining
Most cells are colorless and translucent, therefore they require staining to make them visible.
Staining or use of optical contrast enhancement (see section 1.6.1) can be non-specific or
specific, where either most of the cells are stained in the same way or particular chemical
groupings or molecules are selectively stained, respectively. A dye is usually used in staining
that stains some of the cell components with a bright color and the rest of them with a
different color (counterstain). In the following, I briefly review the conventional stains, used
in cell microscopy.
1.6.1 Dye or stain
H& E is the most common staining system that contains the two dyes Haemotoxylin and
Eosin. Using this staining, the DNA (heterochromatin and the nucleolus) in the nucleus,
RNA in ribosomes, and parts of the cytoplasm that contain RNA turn purple, and the rest of
the cytoplasm (most of the proteins such as cytoplasmic filaments in muscle cells, intracel-
lular membranes, and extracellular fibers) turn pink. Giemsa stain is usually used for blood
and bone marrow smears, where nuclei are stained dark blue, cytoplasm pale blue and ery-
throcytes pale pink. Lipid structures in the cell, such as myelin, can be colored with Sudan
Black and Osmium dyes.
Additionally, the bacterial cell wall is one of the most commonly used stains in clinical
applications, in which bacteria can appear purple or pinkish orange, called Gram positive
and Gram negative, respectively. DAPI is a fluorescent stain that binds strongly to adenine-
themine rich regions in DNA and is extensively used in fluorescence microscopy. This stain-
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Figure 1.2: Immunofluorescence staining of human tumor cells with mouse antibody
(green fluorescence), phalloidin (red fluorescence), DAPI (blue fluorescence). Individual
and merged images are shown [34].
ing is excited by the violet laser line and is commonly used as a nuclear counterstain in
fluorescence microscopy, flow cytometry, and chromosome staining. Being cell imperme-
ant, DAPI is usually used to stain fixed cells, even though it will enter live cells when used
at higher concentrations. In fixed cells, actin structures can be visualized with fluorescently
labeled phalloidins.
1.6.2 Antibody
Immunofluorescence techniques use a primary antibody to label a specific protein and a
fluorescently labeled secondary antibody to bind to the primary one. Using fluorescent light
microscopy, the fluorescently labeled antibodies are excited and emit light (at different wave-
lengths) that can be visualized through appropriate filtering. For example, actin filaments that
are the smallest filaments in the cell (about 7nm in diameter) can be immunofluorescently
stained and visualized in the images. Figure 1.2 shows a sample set of cultured cells stained
with a mouse antibody, phalloidin, and DAPI.
1.6.3 Genetically fluorescently tagged protein
Genetically engineered fluorescent proteins (FP) allow specific proteins to be directly visu-
alized in real time to facilitate studying the binding patterns and dynamics of living proteins
in cells. Additionally, these tags are suitable for in vitro applications of imaging single pro-
teins bound to DNA to understand its localization and behavior. Green Fluorescent Protein
11 1.7. MICROSCOPY IMAGE ACQUISITION
(GFP) is the most famous FP that emits bright green fluorescence when exposed to blue light.
Many other derivatives of GFP have been engineered, for example, blue, cyan and yellow
fluorescent proteins that bind to different materials.
1.7 Microscopy image acquisition
Primary techniques in optimal microscopy involve brightfield illumination that relies on
changes in light absorption, refractive index, and color for generating contrast. When light
passes through the specimen and the rays are focused by the objective, areas that alter the di-
rection, speed and spectrum of the light waves generate optical disparities, that is called con-
trast. In a brightfield system, the image resolution depends on the objective and condenser
numerical apertures. An immersion medium is required on both sides of the specimen. The
limitations of the brightfield imaging in visualizing the cell outline and nucleus, and the low
contrast of its images reduce its use for studying living cell structures and have led to the
development of more modern techniques.
1.7.1 Transmitted light microscopy
Transmitted light microscopy involves passing light from the illumination source on the op-
posite side of the specimen to the objective so that the light is transmitted through the spec-
imen. Since the quality of the observation and image recording is not always as expected in
simple brightfield imaging, specialized contrast-enhancing methods are required to increase
the imaging quality. Phase contrast, Differential Interference Contrast (DIC) and Darkfield
are examples of these techniques.
1.7.2 Fluorescence microscopy
Fluorescence light microscopy is an indispensable approach for analyzing the biological
mechanisms in cells. This method has become more powerful with the introduction of new
tools such as genetically encoded fluorescent proteins and superresolution methods, which
have been used to uncover many different mechanisms within cells such as cell division [35]
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and cell motility [36].
Most fluorescence microscopes have the following essential components:
• A light source, that is usually a xenon or mercury lamp or an LED.
• An excitation filter, that narrows the wavelengths of the incoming light down the wave-
lengths that can result in light emission from the sample.
• A mirror, that reflects the excitation light to the sample and transmits the emitted light
from the sample to the detector,
• An emission filter, that transmits only the wavelengths of the emitted light from the
sample and blocks the light passed through the excitation filter
• A camera, to detect the emitted light, which is usually connected to a computer to
generate the image.
A schematic of a typical set-up for a fluorescence microscope is shown in Figure 1.3.
In fluorescent light microscopy, light of specific wavelengths can excite fluorescent ob-
jects, such as GFP-labeled tumor cells, resulting in the emission of photons and detecting the
objects.
Epifluorescence microscopes are arranged such that the excitation light from the light
source and the emitted light from the specimen pass through the same objective. The majority
of the fluorescence microscopes are of the epifluorescence design which are the basis for
more advanced microscopes such as confocal and lightsheet microscopes.
1.7.3 Image detection
Advancements in fluorescence microscopy over the past years have led to the evolution of
image production from the emulsion-based film to the computer images of the desired type.
Electronic imaging sensors can be described by different characteristics including spatial
resolution, uniformity, signal to noise, response speed and dynamic range.
Charge-Coupled Device (CCD) is a solid-state detector consisting of a dense matrix of
photodiodes that incorporate electric charge storage regions. Each storage is coupled to a
silicon diode photosensor (a pixel) and to an amplifier that measures the quantity of the
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Figure 1.3: Optical set-up of a standard fluorescence microscope with the parts explained in
the text. The picture has been adapted from [37].
accumulated charge. Complementary Metal Oxide Semiconductors (CMOS) are another
type of solid-state detectors, in which each individual photosensor has an amplifier associated
with it and the combined signal from a row of amplifiers is output.
1.8 Contributions
To address the problems mentioned in clinical and biomedical applications, I have developed
and implemented an algorithm that segments images containing objects of different types,
when there are underlying relations between the objects. Generating a segmentation of each
of these objects in the image and finding their relationships are required for e.g. calculating
metrics that determine the health or malignancy of cells [10] or to evaluate the immune
system [11]. Moreover, such an algorithm can embed the prior knowledge, employed in the
manual analysis, to improve the performance and reduce the training dependency and time.
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The method developed in this thesis addresses the problem of quantifying cell images
with objects of different types. The following points present the contributions of this method
in the analysis of cell images and also summarize how the introduced problem is addressed.
• Polytrees for modeling inter-object relationships in segmentation: this is the first
use of polytrees for the segmentation of multiple objects in images, when there are
relationships between different types of objects. Trees have been widely used in seg-
menting and modeling simple relations between classes of objects (for example [38]).
However, despite their ability to model more complex label configurations leading to a
more accurate image segmentation, polytrees have been largely neglected in this area.
Here, hierarchical polytree graphical models are employed that can model inter-object
relationships during segmentation. These models pave the way for understanding and
imposing relations between objects that can not be captured by other common graphical
models such as trees.
This model is useful in analyzing the immune response during infectious disease, as
different types of cells exist in the images, i.e. host and pathogen cells. Understanding
host-pathogen interactions can be used as useful information for disease diagnosis and
treatment. Furthermore, different subcellular proteins can be delineated in the images
and the physiological context for their function can be studied. Also, polytrees can
model cell-cell relations which is useful in studying the biological processes where dif-
ferent types of cells are involved. On the other hand, looking at polytrees corresponding
to successive times points, the evolution of the graph over time can be used for inves-
tigating cell movements which are the key characteristics in processes such as organ
development and metastasis.
• Closed-form solution for the polytree inference problem: One possible reason for
the limited use of polytrees for different applications has been the non-existence of a
practical efficient algorithm for inferring labels on these structures. In this work, a
two-pass inference algorithm has been derived that efficiently calculates exact posterior
probability distributions for polytrees. The algorithm has been validated by classifying
synthetic data and evaluated on the supervised segmentation of multiple image datasets,
where it has performed favorably compared to the competing methods.
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• Weakly supervised segmentation using EM-polytrees: Apart from the supervised ap-
plication, using the Expectation-Maximization (EM) algorithm, polytree segmentation
has been extended to be used in a weakly supervised setting. Using this method, the
segmentation is performed with a significantly lower dependency on the training data.
Furthermore, the model parameters are optimized while inferring labels of the nodes.
This setting can be useful for clinical and biomedical research applications where there
is limited or no access to the training data. A few number of training areas in the image
are sufficient for the algorithm to calculate the initial parameter values and find the first
set of labels based on them, at the same time respecting the imposed prior knowledge.
As the algorithm iterates, estimations of the parameters and the calculated labels for the
image are gradually improved.
• Segmentation error prediction: Generation of ground truth is time-consuming, error-
prone and not always possible. With the vision of extending the proposed algorithm
to be used interactively, a mechanism has been designed whereby the model nominates
locations of a possible error in the segmented images. This has been done by assessing
label configurations in the graphs corresponding to the segmented images and employ-
ing the calculated uncertainties in categorizing the labeled graph nodes.
Performing an interactive segmentation allows starting from no training data and using
small interactions from the user to improve the output segmentation. This can be useful
when the algorithm is applied to new domains for which no previous method has been
evaluated on.
The proposed methods in this thesis have been evaluated on the stained transmitted light
microscopy and widefield fluorescence images. As it will be explained in chapters 3 and
4, the method consists of different steps including pre-processing (image oversegmentation
feature extraction), graph generation, inference and segmented image reconstruction. Even
though the experiments presented here have been on the two mentioned types of microscopy
images, the proposed method can be applied to images acquired by other techniques, through
altering the pre-processing and reconstruction steps.
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1.9 Summary
This chapter expressed the data used and the problem addressed in this thesis and representa-
tive applications of microscopy imaging and analysis in disease diagnosis and treatment and
biomedical research. A review of experimental systems for analyzing cells and methods for
staining them was also provided. This background provides a practical vision of the research
carried out in this project in pathological and biomedical applications. Furthermore, it gives
an introduction to the terms that will be used in chapters 3 and 4 in describing the exper-
iments on microscopy images. The next chapter more specifically discusses the need for
segmentation of microscopy images and the methods have been used in the literature so far.
It will also present a basis for the proposed graph-based method in the following chapters.
Chapter 3 introduces the use of polytrees for supervised cell segmentation in microscopy
images. The details of polytree generation and the mathematics of the inference algorithm
are presented and results of the method evaluation are provided. In chapter 4, the use of
polytree has been extended to the weakly-supervised segmentation using the EM algorithm.
The results presented in this chapter include those of sensitivity and convergence analysis,
evaluation on segmentation of images of multiple datasets, image quantification, and seg-
mentation error prediction. Finally, the last chapter discusses the work done of this thesis
and possible future directions.
Chapter 2
Literature review
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2.1 Need for multi-class segmentation
Cellular image analysis usually relies on a quantification of the image which is based on an
image segmentation. This involves segmenting images that contain multiple classes of ob-
jects. For example, studying organ development [24] and the immune response during infec-
tion [1] require the identification of different cell types. On the other hand, some researchers
work at the sub-cellular resolution where identification of organelles [22] and proteins [23]
within cells are required.
Diagnosis, grading, and treatment of many diseases rely on extracting metrics from im-
ages, such as the proportion of cells during infection [11], differential counts in blood smears
[10], and the ratio of abnormal nuclei shapes [39]. Manual analysis of microscopy images
is arduous, time-consuming and prone to intra- and inter-subject variability. Moreover, the
advances in microscopy techniques in taking large cohorts of images such as high throughput
imaging [40] with higher resolutions, has made manual image analysis almost impossible.
Therefore, efficient automatic methods for analyzing microscopy images are desired to deal
with large volumes of data, which is also subject to high complexity and variance.
In performing a multi-class cell segmentation, existing information about the inter-object
relations can improve the results. Examples would be the nucleus being restricted to be found
within cells or sub-nuclear compartments expected to reside inside cell nuclei. Incorporating
this information requires performing a constrained segmentation that eliminates implausible
results that do not comply with the prior knowledge.
There is a wide range of segmentation methods that have been proposed for segmenta-
tion, including intensity thresholding as one of the first and simplest methods of segmen-
tation [41, 42] and the watershed transform [43]. In the following, a brief review of the
main segmentation techniques is firstly provided. Next, I provide an overview of methods
for performing constrained segmentation. Graphical models are next introduced as tools for
incorporating prior knowledge and the fundamentals of graph theory and inference algo-
rithms on graphical models are presented. Finally, related works using graphical models for
segmentation are reviewed.
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2.2 Intensity thresholding
Thresholding is the first and simplest method for image segmentation. The procedure com-
prises dividing the pixels in the image into two groups of object and the background based
on their intensity values being higher and lower than a threshold, respectively. Global image
thresholding is sensitive to the value of the threshold and minor mistakes in the selection of
the threshold value could result in drastic misclassifications. The threshold being set to lower
values than the optimum causes the background pixels to be regarded as objects [44], while
high values result in the truncation of object information with low intensities [45]. This has
resulted in the popularity of manual thresholding and it remains the gold standard in certain
applications [46]. Automatic thresholding techniques divide to the two categories of global
and local thresholding, which are explained as follows.
One very famous global thresholding is the Otsus method [41] which determines the
threshold by maximizing the between-class variance between the background and foreground
pixels. In [42], the authors proposed an iterative algorithm that updates the threshold using
average pixel intensities of each class. The algorithm is iterated until the difference of thresh-
olds in two successive iterations is less than a certain value.
On the other hand, adaptive thresholding runs the segmentation process with various
threshold values on the same image and then chooses the best value based on the results. This
method has been widely used in the literature (e.g. [47]). Alternatively, some studies employ
an aperture sliding on the image to make use of local threshold values for segmentation [48].
Even though these methods could outperform the former ones of Otsu and Ridler-Calvard in
terms of robustness to noise and handling inhomogeneity, they provide a low performance in
treating overlapping cells. Intensity thresholding techniques have been reviewed in [49, 50].
2.3 Watershed methods
At the expense of more exhaustive steps for processing, the watershed method [51] has
helped to take care of the overlapped cells in images. Starting from local minima of in-
tensity in the image, the watershed algorithm gradually sinks areas of the image, until these
so-called basins meet. The algorithm then separates individual objects by inserting borders
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Figure 2.1: Segmentation results using Zhou et al. [52] method. A) Original Image. B)
Segmentation results using the watershed algorithm [52]. C) Results after eliminating over-
segmentation using fragment merging algorithm. Image has been adapted from [52].
at confluence locations. Zhou et al. [52] used adaptive thresholding for the segmentation
of cell nuclei and employed the watershed algorithm to take care of the overlapping cells.
They then corrected the oversegmentation in the output of the watershed algorithm by use
of a fragment merging method. Using several features, the implemented fragment merging
determines the quality of segmentation and merges the neighboring detected nuclei in cases
where merging results in improvements of the desired features. Sample segmentation results
of this method are shown in Figure 2.1.
Another approach to address the oversegmentation problem in the use of watershed meth-
ods is to merge the falsely segmented regions into components in the real objects in the im-
age, based on a predefined constraint. This problem, as has been reported in the analysis of
challenging cell images in [53], has been addressed by developing a statistical object model
in [54] that merges the undesired regions. A multivariate Gaussian function is employed
to model the nucleus distribution, that calculates a merging decision criterion. The algo-
rithm merges the undesired regions, for which the resulting segment can provide a higher
measurement score than the single region before merging with a threshold-based decision.
2.4 Blob detection methods
As a preliminary step to segmentation, blob detection methods can locate the cells, especially
when a large population of cells exists in the image, by approximating them with small
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ellipses. The most popular method for this is the Laplacian of Gaussian (LoG) [55]. The
algorithm consists of a convolution with a Gaussian distribution of the form:
G(x, y;σ) = e−
x2+y2
2σ2 , (2.1)
where σ (the standard deviation) is considered as a scale parameter to produce different
representations of the image for detection of blobs of various sizes. This operation is done
to smooth the image and remove noise from it and is followed by a Laplacian operator
(∇2 = ∂2
∂x2 +
∂2
∂y2 ) which is aimed at the detection of edges by finding instances of sudden
variations. The idea used to simplify the implementation of this method is to first apply
the Laplacian to the Gaussian and then convolve the Laplacian of the Gaussian with the
image [55].
As a popular method for cell detection and especially for pre-processing of images, e.g.
to estimate sizes and locations of cells, numerous improvements have been suggested to the
LoG method. Kong et al. [56] have proposed a generalized version of the algorithm to ad-
dress the limitation of detection of symmetric cells by using different LoG kernel operators
to broaden the application of the method. For this reason, they have generated several kernels
by modifying parameters regarding orientation and scale, of 2-D Gaussians, both isotropi-
cally and anisotropically. The scales of filters were then normalized and used for detecting
nuclei from images. Finally, a marker-controlled watershed was used to split the nuclei. Re-
sults of applying the method are shown in Figure 2.2. In a more recent study, the authors
of Zhang et al. [57] suggested a Hessian-based version of LoG to use the Hessian matrix
for improving the detection results and reducing the computational cost. There are also other
versions of blob detection such as Difference of Gaussians (DoG) [55]. In a similar approach
to LoG, DoG provides an approximation of LoG, with the advantage of being more efficient.
Despite the promising progress, blob detection methods are usually unable to capture de-
formable objects as they are not flexible enough. Even though, they might be well used as
tools for nominating candidates of regions for possible detection of cells.
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Figure 2.2: Detection of nuclei in pathological images (image adapted from Kong et al.
[56]). The first row shows the detection of nuclei centers and the second row shows the
detection of blobs using nuclei centers. The third row shows nuclei split using the watershed
method.
CHAPTER 2. LITERATURE REVIEW 24
2.5 Shape-based analysis
There are other segmentation methods taking into account the shapes of the objects, such as
template matching, which have been widely used for the analysis of biomedical images [58].
Simply, template matching searches for instances of a template image within a larger image.
In the early usages of this method, only simple transformations on the shapes including
translation, rotation and scaling were considered [59], which were referred to as rigid shape
matching. Even though considering shapes of objects in addition to merely investigating
intensity values can improve the segmentation results, rigid template matching suffers from
relying on a geometrically exact template which does not necessarily exist in cases where
the objects shapes have high variations [60]. To address this limitation, deformable methods
are proposed as flexible alternatives to cope with shape deformations.
Deformable models are used for segmentation as parametric models, which are optimized
through iteration with the aim of minimizing an energy function. These models could be
formulated explicitly, where object boundaries are expressed through a parametric contour
in 2D or a parametric shape in 3D, or implicitly, as zero levels of a function which have
one more dimension than that of the image. Level sets are also favorable for their use in the
tracking phase, since they can keep track of morphological changes.
As members of deformable models, active contours, or Snakes, originally invented by
Kass et al. [61] are based on Bayesian estimation method which consists of a prior and a
likelihood. Assuming a set Γ to contain edge pixels, for each pixel x in the image domain Ω,
we have
γ(x) =
1 x is an edge pixel2 otherwise ,Γ = γ−1(1) (2.2)
The likelihood term (also called the generative model) p(u|Γ), for image u defined on the
same domain Ω, is to model image u when accurate information about the edge Γ is known.
An exponential function is then defined on variables x, u and derivatives of image u, to best
model the generative model. For a given image u, finding the edge set Γ, in a Bayesian
framework, is to equivalently maximize the following posterior.
max
Γ
p(Γ|u) = p(u|Γ)p(Γ)
p(u)
, (2.3)
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where p(u) is considered as a normalization constant for the given image. Using Gibbs
energy E = ln p, the above formula results in the following energy minimization:
E[Γ[Γ|u] = E[u|Γ] + E[Γ] (2.4)
E[Γ] forces the extracted edges to be regular and visually acceptable. Brownian paths,
Sobolev edges, length energy, and Euler’s Elastica are some of the options in the definition
of the energy for the edge [62]. The above method for finding edges is known as edge-based
active contours. However, as determining the boundaries of the objects (x where γ(x) = 1)
is equivalent to determination of regions of the objects surrounded by boundaries (x where
γ(x) = 0), there are other groups of active contours, the likelihood models of which are based
on regions of objects, called region-based active contours.
Active contours and level sets are frequently used in cellular image segmentation. These
are capable of segmenting cells with low-intensity cell boundaries and also being used with
cell shape models incorporated. Level sets are suitable for segmentation of large numbers
of deformable objects, such as cells. However, one problem with these is the initial contour
formation, which in many cases leads to the need for a detection phase.
Level sets are known as ideal methods of segmentation in cases where intensities of the
objects which are subject to segmentation are the same. These methods could handle the
segmentation for a large number of cells and at the presence of imaging artifacts [63]. How-
ever, they lack maintaining separated contours for distinct cells, when they overlap. Zhang et
al. [64] proposed a method for cell segmentation, using one contour for each cell and defin-
ing constraints on them to prevent them from merging. To overcome the computational cost
of individual level sets for each cell, Nath et al. [65] proposed a method to segment large
numbers of cells defining only four level sets. In general, deformable models, with their
ability to account for shape models and also the capability of extension to tracking phase
seem to be promising for use in the analysis of cells.
2.6 Learning-based methods
Machine learning methods have been widely used in cell analysis literature. These meth-
ods learn the regularities present in the annotated data, called training data, and use these
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regularities to classify the data into different categories [66].
Arteta et al. [67] proposed an algorithm that first detects candidate regions by recogniz-
ing the corresponding elements in the images which was previously suggested by Matas et
al. [68]. Arteta’s algorithm works based on finding intensity maxima and minima in the im-
age by sweeping the threshold, to be scored with a learning-based measure. This measure,
chosen to assume a non-overlap constraint, uses structured Support Vector Machines (SVM)
learning in the inference procedure from the training set. However, the method, like many
other similar works in the literature, recognizes the nuclei rather than the whole cell.
Deep learning methods, like Convolutional Neural Networks (CNNs) [69] have performed
well in cell segmentation [70, 71] and in image classification and scene labeling [72, 73].
These networks have the advantage that the features are automatically learned through ker-
nel matrices in the convolution layers, which relieves the need for selection and training of
the features [69, 74]. A CNN is usually composed of successive pairs of convolutional and
pooling layers, followed by a number of fully connected layers. A convolutional layer con-
sists of convolutional filters that (each corresponding to one output feature map) are used to
calculate the output feature maps. The pooling (or max-pooling) layers function is to sum-
marize the actions and to choose the maximum values over a neighborhood region in each
feature maps. The fully connected layer learns higher level features representations. The last
layer is often a softmax layer which is also a fully connected layer and calculates the posteri-
ors of belonging to each of the object classes for each pixel in the image [75]. As an example
of pixel-wise segmentation using a deep CNN-based method, Ciregan et al. [76] performed a
segmentation of neuronal membranes in electron microscopy images. To improve the results,
multiple networks are trained and the final prediction is achieved by averaging the outputs of
the networks. Even though the performance is better than a single network, the segmentation
is done using a sliding window, which might be time-inefficient in analyzing large images.
In an application of this method for the detection of mitotic nuclei [77], the authors trained
a neural network with the image patches centered at mitosis instances in the image. The
trained algorithm was then used to find and detect mitotic nuclei in the images.
Badrinarayanan et al. [78] have proposed an encoder-decoder architecture for semantic
segmentation, that reduces the computationality compared to the U-Net [79]. SegNet [78]
has introduced new decoders for upsampling the lower resolution feature maps that use pool-
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ing indices computed in the max-pooling step of the corresponding encoder. Using this tech-
nique removes the need for learning to upsample and was shown to have a more efficient use
of the memory.
Other pattern recognition methods, such as K-means and Expectation-Maximization (EM)
algorithms, have been used for cell analysis as well. K-means [80] is a clustering algorithm
that assigns each data sample (which are pixels in image analysis) to a cluster with its mean
closest to that data sample. Iterative updates are then made on means of clusters, and conse-
quently, their assigned members, to minimize sums of square distances between data samples
and cluster means [66]. EM algorithm could also be considered as a similar, yet more power-
ful method that can maximize maximum likelihood estimators. EM is an iterative algorithm
to optimize an energy function. The parameters of the energy function start from an initial
first guess. In the expectation step, the value of the energy function is calculated using the
current estimate of the variables. Then in the maximization step, the parameters are updated
in a way to maximize the gradient of the energy function. The algorithm is iterated until
a predefined convergence criterion is satisfied. Sinha and Ramakrishnan [81] make use of
K-means for locating nuclei in the images and cropping the cell by a rectangular region.
EM algorithm is then employed for refinement of model parameters of final segmentation of
white blood cells from the background. A spatially-constrained version of EM algorithm is
used by James Monaco [82] to incorporate Markov priors, with their novelty in reducing the
computational cost.
The broad application of segmentation methods in medicine and biology has urged the
literature to include reviews based on the application of segmentation, for example in the
segmentation of MRI images of heart [83], multiple sclerosis [84] and brain [85]. In cell
segmentation, reviews have been prepared for CAD systems in histology image analysis [5,
86, 87], breast cancer histopathology [88], computational pathology [89, 90] and on nucleus
segmentation [4, 91].
Different methods addressing the segmentation problem have been improved over time
to provide a higher accuracy and efficiency. This improvement has been predominantly
made at the cost of suggesting more complex methods that require stronger computational
resources. As an instance, convolutional neural networks can extract the patterns existing
in the training data to be used for the analysis of new images in the test sets. Apart from
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their computational complexity, these models rely on training sets with sufficient quantity
and variation. Other techniques can provide acceptably accurate models for the objects in
the image, but are limited in the number of objects that exist in each single image. Inspired
by the manual annotation that is done by human experts, employing rules that are based on
the prior knowledge available for the problem can improve the results and reduce the reliance
on the training data. To this end, ways for incorporating prior knowledge in the segmentation
are reviewed in the following.
2.7 Use of prior knowledge in segmentation
The overall characteristics of the region of interest are usually known in medical imaging.
This prior knowledge includes, but is not limited to, shape information, such as the brain
being spherical, tree-like shapes of dendritic cells and the heart being cone-shaped, or spa-
tial patterns of anatomical structures relative to one another, for example nuclei being inside
cytoplasms in cells and amygdala being anterior and superior to the hippocampus. Many bi-
ological and medical applications require prior information to be respected in segmentation
as they critically rely on the accuracy of segmentation. On the other hand, many disorders
are associated with subtle changes that can modulate the imaging or anatomical properties
of organs. Clinical and research approaches that deal with these disorders rely on the pre-
cision of the segmentations [92, 93]. Even though many methods have been proposed for
performing constrained segmentation, it remains a challenging problem.
Segmentation methods that employ texture or intensity are sensitive to imaging artifacts
including non-uniformity, geometric distortions, noise and subject motion [94]. Integration
of constraints increases the complexity of the segmentation and cannot always fully model
the problem. However, since unconstrained segmentations often contain deviations from
the true characteristics of the objects of interest, constrained segmentation techniques are
desirable.
2.7.1 Examples of prior-knowledge-based segmentation
Incorporating a priori information into segmentation improves the accuracy by eliminating
semantically unfeasible outputs. Various types of prior information have been employed in
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segmentation by enforcing shape, appearance, adjacency and inclusion constraints. Shape
constraints have been enforced through the classic approach of deforming a model to a target
structure by regularizing deformable contours [95–97], or by fitting the current segmentation
to a template to enforce the underlying structures [98,99]. Graph-cuts were also employed to
improve segmentation by imposing shape [100, 101], ordering [102, 103] and nesting [104]
priors.
In multi-class image analysis, relations between different classes can work as prior knowl-
edge to improve the segmentation. Inter-object dependencies have been used in the segmen-
tation of interacting objects in the knee joint [105] and enhancing the segmentation of cell
organelles [106]. Other examples in cell segmentation include using priors to consider the
shape [107] and relative topology of cells and nuclei [108, 109], and to impose area and size
constraints on segmented regions [110], to achieve a better segmentation. In brain tissue
analysis, appearance and spatial priors have been used to improve tumor localization [111],
generalization to unseen images [112], and lesion recognition as atypical brain tissues [113].
In the context of neural networks, shape priors have been imposed through Shape Boltz-
mann Machines (SBM) [114,115]. Successive works enforced topology and geometric con-
straints [116, 117] in fully convolutional networks (FCNs). Cascaded Convolutional neural
networks (CNNs) [78] were also shown to learn priors using more complex models and with
increasing computational expense [118,119]. However, these require a training of a large set
of parameters, which may result in intractable training or in inaccurate segmentation.
On the other hand, interactive segmentation systems were developed that consider weaker
priors during segmentation, but detect inconsistencies in the segmented images and aim to
correct them [120, 121]. These methods utilize user input to encode the implications of the
prior knowledge through energy terms in their cost functions [122, 123].
Inter-class relations have been employed in segmentation through discriminative and
generative probabilistic models. CNNs are an example of discriminative models that can
learn dependencies between different classes through their cascade network architecture
[118, 124]. These models perform well, and rely on a set of training samples, with a suf-
ficient quantity and variance, to learn the underlying constraints. On the other hand, gener-
ative models, such as probabilistic graphical models, impose the interrelations by utilizing
a prior term designed based on the problem. Incorporation of prior knowledge for deriving
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model posteriors reduces the dependency of graphical models on the training data, compared
to CNNs. The focus of this thesis is on the generative graphical models for the incorporation
of prior knowledge while performing image segmentation. The following section reviews
the fundamentals of graph theory that will be used in the following chapters.
2.8 Graphical models for modeling associative relationships
Probabilistic graphical models provide a visual representation of probability distributions
made up of nodes (vertices) connected by edges (links). Nodes represent the random vari-
ables of the model with edges showing their probabilistic relations. Graphs facilitate the
expansion of the joint probability distribution into factors each depending on a subset of
random variables. Given the visual representation of graphs, properties of the probabilistic
model, such as conditional dependencies, can be inspected.
Graphical models enable modeling associative relations between objects to improve seg-
mentation [125–127]. They provide a simple way to visualize probabilistic models by
expressing random variables as graph nodes and defining the relationships between them
through graph edges [66]. The key aspect of these models is that the label of each node is
determined based on both its own attributes as well as attributes of other nodes connected
to it through graph edges. This way, not only all the relevant information is incorporated
in inferring the labels, but also label configuration constraints can be effectively projected
on the model and be used during the inference. For instance, Chen et al. [128] employed
graphical models to incorporate nuclear positions with boundary information for yeast cell
segmentation. In a broader context of application, Uzunbas et al. [129] used an interactive
graphical-model-based approach that seeks user’s input for nodes with uncertain labels and
learns from mislabelled nodes. Another instance is the use of graphical models for com-
bining appearance models with shape priors for retinal segmentation [130]. Besides their
application in image segmentation, graphical models have been used for modeling the web
structure [131, 132], social systems [133], and biological networks [134], indicating the ap-
plicability of these models to a wider range of subjects.
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2.8.1 Graph theory
In the following, a short overview of the basic definitions in graph theory [66, 135] is pro-
vided, that will be used in the rest of the thesis.
A graph G(V, E) comprises a set of nodes V = {s1, s2, ..., sN} connected through a set of
links E ⊂ V × V . Each edge (s1, s2) between nodes s1, s2 ∈ G may be undirected, where
we call s1 and s2 neighbors in the graph. Alternatively, if the edge between the nodes is
directed (s1 → s2), s1 is called the parent of the child s2. If a node on a directed graph does
not have a parent, it is called an orphan node.
A sequence of nodes {s1, s2, ..., sm} define a path on the graph, where (si, si+1) ∈ E or
(si → si+1) ∈ E, for each i ∈ {1, ...,m − 1}. If all the edges are directed in a path, it is called a
directed path. If the directions of edges are ignored for a path, we call it a trail. A directed
path with s1 = sm is called a cycle and a trail with s1 = sm is called a loop.
A directed graph without cycles is called a directed acyclic graph (DAG). Figure 2.3
shows examples of cyclic and acyclic directed graphs. If there is only one trail between every
pair of nodes in a DAG, it is called a polytree. If all nodes, except the source node, have
exactly one parent node, the graph is called a tree. Alternatively, an undirected graph without
loops is called a tree. Figure 2.4 shows samples from polytrees, directed and undirected
trees. A graph G′(V ′, E′) is called a subgraph of graph G(V, E), if V ′ ⊂ V , E′ ⊂ E and
E′ = {(si, s j) : si ∈ V ′, s j ∈ V ′}.
A probabilistic graphical model corresponds to the tuple (G, P) of a graph G = (V, E)
and a probability distribution P. Each node si corresponds to a random variable xi (which can
be discrete or continuous), that can be associated with an observation vector yi. Existence of
graph edges indicate conditional dependencies on G that facilitate a factorization of P. Given
the three variables a, b and c, the conditional distribution of a and b, given c is written as
p(a, b|c) = p(a|b, c)p(b|c). (2.5)
If the distribution of a does not depend on that of b, given c,
p(a|b, c) = p(a|c), (2.6)
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(a) (b)
Figure 2.3: Cyclic (a) and acyclic (b) directed graphical models.
or based on Equation 2.5,
p(a, b|c) = p(a|c)p(b|c). (2.7)
In this case, a is conditionally independent of b, given c, denoted by a y b|c.
Two types of graphical models have been used for image segmentation. Markov Random
Fields have weighted edges indicating the degree of dependencies between variables. On
the other hand, Bayesian Networks (BNs) have directed edges explicitly representing the
dependence of random variables on each other. Directed graphs can have exact solutions if
they are restricted to having no directed cycles. The two types of graphs are explained in the
following sections.
2.8.2 Undirected graphical models
An undirected graphical model or a Markov random field [136] is a tuple (G, P) composed
of undirected edges (s, t), where G(V, E) is an undirected graph with N nodes and P is a
probability distribution. Each two nodes si and s j are independent, if they are not connected
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(a) (b) (c)
Figure 2.4: Polytree (a), directed (b) and undirected (c) trees.
by a link and all passes connecting the two nodes contain observed nodes. Therefore, the
factorization of the joint probability should contain factors in which si and s j do not appear
in the same factor.
To write a factorization for the undirected graph, the joint probability is written as a
product of functions over subsets of variables that are local to the graph. We call a subset of
the undirected graph with links between every two nodes of it a clique. If a clique is such
that no more links from the graph can be added to it, so that it still remains a clique, we call
it a maximal clique C.
Denoting the variables in the clique C by xC , the joint probability distribution factorizes
into a product of potential functions ψC(xC) for the maximal cliques
p(X) =
1
Z
∏
C
ψC(xC), (2.8)
where Z is called the partition function and is a normalization constant
Z =
∑
xC
ψC(xC), (2.9)
and X = {xs} is the set of all random variables in the graph (s = 1, ...,N).
Potential functions have no interpretations in terms of the marginal distributions in MRFs,
however, as it will be explained in section 2.8.3, the joint probability in DAGs is factorized
into the conditional probabilities on the graph.
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2.8.3 Directed graphical models (BNs)
A directed graphical model or a Bayesian Network (BN) is a tuple (G, P), where G(V, E)
is a directed graph containing N nodes with directed edges s → t between them, and P is a
probability distribution. Directed links in BNs are useful for representing causal relationships
between random variables, for example when an event is a result of another event. The
conditional independence of nodes on the directed graph is explained in section 3.3.5.
The joint distribution on the directed graph is defined by the product of the conditional
distributions of all nodes on the graph conditioned on their parents. Therefore, the factoriza-
tion of the joint probability for the directed graph G(V, E), with the set of random variables
denoted by X = {xs} for s = 1, ...,N, takes the form
p(X) =
∏
s∈G\O
p(xs|pas)
∏
s∈O
p(xs), (2.10)
where O is the set of orphan nodes, G \O is the rest of the nodes in the graph and pas is the
set of parents of xs. It can be easily shown from Equation 2.10 that p(X) is normalized as
each of the factors in the product is normalized.
2.9 Inference in graphical models
Inference in graphical models refers to finding the probability distributions for a set of ran-
dom variables xs, when a set of nodes are clamped to observation nodes ys from the set
of all observations. These probability distributions p(xs|ys) are called posterior distribu-
tions. Once the posterior distributions are found, many applications, require the value of the
random variable xˆs that maximizes the posterior probability
xˆs = arg max
xs∈Λ
p(xs|Y), (2.11)
where Λ is the set of all K labels xs can take. For example, in image segmentation, given the
image, different features are extracted from the image that make the feature vectors stored in
ys nodes. Finding the optimal segmentation in this problem is equivalent to finding the most
probable labels xˆs in the posterior distributions, based on which pixels (or groups of pixels)
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are labeled as the objects in the image.
Graphical models facilitate devising efficient inference algorithms which can be exact or
approximate both relying on a factorization of the joint probability. In the following, an
overview of inference algorithms on graphical models is presented.
2.9.1 Graph-cuts
Graph-cuts are algorithms in which a weighted undirected graph G(V, E) is made based on
the image, where V and E show the sets of nodes corresponding to the image pixels and
weighted edges, respectively. Weights of the edges are calculated based on a similarity
function W : V2 → R+, that measures the similarity of pixels according to their features, such
as intensity value and spatial proximity. The graph-cut finds the optimal cut that divides the
graph into disjoint subgraphs with a high similarity within the subgraphs and a low similarity
between them. Denoting the subgraphs by A and B, one can calculate the dissimilarity
between the subgraphs by summing edges weights that are to be removed for dividing the
graph to subgraphs A(VA, EA) and B(VB, EB).
cut(A,B) =
∑
u∈VA,v∈VB
w(u, v). (2.12)
Finding the optimal partitioning of the graph is equivalent to finding the minimum cut.
However, the minimum cut favors cutting small isolated regions [137] in the graph. This
is because the cut in Equation 2.12 increases with the number of edges connecting the two
subgraphs. Figure 2.5 shows an example of such a case, where cuts that separate nodes
n1 and n2 have minimum values, while cuts separating the right and left sides of the graph
have higher values. To avoid this, another measure of dissimilarity is defined as normalized
cut [138],
Ncut(A,B) = cut(A,B)∑
u∈VA,t∈V w(u, t)
+
cut(A,B)∑
v∈VB ,t∈V w(v, t)
. (2.13)
The normalized cut computes the cut cost as a fraction of the total edge connections to all
graph nodes. Using this measure, cuts partitioning small isolated points will not have small
Ncut values, as the cut contains a large fraction of the total connections of the set with the
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Figure 2.5: An example case for a non-optimal solution of graph-cut [137].
graph.
2.9.2 Message passing
Finding the posterior distribution is done through marginalizing the joint probability distri-
bution which is known as variable elimination [139]. The inference algorithms which are
based on distributivity and commutativity rules, such as max-product and max-sum [66], are
examples of the variable elimination tasks. The efficiency of variable elimination depends
on the order of elimination of variables which itself is dependent on the structure of the
graph. Employing the principle of variable elimination has led to the emergence of a type of
inference called message passing [140].
Message passing breaks down a summation over a set of random variables A into sub-
problems with summations over smaller sets Ai ⊂ A. Message passing inference algorithms
pave the way for solving inference problems through dynamic programming. Since a subset
of the messages are used in the calculation of posteriors of several nodes, the messages are
stored in the memory once calculated and used in the other inference expansions to increase
the algorithm’s efficiency.
Popular examples of message passing are sum-product and max-product algorithms that
are exact on tree-shaped graphs. A special case of the sum-product algorithm is called the
belief propagation algorithm [140], which performs exact inference on directed graphs with-
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Figure 2.6: Factor graphs are generated by creating a graph with nodes that correspond
to the random variables and creating additional factor nodes corresponding to the max-
imal cliques. Panel (a) shows an example undirected graph with the clique potential
ψ(x1, x2, x3). Panels (b) and (c) show two factor graphs with f (x1, x2, x3) = ψ(x1, x2, x3)
and fa(x1, x2, x3) fb(x1, x2) = ψ(x1, x2, x3), corresponding to (a). Picture adapted from [66].
out loops. The max-product algorithm finds the value of the random variable for which the
probability distribution is maximum and finds the value of that probability. Even though, it
does not guarantee to find the global maximum of the posteriors.
Using the sum-product algorithms on graphs is done through the generation of a new
graph based on the given graphical model, called the factor graph [141]. These graphs make
an explicit representation of the joint probability factorization by introducing new nodes in
the graph that correspond to the factors of the joint probability distribution, in addition to
the nodes for the random variables. Figure 2.6 shows two possible factor graphs for an
undirected graphical model.
Factor graphs provide a straightforward representation for the factorization of the joint
probability distribution, at the expense of generating an additional graph which increases the
computations in the inference.
Although the sum-product algorithm calculates exact posteriors for tree-shaped graphs, in
many applications the graphs are not tree-shaped so that exact methods cannot be employed.
To address the inference on arbitrary graphs with cycles, an extension of the sum-product
algorithm is proposed which is called loopy belief propagation [142]. Loopy Belief Propa-
gation is a heuristic algorithm based on message passing on trees and is the most common
approximation algorithm for general graphs. Since this algorithm does not guarantee con-
vergence, a number of extensions have been made to the algorithm to provide better approx-
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imations and convergence properties [143, 144].
To calculate exact posteriors on arbitrary graphs, the junction tree algorithm [145] has
been proposed that is based on the sum-product algorithm and works on a conversion of
the input graph. This algorithm guarantees the cheapest computational cost among the ex-
act inference algorithms for the graph. However, since it requires to work with the joint
probability distribution, its practicality is determined based on the treewidth parameter of
the graph, which is defined as the size of the largest clique on the graph. The junction tree
algorithm becomes impractical when the treewidth takes large values.
As exact solutions either do not exist or are intractable for a set of inference problems,
approximate methods have been proposed for the inference which include the two main cat-
egories of variational and sampling methods. Variational inference methods employ a distri-
bution to approximate the original complex graphical model, such that an efficient inference
algorithm exists for it [127]. A variational approximation algorithm chooses the best approx-
imation of a probability distribution from the set of all tractable distributions for inference.
On the other hand, sampling methods employ stochastic algorithms to generate unbiased
samples from the distribution. Monte-Carlo Markov Chains [146] and Gibbs sampling [147]
are methods that perform the inference through sampling techniques.
This thesis focuses on methods for exact inference on graphical models. In the next
section, message passing is employed to provide exact solutions for two common inference
problems in graphical models, i.e. chains and trees.
2.9.3 Exact inference in graphs without loops
In this section, exact inference on a chain of nodes is presented. Then, the sum-product
algorithm is explained with its application to the tree-structured graphical models.
For the chain in Figure 2.7, the joint probability is written as follows
p(X) =
1
Z
ψ1,2(x1, x2)ψ2,3(x2, x3)...ψN−1,N(xN−1, xN), (2.14)
consisting of the potential functions ψn−1,n(xn−1, xn).
To solve the inference problem of finding the marginal distribution p(xn) for a node xn ∈
{x1, x2, ..., xN} on the chain, the joint distribution should be summed over all of the variables
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𝑥1 𝑥2 𝑥𝑁−1 𝑥𝑁
(b)
Figure 2.7: Undirected (a) and directed (b) chains of nodes.
except xn
p(xn) =
∑
X\xn
p(X)
=
∑
x1
∑
x2
...
∑
xn−1
∑
xn+1
...
∑
xN
ψ1,2(x1, x2)ψ2,3(x2, x3)...ψN−1,N(xN−1, xN).
(2.15)
The inference problem can be solved more efficiently by rearranging the summations and
multiplications to the following form
p(xn) =
[∑
xn−1
ψn,n−1(xn, xn−1)...
[∑
x2
ψ2,3(x2, x3)[
∑
x1
ψ1,2(x1, x2)]
]
...
]
[∑
xn+1
ψn,n+1(xn, xn+1)...[
∑
xN
ψN−1,N(xN−1, xN)]
]
.
(2.16)
Each of the factors
[∑
xn−1 ψn,n−1(xn, xn−1)...
[∑
x2 ψ2,3(x2, x3)[
∑
x1 ψ1,2(x1, x2)]
]
...
]
and[∑
xn+1 ψn,n+1(xn, xn+1)...[
∑
xN ψN−1,N(xN−1, xN)]...
]
in Equation 2.16 can be interpreted as a
message on the graph passed to the node xn.
Note that these messages are results of marginalization of the joint probability over all
the variables except xn and are therefore merely functions of xn. Denoting these factors by
µa(xn) and µb(xn) respectively, the marginal probability distribution is given in the form
p(xn) =
1
Z
µa(xn)µb(xn). (2.17)
The inference problem presented above is solved for the undirected chain. For the case
of the directed chain shown in Figure 2.7b, the potential functions will be replaced with the
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conditional probabilities
ψ1,2(x1, x2) =p(x1)p(x2|x1)
ψ2,3(x2, x3) =p(x3|x2)
...
ψN−1,N(xN−1, xN) =p(xN |xN−1),
(2.18)
and the same inference in Equation 2.16 calculates the marginal probability of xn.
This way of exact posterior calculation is useful for use in the Expectation step of the EM
algorithm [148], where efficient inference algorithms can increase the overall efficiency of
the iterative EM. This algorithm is explained in section 4.3.4.
The exact inference on chains shows the efficient use of message passing algorithm. This
algorithm can be extended to the tree-shaped graphs through the sum-product algorithm. I
now present the sum-product algorithm for tree graphical models.
For a tree graph T = (V, E) the factorization of the joint probability can be written as
p(X) =
1
Z
∏
s∈V
ψs(xs)
∏
(s,t)∈E
ψs,t(xs, xt). (2.19)
Similar to the inference on chains, the aim is to find the marginal distribution for an
arbitrary node s ∈ V . The set of nodes in the neighborhood of s is denoted by ne(s). For each
node t ∈ ne(s), a subgraph Tt = (Vt, Et) is defined such that all of its nodes can be reached
without passing over the node s. Each of such subgraphs is also a tree, as depicted in the
example shown in Figure 2.8.
The probability distribution for each subgraph Tt is written as
p(Xt) =
1
Zt
∏
u∈Vt
ψu(xu)
∏
(u,w)∈Et
ψu,w(xu, xw), (2.20)
where Zt is the normalization coefficient for the subgraph t.
Having calculated the distributions on each subgraph, one can find the marginal distribu-
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Figure 2.8: A tree decomposed into subtrees rooted at the node s. The illustration has been
adapted from [127].
tion for node s
p(xs) =
∑
xt,xs
p(X)
=
∑
xt,xs
α.ψs(xs)
∏
t∈ne(s)
ψs,t(xs, xt)p(Xt)
=α.ψs(xs)
∏
t∈ne(s)
∑
xu∈Vt
ψs,u(xs, xu)p(Xu),
(2.21)
where α is the normalization coefficient.
Each subgraph can in turn, be decomposed into subgraphs, as shown in Figure 2.8 for Tw.
Hence the marginal posterior calculation is recursively broken into subproblems until leaf
nodes, i.e. nodes with only one neighbor, are reached.
The presented sum-product algorithm can be efficiently used for inference on undirected
trees. To apply the sum-product algorithm to directed trees, they should first be converted to
undirected graphs through moralization. Moralizing directed trees generates undirected trees
so that the sum-product can be applied to them for exact inference. However, for polytrees as
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members of DAGs, the moralized undirected graph is not a tree and has loops in it. Therefore,
the sum-product algorithm cannot be directly applied to them and there will be the need for
the conversion of the undirected graph to a factor graph which has no loops.
2.10 Related work
To employ graphical models for image segmentation, it is required that a graph is first created
based on the image. Such a graph consists of nodes corresponding to pixels or superpixels in
the image with edges between them that present a similarity or a spatial proximity between
them.
Graph-cut methods have been widely used in image segmentation. They operate based
on a graph with edges, weights of which are determined based on a similarity measure.
Graph-cut usually provides approximate solutions on graphs, for certain models however, it
guarantees to find the global maximum, given the energy function based on the joint distri-
bution [149–151].
Alkofahi el al. [152] proposed a graph-cut segmentation algorithm for cell nuclei segmen-
tation that initially extracts the foreground through graph-cut binarization. Pixels are labeled
by minimizing an energy function that comprises a Poisson distribution for the cost of assign-
ing labels to pixels, and a pixel continuity term that penalizes different labels for neighbor-
ing pixels. Following binarization, LoG filtering is used for detecting nuclear seeds, which
are then used for initial segmentation refined by a second graph-cut-based algorithm. The
method was applied to the segmentation of 25 histopathological images with 7400 nuclei.
The authors reported inaccuracies in the segmented images for highly textured chromatins,
nuclei with elongated shapes, and highly clustered nuclei with weak borders.
Chang et al. [153] proposed a multi-reference graph-cut formulation for the segmentation
of nuclei in 440 tissue sections originating from different laboratories with biological and
technical variations. The proposed algorithm uses an energy function consisting of global
and local data terms plus a smoothness term to convey geodesic information of the input
image. The global and local energy terms are calculated based on the manually annotated
reference patches and local color space information in the original image, respectively.
Song et al. [154] developed a multi-scale convolutional neural network by combining a
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CNN with an undirected graphical model for considering size variations in the segmentation
of nuclei. Working on a superpixel version of the image generated by the SLIC algorithm
[155], they employed the CNN to extract scale-invariant features, based on which a coarse
segmentation was generated with a fast min-cut/max-flow algorithm [156]. An undirected
graph was made for refinement of the segmentation and the nuclei were extracted using the
marker seeking strategy [157].
In [158], graph-cuts were used within an iterative segmentation algorithm that refines the
contours based on a cut cost. The contour has to be the global minimum in a neighborhood
where its size is set a priori. The image is represented as a pixel adjacency graph for which
the cost function is calculated. Generating a graph for an image as a set of pixels makes the
graph analysis difficult due to the large volume of the data [159]. Ta et al. [160] proposed a
graph-based regularization algorithm that reduces weighted undirected graphs with arbitrary
structures for faster image segmentation. They compared their method to k-means clustering
and Bayesian classification methods on the segmentation of cellular images.
One way of graph generation that ensures the generated graph does not have any loops,
is the construction of a merge tree. In this method, starting from nodes that correspond
to pixels or superpixels in the image, each two or more nodes that are similar based on a
similarity measure are connected to a new parent node. The procedure recursively continues
by connecting the orphan nodes to new parent nodes, until there is only one orphan node in
the graph, which is the root node. Lin et al. [161] used an undirected merge tree generated
based on the oversegmented image for neuronal and glial nuclei segmentation. Their method
searches for the optimal merging pattern of the regions created by watershed. Using region
selection based on watershed regions combined with dynamic programming, Santamaria
et al. [162] proposed an unsupervised cell segmentation in immunohistopathology images
using merge trees that employs shape and scale information.
Watershed method [43] is a popular method for partitioning the image to homogeneous
areas that can be associated with graph nodes. This method divides the image to segments
by simulating a flooding of a given scalar function, for example, the gradient of the image
intensity. The output of partitioning an image with a watershed method involves areas with
boundaries that are likely to lie on the object boundaries. Applying watershed segmentation
to the image gradient, Kale and Aksoy performed a joint segmentation of cervical cytoplasms
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and nuclei in Pap smear images [163]. A two-pass search algorithm [164] was used that
combines spectral and shape information to find the most meaningful groupings of segments
in a hierarchy modeled based on the multi-scale region adjacency graph.
Exact inference algorithms have been developed for graphical models with simple struc-
tures. Two-pass inference algorithms were initially proposed for chain-based models, which
calculate exact probabilities for node labels [165]. Extension of this forward-backward al-
gorithm, known as belief propagation [140, 166], resulted in exact solutions for two main
categories of DAGs: trees and polytrees. These early methods factorize the posterior of
the desired node into two factors, including a marginal posterior given a subset of the ob-
servations, and a subgraph likelihood function given the label of the node. Although this
factorization provides an exact and non-iterative inference on graphs, it could not be im-
plemented due to their dependency on the likelihood function that required working with
infinitesimal values. This takes place in cases where the likelihoods include a large number
of data components, leading the probability values to become very small and resulting in
arithmetic underflow.
To address this problem [166], Laferte et al. proposed an exact calculation of posteriors
on quadtrees [167] that finds the posteriors based on two passes on the graph. In their work,
they factorized the posterior of each node into two marginal posteriors, one being based
on the observation nodes in the top nodes, and the other based on the observation nodes in
the bottom nodes. Therefore, the posterior was composed of two types of messages being
calculated in two passes, one bottom-up and one top-down message. Extensions of this
method have been proposed for different image segmentation applications [168–170]. Feng
et al. combined tree-structured belief networks as prior models with neural networks for
multi-label image segmentation [171]. They optimized the model parameters using the EM
algorithm and evaluated their method on scene image segmentation.
Using fixed tree structures makes the inference efficient, however since it may cause
neighboring pixels in the image in different uncorrelated nodes without a common parent, it
can result in blocky artifact [172–174]. Blocky segmentations do not present accurate object
boundaries by not acknowledging the natural curves in the image. To address this problem
of trees, dynamic and irregularly structured graphs have been proposed [175, 176].
Dynamic tree approaches consider a distribution over the tree structure and optimize it
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as part of the inference [177]. Storkrey et al. [178] introduced Position-Encoding Dynamic
Tree (PEDT) that allows manipulation of objects locations through a flexible hierarchical
representation of the image structure. They defined the probabilistic model using belief
networks and presented a variational inference for it. The model was evaluated on image
segmentation and was compared to the original dynamic trees and fixed trees. Designing a
new architecture of dynamic trees, Todorovic et al. used a dynamic tree that incorporates
multi-layered data at all scales of the model [179]. To increase the inference efficiency,
they used a Structured Variational Approximation (SVA) [180], that renders approximate
independence of variables in the graph. Evaluating the method in unsupervised segmenta-
tion, they showed that the model can capture relationships between objects and their parts.
Additionally, dynamic trees have been used to handle large deformation in registration and
multi-atlas segmentation [181].
Another group of trees called Hierarchically-Structured Interacting Segments (HINTS)
facilitate the incorporation of prior knowledge about geometric interactions between regions
and boundaries, for example being interior and exterior of an object [104, 182]. Yin et al.
[183] proposed a method for segmentation of multiple interacting surfaces from different
objects while embedding multiple inter-relations in an n-dimensional graph. They evaluated
their method on the simultaneous segmentation of six bone and cartilage surfaces in the
knee joint. Extending this approach to trees with arbitrary structures, Stack et al. proposed
an optimization while preserving inclusion, exclusion and margin constraints [184]. They
developed an optimization algorithm for general HINTS that addresses the local minima and
high-order term problems in the previous methods.
Using dynamic programming to perform bottom-up message passing on an undirected
tree graphical model, Liu et al. [185] proposed an algorithm for muscle cell segmentation.
The hierarchical graph was generated based on an edge map created for the image by the
method presented in [186]. A score was then assigned to each region based on edge strength
and sparse shape representation [187], and the best region was selected by maximizing a
total score that guarantees the selection of one region among overlapping regions. The pre-
sented method provides a segmentation with the highest overall score which is equivalent
to selecting the best non-overlapping regions. In a similar work for muscle cell segmen-
tation [185], the authors used a region selection method based on edge maps created by a
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Figure 2.9: Segmentation results of using the method in [185] for four sample muscle cell
images. The top row shows the original image patches (at 10x magnification) and the bottom
row shows their corresponding segmentations, with blue contours. Image has been adapted
from [185].
random-forest-based hierarchy. Figure 2.9 shows sample results using this method.
2.11 Discussion
This chapter presented the need for multi-class segmentation methods in microscopy image
analysis and the role of employing prior knowledge in improving segmentation. More specif-
ically, graphical models are introduced and elaborated for their use in capturing different
types of prior knowledge as labeling constraints in inference. The fundamental definitions of
the graph theory and principal inference algorithms are provided for undirected and directed
graphs, which closely relate to the proposed method presented in the following chapters.
Despite the effectiveness of the existing methods, maximal incorporation of prior knowl-
edge as part of an efficient inference algorithm is yet to be established. Problems with the
existing graphical models for segmentation include two aspects. The captured interrelations
between objects in the image are too simplistic and/or the inference algorithm is iterative or
approximative. Any of these two aspects can reduce the segmentation performance. With
a focus on these two issues, I will present a novel inference method using polytree graphi-
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cal models in chapter 4. Chapter 5 extends the proposed model to weakly supervised seg-
mentation with a more comprehensive evaluation. Further, applications of the segmentation
algorithm in measuring quantitative indices from the segmented images are also explored.
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Chapter 3
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3.1 Introduction
Accurate and efficient image segmentation of complex spatial object arrangements composed
of multiple constituting structures (or classes) is challenging yet paramount for biological
discoveries underpinned by quantitative imaging. For example, the identification of differ-
ent cells within tissue [21] or organelles within cells [22], the sub-cellular localization of
proteins [23], the interactions of different cell types in organ development [24], or the im-
mune response during infection [1], as just a few examples of relevant problems in biology.
To assess the morphological and behavioral characteristics of these cells (some having un-
known causes [188]) quantitative metrics are devised, which require image segmentation as
an unavoidable first step. Additionally, histology images are increasingly used for disease
diagnosis and grading. Quantitative analysis of these images through the developed metrics
(e.g. for abnormal nuclei as a potential indicator of cancer) helps pathologists by provid-
ing a supporting diagnosis and disease progress evaluation [4, 5]. Still, at a finer resolution,
the biology of the cell nucleus, i.e. the organization of the genome and the proteins, has a
functional relevance with the biological cell processes, and their mislocalization (hence seg-
mentation) can be a valuable indicator for many pathologies [7–9]. Given that all the above-
mentioned examples are multi-class segmentation problems, automatic methods are of high
significance due to their labor-intensity, and inter- and intra-observer variability of manual
analysis, especially for large datasets. However, common features of such images, such as
defused or overlapping boundaries, irregular shapes and high deformability of objects, lim-
ited resolution, and quality in biological images, may contribute to the poor segmentation
performance of automatic methods.
In this work, we are looking at two microscopy image datasets. The first dataset, BBBC020,
containing images depicting bone-marrow derived macrophages from C57BL/6 mice stained
with DAPI to label the nuclei and CD11b/APC to label the cell surface, to investigate the
role of toll-like receptors for macrophage spreading [25]. Automatic segmentation of the
image data is required for measurement of experimental parameters. The second dataset.
BBBC007, has drosophila melanogaster Kc167 images stained for DNA to label nuclei and
actin to show the cell body. A segmentation of the images is required to be used in the auto-
matic cytometry [25]. Figure 3.1 shows samples from each of the datasets. The images from
the two datasets define a challenging cell segmentation problem due to the irregular shapes
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(a) (b)
Figure 3.1: Samples from BBBC020 (a) and BBBC007 (b) datasets [25].
and touching and overlapping cells in them.
Incorporation of prior knowledge can play an important role in aiding and improving
segmentation. Inter-object dependencies have been used in the segmentation of interacting
objects [105] and intra-object spatial relationships were shown to enhance the segmentation
of cell organelles [106]. Other examples in cell segmentation include using priors to consider
the relative topology of cells and nuclei [108,109], and to impose area and size constraints on
segmented regions [110], to achieve a better segmentation. In brain tissue analysis, appear-
ance and spatial priors have been used to improve tumor localization [111], generalization to
unseen images [112], and lesion recognition as atypical brain tissues [113].
Graphical models enable modeling associative relations between random variables [127].
These probabilistic models can improve segmentation by imposing constraints emerged from
prior knowledge [125, 126]. The key aspect of graphical models is that the label of each
node is determined based on both its own attributes and attributes of other nodes connected
through graph edges. This way, not only all the information is incorporated in inferring the
labels, but also label configuration constraints can be effectively applied during inference.
For instance, Chen et al. [128] employed graphical models to incorporate nuclear positions
with boundary information for yeast cell segmentation. In a rather different application,
segmentation of retinal images, graphical models have been used for combining appearance
models with shape priors [130].
We propose polytree graphical models for implementation of local label configurations
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for multi-class segmentation problems. Polytrees are a type of Bayesian Networks (BNs)
whose nodes can have more than one parent. Compared to other well-known BNs based
on trees [179, 189–191], where each node only has one parent, polytrees can capture more
complex configurations and constraints. This higher flexibility of polytrees also inhibits
certain unfeasible label cliques on the graph that trees are unequipped to exclude in spite of
their contravening prior knowledge. The performance of the proposed method was compared
to that of the directed trees and three convolutional neural networks to assess the modeling
and error prediction efficiencies.
3.2 Related work
Two types of graphical models have been used for image segmentation, namely Markov
Random Fields (MRFs) and Bayesian Networks (BNs). MRFs have weighted edges in-
dicating dependencies between variables and are used for capturing correlations between
random variables. Directed edges in BNs indicate causal relationships between random
variables [66]. In this paper, we focus on BNs and enforce the constraints using condi-
tional probabilities that appear in the joint probability distribution. To find optimal labels
of the graph, different inference algorithms have been proposed. Two-pass inference algo-
rithms were initially proposed for chain-based models, which calculate exact probabilities
for node labels [165]. Extension of this forward-backward algorithm, known as belief prop-
agation [140,166], resulted in exact solutions for two main types of Directed Acyclic Graphs
(DAGs): trees and polytrees. Directed trees are BNs with only one route between each pair
of nodes in the graph (i.e. singly connected [127]), with each node, except the root node, hav-
ing exactly one parent node. Polytrees, however, are singly connected BNs where each node
can have more than one parent node. Existing solutions for these two DAGs factorize the
posterior of each node into two factors: a marginal posterior given a subset of observations,
and a subgraph data likelihood given the label of the node [166]. Despite their being exact
and non-iterative, the dependency on the likelihood function in these factorizations makes
the numerical implementation impractical [167]. This is because probability values become
very small at some nodes, where the likelihoods involve a large number of data components,
hence causing arithmetic underflow.
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To address the implementation problem of the proposed algorithms for inference, Laferte
et al. [167] designed a recursive framework that calculates exact posteriors of nodes on a
regular quadtree, based on posteriors of its neighboring nodes. Feng et al. [171] used Tree-
Structured Belief Networks (TSBNs) as a prior model combined with a neural network for
local prediction of class labels. TSBNs suffer from block artifacts [172] resulting from the
descendants of a node s on a tree being conditionally independent, given the state of s.
More complex graph structures, such as overlapping trees [173] whose nodes do not point to
distinct areas of the image, and two-dimensional trees [176] have been proposed to reduce
this effect at the expense of higher computational costs. Alternatively, a group of authors
proposed trees with dynamic structures fitting the image contents (e.g. [178,181]) where the
labels and the graph structure are inferred. Priors have also been incorporated into trees using
Hierarchically-Structured Interacting Segments (HINTS) [105], where the nodes represent
interacting segments in the image. Iterative algorithms were proposed for approximating
the optimal label configurations for binary [182] and multi-label [38] cases. However, the
proposed optimization algorithms do not always converge and may require modifying the
graph structure or relaxing the constraints for convergence.
To address the limitations of trees, which mainly stem from the independence of same-
level nodes [171], we propose polytrees for multi-class image segmentation. Compared to
trees, polytrees can eliminate a wider range of unfeasible label configurations, by modeling
both inter- and intra-level dependencies. Similar to the work of Laferte et al. [167], we derive
a two-pass inference algorithm on the polytree for exact calculation of posterior probabili-
ties on the graph. The proposed polytree based method is evaluated by segmenting objects
from multiple classes in real microscopy images. We show it outperforms state-of-the-art
convolutional neural networks and directed trees.
The proposed model is also evaluated on its ability to predict segmentation error. Areas
of the segmented image that do not comply with the imposed priors are nominated and their
similarity to the actual segmentation error is measured. Polytrees are shown to outperform
trees in finding the wrongly segmented areas.
Our polytree-based segmentation method is fundamentally different from the method pro-
posed by Laferte et al. [167] and entails important extensions. The proposed hierarchical
graph structure (Fig. 3.3) is made based on an initial superpixelation step [192] and sub-
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sequently merges the most similar superpixels (graph nodes) until the highest level. The
graph structure is asymmetric and irregular. This property allows capturing more natural cell
boundaries for a more complex implementation. Conversely, Laferte et al. use symmetric
and regular quadtrees, where the nodes are represented by square regions. The shapes of the
nodes do not match the actual morphologies of the cells, rendering the method unsuitable
for comparison. Inference-wise, our method uses features extracted by convolutional neural
networks (CNN) (details explained in section 3.4.6) and is applied to supervised multi-class
image segmentation, while Laferte et al. use pre-defined intensity and texture features for an
EM-based unsupervised image classification. See Table 3.1 for a summary of fine differences
between the three mentioned methods.
This paper significantly extends our preliminary work presented in [193] through the
following specific contributions:
• The role of features in the final segmentation performance is investigated by using scale-
space differential invariants of intensity with an automatic feature selection scheme,
employing the most relevant features for the analysis.
• We have shown how deep features from recent convolutional neural networks can be
systematically exploited within the proposed polytree framework for improved segmen-
tation quantities.
• Polytrees are compared to customized trees, and state-of-the-art CNNs, namely SegNet
[78], DeepLab [194] and PSPNet [195], using synthetic and two real microscopy image
datasets.
• A novel mechanism is employed to predict possible errors in the segmented images, by
comparing the label configurations with the imposed label constraints.
• The error introduced through the superpixel generation step of the algorithm is analyzed
for a more accurate evaluation of the inference.
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Table 3.1: Summary of key differences between Laferte et al. method and the proposed tree
and polytree
Method Laferte et al. Proposed tree Proposed polytree
Descendants 4 2 2
Structure Regular Irregular Irregular
Features Intensity and texture CNN Intensity / CNN
Application Unsupervised Supervised Supervised
Constructing element
𝑥𝑠
𝑥𝑠1+ 𝑥𝑠2+ 𝑥𝑠3+ 𝑥𝑠4
+
𝑥"
𝑥"#$ 𝑥"%$
𝑥"
𝑥"#$ 𝑥"%$
3.3 Method
Herewith, we present our proposed graphical model for image segmentation. First, a poly-
tree is generated for the image, grouping similar pixels and regarding them as nodes in the
graph. Next, the parameters of the likelihood functions are trained and labels of the nodes
are inferred. Finally, the segmented image is constructed based on the optimal labels on the
graph.
3.3.1 Graphical modeling for image segmentation
We perform the image segmentation by reformulating it as the problem of finding the optimal
labeling for a graphical model, generated based on the image. The graph contains two types
of nodes that represent the latent variables and the observations for their corresponding part
of the image. Given the observations, finding the values of the latent variables is equivalent
to labeling the corresponding area in the image i.e. segmenting the image. As shown in
Fig. 3.4a, each element s (representing an area in the image) in the graph G with M elements
comprises a latent variable node xs attached to an observation node ys. This label-observation
configuration is an element of the graph, in which ys and xs can be considered as input and
output values, respectively. The latent variable xs ∈ X (X being the set of all latent variable
nodes) takes a discrete value from the label set Λ and ys contains feature vectors extracted
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from its corresponding area in the image. The process of generating the graph and labeling
it based on the imposed priors is explained in the rest of this section.
3.3.2 Graph generation
Initially, the graph is generated by grouping pixels into locally coherent areas (superpixels),
each representing a single root node (Fig. 3.3). We use the SEEDS algorithm [192], which
refines an initial grid of identically block shaped superpixels into more coherent ones.
SEEDS algorithm does not rely on an initial oversegmentation and starts from a grid
on the image. The initial superpixel partitions are then iteratively updated to maximize an
objective function that enforces colour homogeneity and shape boundary smoothness in each
region. For a partitioning s the energy function would be as follows,
E(s) = H(s) + γG(s), (3.1)
where s is the partitioning and term H(s) accounts for colour distribution corresponding
to s. Denoting the kth superpixel by Ak, we denote cAk( j) as the colour histogram of pixels in
Ak for jth histogram bin.
cAk( j) =
1
Z
∑
i∈Ak
δ(I(i) ∈ H j). (3.2)
In the above formula, H j is the set of colours in the jth histogram bin, I(i) returns the
colour of pixel i, δ(.) is a function returning 1 for pixels with colours in H j and 0 otherwise,
and Z is the normalization coefficient. Defining the colour quality measure as ψ(cAk) =∑
H j(cAk( j))
2 , H(s) would then be an evaluation of the quality measure by taking into account
the quality of all superpixels in the form H(s) =
∑
k ψ(cAk). The term ψ(cAk) reaches its
maximum when all the pixels are in the same histogram bin leading to ψ(cAk) = 1. All other
distributions would result in lower amounts of the function. According to this, the defined
energy terms enforce the superpixels to have one or few colours for H(s) to be maximized.
The term G(s) is responsible for the shape of the superpixel. For each pixel i in the image,
an N × N patch Ni is considered around the pixel and the number of superpixels present in
the patch is considered as a measure of smoothness. Higher number of different superpixels
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Figure 3.2: Sample image oversegmented by the SEEDS algorithm. Superpixels start from
the trivial grid on the image and their boundaries are iteratively updated to more accurately
be projected on the object boundaries. [196]
present in a patch corresponds to lower smoothness. In accordance with colour distribution,
a superpixel histogram is defined for the area Ni as
bNi(k) =
1
Z
∑
j∈Ni
δ( j ∈ Ak). (3.3)
Similar to the colour term, the measure of quality for shape is defined as follows
G(s) =
∑
i
∑
k
(bNi(k))
2. (3.4)
The defined energy term favors that each patch consists of pixels of only one superpixel.
Even though, this is not possible for all the pixels, such as pixels near boundaries, maximiz-
ing the energy term would result in more regular boundaries. This happens since boundaries
which are not smooth cause patches to have a higher number of superpixels in them which
are penalized to maximize the energy. Having written the energy function, it is updated us-
ing a hill climbing algorithm. Using this algorithm, small local changes are made to each
superpixel in each iteration to increase the value of the energy function. Continuing itera-
tions makes the quality of superpixels better. However, the iterations continue until a certain
amount of time is passed, which is manually set. Having the images oversegmented, the
generated regions are used for graph generation. Results of applying the oversegmentation
method to a sample image is illustrated in Figure 3.2.
Once the oversegmentation is done, the two most similar superpixels are recursively
merged to generate higher-level nodes in the graph hierarchy, in a similar manner to gen-
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erating a merge-tree [197].
For each superpixel at the finest level, one (root) node in the lowest level of the graph is
created (see Fig. 3.3). Every two nodes achieving highest scores according to a similarity
metric are then merged to create a new supernode. The new supernode is the union of image
regions attached to its two lower level descendant nodes. We define the similarity metric as
a superposition of distances using spatial and intensity features of the superpixels. A vector
β = [βs;βi] is introduced to adjust contributions of each feature in the similarity metric. An
adaptive scheme is designed for setting β, which helps in the generation of more meaningful
nodes on the graph. Nodes in lower levels of the graph represent subregions of objects,
rather than their full areas. For these nodes, we set β such that βs consists of greater values
compared to βi. This makes merging neighboring nodes that correspond to parts of the same
object (i.e. a cell or a nucleus in our case) more probable. In higher levels, however, values
of βi are set to be greater than those of βs to facilitate the merging of regions belonging to
the same class, although they might not be neighbors. Assuming βi = βi1 and βs = βs1 and
setting βi=1 for simplicity, β is determined by a cross-validation merely on βs.
After each merging step, the new node and all the other orphan nodes, are assessed with
the similarity metric to recognize candidate nodes for merging next. Region merging is
continued until only two orphan nodes remain in the graph, which are eventually merged to
create the leaf node that corresponds to the whole image (Fig. 3.3). Since two nodes are
merged at each step of the graph evolution, the resulting structure is a binary graph; i.e. each
non-root node has two descendant nodes directly connected to it. We call this three-wise
structure a clique and denote it by parent1 − child − parent2.
Figure 3.4b shows a symbolic process of merging for a cell (C) with a nucleus (N). Here,
nodes 1 and 2 align with blue and yellow areas in the synthetic cell. If these two nodes are
chosen to be merged based on their value in the similarity metric, node 3 is generated, which
corresponds to the union of blue and yellow areas annotated by the dashed ellipse. This
clique is represented by 1 − 3 − 2.
3.3.3 Graph definition
The generated graph is a hierarchical structure modeling the interrelations between areas
corresponding to different classes. Nodes in lower levels correspond to smaller superpix-
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Figure 3.3: Generating a polytree from an oversegmented input image.
els, such as sub-areas of cells, and are therefore more homogeneous. Higher level nodes
correspond to one or multiple objects that can be of different classes. The hierarchical struc-
ture allows merging smaller areas from the same class (in lower levels), and embedding of
objects within larger regions with different classes (in higher levels) according to certain
merging rules. These rules are introduced in the model by defining and applying priors on
label configurations. In this setting, segmenting the image equals inferring labels xs given the
observations ys ∈ Y (Y being the set of all observation nodes), where the label configurations
comply with the prior imposed on the model.
3.3.4 Imposing priors on the graph
Applying inclusion-based prior knowledge is the main advantage of using hierarchical graphs
and is a way to constrain the solution to plausible results. In a directed graphical model, prior
knowledge can be modeled through setting specific forms of the conditional probabilities that
implement causality according to the directions of the edges. These probabilities act as the
prior factor in the Bayesian factorization of the posterior.
In directed trees, the joint probability consists of one-to-one priors that can only model
across-level dependencies. For instance, in the constructing element of a dyadic tree de-
picted in Fig. 3.5a (excluding the observation nodes temporarily for simplicity) the joint
probability is written as p(X) = p(xs+1 |xs)p(xs+2 |xs)p(xs), where p(xs+1 |xs) and p(xs+2 |xs) are
the one-to-one priors. In polytrees, however, the joint probability has multiple-to-one priors
61 3.3. METHOD
𝑥𝑠 𝒚𝑠
𝑀
(a)
1 2
3
3
1 2
𝐶
𝑁 𝐶
(b)
Figure 3.4: Explanation of the graphical model used for segmentation. A label-observation
element s corresponding to an area in the image is shown in (a), in which the blue plate
represents M elements of which only an example is shown.
Panel (b) shows a symbolic process of node merging for a synthetic cell (C) with a nucleus
(N) resulting in a polytree constructing element.
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Figure 3.5: Edge directions on cliques in directed tree (a) and polytree graphical models (b).
modeling both across-level and same-level dependencies. The joint probability for the sam-
ple polytree structure of Fig. 3.5b is factorized as p(X) = p(xs|xs+1 , xs+2 )p(xs+1 )p(xs+2 ), in which
the factor p(xs|xs+1 , xs+2 ) is the prior. To show how this can influence the modeling ability
of the hierarchy, imagine the label set consists of two classes: Λ = {A, B}. Also, assume
B− A− A is a feasible and B− A− B is an unfeasible configuration. Using trees, B− A− A is
allowed by setting probabilities p(xs+i = B|xs = A) and p(xs+i = A|xs = A) to non-zero values.
However, enforcing the former constraint also makes B−A−B cliques feasible, even though
they are to be prevented by the model. But thanks to the more complex priors in the polytree,
setting p(xs = A|xs+1 = B, xs+2 = A) to non-zero values and setting p(xs = A|xs+1 = B, xs+2 = B)
to zero satisfies both of the constraints with no conflicts. This simple example shows the
advantage of polytrees over directed trees in modeling more complex problems, by using a
larger number of parameters.
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Figure 3.6: The prior knowledge used in this paper for the three-class problem of cell and
nucleus segmentation. Panel (a) shows the plausible label-configurations based on the inclu-
sion of nuclei by cells and cells by the background. Panel (b) shows equivalent probabilistic
conditionals when directed trees or polytrees are used for modeling the image. When no
child label xs is plausible for a pair of parent labels xs+1 and xs+2 , a uniform prior 1/3 was
considered.
In this paper, we use the generated polytree (details explained in section 3.3.2) to segment
the image by inferring the optimal labels for latent variable nodes. Each node at the lowest
graph level (finest image resolution) is a root (in contrast to the single root node in directed
trees) and there is only one leaf node (see Fig. 3.3).
Figure 3.6 shows the tables of priors p(xs+1 |xs) in trees and p(xs|xs+1 , xs+2 ) in polytrees, and
possible label configurations, when three classes of background (B), cell (C) and nucleus (N)
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Figure 3.7: Distribution of latent and observation nodes on the graph. The notation for
nodes connected to an internal node s of the graph is shown in (a). In (b), the graphical
representation of ascendant, Ya(s), and descendant, Yd(s), observation nodes is depicted.
exist in the image. Conditional probabilities were set to zero for implausible configurations,
e.g. p(xs = C|xs+1 = B, xs+2 = B) = 0, and to nonzero for plausible configurations, e.g.
p(xs = B|xs+1 = B, xs+2 = B) = 1. For cases where no child label xs is possible for a pair of
parent labels xs+1 and xs+2 , a uniform prior was considered, e.g. p(xs|xs+1 = B, xs+2 = N) = 1/3.
3.3.5 Label inference
Let X = {xs} and Y = {ys} denote sets of labels (latent variables) and the corresponding
observed features at nodes, respectively, G denote the set of nodes and edges and xs ∈ Λ,
where Λ is the set of all possible labels. For an internal node (neither in the lowest level nor
the leaf node) s in the graph, s−, s+ and s′ denote nodes in higher, lower and same layers,
respectively (Fig. 3.7a).
We now derive equations governing the posterior probabilities of graph nodes. Given the
observed data Y, finding the best segmentation equals the best configuration of labels X for
the graph. Bayesian inference associates the most probable label from the set of possible
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labels Λ, given all observations:
∀s ∈ G, xˆs = arg max
xs∈Λ
p(xs|Y) (3.5)
A new set of equations is derived to calculate the closed-form posterior probabilities at each
node in the polytree. The inference algorithm calculates the posteriors of the nodes in two
passes. These two consist of a pass from the leaf to the roots, (top-down pass), and another
from the roots to the leaf (bottom-up pass).
The probability of a node’s label xs, given all data Y, is computed by marginalizing the
probability of the clique over two parent nodes s+1 and s
+
2 given Y, and the joint posterior is
given by
p(xs|Y) =
∑
xs+1
,xs+2
p(xs, xs+1 , xs+2 |Y) (3.6)
Three-wise constraints on cliques appear in the posterior calculation. To factorize the joint
probability, we need a mechanism to identify the dependency of the nodes in the graph.
D-separation
Consider three sets of nodes A, B, and C in a directed acyclic graph. We want to verify the
conditional dependency of A and B, given C. D-separation (directional separation) rule [140]
can determine this based on the paths that exist between A and B on the graph. Each path
connecting A and B is blocked if it involves a node s for which either: a) arrows meet head-
to-tail or tail-to-tail at node s and s ∈ C (Fig. 3.8a), or b) arrows meet head-to-head at
node s and neither the node nor any of its descendants are in the set C (section 3.8b). If all
paths from A and B are blocked, they are conditionally independent, given C (A and B are
d-separated by C and A y B|C).
Using the d-separation rule, the joint posterior in Eq. 3.6 is expanded as
p(xs, xs+1 , xs+2 |Y) = p(xs|xs+1 , xs+2 ,Y)p(xs+1 , xs+2 |Y)
= p(xs|xs+1 , xs+2 ,Ya(s))
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )),
(3.7)
where Ya(.) and Yd(.) refer to the sets of observation nodes of the ascendant and descendant
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nodes, respectively (Fig. 3.7b). For each node s (or a set of nodes S), ascendant nodes
refer to the set of all nodes that are connected to s (S) through edges with inward directions.
Similarly, descendant nodes include the nodes connected to node s (S) through outward
oriented graph edges. The union of ascendant and descendant observation nodes constructs
the set of all observations. See Fig. 3.7b for a graphical explanation.
We first elaborate on the factor p(xs|xs+1 , xs+2 ,Ya(s)) on the right-hand side of Eq. 3.7. This
factor enforces posteriors of unfeasible configurations to zero, as it is a product of the joint
probability of a child node and its two parent nodes.
p(xs|xs+1 , xs+2 ,Ya(s)) =
p(xs, xs+1 , xs+2 |Ya(s))∑
x′s p(x
′
s, xs+1 , xs+2 |Ya(s))
(3.8)
Using the d-separation rule, the numerator becomes:
p(xs, xs+1 , xs+2 |Ya(s)) = p(xs+1 , xs+2 |xs)p(xs|Ya(s))
=
p(xs, xs+1 , xs+2 )
p(xs)
p(xs|Ya(s)).
(3.9)
The factor p(xs, xs+1 , xs+2 ) in Eq. 3.9 controls the occurrence of feasible and unfeasible config-
urations on the graph, by setting nonzero and zero values, respectively. The factor p(xs|Ya(s))
in Eq. 3.9 is the posterior of node s given the observations of all its ascendant nodes and its
𝑠
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Figure 3.8: D-separation rule. Nodes A and B are conditionally independent given C, when
graph edges meet head-to-tail or tail-to-tail and s ∈ C (a), or when graph edges meet head-
to-head and s < C (b).
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own observations. This top-down posterior is expanded as:
p(xs|Ya(s)) ∝
∑
xs− ,xs′
p(ys|xs)p(ys′ |xs′)p(xs′ |Yd(s′))
p(xs, xs′ , xs−)
p(xs−)p(xs′)
p(xs− |Ya(s−)).
(3.10)
Equation 3.10 indicates that having calculated the likelihood probabilities p(ys|xs), p(ys′ |xs′),
and the posterior p(xs′ |Yd(s′)), the top-down posterior of node s is calculated based on top-
down posterior of the node s−. This implies that a top-down recursion calculates the top-
down posteriors for all nodes.
The factor p(xs+1 , xs+2 |Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )) on the right-hand side of Eq. 3.7 is factorized by
several applications of d-separation rule. This factorization separates parts calculated from
ascendant and descendant nodes as follows.
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 ))
∝ p(Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )|xs+1 , xs+2 )p(xs+1 , xs+2 )
= p(Ya(s+1 ,s+2 )|xs+1 , xs+2 )p(Yd(s+1 ,s+2 )|xs+1 , xs+2 )p(xs+1 , xs+2 )
= p(Ya(s+1 ,s+2 )|xs+1 , xs+2 )p(Yd(s+1 )|xs+1 )p(Yd(s+2 )|xs+2 )p(xs+1 , xs+2 )
∝ p(xs+1 , xs+2 |Ya(s+1 ,s+2 ))
p(xs+1 |Yd(s+1 ))
p(xs+1 )
p(xs+2 |Yd(s+2 ))
p(xs+2 )
(3.11)
Similar to Eq. 3.10, p(xs+1 , xs+2 |Ya(s+1 ,s+2 )) on the right-hand side of Eq. 3.11 is calculated
through a top-down recursion as below.
p(xs+1 , xs+2 |Ya(s+1 ,s+2 )) ∝
∑
xs
p(ys+1 |xs+1 )p(ys+2 |xs+2 )
p(xs+1 , xs+2 |xs)p(xs|Ya(s))
(3.12)
The factors p(xs+1 |Yd(s+1 )) and p(xs+2 |Yd(s+2 )) in Eq. 3.11 are called bottom-up posteriors as
they are calculated based on posteriors of their descendant nodes. For each node s in the
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graph, the bottom-up posterior is written as
p(xs|Yd(s)) ∝
∑
xs+1
,xs+2
p(ys+1 |xs+1 )p(ys+2 |xs+2 )
p(xs+1 |Yd(s+1 ))p(xs+2 |Yd(s+2 ))p(xs|xs+1 , xs+2 ).
(3.13)
Derivations of Eq. 3.10, 3.12 and 3.13 are included in Appendix 3.6.
Making use of Eq. 3.7, 3.8, 3.9 and 3.11, the node’s posterior in Eq. 3.6, given all the
observations, is written as follows.
p(xs|Y) ∝
∑
xs+1
,xs+2
p(xs, xs+1 , xs+2 |Ya(s))∑
x′s p(x
′
s, xs+1 , xs+2 |Ya(s))
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ))
p(xs+1 |Yd(s+1 ))
p(xs+1 )
p(xs+2 |Yd(s+2 ))
p(xs+2 )
(3.14)
Equation 3.14 calculates the posterior at each node s using three marginal posteriors
p(xs, xs+1 , xs+2 |Ya(s)), p(xs+1 , xs+2 |Ya(s+1 ,s+2 )) and p(xs|Yd(s)), in Eq. 3.9, 3.12 and 3.13. Each term is
calculated through either a top-down or a bottom-up recursion. The inference is summarized
in Algorithm 1. Note that R and L denote the set of root nodes and the leaf node in the
graph, respectively.
3.4 Experiments and results
3.4.1 General experimental design
We evaluated the proposed inference algorithm and compared it to trees by classifying
synthetic data generated using ancestral sampling. After quantifying the performance of
the superpixel generation, two fluorescent microscopy image datasets were used for eval-
uating our multi-class segmentation method. The results were compared to SegNet [78],
DeepLab [194], and PSPNet [195] as instances of deep convolutional neural networks intro-
duced for multi-label image segmentation. We also compared segmentation using both trees
and polytrees on the real image datasets to explore how changing the direction of edges and
therefore the use of two-wise priors instead of three-wise priors affect the results. For infer-
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Algorithm 1 Label inference on polytrees
 Preliminary pass. This initial upward recursion computes prior marginals for each
node. The parameters p(xs|xs+1 , xs+2 ) are set based on problem the model represents, as
explained in Fig. 3.6 and section 3.3.4.
for all s ∈ R do
p(xs) = 1|Λ|
end for
for all s < R do
p(xs) =
∑
xs+1
,xs+2
p(xs|xs+1 , xs+2 )p(xs+1 )p(xs+2 )
p(xs+1 , xs+2 |xs) =
p(xs |xs+1 ,xs+2 )p(xs+1 )p(xs+2 )
p(xs)
end for
4 Bottom-up pass. Upward recursion for calculating bottom-up posteriors of nodes.
for all s ∈ R do
p(xs|Yd(s)) = p(xs)
end for
for all s < R do
p(xs|Yd(s)) ∝ ∑xs+1 ,xs+2 p(ys+1 |xs+1 )p(ys+2 |xs+2 )
p(xs+1 |Yd(s+1 ))p(xs+2 |Yd(s+2 ))p(xs|xs+1 , xs+2 )
end for
∇ Top-down pass. Downward recursion for calculating top-down posteriors and calcula-
tion of complete posteriors from marginal posteriors.
if s = L then
p(xs|Ya(s)) = p(xs|ys) ∝ p(ys|xs)p(xs)
end if
for all s , L do
p(xs|Ya(s)) ∝ ∑xs− ,xs′ p(ys|xs)p(ys′ |xs′)p(xs′ |Yd(s′))
p(xs,xs′ |xs− )
p(xs′ )
p(xs− |Ya(s−))
p(xs, xs+1 , xs+2 |Ya(s)) = p(xs+1 , xs+2 |xs)p(xs|Ya(s))
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ))∝ ∑xs p(ys+1 |xs+1 )p(ys+2 |xs+2 )p(xs+1 , xs+2 |xs)p(xs|Ya(s))
end for
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ring posteriors on trees, we adapted Laferte et al. [167] formulation into the graphs generated
in this work.
3.4.2 Validation of the inference algorithm: ancestral sampling
To assess the performance of the inference algorithm, regardless of the image processing
tools employed, we compared polytrees to trees on the classification of synthetic data gen-
erated by ancestral sampling technique. Samples are drawn for xs variables to represent
ground truth data. Based on this, the ys variables are then drawn according to the presumed
class-conditional distributions. Next, ignoring the reference xs variables of the first step, new
values are inferred for xs from the observed ys variables only. We then compare the inferred
xs variables to the ground truth and experimentally validate the viability of our inference
algorithm.
To draw samples xˆ1, xˆ2, ..., xˆN from the joint distribution p(X,Y), we first sample from the
probability distribution p(xs)
∣∣∣
s∈R for all root nodes. Visiting each internal node in an upward
recursion, we sample from the conditional distribution p(xs|xs+1 , xs+2 ), where the parent labels
xˆs+1 and xˆs+2 have been sampled in previous steps. Once we have sampled from the leaf node
of the graph, xˆN , we will have obtained a sample from the joint distribution p(X,Y).
In this section only, we considered two classes for xs for simplicity and selected ys from
the continuous range of [0, 1]. class-conditional likelihood functions, p(ys|xs) were Beta
distributions. For different numbers of root nodes ranging from 10 to 100000 (i.e. 19 to
199999 nodes in total as the graph is binary), graphs with random structures were gener-
ated and labels were inferred. Figures 3.9a and 3.9b show Beta distributions for different
selectivities. Figures 3.9c and 3.9d depict the percentages of the wrongly inferred labels for
different graph sizes and the corresponding Beta distributions in directed trees and polytrees,
respectively. Results show that polytrees achieve higher accuracies in predicting labels of
graph nodes, compared to directed trees. This experiment shows that even with significant
overlaps between the likelihoods of two classes, where a > 0.8, the polytree inference error
is stable and small (i.e., less than 10%). Therefore, this experiment verifies the correctness
of the developed derivations and also indicates that inference accuracy increases with the
selectivity of the likelihood functions.
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Figure 3.9: Panels (a) and (b) show Beta distributions used as class-conditional likelihood
functions in ancestral sampling. The value of b was fixed and curves correspond to the values
of a ranging from 0.2 to 1, respectively, with an increasing overlap on the likelihoods (thus
potential classification errors). In (c) and (d), the percentages of wrongly inferred labels
using ancestral sampling are shown for tree and polytree models, respectively.
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Input image Oversegmented image Labeled superpixels Ground truth
Figure 3.10: Evaluating the performance of the oversegmentation. First and second rows
show the superpixels and the best possible labeling of the image using the generated su-
perpixels, for two samples from BBBC020 and BBBC007 datasets, respectively. The finest
superpixels were not shown in the oversegmented images for a better visualization.
3.4.3 Oversegmentation performance evaluation
The SEEDS oversegmentation algorithm [192], used for generating superpixels, finds areas
in the image based on intensity homogeneity and boundary smoothness. Ideally, all of the
object and within-object boundaries should lie on superpixel boundaries. However, due to the
existence of noise and illumination artifacts in the images, not all the superpixels accurately
resemble boundaries. To investigate the error introduced by oversegmentation, we labeled
the superpixels in the image merely according to the ground truth, to calculate the maximum
achievable segmentation accuracy for the segmentation algorithms employing SEEDS. To do
this, the label of each superpixel was set based on the labels of the majority of its pixels in the
Ground Truth. Figure 3.10 shows two samples from BBBC020 and BBBC007 datasets, for
which the oversegmented image and the labeled superpixels can be compared to the ground
truth. The Dice similarity coefficients (DSC) between the labeled superpixels and the ground
truth in Fig. 3.11 quantitatively show the maximum segmentation accuracy that the graph-
based algorithms employing superpixels in this work can achieve for the two datasets.
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(a) (b)
Figure 3.11: Dice similarity coefficients between the labeled superpixels and the ground
truth on (a) BBBC020 and (b) BBBC007 datasets. These values show the accuracy of the
SEEDS algorithm [192] in generating superpixels.
3.4.4 Validation on multi-class image segmentation
The proposed algorithm was applied to the problem of supervised multi-class image seg-
mentation, and to evaluate the role of exploiting prior knowledge in segmentation. Two
real image datasets were chosen from the publicly available datasets on Broad Bioimage
Benchmark Collection that contain two-channel fluorescence microscopy images with cells
and nuclei, namely BBBC020 and BBBC007 datasets [25]. In these cases, between-class
relationships can help to improve the segmentation results, as only a certain set of label con-
figurations are plausible. The results of this experiment were compared to those of SegNet,
DeepLab, and PSPNet.
BBBC020 contains 20 two-channel in vitro microscopy images of murine bone marrow
macrophages, and BBBC007 has 16 two-channel in vitro microscopy images of drosophila
Kc167 cells. Manual annotations are available for both datasets. These two datasets have
the same type of images and define similar multi-class segmentation problems of cells and
nuclei. The BBBC007 dataset has a larger number of overlapping cells and noisier images,
which makes the segmentation more challenging. See Fig. 3.12 for samples from the two
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datasets.
To explore the role of features used for inference, we used two types of features: 1) scale-
space first and second order differential invariants [198], 2) deep representations extracted
by SegNet. In the following, details of experiments with the two feature sets are explained
and results are compared to the three convolutional neural networks. The accuracy of the
segmentation was measured by calculating confusion matrices and the Dice similarity coef-
ficients [199] computed by comparing the segmentation results with the ground truth.
3.4.5 Polytree with scale-space differential invariant features
In this experiment, features were chosen to be intensity value, the absolute value of the
gradient, and determinants and traces of the Hessian matrix at 7 scales, for each microscopy
channel. A total of 32 features were initially calculated for each image, out of which the
most relevant features were selected using the Fisher discriminant score [66]. Fisher scores,
Wd, are weights with higher values for features that have higher discrimination abilities and
are calculated as follows.
Wd =
∑K
c=1(md − md,c)2∑K
c=1 s
2
d,c
K
K − 1 (3.15)
Where d is the index of the feature, K is the total number of classes, md is the mean of dth
feature over the training images. md,c and sd,c denote the mean and standard deviation of dth
feature within samples of cth class, respectively.
For each dataset, four images were used for feature selection through ranking features
based on their Fisher scores. The rest of the images were used for cross-validation, i.e. 4-
and 6-fold cross-validations were applied on the 16 and 12 remaining images in BBBC020
and BBBC007 datasets, respectively. The four images used for Fisher score calculation were
always included in the training sets during cross-validation.
Once the Fisher scores were calculated, features were ranked for each class separately,
and the first F of them were selected for classification. Gaussian distributions were used
for class-conditional likelihood functions with a layer dependent variance that allows higher
within-class variances for nodes in the higher levels of the graph. Parameters of the method,
including βs (explained in section 3.3.2), number of intensity features used for graph genera-
CHAPTER 3. BAYESIAN POLYTREES WITH LEARNED DEEP FEATURES FOR MULTI-CLASS CELL
SEGMENTATION 74
Inputim
age
G
round
truth
Tree
+
SS
Polytree+SS
SegN
et
D
eepL
ab
PSPN
et
Tree
+
SN
Polytree+SN
Figure
3.12:
Sam
ple
im
ages
from
B
B
B
C
020
(firstand
second
row
s)
and
B
B
B
C
007
(third
and
fourth
row
s),their
cor-
responding
ground
truth
and
autom
atic
segm
entations.
T
hird
and
fourth
colum
ns
show
segm
entation
results
using
trees
and
polytrees
w
ith
scale-space
(SS)features
(section
3.4.5),respectively.
Fifth,sixth
and
seventh
colum
ns
show
results
ofapplying
SegN
et,D
eepL
ab,and
PSPN
etto
the
im
ages,respectively.T
he
lasttw
o
colum
ns
depictsegm
entation
results
using
directed
trees
and
polytrees
w
ith
features
generated
by
SegN
et,labeled
Tree
+
SN
and
Polytree
+
SN
,respectively.
75 3.4. EXPERIMENTS AND RESULTS
T
e
s
t 
S
e
t
O
v
e
rs
e
g
m
e
n
ta
ti
o
n
G
ra
p
h
 g
e
n
e
ra
ti
o
n
L
a
b
e
l 
in
fe
re
n
c
e
S
e
g
m
e
n
te
d
 
Im
a
g
e
s
L
e
a
rn
in
g
 n
o
d
e
 
la
b
e
ls
L
e
a
rn
in
g
 l
ik
e
lih
o
o
d
 
p
a
ra
m
e
te
rs
Sc
al
e-
sp
ac
e 
d
if
fe
re
n
ti
al
 i
n
va
ri
an
ts
 
fo
r 
ea
ch
 c
h
an
n
el
𝑊
𝑑
=
 
𝑐
=
1
𝐾
𝑚
𝑐
−
𝑚
𝑑
,𝑐
2
 
𝑐
=
1
𝐾
𝑠 𝑑
,𝑐
2
.
𝐾
𝐾
−
1
SE
E
D
S
𝐷
𝛽
𝑠
𝝁
𝒄
,𝚺
𝒄
T
ra
in
in
g
 
S
e
t
𝐹
K
-f
o
ld
 
cr
o
ss
 
va
li
d
at
io
n
V
a
li
d
a
ti
o
n
 s
e
t
T
ra
in
in
g
 s
e
t
F
e
a
tu
re
 e
x
tr
a
c
ti
o
n
F
is
h
e
r 
ra
n
k
in
g
Fi
gu
re
3.
13
:
B
lo
ck
di
ag
ra
m
fo
rp
ol
yt
re
e
an
d
tr
ee
se
gm
en
ta
tio
n
w
ith
sc
al
e-
sp
ac
e
di
ff
er
en
tia
li
nv
ar
ia
nt
fe
at
ur
es
.
CHAPTER 3. BAYESIAN POLYTREES WITH LEARNED DEEP FEATURES FOR MULTI-CLASS CELL
SEGMENTATION 76
background cell nucleus  
Target Class
ba
ck
gr
ou
nd
ce
ll
n
u
cl
eu
s
 
O
ut
pu
t C
la
ss
1748996
50.6%
382156
11.1%
27320
0.8%
81.0%
19.0%
189865
5.5%
847360
24.5%
30928
0.9%
79.3%
20.7%
3271
0.1%
31546
0.9%
194558
5.6%
84.8%
15.2%
90.1%
9.9%
67.2%
32.8%
77.0%
23.0%
80.8%
19.2%
(a)
background cell nucleus  
Target Class
ba
ck
gr
ou
nd
ce
ll
n
u
cl
eu
s
 
O
ut
pu
t C
la
ss
13913421
60.2%
2427332
10.5%
376222
1.6%
83.2%
16.8%
1198933
5.2%
3840586
16.6%
223008
1.0%
73.0%
27.0%
98
0.0%
133420
0.6%
983300
4.3%
88.0%
12.0%
92.1%
7.9%
60.0%
40.0%
62.1%
37.9%
81.1%
18.9%
(b)
background cell nucleus  
Target Class
ba
ck
gr
ou
nd
ce
ll
n
u
cl
eu
s
 
O
ut
pu
t C
la
ss
13962506
60.5%
2488609
10.8%
265860
1.2%
83.5%
16.5%
1247208
5.4%
3880283
16.8%
135036
0.6%
73.7%
26.3%
114
0.0%
260664
1.1%
856040
3.7%
76.6%
23.4%
91.8%
8.2%
58.5%
41.5%
68.1%
31.9%
81.0%
19.0%
(c)
background cell nucleus  
Target Class
ba
ck
gr
ou
nd
ce
ll
n
u
cl
eu
s
 
O
ut
pu
t C
la
ss
1439207
52.1%
124223
4.5%
11458
0.4%
91.4%
8.6%
138962
5.0%
574425
20.8%
77362
2.8%
72.6%
27.4%
10200
0.4%
69848
2.5%
319115
11.5%
79.9%
20.1%
90.6%
9.4%
74.7%
25.3%
78.2%
21.8%
84.4%
15.6%
(d)
background cell nucleus  
Target Class
ba
ck
gr
ou
nd
ce
ll
n
u
cl
eu
s
 
O
ut
pu
t C
la
ss
1380139
53.9%
333212
13.0%
2579
0.1%
80.4%
19.6%
43296
1.7%
500801
19.6%
5549
0.2%
91.1%
8.9%
3377
0.1%
216400
8.5%
74647
2.9%
25.4%
74.6%
96.7%
3.3%
47.7%
52.3%
90.2%
9.8%
76.4%
23.6%
(e)
background cell nucleus  
Target Class
ba
ck
gr
ou
nd
ce
ll
n
u
cl
eu
s
 
O
ut
pu
t C
la
ss
1404567
54.9%
306553
12.0%
4810
0.2%
81.9%
18.1%
46510
1.8%
495851
19.4%
7285
0.3%
90.2%
9.8%
4050
0.2%
209676
8.2%
80698
3.2%
27.4%
72.6%
96.5%
3.5%
49.0%
51.0%
87.0%
13.0%
77.4%
22.6%
(f)
Figure 3.14: Confusion matrices for SegNet with augmented images, tree and polytree
segmentations with scale-space differential invariants on the two real datasets. The overall
accuracies of tree (b) and polytree (c) were slightly higher than SegNet (a) on the BBBC020
dataset, while SegNet (d) outperforms tree (e) and polytree (f) on the BBBC007 dataset.
The Number of pixels corresponding to each percentage is shown in bold. Black and white
percentages in each box show the proportion of correctly and incorrectly classified pixels,
respectively.
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tion (D) and inference (F), and values of mean (µc) and covariance matrix (Σc) for each class
c are optimized through cross-validation for each of the two datasets. Figure 3.13 shows the
block diagram of polytree and tree based segmentation using scale-space differential invari-
ant features.
We applied SegNet to the two datasets and compared the results with polytree and tree
segmentation using scale-space differential invariants. As the size of the datasets was not suf-
ficiently large for training SegNet, random elastic deformations of the training images and
their annotations were added to the training sets during each cross-validation experiment.
This way, the size of the training sets for each experiment on the two datasets was increased
to 400 images (chosen based on experiments with different numbers of augmented images)
to improve shift and rotation invariance, and robustness to deformations and gray value vari-
ations [79, 200]. Furthermore, 5000 iterations were performed for the experiments on the
two datasets with the cost function reaching its minimum after about 1000 iterations. The
trained network was then evaluated on its segmentation of the test set. Figure 3.14 shows the
confusion matrices for SegNet, tree and polytree segmentations of BBBC020 and BBB007
datasets. The overall segmentation accuracies are similar for the three methods on BBBC020
dataset, while SegNet outperforms the other two on BBBC007. Dice similarity coefficients
(DSC) in Fig. 3.15 indicate SegNet is more accurate than tree and polytree in both classes
on the BBBC007, while tree and polytree provide higher DSC values for the segmentation
of cells in BBBC020. DSC values for the segmentation of nuclei in BBBC020 are similar
for SegNet and tree, being more accurate than that for polytree.
This experiment indicates outperformance of SegNet in segmentation. However, the three
methods were compared using different experimental setups. First, SegNet was trained using
a larger set of training images (through augmentation). The numbers of features (F) selected
after ranking them based on the Fisher scores were 20 and 6, for BBBC020 and BBBC007
datasets, respectively, which are very small compared to the number of features extracted by
SegNet. To investigate the methods regardless of the type of features used, we propose the
use of polytrees with features employed by SegNet in the next section.
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Figure 3.15: Dice similarity coefficients (DSC) of polytree and tree based segmentations
using scale-space differential invariant features compared to SegNet on (a) BBBC020 and
(b) BBBC007 datasets.
3.4.6 Polytree with SegNet-based deep features
To compare the developed polytree inference and SegNet using similar preprocessing, fea-
ture extraction and selection and training size, we developed a framework to employ features
calculated by SegNet, shown in Fig. 3.16. In this section, we have also applied directed trees
with SegNet features to the segmentation of images in the two datasets. The directed tree
was generated by reversing the directions of edges on the irregular polytree and the infer-
ence proposed by Laferte et al. was adapted to it. Softmax [66] functions were chosen as
posteriors.
p(xs = c|ys) ∝
exp(wTc ys)∑K
k exp(wTk ys)
(3.16)
In Eq. 3.16, wk’s are the vectors of weights for each class k, calculated by the CNN to
describe the distribution of each class, and K denotes the total number of classes (K = 3 in
our case).
Note that Eq. 3.16 implies that a set of improper (unnormalized) class-conditional like-
lihoods, i.e. exponentials, have been used. However, looking at Algorithm 1, the proposed
inference algorithm normalizes every term that contains the likelihood probability of nodes,
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Table 3.2: Mean Dice score coefficients of the five methods on BBBC020 and BBBC007
datasets.
Dataset BBBC020
Number of images 20 200 400
Polytree 78.60 ± 5.42 80.43 ± 4.76 81.35 ± 5.18
Directed tree 78.45 ± 5.39 80.52 ± 4.82 81.45 ± 5.21
SegNet 77.00 ± 5.28 79.42 ± 4.71 80.40 ± 5.06
DeepLab 78.17 ± 3.73 81.35 ± 2.60 81.37 ± 2.98
PSPNet 76.72 ± 3.14 78.35 ± 3.30 78.27 ± 3.13
Dataset BBBC007
Number of images 16 200 400
Polytree 80.28 ± 8.44 82.09 ± 7.46 83.06 ± 6.85
Directed tree 79.65 ± 10.62 81.00 ± 10.40 81.75 ± 9.64
SegNet 77.40 ± 8.83 80.06 ± 7.79 81.03 ± 7.43
DeepLab 79.96 ± 5.97 80.56 ± 5.95 80.75 ± 4.95
PSPNet 78.37 ± 4.84 77.56 ± 4.50 77.37 ± 4.71
facilitating the utilization of unnormalized likelihood functions. For this reason, we chose
exponentials as the likelihood functions, i.e. p(ys|xs = c) ∝ exp(wTc ys). Both of the class pa-
rameters (wc) and feature vectors (ys) are provided by the SegNet. Therefore, having trained
the SegNet, we do not require any additional training steps.
In this section, we compared the results of the proposed polytree and tree methods with
SegNet, Deeplab, and PSPNet. In applying the CNNs to BBBC020 and BBBC007 datasets,
the same image augmentation procedure as explained in section 3.4.5 was employed. Seg-
mentation performance of the methods was compared at three different sizes of datasets;
original dataset size (20 images for BBBC020 and 16 images for BBBC007), 200, and 400
augmented images. In each of the experiments, a four-fold cross-validation was done. To
perform a cross-validation, the augmented images were generated based only on the images
in the training folds, so that the network was trained independently of the testing set.
For these experiments, the images were first oversegmented using the SEEDS algorithm
[192]. The features provided by SegNet were then used for graph generation and, in the next
step, for label inference (F = D).
Figure 3.17 shows the DSC of the five methods when SegNet features are used for poly-
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(a)
(b)
Figure 3.17: Dice similarity coefficients of the five methods for segmenting cells and nuclei
in (a) BBBC020 and (b) BBBC007 datasets, respectively.
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tree and tree with variable numbers of the training samples. Table 3.2 shows average accu-
racy values for each of the five methods and for each size of the training set for BBBC020
and BBBC007 datasets. The superior results of the directed tree and polytree indicate the
effectiveness of the prior knowledge imposed by these directed graphical models, which can-
not be explicitly modeled by CNNs. It can also be seen that the performance of directed trees
tend to have larger variances compared to polytrees. This higher uncertainty is likely to stem
from the inability of directed trees to eliminate unfeasible label configurations, eliminated
by polytrees, that allows semantically wrong segmentations (see section 3.3.4).
To assess the complexity of the segmentation algorithm, graph generation and Bayesian
inference stages were timed for graphs ranging from 20 to 200000 nodes. Results show
that the time of run, t, on a machine equipped with Intel Xeon(R) CPU E5620 2.40GHz
and 32GB of RAM, using Ubuntu 14.04, scales with the number of graph nodes, n, with
t = 5 × 10−5n1.3 and t = 2.4 × 10−6n2 for graph generation and inference, respectively.
This shows a sustainable scalability of the proposed algorithm with increasing the number
of nodes.
3.4.7 Prediction of segmentation error
Unlike discriminative models, generative models incorporate priors in calculating the poste-
rior distributions. Accordingly, the proposed polytree graphical model can evaluate to what
extent its estimated clique labels comply with the imposed priors. A strong disagreement can
indicate an erroneous segmentation that can be flagged up for manual inspection. To imple-
ment this, the labels of cliques are read from the graph representing the segmented image and
their probabilities are calculated using the constraints in Fig. 3.6b. Areas in the image that
correspond to cliques with unfeasible labels (zero probabilities) are then marked as poten-
tial segmentation errors. Figure 3.18 shows samples from BBBC020 and BBBC007 and the
error predicted for them. To represent the confidence of the model in labeling the wrongly
segmented areas, they are marked by red colors with different values, corresponding to the
entropy of the joint posterior of the clique. Areas with lower and higher error likelihoods
(entropies) are shown in lighter and darker colors, respectively.
The error prediction ability of the directed trees was also evaluated. Figure 3.19 shows
Dice similarity coefficients between the potentially incorrectly segmented areas and the ac-
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Input image Ground truth Polytree segmentation Predicted error
Figure 3.18: The ability of the proposed method in nominating the possibly wrongly seg-
mented areas shown for samples from BBBC020 (first row) and BBBC007 (second row)
datasets. Value of red color is proportional to the probability of being an error in the seg-
mentation.
tual segmentation error for both methods. Figure 3.20 shows the average Dice similarity
coefficients for different thresholds of entropies for the models on the two datasets. These
two figures indicate that polytrees are superior in predicting the segmentation error. This
superiority is due to the more effective imposition of prior knowledge in polytrees compared
to trees (three-wise constraints versus two-wise constraints, respectively).
3.5 Discussion and conclusions
This work proposes a new inference algorithm for multi-class segmentation using irregular
directed graphical models. The image is first oversegmented and a graph is generated by
recursively merging the two most similar nodes in the graph until a hierarchical graphical
model is generated that has no loops. Two types of features were used in this study: 1) scale-
space differential invariants of intensity and 2) SegNet-based deep image representations.
This was done to investigate the dependency of the method performance on the features
used. Two publicly available real microscopy image datasets were used for evaluation. We
showed that our polytree based method outperforms the customized tree and three state-of-
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(a) (b)
Figure 3.19: Dice similarity coefficients between the predicted and the actual segmentation
error for directed trees and polytrees on (a) BBBC020 and (b) BBBC007 datasets.
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Figure 3.20: Average Dice similarity coefficients between the predicted and actual segmen-
tation error for directed trees and polytrees at different thresholds of entropies of cliques on
(a) BBBC020 and (b) BBBC007 datasets.
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the-art convolutional neural networks, SegNet [78], DeepLab [194], and PSPNet [195]. The
oversegmentation performance was evaluated by comparing the labeled superpixels to GT
to determine the maximum achievable accuracy of the segmentation methods employing the
generated superpixels using the SEEDS algorithm [192]. In terms of predicting segmentation
errors, polytrees also outperformed directed trees.
In the literature, directed graphical models have been employed to incorporate prior
knowledge to improve segmentation [128, 130]. However, a large majority of the works rely
on directed trees, due to more simple inference and the existence of efficient closed-form
solutions for posteriors. This work uses polytrees for multi-class segmentation and models
more complex label dependencies between the child and parent nodes, deriving closed-form
solutions for the posteriors on the polytree. The distinct orientation of edges on polytrees
allows them to model label configurations for nodes in horizontal vicinity, in addition to the
vertical nodes modeled by trees. This improves the compliance of the inferred labels with
the imposed constraints and is a key feature of polytree, as modeling the same relations with
Markov Random Fields requires graphs with loops, for which the inference is iterative and
approximate. It should be noted that factor graphs [142] can also provide closed form solu-
tions as long as the original graph structure can be converted to a factor graph without loops.
However, the proposed inference method does not require the extra step for generating a
second factor graph, simplifying the implementation.
Using polytrees with scale-space differential invariant features (Fig. 3.15) suggests that
depending on the choice of model features and parameters, it can outperform SegNet, even
though the latter is trained on a much larger training set (16 vs. 400 images). Additionally,
the distinct performance of the polytree segmentation on BBBC007 dataset when different
types of features were used reveals the key role of features in the segmentation performance.
By using the same features of the SegNet, polytree provides a superior segmentation com-
pared to directed trees and three CNNs (see Table 3.2). This superiority owes to the model’s
ability to explicitly enforce prior knowledge and to eliminate unfeasible label configurations.
An example of these configurations for the problem of segmenting cells and nuclei is the ex-
istence of a cell area inside a nucleus. CNNs can also learn such dependencies through their
cascade of convolutional layers. However, their efficiency relies on the quality of the train-
ing data and the existence of sufficient instances of the dependencies, which might not be
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possible for every dataset.
Evaluating the performance of oversegmentation shows that this stage significantly con-
tributes to the overall segmentation error. The maximum achievable accuracies depicted in
Fig. 3.11 show an upper bound for the Dice scores that could be achieved by segmentation
methods employing SEEDS on the two datasets. Using other superpixel generation algo-
rithms might address this problem by drawing superpixels with boundaries more accurately
matching objects boundaries in the image.
In the current implementation of the proposed algorithm, the overall segmentation perfor-
mance of the method can be confined by the graph generation quality. To address this, one
line of future work can be the development of a Maximum Posterior (MAP) estimation [66]
for graph generation that optimizes the graph structure jointly with label inference. On the
other hand, it is worth mentioning that the small margin of improvement by the proposed
graph-based segmentation over SegNet is because features learned by the CNN are minimiz-
ing the cost function of SegNet rather than the cost function of the polytree. Another line of
future work can be extracting features by neural networks that are specifically minimizing
the cost of polytree. In predicting the segmentation error, however, polytrees significantly
outperform trees (see Fig. 3.19 and 3.20). The lower variance of the average DSC in Table
3.2 when using DeepLab and PSPNet is due to the additional network layers that that im-
prove the localization of boundaries for a cost of adding to the computational complexity. An
extension of current work can be employing deep representations extracted by these two net-
works with the use of polytrees for incorporating prior knowledge for possible improvements
in the segmentation results.
The proposed application of the directed graphical models facilitates extracting statis-
tics of relationships between class labels from the graph, in addition to the current use of
the graph for imposing prior knowledge. For example, using the proposed method for the
segmentation of host and pathogen cells, the proportions of intracellular and extracellular
pathogen cells, infected and healthy host cells can be calculated from the labeled graph, both
at a specific time point and over time for disease progression monitoring. Such applica-
tions introduce new capabilities of graph-based segmentation for the behavioral analysis of
diseases and biological systems. Other than their use in the image analysis, polytrees can
model phenomena involving the interrelations of different objects with underlying depen-
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dencies. One example can be the genetic networks where polytrees can model relationships
between different entities including genes or individuals and the expression of certain genes
in different generations. The inference platform presented here can be extended to the case
where each node can have more than two and generally an arbitrary number of descendant
nodes to improve its adaptation to the problem being modeled.
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3.6 Appendix 1: Proofs of equations
• Expansion of Eq. 3.10 (top-down)
p(xs|Ya(s)) ∝ p(xs,Ya(s))
=
∑
xs− ,xs′
p(Ya(s), xs− , xs, xs′)
=
∑
xs− ,xs′
p(Ya(s)|xs− , xs, xs′)p(xs− , xs, xs′)
=
∑
xs− ,xs′
p(ys|xs)p(ys′ |xs′)p(Yd(s′)|xs′)p(Ya(s−)|xs−)p(xs− , xs, xs′)
∝
∑
xs− ,xs′
p(ys|xs)p(ys′ |xs′)p(xs′ |Yd(s′))
p(xs, xs′ , xs−)
p(xs−)p(xs′)
p(xs− |Ya(s−))
(3.17)
• Expansion of Eq. 3.12 (top-down)
p(xs+1 , xs+2 |Ya(s+1 ,s+2 )) = p(xs+1 , xs+2 |ys+1 , ys+2 ,Ya(s))
=
∑
xs
p(xs, xs+1 , xs+2 |ys+1 , ys+2 ,Ya(s))
∝
∑
xs
p(ys+1 , ys+2 ,Ya(s)|xs, xs+1 , xs+2 )p(xs, xs+1 , xs+2 )
=
∑
xs
p(ys+1 |xs+1 )p(ys+2 |xs+2 )p(Ya(s)|xs)p(xs, xs+1 , xs+2 )
∝
∑
xs
p(ys+1 |xs+1 )p(ys+2 |xs+2 )p(xs+1 , xs+2 |xs)p(xs|Ya(s))
(3.18)
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• Expansion of Eq. 3.13 (bottom-up)
p(xs|Yd(s)) =
∑
xs+1
,xs+2
p(xs, xs+1 , xs+2 |Yd(s))
∝
∑
xs+1
,xs+2
p(ys+1 ,Yd(s+1 ), ys+2 ,Yd(s+2 )|xs, xs+1 , xs+2 )p(xs, xs+1 , xs+2 )
=
∑
xs+1
,xs+2
p(ys+1 |xs+1 )p(Yd(s+1 )|xs+1 )p(ys+2 |xs+2 )p(Yd(s+2 )|xs+2 )p(xs, xs+1 , xs+2 )
∝
∑
xs+1
,xs+2
p(ys+1 |xs+1 )p(ys+2 |xs+2 )p(xs+1 |Yd(s+1 ))p(xs+2 |Yd(s+2 ))p(xs|xs+1 , xs+2 )
(3.19)
3.7 Appendix 2: Tools employed
The main implementation platform used was C++, where various functions and classes are
defined. Different modules were implemented for reading the image, calculating and ranking
features, generating, writing and reading graphs, labeling the graph based on the training
data, inferring posteriors on the graph and generating the segmented image according to a
labeled graph. The main open-source libraries used include
• OpenCV (Open Source Computer Vision) [201] libraries for generating superpixels
and performing matrix operations.
• ITK (Insight Segmentation and Registration Toolkit) [202] library functions have
been used for feature extraction and mathematical operations.
• BOOST library [203] was used for efficient storage and loading of the graph structures.
• FSL [204], GSL (GNU Scientific Library) [205] have been used for numerical and
mathematical routines.
Two types of features have been extracted from the images: 1) intensity values, the abso-
lute value of the gradient and determinant and trace of the Hessian matrix, known as scale-
space differential invariant features [198], 2) features extracted by a convolutional neural net-
work, namely SegNet [78]. Fisher discriminant score [66] has been implemented for ranking
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the features and employing the most relevant features for segmentation. This reduces the
unnecessary computational complexity of the method and helps to avoid overfitting.
An algorithm has been designed for graph generation, that generates a connected hierar-
chical model by recursively merging the two most similar superpixels in the image based on
a similarity metric. An adaptive similarity metric was implemented to ensure firstly connect-
ing subareas of the objects and then connecting objects of the same type in the hierarchy.
Finally, MATLAB and Python were employed for batch execution of the binaries as well as
paralleling them.
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4.1 Introduction
Cell image analysis is crucial in disease diagnosis and treatment, for example, abnormal nu-
clei shapes in histology [39], differential cell counts in blood smears [10] or the proportion
of the viremic cells during infection [11, 12]. On the other hand, morphological character-
istics of cells and their compartments have been shown to determine the controllability and
the outcome of disease [1]. Analyzing cellular objects in an image relies on a segmentation
of objects of multiple classes that usually have known interrelations, for example pathogens
that can reside within or outside host cells, nuclei within cells, and sub-nuclear compartments
inside cell nuclei.
Two main challenges are involved in cell segmentation. First is the limited availability
of ground truth due to the increasing number of images, large number of object samples in
each image, and manual annotation being arduous, time-consuming and, in turn, expensive.
Second is the effective modeling of the inter-class dependencies that determines the accu-
racy and meaningfulness of the final segmentation. Therefore, methods that can effectively
incorporate the class dependencies using a limited set of annotations are highly desirable.
In this work, four microscopy image datasets have been used for the evaluation of the pro-
posed method. The first dataset is a synthetic dataset with 25 simulated images of HL60 cell
nuclei and sub-nuclear particles, namely nucleoli, generated by the Mitogen software [26].
The second one is the zebrafish dataset having 10 random two-channel microscopy images
of host and pathogen cells, viz. macrophages and the fungal pathogen Cryptococcus neofor-
mans published in [1]. Thirdly, BBBC020 dataset has been used containing images depicting
bone-marrow derived macrophages from C57BL/6 mice stained with DAPI to label the nu-
clei and CD11b/APC to label the cell surface, to investigate the role of toll-like receptors
for macrophage spreading [25]. Automatic segmentation of the image data is required for
measurement of experimental parameters. Finally, the ISBI2015 Challenge dataset with 900
images of cytoplasms and nuclei of cervical cells obtained from Pap smear [27] was used.
Manual annotations are available for all of the four datasets. Figure 4.1 shows samples from
the four datasets.
Inter-class relations have been employed in segmentation through discriminative and gen-
erative probabilistic models. Convolutional neural networks (CNNs) are an example of
discriminative models that can learn dependencies between different classes through their
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Figure 4.1: Samples from the synthetic [26] (a), zebrafish [1] (b), BBBC020 [25] (c) and
ISBI2015 [27] datasets.
cascade network architecture [118, 124]. These models perform well, and rely on a set of
training samples, with a sufficient quantity and variance, to learn the underlying constraints.
On the other hand, generative models, such as Bayesian networks (BNs), impose the in-
terrelations by utilizing a prior term designed based on the problem. Incorporation of prior
knowledge for deriving model posteriors reduces the dependency of BNs on the training data,
compared to CNNs. Directed acyclic graphs (DAGs) are a type of BNs that provide closed-
form posteriors through efficient non-iterative inferences on the graph. Trees and polytrees
are two common DAGs used for modeling class dependencies on the graph [206,207]. These
models are similar in having a unique path between every two nodes, with the distinction that
nodes in trees (except the highest-level parent node) have one parent node, while nodes in
polytrees can have multiple parents.
In this paper, we propose Expectation Maximization or EM-based polytrees for the seg-
mentation of cells of multiple classes, under weak supervision (Fig. 4.2). The polytree
structure models between-class constraints on the graph labels that are efficiently and ex-
actly inferred through a two-pass inference in the Expectation (E) step. Employing the in-
ferred posteriors of the labels, the model parameters are optimized in the Maximization (M)
step of the algorithm. E and M steps are iterated until the optimal labels for the graph are
inferred. We first assess the sensitivity of EM-polytree to the training size and the initial
values of model parameters. We then apply the proposed method to the segmentation of
four microscopy image datasets and compare its performance to SegNet [78], EM-tree and
EM-GMM. Furthermore, we show that EM-polytrees outperform EM-trees in predicting the
segmentation error which has possible applications in interactive segmentation. Finally, we
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Figure 4.2: Block diagram of weakly supervised image segmentation using EM-based infer-
ence. The same oversegmentation, feature extraction and graph generation algorithms were
used for EM-polytree, EM-tree, and EM-GMM. Different label inference methods were em-
ployed that utilize different inter-class dependencies.
examine the reliability of the EM-polytree segmentations by comparing the semantic mea-
sures extracted from them to the ground truth values.
4.2 Related work
Incorporating a priori information into segmentation generates topologically accurate and
semantically meaningful segmentations by decreasing the sensitivity to image acquisition
artifacts. Various types of prior information have been employed in segmentation by en-
forcing shape, appearance, adjacency and inclusion constraints. Shape constraints have been
enforced through the classic approach of deforming a model to a target structure by regu-
larizing deformable contours [95–97], or by fitting the current segmentation to a template
to enforce the underlying structures [98, 99]. Graph-cuts were also employed to improve
segmentation by imposing shape [100, 101], ordering [102, 103] and nesting [104] priors.
Interactive segmentation systems were developed that consider weaker priors during seg-
mentation, but detect inconsistencies in the segmented images and aim to correct them
[120, 121]. These methods utilize user input to encode the implications of the prior knowl-
edge through energy terms in their cost functions [122, 123].
In neural networks, shape priors have been imposed through Shape Boltzmann Machines
(SBM) [114,115]. Successive works enforced topology and geometric constraints [116,117]
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in fully convolutional networks (FCNs). Cascaded CNNs [78] were also shown to learn
priors using more complex models and with increasing computational expense [118, 119].
However, these require a training of a large set of parameters, which may result in intractable
training or in inaccurate segmentation.
Graphical models provide a simple way to visualize probabilistic models by express-
ing random variables as graph nodes and defining the relationships between them through
graph edges [66]. Resolving the underflow implementation problem of the early factoriza-
tion methods for Bayesian networks [166], Laferte et al. proposed a two-pass inference for
the exact calculation of posteriors on quadtrees [167], extensions of which were used for
other applications [168–170]. Combining tree-structured belief networks as a prior model
with neural networks, Feng et al. [171] proposed a multi-label scene segmentation method.
To address the block artifact of trees [172], stemming from the statistical independence of
the descendant nodes in tree structures (Fig. 4.3a), more complex structures have been pro-
posed at the expense of higher computational complexity [173,176]. Extending the inference
to the graph structure, dynamic trees were introduced with structures being adapted to the
images [178, 179, 181]. Incorporation of prior knowledge was also performed in a group
of trees called Hierarchically-Structured Interacting Segments [183], providing approximate
solutions with iterative algorithms [182, 184].
We propose a novel graph-based segmentation algorithm that can effectively incorporate
prior knowledge. To ameliorate the intrinsic limitation of trees in capturing same-level de-
pendencies, we employ polytrees (Fig. 4.3b) for multi-label segmentation. Polytree graphi-
cal models have been proposed for supervised graph-based image segmentation [193], where
a hierarchical graph is generated for each image and the segmentation is obtained by labeling
the graph nodes. However, that method performs off-line training (without optimization),
requiring a set of fully segmented images, which can be difficult or impossible to obtain.
Additionally, the trained classifier can be suboptimal for segmentation of new images, due
to the inherent differences between training and test images. In this paper, we propose an
Expectation-Maximization algorithm, that jointly calculates the labels of the nodes and es-
timates the parameters of the model according to a set of sparse training labels available on
the graph. Depending on the segmentation problem, inclusion based constraints are imposed
through setting conditional probabilities that eliminate implausible label configurations. Us-
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Figure 4.3: Graphical models. Panel (a) shows a clique in trees, where nodes xs+1 and xs+2 both
have one parent, xs. Panel (b) shows a clique in polytrees, where node xs has two parents
xs+1 and xs+2 . A sample merge-polytree is depicted for an oversegmented image of a host cell
(green) containing two pathogens (magenta), in (c). Panel (d) shows the notation of nodes
neighboring node s and the graphical representations of Ya(s) and Yd(s) observation node sets.
ing on-line training, the proposed method has a lighter dependency on the training data and
does not require distinct train and test phases.
4.3 Method
For image segmentation, features are first calculated and a polytree is generated by grouping
similar pixels through superpixel generation, and regarding them as nodes. Given a sparse
training set, an EM algorithm refines the inferred labels through optimization of model pa-
rameters. In the E step, an exact non-iterative two-pass procedure infers the posteriors of
the nodes, given the parameter updates from the M step. Finally, the segmented image is
constructed based on the optimal node labels. Figure 4.2 shows the block diagram of the
proposed EM-based segmentation.
4.3.1 Data-driven irregular polytree
We first adopt a superpixel representation of the image, to group locally similar pixels us-
ing SEEDS algorithm [196]. These superpixels are recursively merged to obtain a hierarchy
of locally coherent areas, each corresponding to a node in a merge-polytree [208] (see Fig.
4.3c). Depending on the level of a superpixel in the hierarchy, different criteria are employed
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for merging superpixels. Accordingly, the lower level nodes, that correspond to smaller
superpixels (i.e. parts of the same objects), can only be merged with their neighboring su-
perpixels. The higher level nodes, on the other hand, that correspond to larger superpixels
(i.e. objects or groups of objects), can be merged with similar superpixels, regardless of their
location in the image. This scheme makes merging neighboring nodes that correspond to
parts of the same object more probable. Starting from nodes that correspond to the finest su-
perpixels, nodes are recursively merged until a connected graph is generated. The generated
graph has an irregular structure that adapts to the image leading to more naturally preserved
boundaries and has no loops. We merge two nodes at each merging step that urges each
non-leaf node to have two descendant nodes (Fig. 4.3b). This three-wise clique is denoted
by descendant1 − node − descendant2.
4.3.2 Problem definition
Herewith, we describe how the posteriors of nodes are exactly computed, given the param-
eters of the likelihood functions. This is implemented in the E step of the proposed EM
algorithm (see section 4.3.4). Sets of labels and observed features are denoted by X = {zs}
and Y = {ys}, respectively. The set of graph nodes and edges is denoted by G, and Λ is the
set of all class labels. For an internal node s (neither in the lowest level nor the leaf node),
s−, s+ and s′ denote nodes in higher, lower and same layers, respectively (Fig. 4.3d).
Factorization of the joint probability of a clique in directed trees (Fig. 4.3a);
p(X) = p(xs+1 |xs)p(xs+2 |xs)p(xs), (4.1)
involves across-level constraints p(xs+1 |xs) and p(xs+2 |xs). This implies that the labels xs+1 and
xs+2 are independent, given xs. However, this conditional independence does not always hold
(e.g. when the descendants are nodes corresponding to neighboring superpixels) and is a
source of error in tree-based segmentation methods [209]. In polytrees, however, the joint
probability of the clique (Fig. 4.3b);
p(X)= p(xs|xs+1 , xs+2 )p(xs+1 )p(xs+2 ), (4.2)
comprises of three-wise constraints p(xs|xs+1 , xs+2 ), that capture both across-level and same-
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Figure 4.4: A two-class example with the background (B) and cell (C) labels for each node,
for segmenting cells from the background. The feasible label configurations for three-wise
cliques are shown in (a). As shown in (b), setting constraints to allow B − B − C cliques in
trees leads to allowing the unwanted clique C−B−C, while this does not occur in polytrees.
level dependencies. This feature enables polytrees to eliminate infeasible label configura-
tions on the graph more precisely, compared to trees.
Figure 4.4 shows an example with two classes of background and cell, modeled by
trees and polytrees. The three feasible configurations in this problem are shown in Fig.
4.4a. According to Eq. 4.1, allowing the background − background − cell clique on the
tree requires setting both p(xs+ = background|xs = background) and p(xs+ = cell|xs =
background) conditional probabilities to nonzero values (Fig. 4.4b). Doing so will also al-
low the background − background − background and cell − background − cell cliques, the
latter of which is not feasible (see Fig. 4.4a). Based on Eq. 4.2, allowing background −
background − cell for cliques on the polytree requires setting p(xs = background|xs+1 =
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background, xs+2 = cell) to nonzero values (Fig 4.4b). However, despite trees, allowing these
label configurations on the polytree does not lead to the emergence of semantically infeasible
cliques.
To incorporate priors in polytree segmentation, one needs to set the conditional probabil-
ities p(xs|xs+1 , xs+2 ), based on the known label interrelations. Given the hierarchical structure
of the graph with an upward fine-to-coarse resolution, each node s corresponds to the union
of areas corresponding to s+1 and s
+
2 . Therefore, setting p(xs|xs+1 , xs+2 ) is equivalent to deter-
mining the inclusion rules that work as a prior during segmentation.
4.3.3 Inference
We now explain the calculation of posteriors on the polytree. Given the observations Y,
finding the best segmentation is equivalent to associating the most probable label to each
node (Bayesian inference)
∀s∈G, xˆs =arg max
xs∈Λ
p(xs|Y). (4.3)
Here, the joint posterior p(xs|Y) is computed by marginalizing the probability of the
clique s+1 − s − s+2 , given Y.
p(xs|Y) =
∑
xs+1
,xs+2
p(xs, xs+1 , xs+2 |Y). (4.4)
This way of marginalizing the node’s posterior reveals the contribution of three-wise con-
straints on cliques. Using the D-separation rule [140], the joint posterior is expanded as
follows.
p(xs, xs+1 , xs+2 |Y) = p(xs|xs+1 , xs+2 ,Y)p(xs+1 , xs+2 |Y)
= p(xs|xs+1 , xs+2 ,Ya(s))p(xs+1 , xs+2 |Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )).
(4.5)
Note that Ya(.) and Yd(.) refer to sets of ascendant and descendant observation nodes, re-
spectively. For each node s (or a set of nodes S), ascendant nodes are connected to s (S)
through edges with outward directions (nodes ys, xs− , ys− , xs′ and ys′ in Fig. 4.3d). Simi-
larly, descendant nodes include the nodes connected to s (S) through inward edge directions
(nodes xs+1 , ys+1 , xs+2 and ys+2 in Fig. 4.3d).
We first elaborate the factor p(xs|xs+1 , xs+2 ,Ya(s)) on the right side of Eq. 4.5. This factor en-
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forces posteriors of infeasible configurations to zero, as it is a product of the joint probability
of a child node and its two parent nodes.
p(xs|xs+1 , xs+2 ,Ya(s)) =
p(xs, xs+1 , xs+2 |Ya(s))∑
x′s p(x
′
s, xs+1 , xs+2 |Ya(s))
, (4.6)
where the numerator can be expanded as follows.
p(ys, ys+1 , ys+2 |Ya(s)) = p(xs+1 , xs+2 |xs)p(xs|Ya(s))
=
p(xs, xs+1 , xs+2 )
p(xs)
p(xs|Ya(s)).
(4.7)
The factor p(xs, xs+1 , xs+2 ) in Eq. 4.7 controls the occurrence of feasible and infeasible
configurations on the graph, by setting zero and nonzero probabilities, respectively. Factor
p(xs|Ya(s)) in Eq. 4.7 is the posterior of node s having observed all its ascendant nodes and
its own observation. This top-down posterior is expanded as
p(xs|Ya(s)) ∝
∑
xs− ,xs′
p(ys|xs)p(ys′ |xs′)p(xs′ |Yd(s′))
p(xs, xs′ , xs−)
p(xs−)p(xs′)
p(xs− |Ya(s−)). (4.8)
Equation 4.8 indicates that having calculated the likelihoods p(ys|xs) and p(ys′ |xs′) and
the posterior p(xs′ |Yd(s′)), the top-down posterior of node s is calculated based on the top-
down posterior of node s−. This implies that a top-down recursion calculates the top-down
posteriors for all nodes.
The factor p(xs+1 , xs+2 |Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )) on the right-hand side of Eq. 4.5 is factorized by
several usages of the D-separation rule. This factorization separates parts calculated from
the ascendant and descendant nodes.
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )) ∝ p(Ya(s+1 ,s+2 ),Yd(s+1 ,s+2 )|xs+1 , xs+2 )p(xs+1 , xs+2 )
= p(Ya(s+1 ,s+2 )|xs+1 , xs+2 )p(Yd(s+1 ,s+2 )|xs+1 , xs+2 )p(xs+1 , xs+2 )
= p(Ya(s+1 ,s+2 )|xs+1 , xs+2 )p(Yd(s+1 )|xs+1 )p(Yd(s+2 )|xs+2 )p(xs+1 , xs+2 )
∝ p(xs+1 , xs+2 |Ya(s+1 ,s+2 ))
p(xs+1 |Yd(s+1 ))
p(xs+1 )
p(xs+2 |Yd(s+2 ))
p(xs+2 )
.
(4.9)
Similar to Eq. 4.8, factor p(xs+1 , xs+2 |Ya(s+1 ,s+2 )) on the right-hand side of Eq. 4.9 is calculated
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through a top-down recursion
p(xs+1 , xs+2 |Ya(s+1 ,s+2 )) ∝
∑
xs
p(ys+1 |xs+1 )p(ys+2 |xs+2 )p(xs+1 , xs+2 |xs)p(xs|Ya(s)). (4.10)
Using a definition similar to that of the top-down posterior, the factors p(xs+1 |Yd(s+1 )) and
p(xs+2 |Yd(s+2 )) in Eq. 4.9 are called bottom-up posteriors as they are calculated based on pos-
teriors of their descendant nodes. For each node s in the graph, the bottom-up posterior is
written as
p(xs|Yd(s)) ∝
∑
xs+1
,xs+2
p(ys+1 |xs+1 )p(ys+2 |xs+2 )p(xs+1 |Yd(s+1 ))p(xs+2 |Yd(s+2 ))p(xs|xs+1 , xs+2 ). (4.11)
Derivations of Eq. 4.8, 4.10 and 4.11 are not included due to the shortage of space.
Using Eq. 4.5, 4.6, 4.7 and 4.9 the node’s posterior in Eq. 4.4 given all the observations
is written as follows.
p(xs|Y) ∝
∑
xs+1
,xs+2
p(xs, xs+1 , xs+2 |Ya(s))∑
x′s p(x
′
s, xs+1 , xs+2 |Ya(s))
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ))
p(xs+1 |Yd(s+1 ))
p(xs+1 )
p(xs+2 |Yd(s+2 ))
p(xs+2 )
. (4.12)
Two types of terms (messages) emerge on the right-hand side of Eq. 4.12 in the fac-
torization of the joint posterior for the node s: 1) top-down messages p(.|Ya(.)): posterior
marginals that depend merely on ascendant observation nodes Ya(s), and 2) bottom-up mes-
sages p(.|Yd(.)): posterior marginals that are merely dependent on descendant observation
nodes Yd(s). We derived recursive procedures that calculate the top-down messages from
child nodes for each node, creating a top-down inference pass from the leaf to the root nodes.
Similarly, bottom-up messages are calculated from parent nodes of each node creating a
bottom-up pass from roots to the leaf. Sweeping the two passes, top-down and bottom-up
messages are calculated for each node, based on which the posterior of that node (Eq. 1) is
computed for a given set of parameters.
4.3.4 Parameter Estimation
We use an Expectation-Maximization (EM) algorithm for parameter estimation. The EM
algorithm [148] is an extension of the maximum likelihood approach dealing with incom-
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plete data. EM iteratively increases the likelihood of the observed data based on the poste-
rior probabilities. Since the parameter values can critically influence the results, automatic
methods for parameter estimation are highly desirable to adapt to the characteristics of each
microscopy set.
Let Θ be the set of parameters involved in the joint distribution p(Y,X|Θ). Given the
set of possible node labels Λ and considering the dependencies on the hierarchy, the joint
probability distribution of the model is expressed as
p(Y,X|Θ) =
∏
s∈R
p(xs|Θ)
∏
s<R,s∈G
p(xs|xs+1 , xs+2 ,Θ)
∏
s∈G
p(ys|xs,Θ), (4.13)
where R is the set of root nodes in graph G. Given the current estimate of model parameters
Θ(n) at the nth step, expectation of the joint log-likelihood function is calculated (E-step)
Q(Θ|Θ(n)) =
∑
s∈R
∑
i∈Λ
p(xs = i|Y,Θ(n)) ln p(xs = i|Θ)
+
∑
s<R
∑
(i, j,k)∈F
p(xs = i, xs+1 = j, xs+2 = k|Y,Θ(n)) ln p(xs = i|xs+1 = j, xs+2 = k,Θ)
+
∑
s∈G
∑
i∈Λ
p(xs = i|Y,Θ(n)) ln p(ys = l|xs = i,Θ),
(4.14)
where F ⊂ Λ3 is the set of feasible configurations and l is the observed feature vector for
node s from the set of all possible data vectors L. The parameter vector Θ to be estimated is
Θ = (p(xs = i)s∈R, p(xs = i|xs+1 = j, xs+2 = k)s<R, p(ys = l|xs = i)s∈G)T , (4.15)
which is subject to these constraints∑
i∈Λ
p(xs = i) = 1,∑
i∈Λ
p(xs = i|xs+1 = j, xs+2 = k) = 1,∑
l∈L
p(ys = l|xs = i) = 1.
(4.16)
Using Lagrange multipliers for maximizing these parameters with the constraints, the
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following update equations are derived for the M step.
p(xs = i|Θ(n+1)) = 1|R|
∑
s∈R
∑
( j,k)∈Λ2
p(xs = i, xs+1 = j, xs+2 = k|Y,Θ(n)),
p(xs = i|xs+1 = j, xs+2 = k,Θ(n+1)) =
∑
s<R p(xs = i, xs+1 = j, xs+2 = k|Y,Θ(n))∑
s<R
∑
i∈Λ p(xs = i, xs+1 = j, xs+2 = k|Y,Θ(n))
.
(4.17)
Assuming Gaussian distributions for class-conditional likelihood functions, p(ys = l|xs =
i,Θ) = N (ys = l|µi,Σi), the mean and covariance of each class i are updated by
µ(n+1)i =
∑
s∈G p(xs = i|Y,Θ)ys∑
s∈G p(xs = i|Y,Θ) , (4.18)
Σ
(n+1)
i =
∑
s∈G p(xs = i|Y,Θ)[ys − µ(n+1)i ][ys − µ(n+1)i ]T∑
s∈G p(xs = i|Y,Θ) . (4.19)
Posterior probabilities p(xs = i|Y,Θ) that appear in the two update equations 4.18 and
4.19 are computed using Eq. 4.5. The algorithm iterates between E and M steps until a
convergence is reached (usually within 10 EM iterations). To reconstruct the segmented
image, labels of nodes are set as classes for which the posterior probability of that node is
the maximum. See Algorithm 2 for an overview of the segmentation steps.
4.4 Experiments and Results
In this section, we first assess the sensitivity of the algorithm to the training size and vi-
sualize the evolution of the model parameters towards convergence. This is done through
solving the inference problem for randomly generated graphs. We also evaluate the pro-
posed EM-polytree algorithm on image segmentation and interpretation, and prediction of
segmentation error. Four image datasets were used that contain cell microscopy images; 1)
the synthetic dataset with 25 simulated images of HL60 cell nuclei and sub-nuclear particles,
namely nucleoli, generated by the Mitogen software [26], 2) the zebrafish dataset having 10
random two-channel microscopy images of host and pathogen cells, viz. macrophages and
the fungal pathogen Cryptococcus neoformans published in [1], 3) the BBBC020 set of 20
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Algorithm 2 Segmentation using EM-polytrees
procedure Graph generation.
. Oversegment the image using SEEDS [196]
. Extract scale-space differential invariants as features
. Insert a node in the graph corresponding to each superpixel
while #(orphan nodes) > 1 do
Create a new parent node n
Connect the two most similar orphan nodes to n
end while
procedure Initialization.
. Set the constraints p(xs|xs+1 , xs+2 ) based on the problem
. Set labels of nodes in the sparse training set T
. Calculate initial likelihood parameter values
for all i ∈ Λ do
µ(0)i =
∑
s∈T p(xs = i)ys∑
s∈T p(xs = i)
, Σ(0)i =
∑
s∈T p(xs = i)[ys − µ(0)i ][ys − µ(0)i ]T∑
s∈T p(xs = i)
.
end for
procedure Expectation-Maximization.
. Oversegment the image using SEEDS [196]
. Extract scale-space differential invariants as features
. Insert a node in the graph corresponding to each superpixel
while Convergence is not reached do
E-Step
for all s ∈ G do
Calculate the posterior for node s through the two-pass inference
p(xs|Y) ∝
∑
xs+1
,xs+2
p(xs, xs+1 , xs+2 |Ya(s))∑
x′s p(x
′
s, xs+1 , xs+2 |Ya(s))
p(xs+1 , xs+2 |Ya(s+1 ,s+2 ))
p(xs+1 |Yd(s+1 ))
p(xs+1 )
p(xs+2 |Yd(s+2 ))
p(xs+2 )
.
end for
M-Step
for all i ∈ Λ do
Calculate parameter values for class i based on the current posteriors
µ(n+1)i =
∑
s∈G p(xs = i|Y,Θ)ys∑
s∈G p(xs = i|Y,Θ) , Σ
(n+1)
i =
∑
s∈G p(xs = i|Y,Θ)[ys − µ(n+1)i ][ys − µ(n+1)i ]T∑
s∈G p(xs = i|Y,Θ) .
end for
Create a new parent node n
Connect the two most similar orphan nodes to n
end while
procedure Segmented image reconstruction.
. Generate a blank image with the same size as the input image
for all s ∈ G do
labels = arg maxi p(xs = i|Y)
Color the image based on the pixel list and label of s
end for
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two-channel microscopy images of murine bone marrow macrophages and their nuclei from
the Broad Bioimage Benchmark Collection [25], and 4) the ISBI2015 Challenge dataset
with 900 images of cytoplasms and nuclei of cervical cells obtained from Pap smear [27].
Segmentation of the images in the four datasets involves multi-class segmentation problems
with constraints on structural embedding. These constraints, e.g. nuclei being within the
cytoplasms and pathogens being engulfed by immune cells, can be enforced by setting the
conditional probabilities, making up clique posteriors in Eq. 4.4.
We compare the performance of EM-polytree to those of EM-tree, EM-GMM, and Seg-
Net using Dice Similarity Coefficients (DSC) [199]. To measure the segmentation perfor-
mance, DSC calculates the ratio between the intersection and the union of the automatic and
ground truth segmentations. For an image I, with the ground truth segmentation IGT and a
segmentation IS , DSC is calculated as
DS C =
2|IGT ∩ IS |
|IGT | + |IS | , (4.20)
where |.| is the number of nonzero pixels in the image and IGT ∩ IS is the intersection of the
nonzero areas in the two images. Given Eq. 4.20, higher values of DSC correspond to more
accurate segmentations.
4.4.1 Sensitivity and convergence analysis
The sensitivity of the proposed algorithm to the initial parameter values and to the proportion
of the training nodes was evaluated using randomly generated graphs. We considered the
classification of synthetic data generated by the ancestral sampling technique [66]. We draw
samples for xs variables to represent ground truth data. Based on this, the ys variables are
then drawn according to the presumed class-conditional distributions. Next, retaining the
labels xs for a random selection of 10% of the graph root nodes (corresponding to 5% of
the whole nodes), model parameters are estimated (M step) and new values are inferred
for xs from the observed ys variables (E step). Iterating between E and M continues until
a convergence is reached. We compare the inferred xs variables to the ground truth and
experimentally validate the viability of the algorithm.
For a graph with N nodes, to draw samples xˆ1, xˆ2, ..., xˆN from the joint distribution p(Y,X),
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Figure 4.5: The likelihood distributions of the two classes (a) and the evolution of a and
b parameters in beta likelihood functions ((b) and (c), respectively). The actual parameter
values are shown by dashed lines in (b) and (c). 10 EM iterations are shown, starting from
different sets of initial values (shown by different colors). The inference and parameter
optimization were done on random graphs generated with ten thousand root nodes.
we first sample from the probability distribution p(xs)
∣∣∣
s∈R for all root nodes. Visiting each in-
ternal node in an upward recursion, we sample from the conditional distribution p(xs|xs+1 , xs+2 ),
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Table 4.1: Percentages of errors for different proportions of training nodes in random graphs
with 1000 root nodes.
Training size (%) 10 20 30 40 50 60 70 80 90 100
Error (%) 3.17 2.66 2.38 1.98 1.87 1.46 1.06 0.68 0.28 0
where the parent labels xˆs+1 and xˆs+2 have been sampled in previous steps. Once we have sam-
pled from the leaf node of the graph, xˆN , we will have obtained a sample from the joint
distribution p(Y,X).
In this section only, we considered two classes for xs for simplicity and selected ys from
the continuous range of [0, 1]. class-conditional likelihood functions, p(ys|xs) were beta
distributions shown in Fig. 4.5a. For different initial values of the likelihood parameters, the
convergence of the algorithm to the optimal values is in Fig. 4.5b and 4.5c. These figures
show that the algorithm converged after about 4 EM iterations, with steep leaps toward the
optimal values in the early steps.
We have also studied the sensitivity of the method to the size of the training nodes. Table
4.1 shows the accuracy of the inferred labels when 10% to 100% of the root nodes were
used as training. The accuracy of the segmentation improves with the size of the training
set. However, we obtain a relatively small error rate (i.e. 3.17%) even for fairly sparse
annotations (i.e. as small as 5% of the nodes).
4.4.2 Multi-class segmentation of synthetic/real microscopy data
Figure 4.2 shows the block diagram of EM-based inference using the three weakly super-
vised methods, i.e. EM-polytree, EM-tree, and EM-GMM. Scale-space differential invari-
ants [198] were used as features, with their scales being selected based on the average size
of the objects in each dataset. Multi-dimensional Gaussian distributions were used as class-
conditional likelihood functions with diagonal covariance matrices to reduce the number of
parameters. SEEDS [196] algorithm was used for generating the superpixels from the input
images and the graph generation was done as explained in section 4.3.1. To label the training
nodes in the generated graph, 5% of the nodes were randomly selected and their labels were
set based on the annotated image. Starting from an initial set of parameter values based on
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Table 4.2: Means and standard deviations of Dice similarity coefficients in segmentation.
Dataset Synthetic Zebrafish
class nucleus nucleolus macrophage pathogen
SegNet 0.80 ± 0.11 0.05 ± 0.02 0.27 ± 0.12 0.01 ± 0.00
EM-GMM 0.70 ± 0.19 0.20 ± 0.15 0.70 ± 0.04 0.22 ± 0.38
EM-tree 0.70 ± 0.19 0.17 ± 0.14 0.68 ± 0.05 0.30 ± 0.21
EM-polytree 0.81 ± 0.13 0.23 ± 0.15 0.77 ± 0.06 0.38 ± 0.25
Dataset BBBC020 ISBI2015
class cell nucleus cytoplasm nucleus
SegNet 0.72 ± 0.07 0.81 ± 0.03 0.90 ± 0.02 0.63 ± 0.08
EM-GMM 0.61 ± 0.18 0.78 ± 0.07 0.63 ± 0.12 0.84 ± 0.17
EM-tree 0.78 ± 0.08 0.79 ± 0.06 0.80 ± 0.09 0.59 ± 0.23
EM-polytree 0.86 ± 0.06 0.80 ± 0.04 0.88 ± 0.06 0.86 ± 0.15
the labeled nodes, the labels are inferred (E-step), and this is followed by a new estimation of
the parameter values based on the inferred labels (M-step). The algorithm iterates between
E and M steps, until convergence is reached (mostly within 10 iterations).
The four image datasets were used to evaluate the performance of the method in multi-
class segmentation compared to EM-tree, EM-GMM, and SegNet [78]. Fig. 4.6 shows
samples from each dataset and their segmentations. For inferring the labels on tree, we
adapted Laferte et al. [167] formulation to the irregular trees generated in this work.
To apply SegNet as a supervised segmentation method, cross-validation was done on the
datasets to provide SegNet with the training set. Data augmentation and customized wighting
were used to maximize the performance of SegNet.
Table 4.2 shows the average DSC and their standard deviations for the four methods on
the four datasets. We randomly selected 50 images from the ISBI2015 dataset for comparing
the four methods. Table 4.3 compares EM-polytree segmentation on the 900 images of the
ISBI2015 dataset with the first and second ranks of the challenge. The results show that
the proposed method outperforms the competing methods in the overall DSC in multi-class
segmentation.
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Table 4.3: Comparison on ISBI2015 cell segmentation challenge dataset.
Method DSC FNo TPp FPp
Phoulady et al. 0.831 ± 0.079 0.408 ± 0.163 0.927 ± 0.098 0.003 ± 0.002
Ushizima et al. 0.856 ± 0.078 0.501 ± 0.180 0.899 ± 0.113 0.002 ± 0.001
EM-polytree 0.902 ± 0.052 0.036 ± 0.078 0.918 ± 0.094 0.003 ± 0.001
4.4.3 Segmentation-based assessment
To assess the reliability of EM-polytree segmentation, semantic information extracted from
the images segmented by the proposed method were compared to the ground truth. For
the synthetic dataset, numbers of nuclei and histograms of their sizes in the automatic and
manual segmentation were drawn in Fig. 4.7a and 4.7b, respectively. For the zebrafish
dataset, the number of infected macrophages, i.e. host cells with pathogens in them, were
counted based on the two segmentations. The experiments show a significant correlation
(p-value = 0) for the measures on the synthetic dataset and a correlation with p-value = 0.06
for the measure on the zebrafish dataset, which indicate the reliability of the EM-polytree for
segmentation.
4.4.4 Segmentation error prediction
The proposed method can evaluate the compliance of the segmented image with the imposed
priors. A strong non-compliance can indicate a faulty segmentation to be flagged up for
subsequent correction. This was implemented by assessing the label configurations on the
labeled graph that do not comply with the priors, i.e. p(xs|xs+1 , xs+2 ) in polytrees and p(xs+ |xs)
in trees (see Section 4.4.2). Areas of the segmented image that correspond to such label
configurations were nominated as the predicted error and Dice similarity coefficients were
calculated between the annotated areas and the actual segmentation error.
Figure 4.8a shows the predicted segmentation error by the red color for a sample image
from BBBC020 dataset segmented by EM-polytree and EM-tree. The DSC between the
predicted and actual segmentation error over the entire dataset in Fig. 4.8b shows that the
EM-polytree outperforms the EM-tree in predicting the error.
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Figure 4.8: Comparison of the error prediction in EM-tree and EM-polytree methods. Panel
(a) shows the errors annotated by red on a sample image from BBBC020 dataset. Panel (b)
shows the Dice similarity coefficients between the predicted and actual segmentation errors
for the two methods (p-value of the pairwise t-test was 0.005).
4.5 Discussion
Here, we addressed the problem of a constrained segmentation of biological microscopy
data, when limited training data is available. We have proposed EM-based polytrees, in
which the priors are encoded in the conditional probabilities governing the label configu-
rations on three-wise cliques. Using the EM algorithm, parameters of the model have been
initially set and then optimized iteratively to generate the final segmentation. Label inference
has been done efficiently through a two-pass algorithm that calculates closed-form posteriors
on the polytree.
To investigate the effect of a comprehensive prior knowledge implementation in the in-
CHAPTER 4. HIERARCHICAL BAYESIAN NETWORKS FOR WEAKLY SUPERVISED CELL SEGMENTATION
IN LIGHT MICROSCOPY 114
ference, we compared EM-polytree with EM-GMM (having no constraints), EM-tree (with
weaker constraints compared to polytrees) and SegNet (with implicitly learned constraints).
Evaluating the methods on multi-class image segmentation shows that EM-polytree and Seg-
Net produce the most accurate segmentations among others (Table 4.2). Even though SegNet
performs better in two cases, nuclei in the BBBC020 dataset and cytoplasms in the ISBI2015
dataset, the overall DSC of the polytree approach is significantly better than all other meth-
ods.
To evaluate the segmentation results, we calculated three quantitative measures (section
4.4.3). The results indicate that two of these measures, acquired using EM-polytree, signifi-
cantly correlate with the values for the ground truth.
Inspired by the interactive segmentation framework by Uzunbas et al. [129], we delin-
eated areas of the segmented image that did not comply with the imposed constraints. This
can provide an interactive segmentation method where the user is asked to correct the error-
prone areas flagged up by the algorithm. This is particularly useful in applications where the
existing ground truth is limited and/or unreliable, rendering the training of CNNs implausi-
ble. Alternatively, the optimization can start from an arbitrary set of parameters and iterate
only relying on the interactions from the user to converge.
The sensitivity of an algorithm to the training set is one of its key features, especially when
dealing with sparsely labeled data. We evaluated EM-polytrees by inference on arbitrary
graphs. The experiments implicate the low dependency of the output on the proximity of the
initial values to the final ones and the size of the training set. This emphasizes the possible
future application of the algorithm in an unsupervised framework, where no label is available.
Limitations and future work
The present method generates the graph structure based on the features of the superpixels
attached to the graph nodes. However, the inferred label information can also be useful in
determining the graph structure. To infer the structure of the graph simultaneously with
nodes’ labels, one direction of future work could be to use dynamic polytrees, as dynamic
trees [178]. Another space for future improvement resides in the generation of superpix-
els. We have used SEEDS algorithm due to its efficiency and independence from the initial
grid. However, depending on the application, one can choose other superpixel generation
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algorithms with possible improvements in the segmentation results.
One possible future application of the proposed method is the evaluation of the priors
considered for segmentation. This can be done by comparing the values of the initial con-
ditional probabilities with their optimal values. On the other hand, as the EM algorithm can
be trapped in local minima [210], the proposed algorithm cannot be readily applied to the
unsupervised analysis. This can be achievable where either a global optimization approach
is employed, or an interactive version of the method is implemented.
The results of this work verify that polytrees can incorporate prior knowledge more ef-
fectively compared to trees. This finding opens new horizons for polytrees to replace trees
in their applications for enforcing priors.
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119 5.1. SUMMARY
5.1 Summary
Microscopy images play a critical role in biomedical research, disease diagnosis, and treat-
ment. They can help to understand the healthy and pathological behaviors in order to develop
effective treatments and drugs. To this end, methods and tools are required to quantify the
images by calculating different metrics such as indicators of disease grades [1]. This need is
emphasized by the large cohorts of data generated by advanced microscopes with increased
spatial and temporal resolutions. Therefore, faster, more accurate and cheaper methods are
desired that are also scalable to large data analysis and can compete with the human preci-
sion.
In this thesis, I addressed the segmentation of images containing objects of different types,
which is a common problem in the quantification of microscopy images. I investigated math-
ematical modeling of semantic constraints employed by human analyzers through probabilis-
tic graphical models to improve the segmentation accuracy. More specifically, I looked at
modeling between-class relationships for improving the segmentation performance. Tree
graphical models can capture between-class relationships but are limited in a sense that only
across-level dependencies can be modeled. However, same-level dependencies are also im-
portant in modeling images by graphical models and ignoring them in tree models leads to
blocky artifacts in segmentations [181]. Polytrees can capture both across-level and same-
level dependencies which can lead to a more accurate matching of the segmented image with
the prior knowledge. With the inference algorithm presented in this thesis, these models can
be applied to image segmentation, addressing the limitations of tree graphical models. On
the other hand, CNNs can provide high segmentation accuracies, but they usually require
large training datasets, which is expensive and not always available. I investigated methods
that can mainly address the two aspects of capturing inter-class relationships and having a
low dependency on training.
5.1.1 Achievements
In addressing the problem mentioned above, this thesis has had multiple contributions that
are summarized as follows.
After reviewing the state-of-the-art models in chapter 3, polytree graphical models were
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introduced to the problem of multi-class segmentation in chapter 4. A polytree graphical
model was generated for each image for which a probabilistic model was made. Two types of
features were extracted for the images, including the scale-space invariant and deep features.
The features are ranked using the Fisher score and the most relevant features were used for
segmentation. Finding the optimal labeling of the graphical model equals performing an
optimal segmentation.
An exact method for finding the posterior probability distributions on the polytree was
presented in chapter 4. Using the Bayes law and factorizing posterior distribution functions
using the d-separation rule, a message passing formulation has been derived that calculates
the closed-form posteriors in two passes on the graph. Applying the proposed algorithm to
the classification of synthetic data and the multi-class segmentation problem in chapter 4
shows the effectiveness of incorporation of inter-class relations using polytrees.
Using the Expectation-Maximization algorithm for optimizing the parameters of the poly-
tree model, chapter 5 presented a weakly supervised segmentation approach that can operate
with a lowered reliance on the training data. Assessing the sensitivity of the proposed method
to the initial parameter values and the size of the training indicated the low dependency of
the output on the proximity of these two elements. The method was also evaluated with the
training available for 5% of the nodes on the graph and was applied to the multi-class seg-
mentation problem to multiple microscopy datasets. Finally, the reliability of the segmented
images was assessed by extracting quantitative measures from the image that were shown to
significantly correlate with the ground truth values.
The ability of the proposed method in explicitly modeling the constraints allows assessing
the segmented images in matching the enforced label configurations. Using this feature
in chapters 4 and 5, I showed that polytree segmentation can predict possible locations of
error in the segmented images. Comparing the results with tree graphical models shows
that polytrees can more comprehensively predict the possible error in the segmented images,
which is due to their superior ability to capture the interrelations.
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5.2 Applications
The method developed in this project was motivated by the existing challenges in microscopy
image analysis, mainly being the presence of objects of multiple types and the limited avail-
ability of the ground truth. Apart from the derived formulation for inference on polytree
graphical models and the designed framework for employing multi-class segmentation, the
implemented software can be made available for future image analysis applications. Even
though the motivation and evaluation of the proposed method have been on microscopy im-
ages, it can be applied to other types of images where incorporating class dependencies can
improve the overall performance of segmentation. For example, a new collaboration has
been set up to apply polytree segmentation to the problem of segmenting femur CT images,
where the dense bone resides in the bone with a lower density, and the whole bone is inside
the muscle, defining a multi-class segmentation problem. Following validation steps, this
work will be performed following this Ph.D.
Depending on the images the algorithm is being applied to, the proposed method might
need to operate on 3D images. To change the input and output images from 2D to 3D, the first
and last steps of the algorithm (as shown in Figure 4.2) need to be altered. More specifically,
the oversegmentation step should be done by an algorithm that generates supervoxels instead
of superpixels and the features have to be calculated in 3D. The graph generation algorithm
and the inference do not require changes. The reconstruction of the segmented image should
also be performed in 3D.
In this thesis, the proposed methods have been evaluated on stained transmitted light and
fluorescence microscopy images. However, the same algorithm can be applied to other types
of microscopy images, such as confocal, DIC or electron microscopy. Doing so might need
changing the features based on the method. For example, for DIC images gradient-based fea-
tures can better describe the object boundaries. Having that said, since the proposed method
features an automatic feature selection step, applying it to different types of images with
distinct characteristics requires expanding the pool of features that are initially calculated.
The algorithm will then be able to find the most discriminant features for the problem using
Fisher scores.
Identification of multiple objects and their nuclei is useful in analyzing 3D fluorescence
breast cancer histopathological images. Most of the existing techniques, such as the Eu-
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clidean Distance Transform are effective in for the regular shapes of nuclei in these images
and fail in the more complex shapes. Aiding the segmentation by employing the prior knowl-
edge and performing a joint segmentation of cells and their nuclei can address this problem.
Performing a constrained segmentation can be beneficial in the analysis of touching or
overlapping objects in noisy images. This is considered as the challenging part of segment-
ing images containing large numbers of cells, e.g. for the nucleus-like nano-particles in
electron microscopy images. Given that nuclei have elliptical shapes, this information can
be mathematically formulated and be used as a morphological constraint to be satisfied for
the segmentation of nuclei in fluorescence microscopy and Pap smear images, and mitotic
cells in H&E-stained multi-spectral microscopy images.
Another type of morphological constraints are the existence of local minima for nu-
cleus/cell segmentation. Finding the locations of the local minima and considering it as
the prior probability, the connected areas surrounding them could be assessed to located the
desired objects. This technique facilitates the segmentation of pathological and biomedical
microscopy images, such as overlapping cells in Pap smear images, IHC-stained breast can-
cer images and phased contrast microscopy images. Constraints on nucleus size can increase
the accuracy of analyzing cells in endometrial histopathology images, like the uterine natural
killer cell nuclei. A combination of local minima information and nucleus size information
can be used in detecting stromal cell nuclei of cervical and breast cancer cells. These im-
ages have been previously analyzed using watershed segmentation techniques, without the
imposing the prior knowledge in the segmentation [211].
The circular shape of the nuclei in 2D, or their spherical shapes in 3D, has been used in
the literature as a clue for their detection and segmentation (e.g. [212]). This morphologi-
cal information can be incorporated in the generation of superpixels in the first step of the
method proposed in this thesis. This way the superpixels (or supervoxels) will be initially
formed in a way to follow the boundaries of nuclei. Starting from this improved overseg-
mentation, the segmentation can be performed using the shapes of the nuclei as a prior. This
approach can be useful in the segmentation of haematopoietic cells in confocal microscopy
images of zebrafish [213], as well as cervical images [214], where the existing noise can
make the analysis challenging.
Due to the existence of a large variety of methods for cell image segmentation, many
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of them providing acceptable performances, the proposed method can be used in conjunc-
tion with another method to enhance their performance. The constraints existing based on
the prior knowledge can be evaluated on the segmented image provided by that method us-
ing the polytree technique. This can be done employing simple yet effective methods such
as thresholding methods that have been applied to the segmentation of breast cancer TMA
images, cervical images, HeLa cell line images, 3D confocal microscopy images and whole-
slide lung cytology images, to name a number from the many examples. Using the images
segmented by another method as the input, the oversegmentation step would be more accu-
rate due to the homogeneity of the areas in the labelled image. However, it might be biased
on the prior segmentation. Considering the segmented image along with the raw images and
optimizing their weighting should be taken into account to minimize the bias on the new
segmentation results.
Similarly, deformable models, such as active contours, have been popular in nucleus and
cell segmentation. Contrary to the majority of superpixel generation algorithms, they can
create concave areas by adapting their initial shape to the area they are surrounding. Re-
placing the superpixel generation by deformable models, the polytree inference framework
developed in this thesis can be applied to different images, including drosophila cell segmen-
tation in RNAi images [215], red blood cells in phase contrast images [216] and eukaryotic
cells in confocal microscopy images [217], as examples previously analyzed be merely de-
formable models.
Many other graph based techniques have been applied to the cell segmentation problem,
starting the analysis from making superpixels. One can replace the graph analysis parts in
the previous methods by the graph modelling and inference presented in this thesis, for im-
proved performance. Doing so, will broaden the application of the proposed method to other
image datasets not evaluated in this work, such as colon fluorescence images [218], aortic
endothelial cells in phase-contrast microscopy images [219] and yeast cells in brightfield
microscopy images [220].
As described in the previous chapters, polytrees can model the prior knowledge to gen-
erate a constrained segmentation that follows the enforced rules. Other than improving the
segmentation by incorporating the prior knowledge through this feature, these models can be
used to evaluate biological assumptions about the objects being segmented. This is possible
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by setting the parameters of the model initially based on assumptions and comparing them
with their values after optimization by the EM algorithm.
Using the weakly supervised version of the algorithm, a GUI-based framework can be
designed such that the training phase of the algorithm is done based on a few annotations
from the operator, making an interactive segmentation. Furthermore, samples from areas in
the segmented images that are prone to error according to the labeling on the graphical model
can be nominated to be verified/corrected by the operator, so that all the similar errors in the
segmentation will be updated accordingly. This can contribute to addressing the problem
of unavailability or limited availability of reliable training data that exists for many image
datasets.
Further to their application to the image analysis problems, polytree graphical models
can be used for modeling other phenomena that can be modeled as hierarchical structures.
One possible application is the use in genetic networks with relationships between differ-
ent entities including genes or individuals and the expression of certain genes in different
generations.
5.3 Limitations and future work
In the current application of the method, the graph is generated according to the features
taken from the superpixels and is fixed during the inference. This way the accuracy of
the final output might be confined to the graph generation and errors made in the graph
generation can propagate to the next stages of the method. To address this limitation, one
can think of estimating the graph structure and considering the initial graph structure as a
priori. Alternatively, the graph structure can be updated based on a first round of labeling
and the labeling and graph tuning can iteratively continue to reach a convergence. Doing so,
the graph structure and the inferred labels will be jointly optimized for a given image.
The accuracy of the superpixels in following the boundaries of the objects in the im-
age can also reduce the overall segmentation performance. In chapter 4, it has been shown
that this effect confines the maximum achievable Dice similarity coefficients to values less
than %100. Furthermore, performing the segmentation using other superpixel generation
algorithms can be considered to reduce this effect. Benchmarking different superpixel gen-
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eration algorithms and choosing the most suitable one for each application can improve the
performance of the segmentation algorithm. This is because the cost functions of different
oversegmentation algorithms, optimize different characteristics of the generated superpixels,
which might or might not be suitable for a specific application.
The polytree structure proposed in this thesis is binary, that results in each node having
two descendants (except the root nodes located in the bottommost layer of the graph). Using
such a structure might not necessarily describe the connections between the superpixels in
the image and results in the maximum number of layers in the graph and the maximum num-
ber of equations in the inference formulation. One possibility of future work is considering
more descendants for each node that can make a better match with the image. A new infer-
ence algorithm will have to be derived for such a structure that can have the potential to be
implemented for parallel processing. A more adaptive structure is having an arbitrary num-
ber of descendant nodes based on the spatial location of the superpixels in the image. This
can be made possible by starting from an equal number of descendants for all nodes and tune
the individual node connections through iterations that optimize the graph and inference.
It has been shown in this thesis that employment of the prior knowledge can improve
segmentation. Results of comparing polytrees to trees also emphasize that more accurate
modeling of the prior knowledge can generate more accurate segmentation results. How-
ever, it should be noted that this knowledge might not be available in some applications. A
possible application of the graphical-model-based segmentation approach is validating bio-
logical hypotheses by comparing their effect in the segmentation results. If making use of
a hypothesized prior knowledge improves the segmentation accuracy, this can be an indica-
tion of its correctness and vice versa. It should also be noted that different prior knowledges
might be challenging or impossible to be modeled by polytrees and may need more complex
structures or a combination of different types of graphs to be modeled. The limitation in en-
forcing the plausible label configurations all over the graph in current work is that labelings
at certain areas of the graph might not obey the presumed configurations. This can be due
to the imaging artifacts or staining errors that result in implausible object appearances in the
image. Examples of this in cell images are cases where a nucleus can be seen within the
background without the cell cytoplasm being visible. Imposing priors to such areas of the
image introduces error to the segmentation which can result in an unacceptable performance
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in low quality or noisy images.
The probability distributions of classes of objects have been assumed to be Gaussian in
this work. While this is a valid assumption for many cell types, more complex distributions
can be employed to better explain the cellular objects. Dirichlet distributions have been
implemented and experimented for modeling the intensity distribution in the superpixels
while considering their sizes as part of this work. However, due to the large number of
parameters that needed to be set and optimized for the model, the segmentation results have
not been convincing.
Using deep features calculated by SegNet in chapter 4, the proposed algorithm could
marginally outperform SegNet. This is due to the features and weights calculated by SegNet
being optimized to minimize its cost. To address this problem, one line of future work can
be designing a deep network with a cost function that is derived for the polytree model. Such
a model will have the advantage of explicitly modeling and imposing the prior knowledge to
the segmentation problem. This is possible due to performing a model-based segmentation,
which is also less reliant on the training data, more efficient and therefore faster than using
convolutional neural networks.
Another extension of the use of the model can be in studying the cell interactions over
time. For example, by segmenting the hosts and pathogens and finding their inclusions in
single time frames and looking at the evolution of the corresponding graphical models over
time one can investigate the behavior of the immune system during infectious disease. The
joint segmentation and tracking method can be also applied to other applications that involve
migration and deformation of cells, for example in organ development [13].
Further to the analysis of cell interactions, the trajectories of cells of different types in
microscopy videos could be extracted. Extracting patterns from the cell trajectories can be
used for the classification of healthy and diseased samples. In addition, an atlas can be
generated to predict the outcome of a given infection based on the existing labeled samples.
In this work, I have considered the inclusion of objects of different classes in the image,
which is modeled through a child-parent relationship in the graph. However, different types
of cells can have more complex relationships in their interactions, including being in another
cell’s proximity to exchange chemicals [221]. Also, there are interactions that can be iden-
tified by looking at the cells over time, such as cells being engulfed by or jumping out of,
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other cells or being exploded by the engulfed cells [222], some of which having unknown
mechanisms. In order to account for these interactions, features other than the inclusion has
to be considered in the graph generation leading to graphs with more complex structures and
that possibly involve loops. Also, interactions over time can be modeled by mappings of the
graph structures between successive time points. Even though the inference algorithm de-
veloped in this thesis is proposed for polytrees without loops, it can be extended to polytrees
that have loops in them. Furthermore, the polytrees can be used for modeling the interre-
lations between cells and the factor graph [142] theory can be employed for the inference
part.
The proposed model for segmentation was motivated by the need for modeling interac-
tions between host and pathogen cells during infectious disease. Considering different types
of cell interactions and other parameters contributing to the infection, an in silico version
of the model of infectious disease can be implemented. Extension of such a system can
be used for simulating the effects of drugs in infectious disease. Given the existing labora-
tory work and imaging being on animal models, the developed model can be extended to a
pharmaceutical model to predict the drug effects on humans.
Other possible applications of the polytree structure for capturing prior knowledge can be
emerged by changing the interpretation of the graph connections. Examples can vary from
the causal effects of political and social circumstances on the economy to the emotional
inputs of an individual and their relation to mental health. Another interesting example for
the use of polytrees is modeling business hierarchies in organizations to study the influences
of the members on one another.
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