Abstract. This paper gives a brief overview of the nonparametric techniques that are useful for financial econometric problems. The problems include estimation and inference for instantaneous returns and volatility functions of time-homogeneous and time-dependent diffusion processes, and estimation of transition densities and state price densities. We first briefly describe the problems and then outline the main techniques and main results. Some useful probabilistic aspects of diffusion processes are also briefly summarized to facilitate our presentation and applications.
INTRODUCTION
Technological innovation and trade globalization have brought us into a new era of financial markets. Over the last three decades, a large number of new financial products have been introduced to meet customers' demands. An important milestone occurred in 1973 when the world's first options exchange opened in Chicago. That same year, Black and Scholes [23] published their famous paper on option pricing and Merton [90] launched the general equilibrium model for security pricing, two important landmarks for modern asset pricing. Since then the derivative markets have experienced extraordinary growth. Professionals in finance now routinely use sophisticated statistical techniques and modern computational power in portfolio management, securities regulation, proprietary trading, financial consulting and risk management.
Financial econometrics is an active field that integrates finance, economics, probability, statistics and applied mathematics. This is exemplified by the books by Campbell, Lo and MacKinlay [28] , Gouriéroux and Jasiak [60] and Cochrane [36] . Financial activities generate many new problems, economics provides useful theoretical foundation and guidance, and quantita-
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tive methods such as statistics, probability and applied mathematics are essential tools to solve the quantitative problems in finance. To name a few, complex financial products pose new challenges on their valuation and risk management. Sophisticated stochastic models have been introduced to capture the salient features of underlying economic variables and to price derivatives of securities. Statistical tools are used to identify parameters of stochastic models, to simulate complex financial systems and to test economic theories via empirical financial data.
An important area of financial econometrics is study of the expected returns and volatilities of the price dynamics of stocks and bonds. Returns and volatilities are directly related to asset pricing, proprietary trading, security regulation and portfolio management. To achieve these objectives, the stochastic dynamics of underlying state variables should be correctly specified. For example, option pricing theory allows one to value stock or index options and hedge against the risks of option writers once a model for the dynamics of underlying state variables is given. See, for example, the books on mathematical finance by Bingham and Kiesel [20] , Steele [105] and Duffie [42] . Yet many of the stochastic models in use are simple and convenient ones to facilitate mathematical derivations and statistical inferences. They are not derived from any economics theory and hence cannot be expected to fit all financial data. Thus, while the pricing theory gives spectacularly beautiful formulas when the underlying dynamics is correctly specified, it offers little guidance in choosing or validating a model. There is always the danger that misspecification of a model leads to erroneous valuation and hedging strategies. Hence, there are genuine needs for flexible stochastic modeling. Nonparametric methods offer a unified and elegant treatment for such a purpose.
Nonparametric approaches have recently been introduced to estimate return, volatility, transition densities and state price densities of stock prices and bond yields (interest rates). They are also useful for examining the extent to which the dynamics of stock prices and bond yields vary over time. They have immediate applications to the valuation of bond price and stock options and management of market risks. They can also be employed to test economic theory such as the capital asset pricing model and stochastic discount model [28] and answer questions such as if the geometric Brownian motion fits certain stock indices, whether the CoxIngersoll-Ross model fits yields of bonds, and if interest rate dynamics evolve with time. Furthermore, based on empirical data, one can also fit directly the observed option prices with their associated characteristics such as strike price, the time to maturity, risk-free interest rate, dividend yield and see if the option prices are consistent with the theoretical ones. Needless to say, nonparametric techniques will play an increasingly important role in financial econometrics, thanks to the availability of modern computing power and the development of financial econometrics.
The paper is organized as follows. We first introduce in Section 2 some useful stochastic models for modeling stock prices and bond yields and then briefly outline some probabilistic aspects of the models. In Section 3 we review nonparametric techniques used for estimating the drift and diffusion functions, based on either discretely or continuously observed data. In Section 4 we outline techniques for estimating state price densities and transition densities. Their applications in asset pricing and testing for parametric diffusion models are also introduced. Section 5 makes some concluding remarks.
STOCHASTIC DIFFUSION MODELS
Much of financial econometrics is concerned with asset pricing, portfolio choice and risk management. Stochastic diffusion models have been widely used for describing the dynamics of underlying economic variables and asset prices. They form the basis of many spectacularly beautiful formulas for pricing contingent claims. For an introduction to financial derivatives, see Hull [78] .
One-Factor Diffusion Models
Let S t denote the stock price observed at time t . The time unit can be hourly, daily, weekly, among others. Presented in Figure 1 (a) are the daily log-returns, defined as
log(S t ) − log S (t−1) ≈ S t − S (t−1) /S (t−1) ,
of the Standard and Poor's 500 index, a value-weighted index based on the prices of the 500 stocks that account for approximately 70% of the total U.S. equity (stock) market capitalization. The styled features of the returns include that the volatility tends to cluster and that the (marginal) mean and variance of the returns tend to be constant. One simplified model to capture the second feature is that log(S t ) − log S (t−1) ≈ µ 0 + σ 0 ε t , where {ε t } is a sequence of independent normal random variables. This is basically a random walk hypothesis, regarding the stock price movement as an independent random walk. When the sampling time unit gets small, the above random walk can be regarded as a random sample from the continuous-time process:
d log(S t ) = µ 0 + σ 1 dW t , (1) where {W t } is a standard one-dimensional Brownian motion and σ 1 = σ 0 / √ . The process (1) is called geometric Brownian motion as S t is an exponent of Brownian motion W t . It was used by Osborne [92] to model the stock price dynamic and by Black and Scholes [23] to derive their celebrated option price formula.
Interest rates are fundamental to financial markets, consumer spending, corporate earnings, asset pricing, inflation and the economy. The bond market is even bigger than the equity market. Presented in Figure 1 (c) are the interest rates {r t } of the two-year U.S. Treasury notes at a weekly frequency. As the interest rates get higher, so do the volatilities. To appreciate this, Figure 1(d) plots the pairs {(r t−1 , r t − r t−1 )}. Its dynamic is very different from that of the equity market. The interest rates should be nonnegative. They possess heteroscedasticity in addition to the mean-revision property: As the interest rates rise above the mean level α, there is a negative drift that pulls the rates down; while when the interest rates fall below α, there is a positive force that drives the rates up. To capture these two October 21, 1980 to July 29, 2004 June 4, 1976 to March 7, 2003 main features, Cox, Ingersoll and Ross [37] derived the following model for the interest rate dynamic:
FIG. 1. (a) Daily log-returns of the Standard and Poor's 500 index from

. (b) Scatterplot of the returns against logarithm of the index ( price level). (c) Interest rates of two-year U.S. Treasury notes from
For simplicity, we will refer it to as the CIR model. It is an amelioration of the Vasicek model [106] , dr t = κ(α − r t ) dt + σ dW t , (3) which ignores the heteroscedasticity and is also referred to as the Ornstein-Uhlenbeck process. While this is an unrealistic model for interest rates, the process is Gaussian with explicit transition density. It fact, the time series sampled from (3) follows the autoregressive model of order 1,
where Y t = r t , ε ∼ N(0, σ 2 (1 − ρ 2 )/(2κ)) and ρ = exp(−κ ). Hence, the process is well understood and usually serves as a test case for proposed statistical methods.
There are many stochastic models that have been introduced to model the dynamics of stocks and bonds. Let X t be an observed economic variable at time t. This can be the price of a stock or a stock index, or the yield of a bond. A simple and frequently used stochastic model is dX t = µ(X t ) dt + σ (X t ) dW t . (5) The function µ(·) is often called a drift or instantaneous return function and σ (·) is referred to as a diffusion or volatility function, since µ(X t ) = lim The time-homogeneous model (5) contains many famous one-factor models in financial econometrics. In an effort to improve the flexibility of modeling interest dynamics, Chan et al. [29] extends the CIR model (2) to the CKLS model, dX t = κ(α − X t ) dt + σ X γ t dW t . (6) Aït-Sahalia [3] introduces a nonlinear mean reversion: while interest rates remain in the middle part of their domain, there is little mean reversion, and at the end of the domain, a strong nonlinear mean reversion emerges. He imposes the nonlinear drift of the form (α 0 X −1 t + α 1 + α 2 X t + α 2 X 2 t ). See also Ahn and Gao [1] , which models the interest rates by Y t = X −1 t , in which the X t follows the CIR model.
Economic conditions vary over time. Thus, it is reasonable to expect that the instantaneous return and volatility depend on both time and price level for a given state variable such as stock prices and bond yields. This leads to a further generalization of model (5) to allow the coefficients to depend on time t:
Since only a trajectory of the process is observed [see Figure 1 (c)], there is not sufficient information to estimate the bivariate functions in (7) without further restrictions. [To consistently estimate the bivariate volatility function σ (x, t), we need to have data that eventually fill up a neighborhood of the point (t, x).] A useful specification of model (7) is
This is an extension of the CKLS model (6) by allowing the coefficients to depend on time and was introduced and studied by Fan et al. [48] . Model (8) includes many commonly used time-varying models for the yields of bonds, introduced by Ho and Lee [75] , Hull and White [79] , Black, Derman and Toy [21] and Black and Karasinski [22] , among others. The experience in [48] and other studies of the varying coefficient models [26, 31, 74, 76] shows that coefficient functions in (8) cannot be estimated reliably due to the collinearity effect in local estimation: localizing in the time domain, the process {X t } is nearly constant and hence α 0 (t) and α 1 (t) and β 0 (t) and β 1 (t) cannot easily be differentiated. This leads Fan et al. [48] to introduce the semiparametric model (9) to avoid the collinearity.
Some Probabilistic Aspects
The question when there exists a solution to the stochastic differential equation (SDE) (7) arises naturally. Such a program was first carried out by Itô [80, 81] . For SDE (7) , there are two different meanings of solution: strong solution and weak solution. See Sections 5.2 and 5.3 of [84] . Basically, for a given initial condition ξ , a strong solution requires that X t is determined completely by the information up to time t. Under Lipschitz and linear growth conditions on the drift and diffusion functions, for every ξ that is independent of {W s }, there exists a strong solution of equation (7). Such a solution is unique. See Theorem 2.9 of [84] .
For the one-dimensional time-homogeneous diffusion process (5), weaker conditions can be obtained for the so-called weak solution. By an application of the Itô formula to an appropriate transform of the process, one can make the transformed process have zero drift. Thus, we can consider without loss of generality that the drift in (5) is zero. For such a model, Engelbert and Schmidt [45] give a necessary and sufficient condition for the existence of the solution. The continuity of σ suffices for the existence of the weak solution. See Theorem 5.5.4 of [84] , page 333, and Theorem 23.1 of [83] .
We will use several times the Itô formula. For the process X t in (7), for a sufficiently regular function f ( [84] , page 153), df (X t , t) = ∂f (X t , t) ∂t
The formula can be understood as the second-order
The Markovian property plays an important role in statistical inference. According to Theorem 5.4.20 of [84] , the solution X t to equation (5) is Markovian, provided that the coefficient functions µ and σ are bounded on compact subsets. Let p (y|x) be the transition density, the conditional density of X t+ = y given X t = x. The transition density must satisfy the forward and backward Kolmogorov equations ( [84] , page 282).
Under the linear growth and Lipschitz conditions, and additional conditions on the boundary behavior of the functions µ and σ , the solution to equation (1) is positive and ergodic. The invariant density is given by
where C 0 is a normalizing constant and the lower limit of the integral does not matter. If the initial distribution is taken from the invariant density, then the process {X t } is stationary with the marginal density f and transition density p . Stationarity plays an important role in time series analysis and forecasting [50] . The structural invariability allows us to forecast the future based on the historical data. For example, the structural relation (e.g., the conditional distribution, conditional moments) between X t and X t+ remains the same over time t. This makes it possible to use historical data to estimate the invariant quantities. Associated with stationarity is the concept of mixing, which says that the data that are far apart in time are nearly independent. We now describe the conditions under which the solution to the SDE (1) is geometrically mixing.
Let H t be the operator defined by
where f is a Borel measurable bounded function on R. A stationary process X t is said to satisfy the condition G 2 (s, α) of Rosenblatt [95] if there exists an s such that
namely, the operator is contractive. As a consequence of the semigroup (H s+t = H s H t ) and contraction properties, the condition G 2 implies [16, 17] that for any t ∈ [0, ∞), H t 2 ≤ α t/s−1 . The latter implies, by the Cauchy-Schwarz inequality, that
that is, the ρ-mixing coefficient decays exponentially fast. Banon and Nguyen [18] show further that for a stationary Markov process, ρ(t) → 0 is equivalent to (13) , namely, ρ-mixing and geometric ρ-mixing are equivalent.
Valuation of Contingent Claims
An important application of SDE is the pricing of financial derivatives such as options and bonds. It forms a beautiful modern asset pricing theory and provides useful guidance in practice. Steele [105] , Duffie [42] and Hull [78] offer very nice introductions to the field.
The simplest financial derivative is the European call option. A call option is the right to buy an asset at a certain price K (strike price) before or at expiration time T . A put option gives the right to sell an asset at a certain price K (strike price) before or at expiration. European options allow option holders to exercise only at maturity while American options can be exercised at any time before expiration. Most stock options are American, while options on stock indices are European.
The payoff for a European call option is (X T − K) + , where X T is the price of the stock at expiration T . When the stock rises above the strike price K, one can exercise the right and make a profit of X T − K. However, when the stock falls below K, one renders one's right and makes no profit. Similarly, a European put option has payoff (K − X T ) + . See Figure 2 . By creating a portfolio with different maturities and different strike prices, one can obtain all kinds of payoff functions. As an example, suppose that a portfolio of options consists of contracts of the S&P 500 index maturing in six months: one call option with strike price $1,200, one put option with strike price $1,050 and $40 cash, but with short position (borrowing or −1 contract) on a call option with strike price $1,150 and on a put option with strike price $1,100. Figure 2 (c) shows the payoff function of such a portfolio of options at the expiration T . Clearly, such an investor bets the S&P 500 index will be around $1,125 in six months and limits the risk exposure on the investment (losing at most $10 if his/her bet is wrong). Thus, the European call and put options are fundamental options as far as the payoff function at time T is concerned. There are many other exotic options such as Asian options, look-back options and barrier options, which have different payoff functions, and the payoffs can be path dependent. See Chapter 18 of [78] .
Suppose that the asset price follows the SDE (7) and there is a riskless investment alternative such as a bond which earns compounding rate of interest r t . Suppose that the underlying asset pays no dividend. Let β t be the value of the riskless bond at time t. Then, with an initial investment β 0 , thanks to the compounding of interest. Suppose that a probability measure Q is equivalent to the original probability measure P , namely P (A) = 0 if and only if Q(A) = 0. The measure Q is called an equivalent martingale measure for deflated price processes of given securities if these processes are martingales with respect to Q. An equivalent martingale measure is also referred to as a "risk-neutral" measure if the deflater is the bond price process. See Chapter 6 of [42] .
When the markets are dynamically complete, the price of the European option with payoff (X T ) with initial price X 0 = x 0 is
where Q is the equivalent martingale measure for the deflated price process X t /β t . Namely, it is the discounted value of the expected payoff in the risk neutral world. The formula is derived by using the so-called relative pricing approach, which values the price of the option from given prices of a portfolio consisting of a risk-free bond and a stock with the identical payoff as the option at the expiration.
As an illustrative example, suppose that the price of a stock follows the geometric Brownian motion dX t = µX t dt + σ X t dW t and that the risk-free rate r is constant. Then the deflated price process Y t = exp(−rt)X t follows the SDE
The deflated price process is not a martingale as the drift is not zero. The risk-neutral measure is the one that makes the drift zero. To achieve this, we appeal to the Girsanov theorem, which changes the drift of a diffusion process without altering the diffusion via a change of probability measure. Under the "riskneutral" probability measure Q, the process Y t satisfies dY t = σ Y t dW t , a martingale. Hence, the price process
Using exactly the same derivation, one can easily generalize the result to the price process (5) . Under the risk-neutral measure, the price process (5) follows
The intuitive explanation of this is clear: all stocks under the "risk-neutral" world are expected to earn the same rate as the risk-free bond.
For the geometric Brownian motion, by an application of the Itô formula (10) to (15), we have under the "risk-neutral" measure
Note that given the initial price X 0 , the price follows a log-normal distribution. Evaluating the expectation of (14) for the European call option with payoff (X T ) = (X T − K) + , one obtains the Black-Scholes [23] option pricing formula
where
Simulation of Stochastic Models
Simulation methods provide useful tools for the valuation of financial derivatives and other financial instruments when the analytical formula (14) is hard to obtain. For example, if the price under the "riskneutral" measure is (16) , the analytical formula for pricing derivatives is usually not analytically tractable and simulation methods offer viable alternatives (together with variance reduction techniques) to evaluate it. They also provide useful tools for assessing performance of statistical methods and statistical inferences.
The simplest method is perhaps the Euler scheme. The SDE (7) is approximated as
where {ε t } is a sequence of independent random variables with the standard normal distribution. The time unit is usually a year. Thus, the monthly, weekly and daily data correspond, respectively, to = 1/12, 1/52 and 1/252 (there are approximately 252 trading days per year). Given an initial value, one can recursively apply (19) to obtain a sequence of simulated data {X j , j = 1, 2, . . .}. The approximation error can be reduced if one uses a smaller step size /M for a given integer M to first obtain a more detailed sequence {X j /M , j = 1, 2, . . .} and then one takes the subsequence {X j , j = 1, 2, . . .}. For example, to simulate daily prices of a stock, one can simulate hourly data first and then take the daily closing prices. Since the step size /M is smaller, the approximation (19) is more accurate. However, the computational cost is about a factor of M higher.
The Euler scheme has convergence rate 1/2 , which is called strong order 0.5 approximation by Kloeden et al. [87] . The higher-order approximations can be obtained by the Itô-Taylor expansion (see [100] , page 242). In particular, a strong order-one approximation is given by
is the partial derivative function with respect to x. This method can be combined with a smaller step size method in the last paragraph. For the timehomogeneous model (1), an alternative form, without evaluating the derivative function, is given in (3.14) of [87] .
The exact simulation method is available if one can simulate the data from the transition density. Given the current value X t = x 0 , one draws X t+ from the transition density p (·|x 0 ). The initial condition can either be fixed at a given value or be generated from the invariant density (11) . In the latter case, the generated sequence is stationary.
There are only a few processes where exact simulation is possible. For GBM, one can generate the sequence from the explicit solution (17) , where the Brownian motion can be simulated from independent Gaussian increments. The conditional density of Vasicek's model (3) is Gaussian with mean α + (x 0 − α)ρ and variance σ 2 = σ 2 (1 − ρ 2 )/(2κ) as indicated by (4) . Generate X 0 from the invariant density N(α, σ 2 /(2κ)). With X 0 , generate X from the normal distribution with mean α + (X 0 − α) exp(−κ ) and variance σ 2 . With X , we generate X 2 from mean α + (X − α) exp(−κ ) and variance σ 2 . Repeat this process until we obtain the desired length of the process.
For the CIR model (2) , provided that q = 2κα/σ 2 − 1 ≥ 0 (a sufficient condition for X t ≥ 0), the transition density is determined by the fact that given X t = x 0 , 2cX t+ has a noncentral χ 2 distribution with degrees of freedom 2q + 2 and noncentrality parameter 2u, where c = 2κ/{σ 2 
The invariant density is the Gamma distribution with shape parameter q + 1 and scale parameter σ 2 /(2κ).
As an illustration, we consider the CIR model (7) with parameters κ = 0.21459, α = 0.08571, σ = 0.07830 and = 1/12. The model parameters are taken from [30] . We simulated 1000 monthly data values using both the Euler scheme (19) and the strong order-one approximation (20) with the same random shocks. Figure 3 depicts one of their trajectories. The difference is negligible. This is in line with the observations made by Stanton [104] that as long as data are sampled monthly or more frequently, the errors introduced by using the Euler approximation are very small for stochastic dynamics that are similar to the CIR model.
ESTIMATION OF RETURN AND VOLATILITY FUNCTIONS
There is a large literature on the estimation of the return and volatility functions. Early references include [93] and [94] . Some studies are based on continuously observed data while others are based on discretely observed data. For the latter, some regard tending to zero while others regard fixed. We briefly introduce some of the ideas. 
Methods of Estimation
We first outline several methods of estimation for parametric models. The idea can be extended to nonparametric models. Suppose that we have a sample {X i , i = 0, . . . , n} from model (5) . Then, the likelihood function, under the stationary condition, is
If the functions µ and σ are parameterized and the explicit form of the transition density is available, one can apply the maximum likelihood method. However, the explicit form of the transition density is not available for many simple models such as the CLKS model (6) . Even for the CIR model (2), its maximum likelihood estimator is very difficult to find, as the transition density involves the modified Bessel function of the first kind.
One simple technique is to rely on the Euler approximation scheme (19) . Then proceed as if the data come from the Gaussian location and scale model. This method works well when is small, but can create some biases when is large. However, the bias can be reduced by the following calibration idea, called indirect inference by Gouriéroux et al. [61] . The idea works as follows. Suppose that the functions µ and σ have been parameterized with unknown parameters θ . Use the Euler approximation (19) and the maximum likelihood method to obtain an estimateθ 0 . For each given parameter θ aroundθ 0 , simulate data from (5) and apply the crude method to obtain an estimateθ 1 (θ ) which depends on θ . Since we simulated the data with the true parameter θ , the functionθ 1 (θ ) tells us how to calibrate the estimate. See Figure 4 . Calibrate the estimate viaθ −1 1 (θ 0 ), which improves the bias of the estimate. One drawback of this method is that it is intensive in computation and the calibration cannot easily be done when the dimensionality of parameters θ is high.
Another method for bias reduction is to approximate the transition density in (21) by a higher order approximation, and to then maximize the approximated likelihood function. Such a scheme has been introduced by Aït-Sahalia [4, 5] , who derives the expansion of the transition density around a normal density function using Hermite polynomials. The intuition behind such an expansion is that the diffusion process X t+ − X t in (5) can be regarded as sum of many independent increments with a very small step size and hence the Edgeworth expansion can be obtained for the distribution of X t+ − X t given X t . See also [43] .
An "exact" approach is to use the method of moments. If the process X t is stationary as in the interest-rate models, the moment conditions can easily be derived by observing
for any function g satisfying the regularity condition that the limit and the expectation are exchangeable.
The right-hand side is the expectation of dg(X t ). By Itô's formula (10), the above equation reduces to
For example, if g(x) = exp(−ax) for some given a > 0, then
This can produce an arbitrary number of equations by choosing different a's. If the functions µ and σ are parameterized, the number of moment conditions can be more than the number of equations. One way to efficiently use this is the generalized method of moments introduced by Hansen [65] , minimizing a quadratic form of the discrepancies between the empirical and the theoretical moments, a generalization of the classical method of moments which solves the moment equations. The weighting matrix in the quadratic form can be chosen to optimize the performance of the resulting estimator. To improve the efficiency of the estimate, a large system of moments is needed. Thus, the generalized method of moments needs a large system of nonlinear equations which can be expensive in computation. Further, the moment equations (22) 
Time-Homogeneous Model
The Euler approximation can easily be used to estimate the drift and diffusion nonparametrically.
Thus, µ(·) and σ 2 (·) can be approximately regarded as the regression functions of Y i and Z i on X i , respectively. Stanton [104] applies kernel regression [102, 107] to estimate the return and volatility functions. Let K(·) be a kernel function and h be a bandwidth. Stanton's estimators are given bŷ
) is a rescaled kernel. The consistency and asymptotic normality of the estimator are studied in [15] . Fan and Yao [49] apply the local linear technique (Section 6.3 in [50] ) to estimate the return and volatility functions, under a slightly different setup. The local linear estimator [46] is given bŷ
where j , is the equivalent kernel induced by the local linear fit. In contrast to the kernel method, the local linear weights depend on both X i and x. In particular, they satisfy
These are the key properties for the bias reduction of the local linear method as demonstrated in [46] . Further, Fan and Yao [49] use the squared residuals
rather than Z i to estimate the volatility function. This will further reduce the approximation errors in the volatility estimation. They show further that the conditional variance function can be estimated as well as if the conditional mean function is known in advance.
Stanton [104] derives a higher-order approximation scheme up to order three in an effort to reduce biases. He suggests that higher-order approximations must outperform lower-order approximations. To verify such a claim, Fan and Zhang [53] derived the following order k approximation scheme:
and
and the coefficients a k,j = (−1) j +1 k j j are chosen to make the approximation error in (25) of order k . For example, the second approximation is
By using the independent increments of Brownian motion, its variance is 1.5 2 + 0.5 2 = 2.5 times as large as that of the first-order difference. Indeed, Fan and Zhang [53] show that while higher-order approximations give better approximation errors, we have to pay a huge premium for variance inflation,
where the variance inflation factors V 1 (k) and V 2 (k) are explicitly given by Fan and Zhang [53] . Table 1 shows some of the numerical results for the variance inflation factor. The above theoretical results have also been verified via empirical simulations in [53] . The problem is no monopoly for nonparametric fitting-it is shared by the parametric methods. Therefore, the methods based on higher-order differences should seldomly be used unless the sampling interval is very wide (e.g., quarterly data). It remains open whether it is possible to estimate nonparametrically the return and the volatility functions without seriously inflating the variance with other higher-order approximation schemes.
As an illustration, we take the yields of the two-year Treasury notes depicted in Figure 1 . Figure 5 presents nonparametrically estimated volatility functions, based on order k = 1 and k = 2 approximations. The local linear fit is employed with the Epanechnikov kernel and bandwidth h = 0.35. It is evident that the order two approximation has higher variance than the order one approximation. In fact, the magnitude of variance inflation is in line with the theoretical result: the increase of the standard deviation is √ 3 from order one to order two approximation.
Various discretization schemes and estimation methods have been proposed for the case with high frequency data over a long time horizon. More precisely, the studies are under the assumptions that n → 0 and n n → ∞. and Gao [11] investigate the mean integrated square error of several methods for estimating the drift and diffusion and compare their performances. Aït-Sahalia and Mykland [9, 10] study the effects of random and discrete sampling when estimating continuous-time diffusions. Bandi and Nguyen [14] investigate small sample behavior of nonparametric diffusion estimators. Thorough study of nonparametric estimation of conditional variance functions can be found in [62, 69, 91, 99] . In particular, Section 8.7 of [50] gives various methods for estimating the conditional variance function. Wang [108] studies the relationship between diffusion and GARCH models.
Model Validation
Stanton [104] applies his kernel estimator to a Treasury bill data set and observes a nonlinear return function in his nonparametric estimate, particularly in the region where the interest rate is high (over 14%, say). This leads him to postulate the hypothesis that the return functions of short-term rates are nonlinear. Chapman and Pearson [30] study the finite sample properties of Stanton's estimator. By applying his procedure to the CIR model, they find that Stanton's procedure produces spurious nonlinearity, due to the boundary effect and the mean reversion.
Can we apply a formal statistics test to Stanton's hypothesis? The null hypothesis can simply be formulated: the drift is of a linear form as in model (6) . What is the alternative hypothesis? For such a problem our alternative model is usually vague. Hence, it is natural to assume that the drift is a nonlinear smooth function. This becomes a testing problem with a parametric null hypothesis versus a nonparametric alternative hypothesis. There is a large body of literature on this. The basic idea is to compute a discrepancy measure between the parametric estimates and nonparametric estimates and to reject the parametric hypothesis when the discrepancy is large. See, for example, the book by Hart [73] .
In an effort to derive a generally applicable principle, Fan et al. [54] propose the generalized likelihood ratio (GLR) tests for parametric-versus-nonparametric or nonparametric-versus-parametric hypotheses. The basic idea is to replace the maximum likelihood under a nonparametric hypothesis (which usually does not exist) by the likelihood under good nonparametric estimates. Section 9.3 of [50] gives details on the implementation of the GLR tests, including estimating P -values, bias reduction and bandwidth selection. The method has been successfully employed by Fan and Zhang [53] for checking whether the return and volatility functions possess certain parametric forms.
Another viable approach of model validation is to base it on the transition density. One can check whether the nonparametrically estimated transition density is significantly different from the parametrically estimated one. Section 4.3 provides some additional details. Another approach, proposed by Hong and Li [77] , uses the fact that under the null hypothesis the random variables {Z i } are a sequence of i.i.d. uniform random variables where
and P (y|x, θ) is the transition distribution function. They propose to detect the departure from the null hypothesis by comparing the kernel-estimated bivariate density of {(Z i , Z i+1 )} with that of the uniform distribution on the unit square. The transition-densitybased approaches appear more elegant as they check simultaneously the forms of drift and diffusion. However, the transition density does often not admit an analytic form and the tests can be computationally intensive.
Fixed Sampling Interval
For practical analysis of financial data, it is hard to determine whether the sampling interval tends to zero. The key determination is whether the approximation errors for small " " are negligible. It is ideal when a method is applicable whether or not " " is small. This kind of method is possible, as demonstrated below.
The simplest problem to illustrate the idea is the kernel density estimation of the invariant density of the stationary process {X t }. For the given sample {X t }, the kernel density estimate for the invariant density iŝ (26) based on the discrete data {X i , i = 1, . . . , n}. This method is valid for all . It gives a consistent estimate of f as long as the time horizon is long: n → ∞. We will refer to this kind of nonparametric method as state-domain smoothing, as the procedure localizes in the state variable X t . Various properties, including consistency and asymptotic normality, of the kernel estimator (26) are studied by Bandi [13] and Bandi and Phillips [15] . Bandi [13] also uses the estimator (26) , which is the same as the local time of the process spending at a point x except for a scaling constant, as a descriptive tool for potentially nonstationary diffusion processes.
Why can the state-domain smoothing methods be employed as if the data were independent? This is due to the fact that localizing in the state domain weakens the correlation structure and that nonparametric estimates use essentially only local data. Hence many results on nonparametric estimators for independent data continue to hold for dependent data as long as their mixing coefficients decay sufficiently fast. As mentioned at the end of Section 2.2, geometric mixing and mixing are equivalent for time-homogeneous diffusion processes. Hence, the mixing coefficients decay usually sufficiently fast for theoretical investigation.
The localizing and whitening can be understood graphically in Figure 6 . Figure 6 (a) shows that there is very strong serial correlation of the yields of the twoyear Treasury notes. However, this correlation is significantly weakened for the local data in the neighborhood 8% ± 0.2%. In fact, as detailed in Figure 6 (b), the indices of the data that fall in the local window are quite far apart. This in turn implies the weak dependence for the data in the local window, that is, "whitening by windowing." See Section 5.4 of [50] and Hart [72] for further details. The effect of dependence structure on kernel density estimation was thoroughly studied by Claeskens and Hall [35] .
The diffusion function can also be consistently estimated when is fixed. In pricing the derivatives of interest rates, Aït-Sahalia [2] assumes µ(x) = k(α − x). Using the kernel density estimatorf and estimated κ and α from a least-squares method, he applied (11) 
He further established the asymptotic normality of such an estimator. Gao and King [56] propose tests of diffusion models based on the discrepancy between the paramet- ric and nonparametric estimates of the invariant density.
The Aït-Sahalia method [2] easily illustrates that the volatility function can be consistently estimated for fixed . However, we do not expect that it is efficient. Indeed, we use only the marginal information of the data. As shown in (21) , almost all information is contained in the transition density p (·|·). The transition density can be estimated as in Section 4.2 below whether is small or large. Since the transition density and drift and volatility are in one-to-one correspondence for the diffusion process (5), the drift and diffusion functions can be consistently estimated via inverting the relationship between the transition density and the drift and diffusion functions.
There is no simple formula for expressing the drift and diffusion in terms of the transition density. The inversion is frequently carried out via a spectral analysis of the operator H = exp( L), where the infinitesimal operator L is defined as
It has the property
by Itô's formula (10) . The operator H is the transition operator in that [see also (12) ]
The works of Hansen and Scheinkman [66] , Hansen, Scheinkman and Touzi [67] and Kessler and Sørensen [86] consist of the following idea. The first step is to estimate the transition operator H from the data. From the transition operator, one can identify the infinitesimal operator L and hence the functions µ(·) and σ (·). More precisely, let λ 1 be the largest negative eigenvalue of the operator L with eigenfunction ξ 1 (x). Then
This gives one equation of µ and σ . Another equation can be obtained via (11): (σ 2 f ) − 2µf = 0. Solving these two equations we obtain
and another explicit expression for µ(x). Using semigroup theory ( [44] , Theorem IV.3.7), ξ 1 is also an eigenfunction of H with eigenvalue exp( λ 1 ). Hence, the proposal is to estimate the invariant density f and the transition density p (y|x), which implies the values of λ 1 and ξ 1 . Gobet [58] derives the optimal rate of convergence for such a scheme, using a wavelet basis. In particular, [58] shows that for fixed , the optimal rates of convergence for µ and σ are of orders O(n −s/(2s+5) ) and O(n −s/(2s+3) ), respectively, where s is the degree of smoothness of µ and σ .
Time-Dependent Model
The time-dependent model (8) was introduced to accommodate the possibility of economic changes over time. The coefficient functions in (8) are assumed to be slowly time-varying and smooth. Nonparametric techniques can be applied to estimate these coefficient functions. The basic idea is to localizing in time, resulting in a time-domain smoothing.
We first estimate the coefficient functions α 0 (t) and α 1 (t). For each given time t 0 , approximate the coefficient functions locally by constants, α(t) ≈ a and β(t) = b for t in a neighborhood of t 0 . Using the Euler approximation (19), we run a local regression: Minimize (27) with respect to a and b. This results in an estimatê α 0 (t 0 ) =â andα 1 (t 0 ) =b, whereâ andb are the minimizers of the local regression (27) . Fan et al. [48] suggest using a one-sided kernel such as K(u) = (1 − u 2 )I (−1 < u < 0) so that only the historical data in the time interval (t 0 − h, t 0 ) are used in the above local regression. This facilitates forecasting and bandwidth selection. Our experience shows that there are no significant differences between nonparametric fitting with one-sided and two-sided kernels. We opt for local constant approximations instead of local linear approximations in (27) , since the local linear fit can create artificial albeit insignificant linear trends when the underlying functions α 0 (t) and α 1 (t) are indeed timeindependent. To appreciate this, for constant functions α 1 and α 2 a large bandwidth will be chosen to reduce the variance in the estimation. This is in essence fitting a global linear regression by (27) . If the local linear approximations are used, since no variable selection procedures have been incorporated in the local fitting (27) , the slopes of the local linear approximations will not be estimated as zero and hence artificial linear trends will be created for the estimated coefficients.
The coefficient functions in the volatility can be estimated by the local approximated likelihood method. LetÊ
be the normalized residuals. Then
The conditional log-likelihood ofÊ t given X t can easily be obtained by the approximation (28) . Using local constant approximations and incorporating the kernel weight, we obtain the local approximated likelihood at each time point and estimates of the functions β 0 (·) and β 1 (·) at that time point. This type of local approximated-likelihood method is related to the generalized method of moments of Hansen [65] and the ideas of Florens-Zmirou [55] and Genon-Catalot and Jacod [57] .
Since the coefficient functions in both return and volatility functions are estimated using only historical data, their bandwidths can be selected based on a form of the average prediction error. See Fan et al. [48] for details. The local least-squares regression can also be applied to estimate the coefficient functions β 0 (t) and
, but we do not continue in this direction since the local least-squares estimate is known to be inefficient in the likelihood context and the exponentiation of an estimated coefficient function of log β 0 (t) is unstable.
The question arises naturally if the coefficients in the model (8) are really time-varying. This amounts, for example, to testing H 0 : β 0 (t) = β 0 and β 1 (t) = β 1 .
Based on the GLR technique, Fan et al. [48] proposed a formal test for this kind of problem.
The coefficient functions in the semiparametric model (9) can also be estimated by using the profile approximated-likelihood method. For each given β 1 , one can easily estimate β 0 (·) via the approximation (28) , resulting in an estimateβ 0 (·; β 1 ). Regarding the nonparametric function β 0 (·) as being parameterized byβ 0 (·; β 1 ), model (28) with β 1 (t) ≡ β 1 becomes a "synthesized" parametric model with unknown β 1 . The parameter β 1 can be estimated by the maximum (approximated) likelihood method. Note that β 1 is estimated by using all the data points, whileβ 0 (t) = β 0 (t;β 1 ) is obtained by using only the local data points. See [48] for details.
For other nonparametric methods of estimating volatility in time inhomogeneous models, see Härdle, Herwartz and Spokoiny [68] and Mercurio and Spokoiny [89] . Their methods are based on model (8) with α 1 (t) = β 1 (t) = 0.
State-Domain Versus Time-Domain Smoothing
So far, we have introduced both state-and timedomain smoothing. The former relies on the structural invariability implied by the stationarity assumption and depends predominantly on the (remote) historical data. The latter uses the continuity of underlying parameters and concentrates basically on the recent data. This is illustrated in Figure 7 using the yields of the threemonth Treasury bills from January 8, 1954 to July 16,
FIG. 7. Illustration of time-and state-domain smoothing using the yields of three-month Treasury bills. The state-domain smoothing is localized in the horizontal bars, while the time-domain smoothing is concentrated in the vertical bars.
2004 sampled at weekly frequency. On December 28, 1990 , the interest rate was about 6.48%. To estimate the drift and diffusion around x = 6.48, the statedomain smoothing focuses on the dynamics where interest rates are around 6.48%, the horizontal bar with interest rates falling in 6.48% ± 0.25%. The estimated volatility is basically the sample standard deviation of the differences {X i − X (i−1) } within this horizontal bar. On the other hand, the time-domain smoothing focuses predominantly on the recent history, say one year, as illustrated in the figure. The time-domain estimate of volatility is basically a sample standard deviation within the vertical bar.
For a given time series, it is hard to say which estimate is better. This depends on the underlying stochastic processes and also on the time when the forecast is made. If the underlying process is continuous and stationary, such as model (5), both methods are applicable. For example, standing at December 28, 1990, one can forecast the volatility by using the sample standard deviation in either the horizontal bar or the vertical bar. However, the estimated precision depends on the local data. Since the sample variance is basically linear in the squared differences {Z 2 i }, the standard errors of both estimates can be assessed and used to guide the forecasting.
For stationary diffusion processes, it is possible to integrate both the time-domain and state-domain estimates. Note that the historical data (with interest rates in 6.48% ± 0.25%) are far apart in time from the data used in the time-domain smoothing (vertical bar), except the last segment, which can be ignored in the statedomain fitting. The next-to-last segment with interest rates in 6.48% ± 0.25% is May 11 to July 20, 1988 , 123 weeks prior to the last segment. Hence, these two estimates are nearly independent. The integrated estimate is a linear combination of these two nearly independent estimates. The weights can easily be chosen to minimize the variance of the integrated estimator, by using the assessed standard errors of the stateand time-domain estimators. The optimal weights are proportional to the variances of the two estimators, which depend on time t. This forms a dynamically integrated predictor for volatility estimation, as the optimal weights change over time.
Continuously Observed Data
At the theoretical level, one may also examine the problem of estimating the drift and diffusion functions assuming the whole process is observable up to time T .
Let us assume again that the observed process {X t } follows the SDE (5). In this case σ 2 (X t ) is the derivative of the quadratic variation process of X t and hence is known up to time T . By (11) , estimating the drift function µ(x) is equivalent to estimating the invariant density f . In fact,
The invariant density f can easily be estimated by kernel density estimation. When → 0, the summation in (26) converges tô
This forms a kernel density estimate of the invariant density based on the continuously observed data. Thus, an estimator for µ(x) can be obtained by substitutingf (x) into (29) . Such an approach has been employed by Kutoyants [88] and Dalalyan and Kutoyants [40, 41] . They established the sharp asymptotic minimax risk for estimating the invariant density f and its derivative as well as the drift function µ. In particular, the functions f , f and µ can be estimated with rates T −1/2 , T −2s/(2s+1) and T −2s/(2s+1) , respectively, where s is the degree of smoothness of µ. These are the optimal rates of convergence.
An alternative approach is to estimate the drift function directly from (23) . By letting → 0, one can easily obtain a local linear regression estimator for continuously observed data, which admits a similar form to (23) and (30) . This is the approach that Spokoiny [103] used. He showed that this estimator attains the optimal rate of convergence and established further a data-driven bandwidth such that the local linear estimator attains adaptive minimax rates.
ESTIMATION OF STATE PRICE DENSITIES AND TRANSITION DENSITIES
The state price density (SPD) is the probability density of the value of an asset under the risk-neutral world (14) (see [38] ) or equivalent martingale measure [71] . It is directly related to the pricing of financial derivatives. It is the transition density of X T given X 0 under the equivalent martingale Q. The SPD does not depend on the payoff function and hence it can be used to evaluate other illiquid derivatives, once it is estimated from more liquid derivatives. On the other hand, the transition density characterizes the probability law of a Markovian process and hence is useful for validating Markovian properties and parametric models.
Estimation of the State Price Density
For some specific models, the state price density can be formed explicitly. For example, for the GBM (1) with a constant risk-free rate r, according to (17) , the SPD is log-normal with mean log x 0 + (r − σ 2 )/(2T ) and variance σ 2 .
Assume that the SPD f * exists. Then the European call option can be expressed as
See (14) (we have changed the notation from P 0 to C to emphasize the price of the European call option). Hence,
This was observed by Breeden and Litzenberger [25] . Thus, the state price density can be estimated from the European call options with different strike prices. With the estimated state price density, one can price new or less liquid securities such as over-the-counter derivatives or nontraded options using formula (14) .
In general, the price of a European call option depends on the current stock price S, the strike price K, the time to maturity T , the risk-free interest rate r and dividend yield rate δ. It can be written as C(S, K, T , r, δ). The exact form of C, in general, is hard to determine unless we assume the Black-Scholes model. Based on historical data {(C i , S i , K i , T i , r i , δ i ), i = 1, . . . , n}, where C i is the ith traded-option price with associated characteristics (S i , K i , T i , r i , δ i ), Aït-Sahalia and Lo [7] fit the nonparametric regression
to obtain an estimate of the function C and hence the SPD f * .
Due to the curse of dimensionality, the five-dimensional nonparametric function cannot be estimated well with practical range of sample sizes. Aït-Sahalia and Lo [7] realized that and proposed a few dimensionality reduction methods. First, by assuming that the option price depends only on the futures price F = S exp((r − δ)T ), namely,
C(S, K, T , r, δ) = C(F, K, T , r)
(the Black-Scholes formula satisfies such an assumption), they reduced the dimensionality from five to four. By assuming further that the option-pricing function is homogeneous of degree one in F and K, namely,
C(S, K, T , r, δ) = KC(F /K, T , r),
they reduced the dimensionality to three. Aït-Sahalia and Lo [7] imposed a semiparametric form on the pricing formula,
C(S, K, T , r, δ) = C BS F, K, T , r, σ (F, K, T ) ,
where C BS (F, K, T , r, σ ) is the Black-Scholes pricing formula given in (18) and σ (F, K, T ) is the implied volatility, computed by inverting the Black-Scholes formula. Thus, the problem becomes one of nonparametrically estimating the implied volatility function σ (F, K, T ) . This is estimated by using a nonparametric regression technique from historical data, namely,
where σ i is the implied volatility of C i , by inverting the Black-Scholes formula. By assuming further that σ (F, K, T ) = σ (F /K, T ), the dimensionality is reduced to two. This is one of the options in [4] .
The state price density f * is nonnegative and hence the function C should be convex in the strike price K. Aït-Sahalia and Duarte [6] propose to estimate the option price under the convexity constraint using a local linear estimator. See also [70] for a related approach.
Estimation of Transition Densities
The transition density of a Markov process characterizes the law of the process, except the initial distribution. It provides useful tools for checking whether or not such a process follows a certain SDE and for statistical estimation and inference. It is the state price density of the price process under the risk neutral world. If such a process were observable, the state price density would be estimated using the methods to be introduced.
Assume that we have a sample {X i , i = 0, . . . , n} from model (5). The "double-kernel" method of Fan, Yao and Tong [51] is to observe that 
where the equivalent kernel K n (u, x) was defined in (24) . Fan, Yao and Tong [51] establish the asymptotic normality of such an estimator under stationarity and ρ-mixing conditions [necessarily decaying at geometric rate for SDE (5)], which gives explicitly the asymptotic bias and variance of the estimator. See also Section 6.5 of [50] . The cross-validation idea of Rudemo [98] and Bowman [24] can be extended to select bandwidths for estimating conditional densities. See [52, 63] . The transition distribution can be estimated by integrating the estimator (33) over y. By letting h 2 → 0, the estimator is the regression of the indicator I (X i < y) on X (i−1) . Alternative estimators can be obtained by an application of the local logistic regression and adjusted Nadaraya-Watson method of Hall et al. [64] .
Early references on the estimation of the transition distributions and densities include [96, 97] and [95] .
Inferences Based on Transition Densities
With the estimated transition density, one can now verify whether parametric models such as (1)- (3), (6) are consistent with the observed data. Let p ,θ (y|x) be the transition density under a parametric diffusion model. For example, for the CIR model (2), the parameter θ = (κ, α, σ ). As in (21) , ignoring the initial value X 0 , the parameter θ can be estimated by maximizing
Letθ be the maximum likelihood estimator. By the spirit of the GLR of Fan et al. [54] , the GLR test for the null hypothesis H 0 :
wherep is a nonparametric estimate of the transition density. Since the transition density cannot be estimated well over the region where data are sparse (usually at boundaries of the process), we need to truncate the nonparametric (and simultaneously parametric) evaluation of the likelihood at appropriate intervals.
In addition to employing the GLR test, one can also compare directly the difference between the parametric and nonparametric fits, resulting in test statistics such as p − p ,θ 2 and P − P ,θ 2 for an appropriate norm · , whereP and P ,θ are the estimates of the cumulative transition distributions under respectively the parametric and nonparametric models.
The transition density-based methods depend on two bandwidths and are harder to implement. Indeed, their null distributions are harder to determine than those based on the transition distribution methods. In comparison with the invariant density-based approach of Arapis and Gao [11] , it is consistent against a much larger family of alternatives. One can also use the transition density to test whether an observed series is Markovian (from personal communication with Yacine Aït-Sahalia). For example, if a process {X i } is Markovian, then
Thus, one can use the distance betweenp 2 (y|x) and +∞ −∞p (y|z)p (z|x) dz as a test statistic. The transition density can also be used for parameter estimation. One possible approach is to find the parameter which minimizes the distance P − P ,θ . In this case, the bandwidth should be chosen to optimize the performance for estimating θ . The approach is applicable whether or not → 0.
CONCLUDING REMARKS
Enormous efforts in financial econometrics have been made in modeling the dynamics of stock prices and bond yields. There are directly related to pricing derivative securities, proprietary trading and portfolio management. Various parametric models have been proposed to facilitate mathematical derivations. They have risks that misspecifications of models lead to erroneous pricing and hedging strategies. Nonparametric models provide a powerful and flexible treatment. They aim at reducing modeling biases by increasing somewhat the variances of resulting estimators. They provide an elegant method for validating or suggesting a family of parametric models.
The versatility of nonparametric techniques in financial econometrics has been demonstrated in this paper. They are applicable to various aspects of diffusion models: drift, diffusion, transition densities and even state price densities. They allow us to examine whether the stochastic dynamics for stocks and bonds are time varying and whether famous parametric models are consistent with empirical financial data. They permit us to price illiquid or nontraded derivatives from liquid derivatives.
The applications of nonparametric techniques in financial econometrics are far wider than what has been presented. There are several areas where nonparametric methods have played a pivotal role. One example is to test various versions of capital asset pricing models (CAPM) and their related stochastic discount models [36] . See, for example, the research manuscript by Chen and Ludvigson [34] in this direction. Another important class of models are stochastic volatility models [19, 101] , where nonparametric methods can be also applied. The nonparametric techniques have been prominently featured in the RiskMetrics of J. P. Morgan. It can be employed to forecast the risks of portfolios. See, for example, [8, 32, 33, 47, 82] for related nonparametric techniques on risk management.
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INTRODUCTION
In recent years there has been increased interest in using nonparametric methods to deal with various aspects of financial data. The paper by Fan gives an overview of some nonparametric techniques that have been used in the financial econometric literature, focusing on estimation and inference for diffusion models in continuous time and estimation of state price and transition density functions.
Continuous time specifications have been heavily used in recent work, partly because of the analytic convenience of stochastic calculus in mathematical finance and partly because of the availability of highfrequency data sets for many financial series. While the early work in continuous-time finance began in the 1970s with the work of Merton [29] and Black and Scholes [16] econometric problems of fitting continuous time systems for much longer. The idea of statistically fitting diffusion models and continuously distributed lagged dependencies with discretely observed data has a long history dating back to some original work in econometrics by Koopmans [27] and subsequent work by Phillips [31] , Bergstrom [14] , Sims [35] , Phillips [32] and Sargan [34] . Bartlett and Rajalakshman [13] and Bartlett [12] are two references in the early statistical literature on fitting linear diffusions. Bergstrom [15] provides a short history of some of this early work. Also, the history of mathematical finance and stochastic integration prior to 1970 has recently been overviewed in an interesting historical review by Jarrow and Protter [24] .
Our comments on Fan's paper will concentrate on two issues that relate in important ways to the paper's focus on misspecification and discretization bias and the role of nonparametric methods in empirical finance. The first issue deals with the finite sample effects of various estimation methods and their implications for asset pricing. A good deal of recent attention in the econometric literature has focused on the benefits of full maximum likelihood (ML) estimation of diffusions and mechanisms for avoiding discretization bias in the construction of the likelihood. However, many of the problems of estimating dynamic models that are well known in discrete time series, such as the bias in ML estimation, also manifest in the estimation of continuous time systems and affect subsequent use of these estimates, for instance in derivative pricing. In consequence, a relevant concern is the relative importance of the estimation and discretization biases. As we will show below, the former often dominates the latter even when the sample size is large (at least 500 monthly observations, say). Moreover, it turns out that correction for the finite sample estimation bias continues to be more important when the diffusion component of the model is itself misspecified. Such corrections appear to be particularly important in models that are nonstationary or nearly nonstationary.
The second issue we discuss deals with a very different nonparametric technique, which is not discussed by Fan, but which has recently attracted much attention in financial econometrics and empirical applications. This method involves the use of quadratic variation measures of realized volatility using ultra high frequency financial data. Like other nonparametric methods, empirical quadratic variation techniques also have to deal with statistical bias, which in the present case arises from the presence of microstructure noise. The field of research on this topic in econometrics is now very active.
FINITE SAMPLE EFFECTS
In his overview of diffusion equation estimation, Fan discusses two sources of bias, one arising from the discretization process and the second from misspecification. We review these two bias effects and then discuss the bias that comes from finite sample estimation effects.
The attractions of Itô calculus have made it particularly easy to work with stochastic differential equations driven by Brownian motion. Diffusion processes in particular have been used widely in finance to model asset prices, including stock prices, interest rates and exchange rates. Despite their mathematical attractability, diffusion processes present some formidable challenges for econometric estimation. The primary reason for the difficulty is that sample data, even very highfrequency data, are always discrete and for many popular nonlinear diffusion models the transition density of the discrete sample does not have a closed form expression, as noted by Fan. The problem is specific to nonlinear diffusions, as consistent methods for estimating exact discrete models corresponding to linear systems of diffusions have been available since Phillips [32] . A simple approach discussed in the paper is to use the Euler approximation scheme to discretize the model, a process which naturally creates some discretization bias. This discretization bias can lead to erroneous financial pricing and investment decisions. In consequence, the issue of discretization has attracted a lot of attention in the literature and many methods have been proposed to reduce the bias that it causes. Examples are Pedersen [30] , Kessler [26] , Durham and Gallant [18] , Aït-Sahalia [2, 3] and Elerian, Chib and Shephard [19] , among many others.
Next, many diffusion models in practical use are specified in a way that makes them mathematically convenient. These specifications are typically not derived from any underlying economic theory and are therefore likely to be misspecified. Potential misspecifications, like discretization, can lead to erroneous financial decisions. Accordingly, specification bias has attracted a great deal of attention in the literature and has helped to motivate the use of functional estimation techniques that treat the drift and diffusion coefficients nonparametrically. Important contributions include Aït-Sahalia [1] , Stanton [36] , Bandi and Phillips [5] and Hong and Li [21] .
While we agree that both discretization and specification bias are important issues, finite sample estimation bias can be of equal or even greater importance for financial decision making, as noted by Phillips and Yu [33] in the context of pricing bonds and bond options. The strong effect of the finite sample estimation bias in this context can be explained as follows. In continuous time specifications, the prices of bonds and bond options depend crucially on the mean reversion parameter in the associated interest rate diffusion equation. This parameter is well known to be subject to estimation bias when standard methods like ML are used. The bias is comparable to, but generally has larger magnitude than, the usual bias that appears in time series autoregression. As the parameter is often very close to zero in empirical applications (corresponding to near martingale behavior and an autoregressive root near unity in discrete time), the estimation bias can be substantial even in very large samples.
To reduce the finite sample estimation bias in parameter estimation as well as the consequential bias that arises in asset pricing, Phillips and Yu [33] proposed the use of jackknife techniques. Suppose a sample of n observations is available and that this sample is decomposed into m consecutive sub-samples each with observations (n = m × ). The jackknife estimator of a parameter θ in the model is defined bŷ
whereθ n andθ i are the extreme estimates of θ based on the entire sample and the i'th sub-sample, respectively. The parameter θ can be a coefficient in the diffusion process, such as the mean reversion parameter, or a much more complex function of the parameters of the diffusion process and the data, such as an asset price or derivative price. Typically, the full sample extreme estimator has bias of order O(n −1 ), whereas under mild conditions the bias in the jackknife estimate is of order O(n −2 ).
The following simulation illustrates these various bias effects and compares their magnitudes. In the experiment, the true generating process is assumed to be the following commonly used model (CIR hereafter) of short term interest rates due to Cox, Ingersoll and Ross [17] :
The transition density of the CIR model is known to be ce −u−v (v/u) q/2 I q (2(uv) 1/2 ) and the marginal density is w w 2 1 r w 2 −1 e −w 1 r / (w 2 ), where c = 2κ/(σ 2 (1 − e −κ )), u = cr(t)e −κ , v = cr(t + ), q = 2κµ/ σ 2 − 1, w 1 = 2κ/σ 2 , w 2 = 2κµ/σ 2 , is the sampling frequency, and I q (·) is the modified Bessel function of the first kind of order q. The transition density together with the marginal density can be used for simulation purposes as well as to obtain the exact ML estimator of θ (= (κ, µ, σ ) ). In the simulation, we use this model to price a discount bond, which is a three-year bond with a face value of $1 and initial interest rate of 5%, and a one-year European call option on a three-year discount bond which has a face value of $100 and a strike price of $87. The reader is referred to [33] for further details.
In addition to exact ML estimation, we may discretize the CIR model via the Euler method and estimate the discretized model using (quasi-) ML. The Euler scheme leads to the discretization
One thousand samples, each with 600 monthly observations (i.e., = 1/12), are simulated from the true model (2.2) with (κ, µ, σ ) being set at (0.1, 0.08, 0.02) , which are settings that are realistic in many financial applications. To investigate the effects of discretization bias, we estimate model (2.3) by the (quasi-) ML approach. To investigate the finite sample estimation bias effects, we estimate model (2.2) based on the true transition density. To examine the effects of bias reduction in estimation, we apply the jackknife method (with m = 3) to the mean reversion parameter κ, the bond price and the bond option price.
To examine the effects of specification bias, we fit each simulated sequence from the true model to the misspecified Vasicek model [37] to obtain the exact ML estimates of κ, the bond price and the option price from this misspecified model. The Vasicek model is given by the simple linear diffusion
dr(t) = κ µ − r(t) dt + σ dB(t). (2.4)
We use this model to price the same bond and bond option. Vasicek [37] derived the expression for bond prices and Jamshidian [23] gave the corresponding formula for bond option prices. The transition density for the Vasicek model is
This transition density is utilized to obtain the exact ML estimates of κ, the bond price and the bond option price, all under the mistaken presumption that the misspecified model (2.4) is correctly specified. Table 1 reports the means and root mean square errors (RMSEs) for all these cases. It is clear that the finite sample estimation bias is more substantial than the discretization bias and the specification bias for all three quantities, at least in this experiment. In particular, κ is estimated by the exact ML method with 84.5% upward bias, which contributes toward the −0.76% bias in the bond price and the −24.39% bias in the option price. Relative to the finite sample bias, the bias in κ due to the discretization is almost negligible since the total bias in κ changes from 84.5% to 90.5%. (The increase in the total bias indicates that the discretization bias effect is in the same direction as that of the estimation bias.) The total bias changes from −0.76% to −0.82% in the bond price and from −24.39% to −26.03% in the option price. These changes are marginal. Similarly, relative to the finite sample bias, the bias in κ due to misspecification of the drift function is almost negligible since the total bias changes from 84.5% to 74.6%. (The decrease in the total bias indicates that the misspecification bias effect is in the opposite direction to that of the estimation bias.) The total bias changes from −0.76% to −0.69% in the bond price and from −24.39% to −21.25% in the option price. Once again, these changes are marginal. When the jackknife method is applied to the correctly specified model, the estimation bias is greatly reduced in all cases (from 84.5% to −8.9% for κ; from −0.76% to −0.18% for the bond price; and from −24.39% to −10.23% for the option price). Even more remarkably, when the jackknife method is applied to the incorrectly specified model (see the final row of Table 1 ), the estimation bias is also greatly reduced in all cases (from 84.5% to −2.3% for κ; from −0.76% to −0.18% for the bond price; and from −24.39% to −6.01% for the option price). These figures reveal that dealing with estimation bias can be much more important than ensuring correct specification in diffusion equation estimation, suggesting that general econometric treatment of the diffusion through nonparametric methods may not address the major source of bias effects on financial decision making.
Although the estimation bias is not completely removed by the jackknife method, the bias reduction is clearly substantial and the RMSE of the jackknife estimate is smaller in all cases than that of exact ML. In sum, it is apparent from Table 1 that the finite sample estimation bias is larger in magnitude than either of the biases due to discretization and misspecification and correcting this bias is therefore a matter of importance in empirical work on which financial decisions depend.
Although this demonstration of the relative importance of finite sample estimation bias in relation to discretization bias and specification bias is conducted in a parametric context, similar results can be expected for some nonparametric models. For example, in the semiparametric model examined in [1] , the diffusion function is nonparametrically specified and the drift function is linear, so that the mean reversion parameter is estimated parametrically as in the above example. In such cases, we can expect substantial finite sample estimation bias to persist and to have important practical implications in financial pricing applications.
REALIZED VOLATILITY
As noted in Fan's overview, many models used in financial econometrics for modeling asset prices and interest rates have the fully functional scalar differential form
where both drift and diffusion functions are nonparametric and where the equation is driven by Brownian motion increments dB t . For models such as (3.1), we have (dX t ) 2 = σ 2 (X t ) dt a.s. and hence the quadratic variation of X t is
where T 0 σ 2 (X t ) dt is the accumulated or integrated volatility of X. Were X t observed continuously, [X] T and, hence, integrated volatility, would also be observed. For discretely recorded data, estimation of (3.2) is an important practical problem. This can be accomplished by direct nonparametric methods using an empirical estimate of the quadratic variation that is called realized volatility. The idea has been discussed for some time, an early reference being Maheswaran and Sims [28] , and it has recently attracted a good deal of attention in the econometric literature now that very high frequency data has become available for empirical use. Recent contributions to the subject are reviewed in [4] and [8] .
Suppose X t is recorded discretely at equispaced points ( , 2 , . . . , n (≡ T )) over the time interval [0, T ]. Then, [X] T can be consistently estimated by the realized volatility of X t defined by
as → 0, as is well known. In fact, any construction of realized volatility based on an empirical grid of observations where the maximum grid size tends to zero will produce a consistent estimate. It follows that the integrated volatility can be consistently estimated by this nonparametric approach, regardless of the form of µ(X t ) and σ (X t ). The approach has received a great deal of attention in the recent volatility literature and serves as a powerful alternative to the methods discussed by Fan, especially when ultra-high frequency data are available.
While this approach is seemingly straightforward, it is not without difficulties. First, in order for the approach to be useful in empirical research, it is necessary to estimate the precision of the realized volatility estimates. Important contributions on the central limit theory of these empirical quadratic variation estimates by Jacod [22] and Barndorff-Nielson and Shephard [10, 11] has facilitated the construction of suitable methods of inference. Second, in practical applications, realized volatility measures such as (3.3) are usually contaminated by microstructure noise bias, especially at ultra high frequencies and tick-by-tick data. Noise sources arise from various market frictions and discontinuities in trading behavior that prevent the full operation of efficient financial markets. Recent work on this subject (e.g., [8, 9, 21, 38] ) has developed various methods, including nonparametric kernel techniques, for reducing the effects of microstructure noise bias.
ADDITIONAL ISSUES
Given efficient market theory, there is good reason to expect that diffusion models like (3.1) may have nonstationary characteristics. Similar comments apply to term structure models and yield curves. In such cases, nonparametric estimation methods lead to the estimation of the local time (or sojourn time) of the corresponding stochastic process and functionals of this quantity, rather than a stationary probability density. Moreover, rates of convergence in such cases become path dependent and the limit theory for nonparametric estimates of the drift and diffusion functions in (3.1) is mixed normal. Asymptotics of this type require an enlarging time span of data as well as increasing in-fill within each discrete interval as n → ∞. An overview of this literature and its implications for financial data applications is given in [6] . Nonparametric estimates of yield curves in multifactor term structure models are studied in [25] .
Not all models in finance are driven by Brownian motion. In some cases, one can expect noise to have to have some memory and, accordingly, models such as (3.1) have now been extended to accommodate fractional Brownian motion increments. The stochastic calculus of fractional Brownian motion, which is not a semi-martingale, is not as friendly as that of Brownian motion and requires new constructs, involving Wick products and versions of the Stratonovich integral. Moreover, certain quantities, such as quadratic variation, that have proved useful in the recent empirical literature may no longer exist and must be replaced by different forms of variation, although the idea of volatility is still present. Developing a statistical theory of inference to address these issues in financial econometric models is presenting new challenges.
INTRODUCTION
Professor Fan should be congratulated for his review that convincingly demonstrates the usefulness of nonparametric techniques to financial econometric problems. He is mainly concerned with financial models given by stochastic differential equations, that is, diffusion processes. I will therefore complement his selective review by discussing some important problems and useful methods for diffusion models that he has not covered. My concern will mainly, but not solely, be with parametric techniques. A recent comprehensive survey of parametric inference for discretely sampled diffusion models can be found in [19] .
GAUSSIAN LIKELIHOOD FUNCTIONS
In his brief review of parametric methods, Professor Fan mentions the Gaussian approximate likelihood function based on the Euler scheme and states that this method has some bias when the time between observations is large. This is actually a very serious problem. As an example, consider a model with a linear drift of the form µ(x) = −β(x − α) (β > 0). The estimatorβ n of β obtained from the Gaussian approximate likelihood based on the Euler scheme converges to
as the number of observations n tends to infinity. Here β 0 denotes the true parameter value. The limiting value of β n is always smaller than one, and the limit ofβ n is always smaller than −1 . Thus the asymptotic bias can be huge if is large. A simulation study in [3] demonstrates that also for finite sample sizes an enormous bias can occur. When β 0 is small so that (1 − e −β 0 ) −1 ≈ β 0 , the asymptotic bias is negligible. The problem is, however, that if we use the approximate likelihood function based on the Euler scheme,
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there is no way we can know whether β 0 is small or large because β n will always tend to be small. I suspect that the nonparametric methods outlined in Sections 3.2 and 3.5 might suffer from a similar shortcoming as they are based on the same type of approximation as the Euler scheme.
A simple solution to this problem is to use an approximate likelihood function where the transition density is replaced by a normal distribution with mean equal to the exact conditional expectation F (x, θ) = E θ (X |X 0 = x) and with the variance equal to the exact conditional variance (
Here θ is the (typically multivariate) parameter to be estimated. This approach is exactly the same as using quadratic martingale estimating functions; see [3] and [20] . The estimators obtained from quadratic martingale estimating functions have the same nice properties for high frequency observations (small ) as the estimators based on the Euler likelihood, but they are consistent for any value of and can thus be used whether or not is small. In most cases there is no explicit expression for the functions F (x, θ) and (x; θ), so often they must be determined by simulation. This requires, however, only a modest amount of computation and is not a problem in practice. If a completely explicit likelihood is preferred, one can approximate F (x, θ) and (x; θ) by expansions of a higher order than those used in the Euler scheme; see [16] .
The nonparametric method in Section 3.5 could probably be improved in a similar way by using in (27) and (28) the functions F (x, θ) and (x; θ) (or the higher-order expansions in [16] ) instead of the firstorder approximation used in the Euler scheme.
MARTINGALE ESTIMATING FUNCTIONS
More generally, martingale estimating functions provide a simple and versatile technique for estimation in discretely sampled parametric stochastic differential equation models that works whether or not is small.
An estimator is obtained by solving the equation
where H is the transition operator, and where the function a has the same dimension as the parameter θ . First suitable functions f j are chosen, and then the weight functions a j are determined so that an optimal estimating function in the sense of Godambe and Heyde [9] is obtained; see also [10] . Optimal estimating functions are approximations to the non-explicit score function. Usually H θ f j must be determined by a modest amount of simulation, but Kessler and Sørensen [17] demonstrated how completely explicit estimating functions can be obtained if the functions f j are eigenfunctions of the operator L θ (called the generator); see also [18] for details on how to explicitly find the optimal weight functions. A review of the theory of estimating functions for discretely sampled diffusiontype models can be found in [1] . For martingale estimating functions large sample results concerning estimators can be obtained via martingale limit theory. Under weak conditions, estimators are consistent, and optimal estimating functions tend to work well when the functions f j are chosen reasonably, that is, such that a good approximation to the score function can be obtained. At low sampling frequencies the estimators are, however, usually not efficient. The behavior of the estimators at high sampling frequencies can be investigated by considering an asymptotic scenario where the time between observations n is assumed to go to zero, as the sample size n tends to infinity, sufficiently slowly that the time horizon over which observations are made, n n , tends to infinity. It is well known that in this situation estimators of parameters appearing in the diffusion coefficient may converge at a suboptimal rate, 1/ √ n n . The reason is that there is a lot of information about the diffusion coefficient in the fine structure of diffusion trajectories, which some estimators do not capture. Recently Sørensen [22] has given conditions ensuring that a martingale estimating function provides estimators that are rate-optimal (rate 1/ √ n ) and efficient in the high-frequency asymptotic scenario. Optimal martingale estimating functions satisfy these conditions. Quadratic martingale estimating functions are always rate-optimal, and if they are obtained from Gaussian approximate likelihood functions they are efficient too. These results are closely related to the theory of small -optimality developed in [13] and [14] .
NON-MARKOVIAN OBSERVATIONS
There are several situations in which observations from a diffusion process are non-Markovian. Most prominently this happens if a function of lower dimension of a multivariate diffusion is observed. An example is the stochastic volatility model that plays an important role as a model of financial time series since it is well known that a simple one-dimensional diffusion often cannot capture all the salient features of such data. Another example is given by the sums of diffusions proposed by Bibby, Skovgaard and Sørensen [2] as models of phenomena with more than one time scale. Other situations where diffusion data are nonMarkovian are in the presence of measurement error, or when only integrals of the diffusion over time-intervals are observed; see [4] . The latter is, for instance, the case when climate data from ice cores are analyzed by means of a diffusion model. When the data are nonMarkovian, it is usually not possible to find a tractable martingale estimating function, but an alternative is provided by the prediction-based estimating functions proposed in [21] , which can be interpreted as approximations to martingale estimating functions.
Asymptotic results for estimators based on nonMarkovian data are usually based on the assumption that the underlying diffusion process is strongly mixing. The condition ensuring exponential ρ-mixing cited in Section 2.2 is not easy to check for concrete diffusion models. A condition on the drift and diffusion coefficient that is easy to verify and that implies exponential ρ-mixing and α-mixing was given by GenonCatalot, Jeantheau and Larédo [6] .
NONPARAMETRIC METHODS
Let me conclude by drawing attention to some relatively early work on nonparametric methods for discretely sampled diffusion models. Wavelet methods for estimating the diffusion coefficient of a time-dependent model were proposed by Genon-Catalot, Larédo and Picard [7] . The first estimator of the diffusion coefficient mentioned in Section 3.2 was first proposed by Florens-Zmirou [5] . She considered a high frequency asymptotic scenario with fixed time span, that is, with n n constant, and proved that the asymptotic distribution of her estimator is a mixture of normal distributions where the mixing distribution is the distribution of the local time of the diffusion. If a datadependent normalization of the estimator is used, an asymptotic normal distribution is obtained. In a series of important papers, Marc Hoffmann has studied optimal rates of convergence of nonparametric estimators of the drift and diffusion coefficient under the three asymptotic scenarios usually considered for diffusion models including optimal estimators; see [8, 11, 12] . Other estimators of the diffusion coefficient were proposed by Soulier [23] and Jacod [15] .
Per A. Mykland and Lan Zhang
We would like to congratulate Jianqing Fan for an excellent and well-written survey of some of the literature in this area. We will here focus on some of the issues which are at the research frontiers in financial econometrics but are not covered in the survey. Most importantly, we consider the estimation of actual volatility. Related to this is the realization that financial data is actually observed with error (typically called market microstructure), and that one needs to consider a hidden semimartingale model. This has implications for the Markov models discussed above.
For reasons of space, we have not included references to all the relevant work by the authors that are cited, but we have tried to include at least one reference to each of the main contributors to the realized volatility area.
THE ESTIMATION OF ACTUAL VOLATILITY: THE IDEAL CASE
The paper discusses the estimation of Markovian systems, models where the drift and volatility coefficients are functions of time t or state x. There is, however, scope for considering more complicated systems. An important tool in this respect is the direct estimation of volatility based on high-frequency data. One considers a system of, say, log securities prices, which follows:
where B t is a standard Brownian motion. Typically, µ t , the drift coefficient, and σ 2 t , the instantaneous variance (or volatility) of the returns process X t , will be stochastic processes, but these processes can depend on the past in ways that need not be specified, and can be substantially more complex than a Markov model. This is known as an Itô process. 
Then stochastic calculus tells us that
In the presence of high frequency financial data, in many cases with transactions as often as every few seconds, one can, therefore, hope to almost observe i . One can then either fit a model to the series ofˆ i , or one can use it directly for portfolio management (as in [12] ), options hedging (as in [29] ), or to test goodness of fit [31] .
There are too many references to the relationship (3) to name them all, but some excellent treatments can be found in [27] , Section 1.5; [26] , Theorem I.4.47 on page 52; and [33] , Theorem II-22 on page 66. An early econometric discussion of this relationship can be found in [2] .
To make it even more intriguing, recent work both from the probabilistic and econometric sides gives the mixed normal distribution of the error in the approximation in (3) . References include [6, 25, 31] .
The random variance of the normal error is 2
, where H is the quadratic variation of time. H (t) = t in the case where the t i are equidistant.
Further econometric literature includes, in particular, [3, 4, 8, 9, 14, 18, 32] . Problems that are attached to the estimation of covariations between two processes are discussed in [22] . Estimating σ 2 t at each point t goes back to [13] ; see also [30] , but this has not caught on quite as much in econometric applications.
THE PRESENCE OF MEASUREMENT ERROR
The theory described above runs into a problem with real data. For illustration, consider how the realized volatility depends on sampling frequency for the stock (and day) considered in Figure 1 . The estimator does not converge as the observation points t i become dense in the interval of this one day, but rather seems to take off to infinity. This phenomenon was originally documented in [2] . For transaction data, this picture is repeated for most liquid securities [19, 37] .
In other words, the model (1) is wrong. What can one do about this? A lot of people immediately think that the problem is due to jumps, but that is not the case. The limit in (3) exists even when there are jumps. The requirement for (3) to exist is that the process X be a semimartingale (we again cite Theorem I.4.47 of [26] ), which includes both Itô processes and jumps.
The inconsistency between the empirical results where the realized volatility diverges with finer sampling, and the semimartingale theory which dictates the convergence of the realized volatility, poses a problem, since financial processes are usually assumed to be semimartingales. Otherwise, somewhat loosely speaking, there would be arbitrage opportunities in the financial markets. For rigorous statements, see, in particular, [11] . The semimartingaleness of financial processes, therefore, is almost a matter of theology in most of finance, and yet, because of Figure 1 and similar graphs for other stocks, we have to abandon it.
Our alternative model is that there is measurement error in the observation. At transaction number i, instead of seeing X t i from model (1) or, more generally, from a semimartingale, one observes January 4, 2001 . The data is from the TAQ database. There are 2011 transactions on that day, on average one every 13.365 seconds. The most frequently sampled volatility uses all the data, and this is denoted as "frequency = 1." "Frequency = 2" corresponds to taking every second sampling point. Because this gives rise to two estimators of volatility, we have averaged the two. And so on for "frequency = k" up to 20. The plot corresponds to the average realized volatility discussed in [37] . Volatilities are given on an annualized and square root scale.
FIG. 1. Plot of realized volatility for Alcoa Aluminum for
We call this the hidden semimartingale model. The rationale is (depending on your subject matter) either that a transaction is a measurement of the underlying price X t i , and of course there is error, or that it is due to market microstructure, as documented by, among others, Roll [34] , Glosten [15] , Glosten and Harris [16] , Brown [7] , Harris [20] and Hasbrouck [21] . See [1] for a discussion of this.
A natural model for the error is that it is either i.i.d. or a stationary process, as considered by Zhou [38] , Gloter and Jacod [17] , Zhang, Mykland and Aït-Sahalia [37] , Bandi and Russell [5] , Zhang [36] , Aït-Sahalia, Mykland and Zhang [1] and Hansen and Lunde [19] .
Under quite loose conditions, this alternative model is consistent with the plot in Figure 1 . Instead of (3), one gets that the realized volatility becomes nE(
In the early literature (as cited in the previous section), the problem is usually taken care of by (sic) reducing n. A variety of approaches that improve on this are documented in [37] , to which we refer for an in depth discussion. As demonstrated by Zhang [36] , the true volatility i can be consistently estimated at rate O p (n −1/4 ), as opposed to O p (n −1/2 ) when there is no error. This is not as slow as it seems, since n is quite large for liquid securities.
An alternative description of the error is that it arises due to rounding (financial instruments are, after all, traded on a price grid). Research in this direction has been done by Delattre and Jacod [10] and by Zeng [35] . To first order, the rounding and additive error models are similar, as documented by Delattre and Jacod [10] ; see also [28] .
It is awkward that these models imply the existence of arbitrage. The size of the error, however, is so small that it is hard to take economic advantage of them, and this, presumably, is why such deviations can persist.
IMPLICATIONS FOR MARKOV MODELS
We now return to the subject to Jianqing Fan's overview, namely the Markov case. It is clear that the model without observation error is not consistent with the data. This may not be a problem when working with, say, daily data, but would pose problems when using high-frequency (intraday) observations. It is presumably quite straightforward to extend the methods discussed in the paper to the case of observation error, and it would be interesting to see the results. The same applies to similar studies on Markov models by the "French school," such as Hoffmann [23] and Jacod [24] . of κ is shifted to the left, from Figure 2 of [46] , both prices of bonds and their derivatives get smaller and so does the variance of pricing errors. Simulation studies in [46] suggest that these two effects cancel each other out in terms of mean square error.
I agree with Phillips and Yu's observation that discretization is not the main source of biases for many reasonable financial applications. Finite-sample estimation bias can be more severe. This partially answers the question raised by Professor Sørensen. On the other hand, his comments give theoretical insights into the bias due to discretization. For financial applications (such as modeling short-term rates) when the data are collected at monthly frequency, the bias {1 − exp(−κ )}/ − κ = −0.0019 and −0.00042, respectively, for κ = 0.21459 used in Figure 3 of [34] and for κ = 0.1 used in the discussion by Phillips and Yu. For weekly data, using the parameter κ = 0.0446 cited in [14] , the discretization bias is merely 9.2 × 10 −5 .
For other types of applications, such as climatology, Professor Sørensen is right that the bias due to discretization can sometimes be substantial. It is both theoretically elegant and practically viable to have methods that work well for all situations. The quasimaximum likelihood methods and their modifications discussed by Professor Sørensen are attractive alternatives. As he pointed out, analytical solutions are rare and computation algorithms are required. This increases the chance of numerical instability in practical implementations. The problem can be attenuated with the estimates based on the Euler approximation as an initial value. The martingale method is a generalization of his quasi-maximum likelihood estimator, which aims at improving efficiency by suitable choice of weighting functions a j . However, unless the conditional density has multiplicative score functions, the estimation equations will not be efficient. This explains the observation made by Professor Sørensen that the methods based on martingale estimating functions are usually not efficient for low frequency data. The above discussion tends to suggest that when the Euler approximation is reasonable, the resulting estimates tend to have smaller variances.
In addition to the discretization bias and finite sample estimation bias, there is model specification bias. This can be serious in many applications. In the example given by Professors Phillips and Yu, the modeling errors do not have any serious adverse effects on pricing bonds and their derivatives. However, we should be wary of generalizing this statement. Indeed, for the model parameters given in the discussion by Phillips and Yu, the transition density of the CIR model has a noncentral χ 2 -distributions with degrees of freedom 80, which is close to the normal transition density given by the Vasicek model. Therefore, the model is not very seriously misspecified.
Nonparametric methods reduce model specification errors by either global modeling such as spline methods or local approximations. This reduces significantly the possibility of specification errors. Since nonparametric methods are somewhat crude and often used as model diagnostic and exploration tools, simple and quick methods serve many practical purposes. For example, in time domain smoothing, the bandwidth h is always an order of magnitude larger than the sampling frequency . Therefore, the approximation errors due to discretization are really negligible. Similarly, for many realistic problems, the function approximation errors can be an order of magnitude larger than discretization errors. Hence, discretization errors are often not a main source of errors in nonparametric inference.
HIGH-FREQUENCY DATA
Professors Mykland, Zhang, Phillips and Jun address statistical issues for high-frequency data. I greatly appreciate their insightful comments and their elaborations on the importance and applications of the subject. Thanks to the advances in modern trading technology, the availability of high-frequency data over the last decade has significantly increased. Research in this area has advanced very rapidly lately. I would like to thank Professors Mykland and Zhang for their comprehensive overview on this active research area.
With high-frequency data, discretization errors have significantly been reduced. Nonparametric methods become even more important for this type of large sample problem. The connections between the realized volatility and the time-inhomogeneous model can simply be made as follows. Consider a subfamily of models of (8) in [34] ,
For high-frequency data the sampling interval is very small. For the sampling frequency of a minute, = 1/(252 * 24 * 60) ≈ 2.756 × 10 −6 . Hence, standardized residuals in Section 2.5 of [34] become E t = −1/2 (X t+ − X t ) and the local constant estimate of the spot volatility reduces tô
where {w i } are the weights induced by a kernel function satisfying ∞ i=1 w i = 1. Now, for the weights with a bounded support, the quadratic variation of the process or integrated volatility T t σ 2 t dt is naturally estimated by
i , which is simply
This shows that our nonparametric estimation of the integrated volatility for high-frequency data is indeed the same as the realized volatility. As suggested by Professors Mykland, Zhang, Phillips and Yu, the applications of realized volatilities are not without difficulties. Market microstructure noises emerge at such a fine frequency of observation and market prices can contain multiple jumps due to the flux of information during a trading session. Figure 1 in the discussion by Mykland and Zhang demonstrates convincingly the existence of the market microstructure noise. Aït-Sahalia, Mykland and Zhang [1] and Zhang, Mykland and Aït-Sahalia [50] give comprehensive accounts of this under the assumption that the observed prices are the true ones contaminated with random noise of market microstructure: Y t = X t + ε t . However, they do not take into account that the price processes {X t } may contain jumps in addition to random noises. An effort in this direction has been made recently by Fan and Wang [38] using wavelet techniques.
ESTIMATING COVARIANCE MATRICES
Covariance matrices play an important role in risk management and asset allocation. They are featured prominently in many financial econometrics problems. For example, the smallest and largest eigenvalues are related to the minimum and the maximum of the volatility of portfolios and their corresponding eigenvectors are related to portfolio allocation. See [40] for applications of covariance matrices to portfolio selection and [43] for their applications to other scientific problems. There are a couple of approaches to these kinds of problems, depending on the size of the covariance matrices. I hereby give a brief overview and address some of the open challenges.
The simplest estimate of a covariance matrix is probably the sample covariance matrix of the log-returns of p assets over a period of n days prior to the current time t. This is indeed a nonparametric estimation of the covariance matrix localizing in time and has been studied in multivariate analysis when p is finite and the underlying model is correct, that is, the covariance matrix remains the same in the n days prior to time t. See, for example, [26, 27, 47] . However, the impact of the biases in nonparametric methods on the estimation of eigenvalues and eigenvectors has not yet been thoroughly investigated.
The sample covariance matrices can be augmented by using the information from the state domain, which is an extension of the method discussed in Section 3.6 of [34] and allows us to use the historical information. This is particularly useful for estimating the covariance matrices of bonds with different maturities. Useful parametric models such as affine models have been popularly used in interest rate modeling. See, for example, [20, 24, 23] . Nonparametric methods provide useful alternatives to estimating the covariance matrices and to validating parametric models. A naive extension involves high-dimensional smoothing in the state domain. But this can be avoided by localizing only on the yields of a few bonds with intermediate length of maturity.
Another class of techniques is to use a form of GARCH model [28] to estimate covariance matrices. As noted in [30] , the number of parameters grows rapidly with the dimensionality p. Various efforts have been made to reduce the complexity of the models. These include constant conditional correlation multivariate GARCH models [10] , vectorized multivariate GARCH models [11] , dynamic conditional correlation models [29, 31] , orthogonal GARCH models [2] , generalized orthogonal GARCH models [48] and conditionally uncorrelated component models [37] . For a survey, see [8] .
In portfolio allocation and risk management, the number of stocks p can be well in the order of hundreds, which is typically in the same order as the sample size n. The sample covariance matrix may not be a good estimator of the population one. The estimated variance of a portfolio based on the sample covariance may far exceed the true one. The estimation errors can accumulate quickly when p grows with n. Indeed, Johnstone [43] shows that the largest eigenvalue of the covariance matrix is far larger than the population one. There are many studies on the behavior of random matrices when the dimensionality p grows with n. See, for example, [5, 22, 21, 49] . For a survey, see [4] .
Estimating covariance matrices for large p is intrinsically challenging. For example, when p = 200, there are more than 20,000 free parameters. Yet, the available sample size is usually in the order of hundreds or a few thousand. Longer time series (larger n) will increase modeling biases. Without imposing structures on the covariance matrices, they are hard to estimate. Thanks to the multi-factor models (see Chapter 6 of [13] ), if a few factors can capture completely the cross-sectional risks, the number of parameters can be significantly reduced. For example, using the FamaFrench three-factor models [32, 33] , there are 4p instead of p(p +1)/2 parameters. Natural questions arise with this structured estimate of the covariance matrix, how large p can be such that the estimation error in the covariance matrix is negligible in asset allocation and risk management. The problems of this kind are interesting and remain open.
Another possible approach to the estimation of covariance matrices is to use a model selection approach. First of all, according to Chapter 3 of [39] , the Cholesky decomposition admits nice autoregressive interpretation. We may reasonably assume that the elements in the Cholesky decomposition of the covariance matrix are sparse. Hence, the penalized likelihood method [3, 35, 42] can be employed to select and estimate nonsparse elements. The sampling property of such a method remains unknown. Its impact on portfolio allocation and risk management needs to be studied.
STATISTICS IN DERIVATIVE PRICING
Over last three decades, option pricing has witnessed an explosion of new models that extend the original work of Black and Scholes [9] . Empirically pricing financial derivatives is innately related to statistical regression problems. This is well documented in papers such as [6, 7, 15, 16, 25, 41] . See also a brief review given by Cai and Hong [12] . For a given stochastic model with given structural parameters under the riskneutral measure, the prices of European options can be determined, which are simply the discounted expected payoffs under the risk-neutral measure. Bakshi, Cao and Chen [6] give the analytic formulas of option prices for five commonly used stochastic models, including the stochastic-volatility random-jump model. They then estimate the risk-neutral parameters by minimizing the discrepancies between the observed prices and the theoretical ones. With estimated risk-neutral parameters, option prices with different characteristics can be evaluated. They conduct a comprehensive study of the relative merits of competing option pricing models by computing pricing errors for new options. Dumas, Fleming and Whaley [25] model the implied volatility function by a quadratic function of the strike price and time to maturity and determine these parameters by minimizing pricing errors. Based on the analytic formula of Bakshi, Cao and Chen [6] for option price under the stochastic volatility models, Chernov and Ghysels [16] estimate the risk neutral parameters by integrating information from both historical data and risk-neutral data implied by observed option prices. Instead of using continuoustime diffusion models, Heston and Nandi [41] assume that the stock prices under the risk-neutral world follow a GARCH model and derive a closed form for European options. They determine the structural parameters by minimizing the discrepancy between the empirical and theoretical option prices. Barone-Adesi, Engle and Mancini [7] estimate risk-neutral parameters by integrating the information from both historical data and option prices. Christoffersen and Jakobs [18] expand the flexility of the model by introducing longand short-run volatility components.
The above approaches can be summarized as follows. Using the notation in Section 4.1 of [34] , the theoretical option price with option characteristics or similar discrepancy measures. The success of a method depends critically on the correctness of model assumptions under the risk-neutral measure. Since these assumptions are not on the physical measure, they are hard to verify. This is why so many parametric models have been introduced. Their efforts can be regarded as searching an appropriate parametric form C(·; θ ) to better fit the option data. Nonparametric methods in Section 4.1 provide a viable alternative for this purpose. They can be combined with parametric approaches to improve the accuracy of pricing.
As an illustration, let us consider the options with fixed (S i , T i , r i , δ i ) so that their prices are only a function of K or equivalently a function of the moneyness m = K/S, where r t , T t and S t are, respectively, the risk-free interest rate, time to maturity and spot stock price at time t, and C i+1 and C i are the option prices at time t associated with strike prices K i+1 and K i . Then, estimating the state price distribution becomes a familiar nonparametric regression problem,
In the above equation, the dependence on t is suppressed. Figure 1(a) shows the scatterplot of the pairs (x i , y i ) based on the closing call option prices (average of bid-ask prices) of the Standard and Poor's 500 index with maturity of T t = 75 − t days on the week of July 7 to July 11, 2003 (t = 0, . . . , 4). The implied volatility curve is given in Figure 1(b) . It is not a constant and provides stark evidence against the Black-Scholes formula. The waterfall shape of the regression curve is very clear. The naive applications of nonparametric techniques will incur large approximation biases resulting in systematic pricing errors. One possible improvement is to use a parametric method such as the ad-hoc Black-Scholes model of Dumas, Fleming and Whaley [25] to estimate the main shape of the regression function and then use a nonparametric method to estimate the difference. This kind of idea has been investigated by Fan and Mancini [36] . When we aggregate the data in the week of July 7 to July 11, 2003 , the times to maturity T t vary slightly. Semiparametric techniques can be used to adjust for this effect. Similarly to many practical problems, we always have side information available that can be incorporated into modeling and analysis of the data. This reinforces the claim that pricing financial derivatives is fundamentally a statistical problem where statisticians can play an important role.
