We introduce an explicit formula for a reciprocal sum related to the Riemann zeta function at s = 6, and pose one question related to a computational formula for larger values of s.
Introduction
Among various kind of zeta functions in mathematics, one of the most famous and important zeta function is the Riemann zeta function. One of the Millennium Prize Problems is the Riemann Hypothesis that is related to the non-trivial zeros of the Riemann zeta function on the critical line. For s = σ + it ∈ C with σ > 1, the Riemann zeta function is defined as the absolutely convergent infinite series
It is well-known that this function admits an analytic continuation to the whole complex plane C, has an Euler product formula, and satisfies a functional equation. If we restrict our attention to a small positive integer s > 1, then we have the following list of values of the Riemann zeta function [1] : ζ(2) = π 2 6 , ζ(3) = 1.2020569032 · · · , ζ(4) = π 4 90 , ζ(5) = 1.0369277551 · · · , ζ(6) = π 6 945 .
Recently, Lin [2] initiated the study of a reciprocal sum related to ζ(2) and ζ(3), and proved the following two equalities: for any positive integer n, we have
where [x] denotes the greatest integer that is less than or equal to x. One basic observation from this result is that both n − 1 and 2n(n − 1) are polynomials in the variable n. Lin [2] also proposed a natural problem of determining the existence of an explicit computational formula
In an attempt to solve this problem, Lin and Li [3] came up with a computational formula for the case s = 4, namely, they proved that
, if n = 2m − 1.
We note that their formula depends on the parity of n. Along this line, Xu [4] also proved two computational formulas related to the Riemann zeta function at s = 4, 5, using a slightly different method from that of [3] .
In this paper, we consider the problem for the case s = 6 and get an explicit formula for 
  , which depends on the residue of n modulo 48. In proving some of our results, we use a different method from that of [3] and [4] , and we hope this method might be applied to larger values of s so that the problem of Lin can be solved completely. In the Appendix, we provide another proof of the formula that is obtained for the case s = 5.
Main Result
In this section, we prove our main result. We first introduce one notation: for an integer n, let n 48 be the remainder when n is divided by 48. Then we have the following , if n is odd.
Proof. We need to consider 48 cases according to the residue of n modulo 48. We just give the proof of two representing cases because similar arguments can be applied to other 46 cases. In the sequel, let c = 0.999999999999999999.
(i) n ≡ 1 (mod 48): suppose that n = 48m + 1 for some integer m ≥ 18. For integers k ≥ 18, let p(k) = 1274019840k 5 + 66355200k 4 + 2073600k 3 + 36000k 2 + 185k − 1, and let
,
Then by a direct computation, we can see that g(18) < 0, g(k) < g(k + 1) for all k ≥ 18, and lim k→∞ g(k) = 0, and hence, it follows that we have g(k) < 0 for all k ≥ 18. Similarly, we also can
for all k ≥ m. Hence, by summing up, we get
or equivalently,
Now, since p(k) is a polynomial with integer coefficients in k so that p(m) is an integer, it follows that
It is easy to see that this is consistent with the formula given above.
(ii) n ≡ 2 (mod 48): suppose that n = 48m + 2 for some integer m ≥ 18. For integers k ≥ 18, let p(k) = 1274019840k 5 + 199065600k 4 + 13132800k 3 + 453600k 2 + 7985k + 55, and let
By applying a similar argument to other cases, we can prove the theorem.
According to the proof of our theorem, we note that f (n) can be expressed as a polynomial in m with integer coefficients when n = 48m + b with 0 ≤ b < 48.
We conclude this section by posing one expectation: As motivating examples, we had s = 6, l = 12 in our main result, and s = 5, l = 1 in Theorem 3.4 of the Appendix. Remark 2.3. We note that a positive answer for Question 2.2 allows us to give one possible answer for the problem of Lin.
Appendix
In this section, we give another proof of the explicit formula related to the Riemann zeta function at s = 5, which was independently obtained by Xu [4] and the authors. We believe that our method of proof is essentially different from that of [4] . First, we list three preliminary lemmas that will be used to prove the formula. We start with the following Lemma 3.1. For any positive integer k, we put p(k) = 324k 4 − 216k 3 + 84k 2 − 16k − 1. Then we have 1 p(k) + 0.9
Proof. Consider the function g(x) := This completes the proof.
Similarly, we have two more related results:
Lemma 3.2. For any positive integer k, we put q(k) = 324k 4 + 216k 3 + 84k 2 + 16k − 1. Then we have
Lemma 3.3. For any positive integer k, we put r(k) = 324k 4 + 648k 3 + 516k 2 + 192k + 26. Then we have
Proof. Consider the function g(x) := This completes the proof. Now, we are ready to prove the formula. Let p(k), q(k), and r(k) be the polynomials as in the three lemmas given above. Proof. Suppose first that n = 3m for some m ≥ 2. By Lemma 3.1, we know that
for each k ≥ m. Hence, by summing up, we get
Now, suppose that n = 3m + 1 for some m ≥ 1. By Lemma 3.2, we know that
for each k ≥ m. Hence, by summing up, we get This completes the proof of the theorem.
We conclude this paper by mentioning that the idea of the proof of Theorem 3.4 was used to prove Theorem 2.1.
