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Abstract. We present a first-order formulation of the Calogero model in external
potentials in terms of a generating function, which simplifies the derivation of its
dual form. Solitons naturally appear in this formulation as particles of negative
mass. Using this method, we obtain the dual form of Calogero particles in external
quartic, trigonometric and hyperbolic potentials, which were known to be integrable
but had no known dual formulation. We derive the corresponding soliton solutions,
generalizing earlier results for the harmonic Calogero system, and present numerical
results that demonstrate the integrable nature of the soliton motion. We also give the
collective fluid mechanical formulation of these models and derive the corresponding
fluid soliton solutions in terms of meromorphic fields, commenting on issues of stability
and integrability.
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1. Introduction
The Calogero model and its various generalizations is one of the most studied integrable
systems in physics and mathematics [1, 2, 3]. In its most basic form it describes
N identical non-relativistic particles in one dimension interacting through two-body
inverse-square potentials in the presence of an external harmonic potential. The
CONTENTS 3
Hamiltonian of the rational Calogero model in a harmonic trap reads
H = 1
2
N∑
j=1
(p2j + ω
2x2j) +
1
2
N∑
j,k=1;j 6=k
g2
(xj − xk)2 , (1)
where xj are the coordinates of the particles, pj are their canonical momenta, and g
is the coupling constant. We normalized the mass of the particles to be unity. This
model appears in many branches of physics and mathematics and has connections and
relevance to fractional statistics, fluid mechanics, spin chains, two-dimensional gravity,
strings in low dimensions etc; As a result, it has been studied extensively (see [4, 5, 6, 7]
for reviews and a comprehensive list of references).
The above model is classically and quantum mechanically integrable, and can
be obtained as a reduction of a matrix system. Several generalizations are also
integrable, involving hyperbolic, trigonometric or elliptic mutual potentials, and also
general external potentials of quartic type or corresponding trigonometric type [8, 9, 10].
Moreover, integrable generalizations where the particles carry internal degrees of
freedom have been proposed [11, 12, 13, 14, 15].
A particular scaling limit (the “freezing trick”) then leads to integrable spin chains
with long-range interactions, including the Haldane-Shastry spin model as well as the
non-translation invariant harmonic spin chain [16, 17].
A remarkable fact is that the hydrodynamic limit N → ∞ of the system (1)
can be found exactly using the methods of collective field theory [18, 19, 20] or
using the methods of Ref. [21, 22]. This is quite nontrivial, as writing classical
microscopic Hamiltonians in collective fluid mechanical variables usually involves several
approximations. By contrast, the Calogero fluid theory reproduces the dynamics of the
many-body system to all orders in 1/N , with any corrections being of nonperturbative
nature.
The integrability and other rich properties of the underlying particle systems
suggest that the corresponding fluid mechanical equations are also integrable and point
to the existence of soliton solutions. This has, indeed, been verified for the free (ω = 0)
Calogero model [23] as well as the periodic trigonometric (Sutherland) model [23]. A
remarkable method of finding multi-soliton solutions was recently proposed [24, 25],
relying on a “dual” representation of the model, where the dual particles play the role
of “soliton variables”. The existence of such a dual form is far from obvious, and the
demonstration that it reduces to the usual Calogero model is quite involved.
The main goal of this paper is to present a first-order formalism based on a
generating function (“prepotential”) that makes the self-dual version of the model
apparent and greatly simplifies the derivation of its connection to the second-order
Calogero equations of motion. Based on this formalism, generalizations are proposed
that can, in principle, admit non-identical particles with different masses and particle-
dependent interactions. Conditions of stability and reality, subsequently, reduce the
system to the dual formulation of the usual Calogero model and its trigonometric
and hyperbolic generalizations, but with more general external potentials which,
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interestingly, turn out to be the integrable quartic or trigonometric potentials found
before [8, 9, 10]. In this formulation, soliton solutions can be identified in these more
general potentials. Remarkably, solitons behave as regular Calogero particles but with
negative mass and complex coordinates. From this starting point, a similar finite
dimensional reduction can also be performed in the hydrodynamic model, with the fluid
motion parametrized in terms of a finite number of complex parameters representing
soliton positions and speeds. Issues of stability and soliton condensation are also
discussed
The paper is organized as follows: In Section 2, we introduce our first-order
formalism and derive the general form of two-body and external potentials that can be
described this way. The solution of the functional equations that appear and derivation
of the specific potentials are delegated to the appendices. We examine the stability and
reality conditions and establish the appearance of the generalized quartic-type potentials
and solitons. In Section 3, we focus on systems with quartic external potentials and
derive their dual formulation and soliton solutions. We comment on the mapping of
the soliton problem to an electrostatic problem and present numerical solutions that
demonstrate the integrable nature of the soliton solutions. In Section 4, we deal with
the collective field and fluid mechanical formulation of these models and present the
corresponding soliton solutions in terms of meromorphic fields. Finally, in Section 5 we
state our conclusions and point to directions of future investigation.
2. General First-Order Formalism of Interacting Systems
In this section, we will formulate the first-order dual equations of motion for a dynamical
system of particles in terms of a generating function (prepotential). This formulation
greatly simplifies the proof of equivalence of the dual equations with the second-order
equations of a Calogero-like system and allows for generalizations involving more general
two-body and external potentials.
The starting point is a system of n particles on the line with coordinates xa,
a = 1, . . . , n, obeying the first-order equations of motion
max˙a = ∂aΦ (2)
with Φ a function of the xa, ∂a ≡ ∂∂xa , and ma a set of constant “masses”. Taking
another time derivative we obtain
max¨a =
∑
b
∂b∂aΦ x˙b =
∑
b
∂a∂bΦ
1
mb
∂bΦ
= ∂a
[∑
b
1
2mb
(∂bΦ)
2
]
(3)
This has the form of a standard equation of motion for particles of mass ma inside a
potential
V = −
∑
a
1
2ma
(∂aΦ)
2 (4)
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such that
max¨a = − ∂V
∂xa
(5)
We wish the potential to contain only one-body and two-body terms. Further, the
interactions (two-body terms) should depend only on the relative particle distance. So
we choose a Φ of the general form
Φ =
1
2
∑
a6=b
Fab(xab) +
∑
a
Wa(xa) , xab := xa − xb (6)
By symmetrizing the sum, the Fab can be chosen to satisfy Fab(x) = Fba(−x). This
symmetry ensures that the function Fab depends on the difference between xa and xb
without caring about the order of particles. This gives us
∂aΦ =
∑
b
fab(xab) + wa(xa) (7)
where we defined
fab(x) = −fba(−x) = F ′ab(x) , wa(x) = W ′a(x) (8)
We look for conditions for fab and wa such that the potential contains only one- and
two-body terms. We first examine the case of no external potential.
2.1. The case Wa(x) = 0
At the moment, let us ignore Wa(xa), i.e, consider the case of no external potential.
The expression for the potential V then is
V = −
∑
b 6=c,d
1
2mb
fbc(xbc)fbd(xbd) (9)
Let us define from here on the shorthand (and similarly for other functions)
fab ≡ fab(xa − xb) , satisfying fab = −fba (10)
We also define renormalized functions f˜ab,
fab = mambf˜ab (11)
Then the above potential becomes
V = − 1
2
∑
b 6=c,d
mbmcmdf˜cbf˜db
= − 1
2
∑
b 6=c,c=d
mbm
2
c f˜
2
bc −
1
2
∑
b 6=c 6=d
mbmcmdf˜bcf˜bd (12)
and symmetrizing over the summation indices
V = − 1
4
∑
b 6=c
mbmc(mb +mc)f˜
2
bc
− 1
6
∑
b 6=c 6=d
mbmcmd
[
f˜bcf˜bd + f˜cbf˜cd + f˜dbf˜dc
]
(13)
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Table 1. Solutions to functional equations without external potential
Cabc f˜ab(xab) Fab(xab) −Vab(xab)
0 g/xab g mamb log |xab| gmamb(ma+mb)4x2ab
−g2 g cotxab g mamb log |sinxab| g
2mamb(ma+mb)
4 sin2 xab
+g2 g cothxab g mamb log |sinhxab| g
2mamb(ma+mb)
4 sinh2 xab
The term in the last bracket is, in general, a three-body term. We demand that it
be, instead, a sum of two-body terms. That is, we impose the condition
f˜bcf˜bd + f˜cbf˜cd + f˜dbf˜dc = gbc + gbd + gcd (14)
for some functions gab(x), for all distinct b, c, d.
The above is a functional equation similar to equations encountered in the study
of the Lax pair of identical Calogero particles [26] f˜ab and gab can depend on the
particle indices. Its solution can be obtained with methods similar to the ones for the
indistinguishable case, and is derived in Appendix A. In general, the solution involves
elliptic Weierstrass functions. In this paper we will focus on the simpler case where the
functions gab are constants, that is
f˜cbf˜db + f˜dcf˜bc + f˜bdf˜cd = Cbcd (15)
where Cbcd is a constant independent of x. In this case, the three-body term in the
potential (13) becomes an irrelevant constant and the potential becomes a sum of two-
body terms Vab. Up to rescalings of the coordinate x, we have the folowing three
possibilities for f˜ab(xab), Fab(xab) and Vab(xab) for various values of Cbcd, described in
Table 1 with g a constant.
The above are essentially the rational, periodic and hyperbolic integrable models
of Calogero type but with particle-dependent two-body couplings. The integrablity of
this generalized version of family of Calogero models (unequal coupling constants and
masses) remains unexplored.
2.2. The case Wa(x) 6= 0 (External Potentials)
We now consider the case where the prepotential includes one-body terms Wa(xa),
leading to a term wa = W
′
a(xa) in (7). In analogy with fab we define
wa = maw˜a (16)
The expression for the potential, using f˜ab = −f˜ba and symmetrizing in the indices,
becomes
−V = 1
4
∑
b6=c
mbmc(mb +mc)f˜
2
bc
CONTENTS 7
Table 2. Solutions to functional equations with external potential
f˜ab(xab) w˜a(xa) uab(xab) − 2Va(xa)
g/xab
Ca + c1xa +
c2 x
2
a + c3 x
3
a
gCab
xab
−1
2
gc3x
2
ab
maw˜
2
a + g(mtot −ma)ma(c2 xa + 32c3 x2a)
g cotxab
Ca+c1 cos 2xa+
c2 sin 2xa + c3xa
gCab cotxbc +
gc3xab cotxab
maw˜
2
a + g(mtot−ma)ma(c2 cos 2xa− c1 sin 2xa)
g cothxab
Ca+c1 cosh 2xa+
c2 sinh 2xa + c3xa
gCab cothxbc+
gc3xab cothxab
maw˜
2
a+g(mtot−ma)ma(c2 cosh 2xa+c1 sinh 2xa)
+
1
6
∑
b 6=c 6=d
mbmcmd
[
f˜bcf˜bd + f˜cbf˜cd + f˜dbf˜dc
]
+
1
2
∑
b6=c
mbmc(w˜b − w˜c)f˜bc + 1
2
∑
b
mbw˜
2
b (17)
The terms in the first two lines are the same as for the Wa = 0 case, and the requirement
that they reduce to two-body terms gives the same solutions for f˜ab as before. The
last line contains two-body and one-body potentials. Demanding that two-body terms
depend only on particle distance imposes the condition
(w˜b − w˜c)f˜bc = ubc + vb + vc (18)
for some particle-dependent functions uab(x) and va(x). The above is a functional
equation for the functions w˜a whose solutions depend on the functions f˜ab. Its treatment
is given in Appendix B, and we state in Table 2 the solutions in each case, up to
rescalings of x, with mtot =
∑
ama the total mass, Ca, c1, c2, c3 constants, and as usual
Cab = Ca − Cb.
In the case that we restrict our solutions to ubc = 0 (a justification of why this may
be relevant is given later), that is, we only allow one-body terms to appear in the right
hand side of (18), then c3 must vanish and all Ca have to be equal. The acceptable
forms for w˜a and coresponding one-body potentials are given in Table 3. Interestingly,
we recover the restricted form of the integrable potentials found in [8, 9, 10], for which
the proof of integrability simplifies considerably. (The most general class of integrable
potentials, derived in [9, 10], depends on one additional parameter.)
It would seem peculiar that the eliminated term is the cubic term in the rational
case, while it is the linear term in the trigonometric and hyperbolic cases. We can check,
however, that the small-x limit of the above trigonometric or hyperbolic potentials,
upon proper scaling of the coefficients, reduces to the rational case. In particular, the
presence of the linear term in the trigonometric and hyperbolic cases introduces an extra
parameter which can be tuned to make the coefficient of x3 finite and nonzero in the
small-x limit.
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Table 3. Solutions to functional equations with one-body external potentials
f˜ab(xab) w˜a(xa) −2Va(xa)
g/xab c0 + c1xa + c2x
2
a maw˜
2
a + g(mtot −ma)mac2 xa
g cotxab c0 + c1 cos 2xa + c2 sin 2xa maw˜
2
a + g(mtot −ma)ma(c2 cos 2xa − c1 sin 2xa)
g cothxab c0 + c1 cosh 2xa + c2 sinh 2xa maw˜
2
a + g(mtot −ma)ma(c2 cosh 2xa + c1 sinh 2xa)
2.3. Reality Conditions and Solitons
The potential of the above dynamical system, as given by (4), is negative definite and
thus, in principle, unstable. To obtain more interesting stable systems, we extend the
variables and parameters to the complex plane. The goal is to find a set of parameters
for which the particles, or at least a subset of them, will remain on the real axis and
will constitute a stable real dynamical system.
With an appropriate choice of parameters, we can ensure that the potential will
turn positive and thus be stable when the xa are on the real axis. This is simply achieved
by taking Φ→ iΦ, that is,
f˜ab → if˜ab , w˜a → iw˜a , V → −V (19)
The first-order equations of motion in terms of if˜ab and iw˜a, however, become
x˙a = i
∑
b 6=a
mbf˜ab + iw˜a (20)
We observe that even if the initial positions of the particles are real, their velocities will
be imaginary and therefore will escape into the complex plane. It is thus impossible to
obtain a stable system with all the particle coordinates real.
We demand, therefore, that a subset of the particle coordinates, say x1, . . . xN , to
remain real, while the rest of them, xN+1, . . . xn, will become complex. For clarity, we call
the real coordinates xj, j = 1, . . . N , and the remaining complex ones zα, α = 1, . . .M
with M = n − N . For reasons that will become apparent later on, we call the zα
“solitons”.
The first basic requirement is that the potential should contain no couplings between
xj and zα, else such mutual forces would drive the xj into the complex plane. This means,
in particular, that the top line in (17) should contain no mixed terms; that is
mjmα(mj +mα) = 0 for all j, α (21)
The only possibility (other than mj = 0 or mα = 0) is
mj = −mα = m (22)
That is, all particles have the same (positive) mass, while solitons have the same negative
mass. The second line in (17) is a constant in our case, so it is of no concern. The first
CONTENTS 9
term in the third line, however, in principle couples particles and solitons, as its mixed
terms are
mjmαujα (23)
We thus demand ujα = 0, which leaves the possibilities found before for vanishing uab.
The above conditions will secure that the potential does not couple (real) particles and
(complex) solitons and thus their second-order equations of motion decouple. Particles
will obey their own Calogero-like equation of motion and solitons will obey their own
similar equations.
To make sure that the motion of particles will remain real, we must further ensure
that their initial velocities are real. Their expression (for mj = m and mα = −m) is
x˙j = im
∑
k( 6=j)
f˜jk − im
∑
α
f˜jα + iw˜j (24)
while the corresponding expression for solitons is
z˙α = −im
∑
k
f˜αk + im
∑
β(6=α)
f˜αβ + iw˜α (25)
For real xj, the first and last terms in the right hand side of (24) are purely imaginary.
Reality of the x˙j implies
m
∑
k( 6=j)
f˜jk −m Re
(∑
α
f˜jα
)
+ w˜j = 0 (26)
x˙j = m Im
(∑
α
f˜jα
)
(27)
The above are, altogether, 2N real constraints for 2N + 2M real variables (the N initial
positions xj, N initial velocities x˙j and the M complex initial values of complex zα).
Overall, there are 2M free parameters in this model, which can be chosen as the initial
values of zα. (We caution that the parameters zα may not actually uniquely determine
the state of the system, as equation (26) may have none or more than one solutions for
the xj.)
We see that, in general, the real particle system xj follows a motion that is
parametrized by the initial values of the M complex soliton parameters zα, which can,
then, be viewed as phase space variables for the system. The number of solitons M
determines the degrees of freedom of the system. In particular, for M = 0 all velocities
are zero and particles are in their equilibrium position determined by (26) for f˜jα = 0.
For the case M = 1, z1(t) moves as a solitary particle inside the one-body potential
V (z1) given in Table 3. Its presence deforms the distribution of xj, creating a coalescence
of particles near Re(z1(t)), that is, a solitary wave. The imaginary part of z1(t)
determines the width of the wave, while also determining the velocity of the soliton.
For M > 1 the various zα move as particles in the potential V (z) interacting through
Calogero-type potentials, while the real particles xj perform a motion “guided” by the
zα. The above features justify the identification of zα as soliton parameters, and the
corresponding motion of xj as solitonic many-body “waves”.
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2.4. Stability
In the previous section we ensured that the dynamical system described by the xj obeys
second-order equations of motion in a stable potential. We still need to ensure, however,
that the initial value problem as determined by the choice of soliton parameters zα has
solutions. As we shall see, this imposes nontrivial constraints.
We start with the simplest case of no solitons. As stated, this corresponds to static
xj obeying the condition
m
∑
k( 6=j)
f˜jk + w˜j = 0 (28)
or, using the definitions of f˜jk and w˜j as well as mj = mk = m,
∂Φ
∂xj
= 0 , Φ =
∑
j<k
Fjk(xjk) +
∑
j
W (xj) (29)
These are the equilibrium conditions for particles xj inside the (real) prepotential Φ
defined above. In order for this to have solutions it must be of an appropriate form.
Let us examine the rational case. The prepotential and real potential in this case
become
Φ =
∑
j
(
c0xj +
c1
2
x2j +
c2
3
x3j
)
+
∑
j<k
g m ln |xjk|
V =
∑
j
[m
2
(
c0 + c1xj + c2x
2
j
)2
+ g(N − 1)m2c2xj
]
+
∑
j<k
g m2
x2ab
(30)
The prepotential consists of a cubic one-body potential and a logarithmic two-body
interaction. We can always choose the sign of g that makes the interaction term
repulsive, g < 0 (in the opposite case we can flip the sign of g as well as c0, c1, c2 which
leads to the same potential V ). So this becomes a standard problem of finding the
equilibrium position of particles in a potential with repulsive logarithmic interactions.
Generically, this problem may not have solutions since the cubic potential is
unbounded from below. This happens, in particular, for the simplest nontrivial purely
cubic case (c0 = c1 = 0). To guarantee the existence of solutions the prepotential must
have a “well” such that it can trap particles. The existence of such a well requires the
condition
c21 > 4c0c2 (31)
This condition is necessary but not sufficient. The well must also be deep enought to
hold N particles repelling each other with a logarithmic interaction of strength gm. We
have no explicit expressions for this restriction in terms of the constants of the problem.
We stress that the above restrictions are necessary so that the equilibrum problem can be
addressed in the first-order formalism. The real potential V , being a quartic expression
in the coordinate, always has an equilibrium solution.
For a nonzero number of solitons the situation becomes more complicated, as now
the set of equations (26, 27) must admit solutions. In general this will imply restrictions
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to both the form of the potential and the range of “phase space” parameters zα. We
point out, however, that the interaction between particles and solitons is attractive, so
in general the presence of solitons improves the situation. In fact, it may be that the
unstable prepotentials for which the zero-soliton case has no static solutions become
stable in the presence of a large number of solitons, akin to a “broken” symmetry phase
with a soliton condensate. We postpone the investigation of this issue for a future
publication.
2.5. A Note on Integrability
Solitons are a hallmark of integrability and, indeed, Calogero-like systems are one of the
most celebrated classes of integrable models. The systems derived here, however, differ
from standard Calogero models in the fact that (i) the particles are not identical, with
distinct masses and corresponding two-body interactions, and (ii) in the presence of a
more general one-body potential.
In the above analysis, the issue of integrability remains unaddressed. There are,
nevertheless, some intriguing indications that these systems are integrable. First, the
reality conditions necessary to have stable potentials naturally restrict the system to
identical particles (mj = m) which is integrable. Further, the extended one-body
potentials that we obtained (quartic in the rational case, harmonic with two nontrivial
modes in the trigonometric and hyperbolic cases) are exactly the potentials that are
know to be integrable [9, 10].
In fact, the obtained potentials belong to a somewhat restricted class. Specifically, a
generic quartic potential has 4 nontrivial parameters (ignoring the constant term). Our
potential, however, has only 3 parameters (c0, c1, c2), being essentially a complete square.
Although arbitrary quartic potentials are integrable, for the above restricted potentials
of “Bogomolny” type the proof of integrability simplifies considerably [9, 10, 8].
Finally, an inspection of the known integrals of motion for the standard quadratic
Calogero model (c3 = 0) reveals that they are all zero. (This is not a contradiction, since
particles and solitons contribute with opposite signs.) Although this is not yet a proof
of integrability, since the value of higher integrals could fluctuate between particles and
solitons, it is a tantalizing clue that a general proof of integrability may well be possible
within the first-order formalism. This and other issues are saved for future investigation.
3. Dual representation and solitons of the rational model in external
quartic potentials
In this section we focus on the particular concrete example of rational Calogero models
in external quartic potentials. Using the general formalism of the previous section, we
demonstrate the existence of a dual version involving soliton variables zα and derive
analytical and numerical solutions.
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3.1. First order equations for the rational Calogero case
The general formalism discussed above greatly helps in writing down the first order
equations for the rational Calogero case. If we take the first row of Table 2 and impose
that particles (indexed by j) have mass mj = 1 and solitons (indexed by α) have mass
mα = −1, then (24) and (25) give
x˙j − iw(xj) = − ig
N∑
k=1(k 6=j)
1
xj − xk + ig
M∑
α=1
1
xj − zα , (32)
z˙α − iw(zα) = ig
M∑
α=1(α 6=β)
1
zα − zβ − ig
N∑
j=1
1
zα − xj , (33)
for xj(t) with j = 1, 2, . . . , N and zα(t) with α = 1, 2, . . . ,M . Here, the function w is
given in Table 3 as
w(x) = c0 + c1x+ c2x
2 (34)
Since both wa and Va are independent of the particle index a (see Table 3), we dropped
the subscripts.
Equations (32,33) are first order in time and, for complex coordinates, the dynamics
is fully defined by the initial values of xj, zα, i.e., by N+M complex numbers (2N+2M
real variables). If the particle coordinates xj are real (with real velocities), as discussed
in section 2.3, the dynamics is fully determined by the M complex initial values of zα.
Applying Eq. (4) of the general formalism, the corresponding second order equations
are given by
x¨j = − g
2
2
∂
∂xi
N∑
i 6=j
1
(xi − xj)2
− V ′(xj), j = 1, . . . , N (35)
z¨α = − g
2
2
∂
∂zα
M∑
α=1(α 6=β)
1
(zα − zβ)2
− V ′(zα), α = 1, . . . ,M (36)
We refer to the system (32,33) as the dual Calogero system in external potential V . We
emphasize that the general formalism greatly simplifies the transition from first order
to second order equations. Lack of such a general formalism would have involved a
laborious algebra to arrive at the second order equations (35,36). We also point out
that the derivation of (35,36) from (32,33) holds for arbitrary N and M , although we
are mostly interested in the case M < N .
3.2. Multi-Soliton solutions
From the first order equations derived above for the rational Calogero model, we get
(separating real and imaginary parts of (32)),
w(xj) = g
N∑
k=1(k 6=j)
1
xj − xk −
g
2
M∑
α=1
(
1
xj − zα +
1
xj − z¯α
)
, (37)
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x˙j = pj = i
g
2
M∑
α=1
(
1
xj − zα −
1
xj − z¯α
)
. (38)
As we noted in section 2.3, if we specify the M complex positions zα at any time we
can find both the N real positions xj and the corresponding real momenta pj. If we
are given the initial values of xj and pj, their evolution is fully determined by (35).
However, these initial values are not, in general, independent, as they are related by
(37,38) through the values of the M complex parameters (2M real parameters) zα .
(Only when M ≥ N we can choose them independently.) The initial values of z˙α are
always restricted, as they need to satisfy (33) and the xj are fully fixed by the zα.
3.3. Solution for zero solitons
In this section we discuss the case of zero solitons. This gives rise to a spacially
inhomogeneous static background configuration where all particles are at rest. (We
also note that this is the same as the limit where all zα go to infinity.) Taking M = 0
we have pj = 0 for all j and the particle coordinates settle in the equilibrium positions
w(xj) = c0 + c1xj + c2x
2
j = g
N∑
k=1(k 6=j)
1
xj − xk . (39)
If we just had a harmonic trap as in [24, 25], in which case wharm(x) = ωx, then it is
known that the solution of this system of algebraic equations is given by the roots of the
N -th Hermite polynomial (Stiltjes formula [27, 30]). We are unaware of a generalization
of the Stiltjes formula when w(x) has a quadratic form as above.
3.4. The single-soliton solution
The single soliton case is essentially equivalent to one complex z coordinate moving
freely in a quartic polynomial potential. For M = 1 equations (37,38) become
c0 + c1xj + c2x
2
j = g
N∑
k=1(k 6=j)
1
xj − xk −
g
2
(
1
xj − z +
1
xj − z¯
)
, (40)
pj = i
g
2
(
1
xj − z −
1
xj − z¯
)
. (41)
Equation (40) is a further generalization of the Stieltjes problem (39) (see Refs.
[27, 28, 29]). To our understanding, exact solutions of (40) are not known (not even in
the case of harmonic potential), and the solution may not be unique. Equation (40) is
essentially the equilibrium position of N particles repelling each other but held in an
external potential and also attracted to an additional particle of opposite “charge”, as
will be further elaborated in section 3.6.
The soliton is a single particle moving in an external quartic polynomial potential.
That is, equation (36) in the case M = 1 takes the simple form
z¨ = −V ′(z) = −k3z3 − k2z2 − k1z − k0 (42)
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where k0, . . . , k3 are related to the parameters of the model (see Table 3 and eq. (30)).
This is a single anharmonic complex oscillator. Typically, analytical solutions for the
above equation are not available for quartic polynomials V (z), but solving a single
particle problem is numerically easy. Knowing the value of z(t), we then use (40) and
(41) to find the xj and pj. The upper left panel of Fig. 1 demonstrates the particle
evolution profile for the case of a single solition. We see that the worldline of particles
clearly shows a robust soliton. The motion of the corresponding variable z(t) is given
in the lower left panel of the same Fig. 1.
3.5. The two-soliton solution
The case when the system has two solitons is nontrivial even with respect to the z1, z2
variables. In this case, we have two complex soliton coordinates in a quartic potential
interecting with Calogero forces. Putingt M = 2 in (37,38) we obtain
w(xj) = g
N∑
k=1(k 6=j)
1
xj − xk −
g
2
( 1
xj − z1 +
1
xj − z¯1 (43)
+
1
xj − z2 +
1
xj − z¯2
)
,
pj = i
g
2
(
1
xj − z1 −
1
xj − z¯1 +
1
xj − z2 −
1
xj − z¯2
)
(44)
while solitons obey the coupled second-order equations
z¨1 = − g
2
2
∂
∂z1
M∑
i 6=j
1
(z1 − z2)2
− V ′(z1) (45)
z¨2 = − g
2
2
∂
∂z2
M∑
i 6=j
1
(z2 − z1)2
− V ′(z2) (46)
Initial conditions for z˙1,2 can be set by specifying z1,2 and using (43) to find xj and then
(33) to find z˙1,2. Then the evolution of z1,2 can be found by solving the above Calogero
equations.
The upper right panel of Fig. 1 shows the particle evolution profile in the case of
two solitions. We see that the worldline of particles clearly shows two robust solitons,
one moving left and another moving right. The motion of the corresponding complex
soliton variables is given in the lower right panel of the same Fig. 1.
3.6. Mapping solitons to an electrostatic problem and the numerical protocol
Let us take a close look at equation (37). It is essentially the derivative of the real part
of the prepotential Φ:
U = Real(Φ) =
N∑
j=1
W (xj)−
∑
j<k
ln |xj − xk|
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+
1
2
N∑
j=1
M∑
n=1
[
ln |xj − zα|+ ln |xj − z¯α|
]
. (47)
where we remind the reader that the function W (x) is related to w(x) as
W (x) =
∫ x
0
w(x′)dx′ (48)
Eq. (37) is then the extremum condition ∂U
∂xj
= 0 for the above function.
The function U can be thought of as the “electrostatic energy” of N particles
with unit charges interacting through a logarithmic potential (2d Coulomb potential),
restricted to move along a straight line (the real axis) and in the presence of 2M external
charges −1/2 placed at zα, z¯α and of an external potential W (x). The solution of (37) is
not necessarily a minimum of (47), but may correspond to any fixed point (maximum,
minimum or saddle point) of (47), and there may be several such points.
The above observation forms the basis for a numerical procedure for solving Eq.
(37), at least for solutions corresponding to a local minimum. The basic idea is to
let the particles slide towards the minimum of the above potential by introducing a
“viscous” force that allows them to move towards their equilibrium positions. That is,
we introduce the following N coupled ODEs
x˙j = −γ ∂U
∂xj
(49)
It is clear that the above drives the system to the minimum of the potential U . In fact,
the above equation implies
dU
dt
= −γ
2
N∑
j=1
(
∂U
∂xj
)2
(50)
so the potential decreases until it reaches a fixed point. Local maxima can also be dealt
this way by flipping the sign of U and ttuning them into minima. Saddle points, on the
other hand, will be missed.
The above first-order equation can be integrated numerically. Once we find the
solutions for xj, we then use Eq. (41) to find the initial momenta. These form the special
initial conditions for the particles that correspond to a set of solitons, and we can evolve
them according to Eq. 35 without further reference to the soliton variables.Therefore, we
have mapped the problem of finding soliton configurations to an electrostatic problem
of a function U .
4. Hydrodynamic Limit and Meromorphic Fields
4.1. General formalism
In this section we consider the generalized Calogero models with external potentials
and take the hydrodynamic limit to derive soliton solutions for the corresponding fluid
mechanical density and velocity of the particles. We do this by introducing specific
meromorphic functions with poles on the position of particles and solitons and taking
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Figure 1. (Upper Panel Left) One soliton solution for rational Calogero model in
external quartic polynomial potential. Here we take N=31 particles and the special
initial condition is dictated by a single z = 0.0239i. We notice, in the worldine picture,
a remarkable evidence of a robust soliton We use the prepotential w(x) = x + 0.06x2
which makes the potential V (x) = 0.87x + 0.5x2 + 0.06x3 + 0.0018x4 using first row
of Table 3. (Lower Panel Left) We show the motion of one dual variable “z”
corresponding to one soliton solution. The initial condition is z(t = 0) = 0.0239i
and z˙(t = 0) = −43.0768 − 0.00103378i (which is fixed by Eq. 33) and the equation
it satifies is z¨ = −V ′(z) where V (z) = 0.93z + 0.5z2 + 0.06z3 + 0.0018z4 again
using first row of Table 3. (Upper Panel Right) Two soliton solution where
initial conditions are dictated by two values of dual variable, z1 = +0.0239i and
z2 = −0.0239i. We use the prepotential w(x) = x+ 0.06x2 which makes the potential
V (x) = 0.84x + 0.5x2 + 0.06x3 + 0.0018x4 using first row of Table 3. We see clear
evidence of two solitons in the system. (Lower Panel Right) Motion of two coupled
dual variables z1 (black) and z2 (blue) is shown here. They satisfy the equation
z¨1 = g
2 1
(z1−z2)3 − V ′(z1) where V (z) = 0.9z1 + 0.5z21 + 0.06z31 + 0.0018z41 (similarly for
the other dual variable z2). The initial conditions are z1(t = 0) = +0.0239i, z2(t =
0) = −0.0239i, z˙1(t = 0) = −64.297− 0.00129161i, z˙2(t = 0) = 64.297− 0.00129161i.
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their many-particle limit. The approach is related to the one of [21, 22], but we will give
an independent simplified exposition, directly following from our first-order formulation.
We consider a system with N (real) particle coordinates xj and M (complex)
solitons zα. We will take the prepotential to be of the form that ensures a stable
potential and absence of 3-body forces, as found in section 2, leading to the first-order
equations (20)
x˙a = i
∑
b
mbf˜ab + iw˜a (51)
and corresponding second-order equations
x¨a = − 1
ma
∂aV = −∂a
∑
b(6=a)
1
2
mb(ma +mb)f˜
2
ab + (mtot −ma)va +
1
2
w˜2a
(52)
with va = v(xa) and w˜a = w˜(xa) as found in section 2.2. Coordinates xa run over
particles (for a = j) and solitons (a = α), and we take the masses of particles to be
mj = 1 and the masses of solitons mα = −1, so mtot = N −M .
To this system we add one more “spectator” particle a = 0 with coordinate x0 = x
and mass m0. The full system of N + M + 1 particles and total mass N −M + m0
retains its Calogero-like form. Using Eq. 51 for this spectator particle, the velocity u of
the spectator particle is, in particular,
u = x˙ = i
∑
a6=0
maf˜(x− xa) + iw˜(x)
= i
N∑
j=1
f˜(x− xj)− i
M∑
α=1
f˜(x− zα) + iw˜(x) (53)
and its corresponding acceleration (using Eq. 52) is
du
dt
= x¨ = − ∂x
[
N∑
j=1
1 +m0
2
f˜(x− xj)2 +
M∑
α=1
1−m0
2
f˜(x− zα)2
+ (N −M) v(x) + 1
2
w˜(x)2
]
(54)
The additional particle x creates an additional term m0f˜(xa−x) in the equation for
x˙a of the remaining particles, and a corresponding term in the potential. We wish this
particle to be a spectator, that is, not to modify the motion of the remaining particles
(while itself being influenced by them). So we take the limit m0 → 0, which leaves
the N particles and solitons the same as in the original N + M -particle Calogero-like
system. Equation (53) for u = x˙ remains unchanged, while the equation for x¨ becomes
du
dt
= − ∂x
[∑
j
1
2
f˜(x− xj)2
+
∑
α
1
2
f˜(x− zα)2 + (N −M)v(x) + 1
2
w˜(x)2
]
(55)
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The role of the spectator particle is that it monitors and essentially determines
both the position and the velocity of the remaining particles. To this end, we consider
u as defined in (53) as a function of the spectator particle position x and promote x to
an independent variable, defining a field u(x). The time derivative of u(x), written as
∂u
∂t
, is thus the time variation of u arising from its dependence on xj(t) and zα(t), but
not on x. In other words, we define,
∂u
∂t
≡
∑
j
∂u
∂xj
x˙j +
∑
α
∂u
∂zα
z˙α (56)
The total time derivative entering (55) is, therefore,
du
dt
=
∂u
∂x
x˙+
∑
j
∂u
∂xj
x˙j +
∑
α
∂u
∂zα
z˙α
= u∂xu+
∂u
∂t
= ∂x
(
1
2
u2
)
+
∂u
∂t
(57)
where we used x˙ = u and the definition Eq. 56.
The above relation and (55) allow us to find the equation of motion of the field
u(x, t). To do this, we need to express the terms involving xj and zα in (55) in terms
of u. This can be achieved by noting that all prepotentials f˜(x) found in section 2.2
(rational, trigonometric or hyperbolic) satisfy the relation
f˜(x)2 = g ∂xf˜(x) + C , f(x) = −g
x
, − g cotx, − g cothx (58)
where C is a constant (zero, +g2 and −g2 for rational, hyperbolic and trigonometric
prepotential respectively). Therefore the terms involving sums of f˜ 2 in (55) can be
expressed as derivatives of terms in u(x). We note, however, that particle and soliton
terms come with opposite sign in u(x), while they have the same sign in (55). This
necessitates splitting u(x) into two parts:
u+(x) = − i
∑
α
f˜(x− zα) + iλw˜(x) (59)
u−(x) = i
∑
j
f˜(x− xj) + i(1− λ)w˜(x) (60)
u(x) = u+(x) + u−(x)
where λ is an arbitrary parameter that splits the term w˜(x) between the two functions.
Using (55,57, 58) and (59,60) we arrive at the equation of motion for u
∂u
∂t
+ ∂x
[
1
2
u2 +
ig
2
∂x(u
+ − u−)
+
1
2
w˜2 + (N −M)v + (λ− 1
2
) g ∂xw˜
]
= 0 (61)
The terms independent of u above are the one-body potential V (x) entering the equation
of motion of particles xj, with the difference that v(x) is multiplied by N −M (rather
than N −M −mj = N −M − 1 and the extra term involving ∂xw˜(x). In fact, for all
cases of f˜ (rational, trigonometric and hyperbolic), ∂xw˜(x) is proportional to v(x):
g ∂xw˜(x) = −2v(x) (62)
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The equation for u(x, t) therefore takes the form:
∂u
∂t
+ ∂x
[
1
2
u2 +
ig
2
∂x(u
+ − u−) + V + (λ− 1)g ∂xw˜
]
= 0 (63)
If we want the equation of motion of u to involve the same one-body potential V (x)
as that of particles, we must choose λ = 1, assigning the full prepotential w˜(x) to u+.
This is in fact the opposite convention than the one in [22], where u− contains the term
w˜(x). We stress that any choice of λ is allowed, leading to different definitions of u+, u−
and an extra term in the evolution equation for u. We also note that λ does not appear
in the equation of u (63) in the quadratic (harmonic) rational Calogero case studied in
Ref. [22], since w(x) is linear and v(x) is a constant that drops from the equation.
4.2. The rational case and derivation of the hydrodynamic limit
The above construction holds for all three types of Calogero potentials. We first examine
the rational case. We pick λ = 1 as the most natural choice and define
u+(x) = ig
M∑
α=1
1
x− zα + iw˜(x) (64)
u−(x) = − ig
N∑
j=1
1
x− xj (65)
A priori, it looks like we have a single equation of motion (63) for two fields u+ and u−.
As we stressed before, however, the particle system is actually fully determined by the
values of zα, so in principle u
+ is enough to fully fix the system. u+ is a meromorphic
function of x with M simple poles at zα, so it fixes the number of solitons. Using the
equations of motion (32) we see that u+ satisfies
u+(xj) = x˙j + ig
N∑
k=1(k 6=j)
1
xj − xk . (66)
Therefore, if we also know that there are N particles, the function u+(x) fully determines
the system, as:
Im u+(xj) = g
N∑
k=1(k 6=j)
1
xj − xk (67)
Re u+(xj) = x˙j = vj (68)
The N equations (67) in principle determine the N real variables xj, and subsequently
(68) determines x˙j. The known values of xj, then, determine the function u
−(x) through
equation (65).
The definition of u+(x), (see Eq. 64) however, does not involve N , and the same
function u+(x) can describe systems of an arbitrary number of particles (see Eq. 67, 68).
The real part of u+(x) for real x, in particular, defines a continuous velocity field v(x)
that is the actual particle velocity on the position of particles. Similarly, its imaginary
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part defines a field that can be related to the position of particles, for any number of
them. It is, therefore, a good tool to deal with the hydrodynamic limit N →∞ where
the interparticle distance goes to zero and the system is described by a continuous
density ρ(x) and velocity v(x).
From the above discussion it follows that, in theN →∞ limit, the real part of u+(x)
straightforwardly goes over to the fluid velocity field v(x). To express the imaginary part
in terms of the fluid particle density requires a bit more work. In particular, we need to
express the sum in (67) in terms of the particle density ρ(x), including all perturbative
corrections in 1/N . This is nontrivial because of the singularity as xk approaches xj and
has to be evaluated carefully. This has been done in [31]. Here we will follow a slightly
different approach that will allow us to separate the perturbative and non-perturbative
parts.
For a large number of particles we define the continuous position function x(s) such
that x(j) = xj. For finite N any smooth interpolation between the xj will do, while in
the N →∞ limit this function becomes unique. It is related to the continuous density
ρ(x) by
x′(s) =
1
ρ(x(s))
(69)
The sum of interest is
N∑
k(6=j)=1
1
xj − xk =
N∑
k(6=j)=1
1
x(j)− x(k) (70)
which needs to be expressed in terms of x(s) or ρ(x).
Our starting point is the identity
∞∑
n=−∞
f(n) =
∞∑
n=−∞
f˜(2pin) (71)
where f(s) is any function of s and f˜(q) is its Fourier transform, defined as
f˜(q) =
∫ ∞
−∞
ds e−iqsf(s) (72)
For a function smooth at the scale of ∆s ∼ 1, the Fourier transform f˜(2pin) for n 6= 0
will be negligibly small. In fact, terms with n 6= 0 are nonperturbative in 1/N (instanton
corrections), as we will explain in the sequel. So, up to nonperturbative corrections
∞∑
n=−∞
f(n) = f˜(0) =
∫ ∞
−∞
ds f(s) (73)
To apply this formula to the sum (70) we view the summand as a function of k and
define it to be zero for k outside its range, extending the summation to all integers. Still,
a straightforward application of (73) is hindered by the fact that the summed function
1/[x(j)− x(s)] is not smooth, due to the singular behavior near s = j, and thus higher
Fourier modes contribute substantially. We can proceed in two different ways. The first
is to evaluate the higher Fourier modes and sum their contribution. The second is to
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regularize the integrand in a way that renders it smooth, as was done in [31]. Both
methods lead to the same result. Following the second method, we define the function
f(s) =
1
x(j)− x(s) +
1
x′(j)(s− j) + (s− j)3 , f(j) =
x′′(j)
2x′(j)2
(74)
for  > 0. The above function is continuous everywhere and smooth at the scale of
∆s ∼ 1, since the singularity at s = j is subtracted by the second (regulator) term.
Summing it over integer values of s we have
∞∑
k=−∞
f(k) = f(j) +
∞∑
k(6=j)=−∞
f(k)
=
x′′(j)
2x′(j)2
+
∞∑
k(6=j)=−∞
1
x(j)− x(k) (75)
since the sum of the regulator term is absolutely convergent (due to ) and vanishes due
to antisymmetry in k − j. Applying (73) we have the result
∞∑
k(6=j)=−∞
1
x(j)− x(k) = −
x′′(j)
2x′(j)2
+
∫ ∞
−∞
f(s)ds
= − x
′′(j)
2x′(j)2
+ P.V.
∫ ∞
−∞
ds
x(j)− x(s) (76)
where P.V. stands for principal value. Finally, changing integration variable from s to
y = x(s) and using x′ = 1/ρ and thus x′′ = −∂xρ/ρ3 we obtain
∞∑
k(6=j)=−∞
1
x− x(k) =
∂xρ(x)
2ρ(x)
+ P.V.
∫ ∞
−∞
ρ(y)dy
x− y
=
1
2
∂x ln ρ(x)− piρH(x) (77)
where we put x(j) = x, and ρH(x) is the Hilbert transform of ρ(x).
The above result is perturbatively exact in 1/N . Indeed, the higher Fourier modes
of f(s) expressed in terms of y = x(s) are
f˜(q) =
∫ ∞
−∞
dy ρ(y) e−iq
∫ y
−∞ dw ρ(w) f(s(y)) (78)
For a continuous particle distribution, x(j + 1)− x(j) ∼ 1/N , ρ(x) ∼ N , and thus the
oscillating exponent in the above expression for q 6= 0 is of order N . The integral is
thus of order e−N , which is nonperturbative in 1/N . So the q = 0 term captures the full
perturbative contribution. Overall, from (67,68) we obtain for u+(x)
u+(x) = v(x)− ipigρH(x) + ig ∂x ln
√
ρ(x) (79)
Nonperturbative contributions are in general negligible in the fluid limit (N →∞).
The one instance in which they become relevant is when the distribution of particles
breaks into two or more disjoint components. In this case the distance x(K)−x(K+ 1)
between the last particle K in one component and the first particle K + 1 in the next is
large, and thus the function f(s) is not smooth at s = K. The appearance of multiple
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fluid components signals the onset of nonperturbative effects and needs to be described
in terms of multiple functions ρa(x), one for each component, with compact disjoint
supports. In our paper, we do not encounter this scenario and hence, emergence of
relavant perturbative corrections is not a concern.
The continuous version of u−(x) can similarly be found. Its definition (65) involves
the parameter x and a sum over the full set of particles. By taking the variable x to
be complex and off the real axis the issue of singularities is avoided and the summand
becomes a smooth function of x(s). So, up to nonperturbative contributions,
u−(x) = −ig
∑
j
1
x− x(j) = −ig
∫
ds
1
x− x(s) = −ig
∫
dy
ρ(y)
x− y (80)
So u−(x) is the Cauchy transform of ρ(x). As x approaches the real axis the above
expression has a discontinuity. We obtain
u−(x± i0) = ∓pigρ+ ipigρH (81)
with the discontinuity
u−(x+ i0)− u−(x− i0) = −2pigρ(x). (82)
Expressions (79) and (81) determine u±(x) in terms of fluid quantities. Note that
with our choice of λ = 1 in the definition (59,60) of u±(x) their expression involves only
the fluid density ρ(x) and velocity v(x) and not the prepotential w˜(x). Substituting
these expressions into the equation (63) for u(x) we obtain in principle 4 real equations
(2 for the real part and 2 for the imaginary part at x ± i0) for the two real fields ρ(x)
and v(x). These equations are compatible and reduce to the fluid equations
∂tρ+ ∂x(ρv) = 0 (83)
∂tv + ∂x
[
1
2
v2 +
pi2g2
2
ρ2 + pig2∂xρ
H (84)
− g
2
8
(∂x ln ρ)
2 − g
2
4
∂2x ln ρ+ V
]
= 0
The above equations can be seen to arise from the Hamiltonian
H =
∫
dx
[
1
2
ρv2 +
pi2g2
6
ρ3 +
pig2
2
ρ ∂xρ
H + g2
(∂xρ)
2
8ρ
+ ρV
]
(85)
using the standard fluid mechanical Poisson structure
{ρ(x), v(y)} = δ′(x− y) (86)
4.3. One soliton solution of Calogero model with quartic potentials in terms of
meromorphic fields
The one-soliton solution is given by
u+(x) =
ig
x− z1(t) + iw˜(x), (87)
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The single soliton solution for u+(x) is a meromorphic function with a single pole. z1(t)
above satisfies (33) for M = 1 which is simply
z˙1 − iw˜(z1) = −ig
N∑
j=1
1
z1 − xj (88)
and the second-order equation
z¨1 = −V ′(z1) (89)
From the expression of u+(x) in terms of hydrodynamic quantities
v − ig(piρH − ∂x log√ρ) = ig
x− z1 + iw˜(x) (90)
we can, in principle, find the density and velocity fields from the position z1. Writing
z1(t) = a(t) + ib(t) and taking the real and imaginary parts of (90) we obtain
v = − g b
(x− a)2 + b2 (91)
piρH − ∂x log√ρ = − x− a
(x− a)2 + b2 −
1
g
w˜(x) (92)
So a(t) parametrizes the position of the soliton while b(t) parametrizes its width. The
second equation above needs to be solved for ρ(x). This is nontrivial, although the
solution can be found analytically in the limit of thin solitons. In this limit, the width
b→ 0, and the soliton solution (upto O(1/N) corrections), can be written as
ρsol(x, t) = ρ0 + δ(x− a(t)) (93)
where the background density ρ0 satisfies, piρ
H
0 − ∂x log
√
ρ0 +
1
g
w˜(x) = 0
The soliton parameter z1(t) is moving in the complex plane along a non-trivial curve
guided by its quartic polynomial as in (89). Therefore, (91,92) give a one-dimensional
reduction of an infinite dimensional rational Calogero system with quartic potential in
the hydrodynamic limit. The procedure to go to the hydrodynamic limit can similarly
be extended for the two-soliton and multi-soliton case.
5. Conclusions and Outlook
To summarize, in this paper we introduced a first order formalism based on a
prepotential and derived its general form that gives rise to two-body and external
potentials. Imposing the requirements of stability and reality conditions, we
demonstrated the natural emergence of the Calogero family of models in generalized
quartic and trigonometric external potentials. Our general formalism provides a
relatively straightforward route to finding soliton solutions, a task otherwise considered
to be an enormous challenge. Using the more common version of the Calogero family of
models, namely, the rational Calogero model (in quartic polynomial external potentials),
we demonstrate the existence of soliton solutions. We derived the particle time evolution
for the case when the system has one and two solitons and we showed that our method
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can be easily extended to M solitons. We showed that finding soliton solutions can be
achieved via a mapping to an electrostatic problem. Using a fluid formalism involving
meromorphic fields, we have also identified soliton solutions in the hydrodynamic limit.
One of the the main lesson from the work presented in this paper is that there may
exist further extensions of the Calogero family of models beyond the known systems, and
that they may admit dual formulations that identify their collective degrees of freedom
and provide solutions to their fluid mechanical versions. Clearly, there are many open
issues and directions of possible future research.
The most immediate questions are the ones on stability and integrability. It is
puzzling that the dual formulation of the quartic potential model is stable only within
a subset of its parameters, which actually exclude the purely quartic case. Although we
conjecture that models outside the stability regime correspond to a soliton condensate,
an explicit demostration of this fact, and derivation of the soliton solutions, would be
desirable.
Similarly, our approach does not deal with integrability. Again, it is remarkable that
the systems that can be dealt with this formalism do fall eventually within a subclass of
the generalized Calogero models that were known to be integrable. A direct derivation
of integrability seems to be possible within this formalism and, if there, has yet to be
uncovered.
Extension of our results to other members of the Calogero family is also an open
issue. We restricted our derivation to the rational, trigonometric and elliptic models
and their external potential generalizations, mainly for reasons of mathematical clarity
and simplicity. An extension to the elliptic (Weierstrass) model is well within the reach
of the formalism. In this context, the identification of elliptic models with external
potentials would be a very interesting advance. Similar remarks hold for models of
particles with internal degrees of freedom. Clearly an extension of the formalism is
needed to incorporate internal particle coordinates, and this is a topic of further research.
Finally, there exist several intriguing similarities of the present formalism with
quantum mechanical features of the Calogero model, although our treatment is purely
classical. The generating function clearly alludes to a quantum mechanical wavefunction,
at least in the equilibrium semiclassical limit. Similarly, the stable and unstable domains
of quartic dual systems are in direct analogy with the broken and unbroken phases of
supersymmetric quantum mechanical systems, the “unstable” broken phase leading to
a soliton condensate. Aspects of our formalism also bear similarities with techniques
from matrix models and the exchange operator formulation. These and related issues
are left for future investigation.
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7. Appendix A: Solutions to the functional equations without external
potentials
In this Appendix we provide the solutions to the functional equations for f˜ab, thereby
yielding Table 1. We start with the equation (15) for a fixed triplet of indices b, c, d:
f˜bcf˜bd − f˜bcf˜cd + f˜bdf˜cd = Cbcd (94)
where we used the antisymmetry of f˜ab = −f˜ba to put the indices b, c, d in order.
Let us define, x ≡ xb− xc, y ≡ xc− xd such that x+ y = xb− xd. For convenience,
we also rename the doublets of indices bc ≡ 1, cd ≡ 2, bd ≡ 3 and call Cbcd simply C.
The above equation, then, reads
f˜1(x)f˜3(x+ y)− f˜1(x)f˜2(y) + f˜3(x+ y)f˜2(y) = C (95)
In terms of the reciprocal functions gj(x) =
1
f˜j(x)
the above becomes
g1(x) + g2(y)− g3(x+ y) = Cg1(x) g2(y) g3(x+ y) (96)
and solving for g3 we obtain
g3(x+ y) =
g1(x) + g2(y)
1 + Cg1(x)g2(y)
(97)
Taking derivatives with respect to x and y and equating the results (since ∂xg3(x+y) =
∂yg3(x+ y)) we obtain
g′1(x)
1− Cg21(x)
=
g′2(y)
1− Cg22(y)
= k = constant (98)
The above differential equations determine g1 and g2 and, through (97), they also
determine g3. Their solution depends on the sign of the constant C. Specifically
C = 0 : gj(x) = kx+ bj
C = −g2 < 0 : gj(x) = 1
g
sin(kgx+ g bj)
C = g2 > 0 : gj(x) =
1
g
sinh(kgx+ g bj)
j = 1, 2, 3, with b1 + b2 = b3 (99)
Repeating the above analysis for a triplet involving one new particle, say, b, c, e, leads
to the same equations (98), with the same constants C and k (fixed by the form of
gbc = g1 found above). Inductively, we conclude that the constants C = Cabc and k are
common for the full set of particles, while the constants bab satisfy bab + bbc = bac for all
a, b, c. These constants can actually be absorbed by a shift in the position of particle
coordinates:
xa → xa − b1a
k
, b11 ≡ 0 (100)
where we chose arbitrarily particle 1 as a reference, so we can take all ba = 0. Finally,
the constant k can be set to 1/g through the rescaling of coordinates xa → (kg)−1xa.
Overall, we recover the f˜ab = 1/gab as given in Table 1.
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8. Appendix B: Solutions to functional equations for external potentials
In this Appendix we derive the solutions to the functional equation (18), written
explicitly as
[w˜b(xb)− w˜c(xc)] f˜bc(xbc) = ubc(xbc) + vb(xb) + vc(xc) (101)
We define xb = t + s and xc = t − s, which implies xbc = 2s. Using also the inverse
functions gbc = 1/f˜bc defined in the previous Appendix, the above equation becomes
w˜b(t+ s)− w˜c(t− s) = gbc(2s)
[
ubc(2s) + vb(t+ s) + vc(t− s)
]
= hbc(s) + gbc(2s)
[
vb(t+ s) + vc(t− s)
]
(102)
where we defined hbc(s) = gbc(2s)ubc(2s). The solution of this equation depends on
the form of gbc and we treat it in a case-by-case basis for the solutions derived in the
previous Appendix.
8.1. The rational case gbc =
1
f˜bc
= 1
g
xbc
In the rational case (102) becomes
w˜b(t+ s)− w˜c(t− s) = 2s
g
[
ubc(2s) + vb(t+ s) + vc(t− s)
]
= hbc(s) +
2s
g
[
vb(t+ s) + vc(t− s)
]
(103)
with hbc(s) = 2s ubc(2s)/g. The left hand side is regular around s = 0 and has a well-
defined Taylor expansion in s, therefore so must be hbc(s). Expanding in powers of s we
obtain
s0 : w˜b(t)− w˜c(t) = hbc(0) (104)
s1 : w˜′b(t) + w˜
′
c(t) = h
′
bc(0) +
2
g
[vb(t) + vc(t)] (105)
s2 : w˜′′b (t)− w˜′′c (t) = h′′bc(0) +
4
g
[v′b(t)− v′c(t)] (106)
s3 : w˜′′′b (t) + w˜
′′′
c (t) = h
′′′
bc(0) +
6
g
[v′′b (t) + v
′′
c (t)] (107)
Eq. (104) states that w˜b(t) and w˜c(t) differ by a constant. Differentiating (105) twice
with respect to t and combining with (107) we obtain
w˜′′′b (t) = −
1
4
h′′′bc(0) = constant (108)
which means that w˜b and w˜c must be of the form
w˜b,c(t) = Cb,c + c1t+ c2t
2 + c3t
3 (109)
The constants Cb and Cc can differ, but c1, c2, c3 are the same for any two particles b
and c, therefore they are common to the system. Substituting this form for w˜b,c(t) in
(104-107), or directly in (103), we obtain vb(x), vc(x), hbc(x) and ubc(x). In doing this,
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we note that the constant terms of vb, vc and ubc can be combined together; similarly,
v′b(0) − v′c(0) and u′bc(0), contributing a term proportional to xb − xc = xbc, can also
be combined. We use this to choose vb(0) = vc(0) = v
′
b(0) − v′c(0) = 0. We eventually
obtain
w˜b,c(x) = Cb,c + c1x+ c2x
2 + c3x
3 (110)
vb,c(x) = gc2x+
3g
2
c3x
2 (111)
ubc(x) = g
Cb − Cc
xbc
+ gc1 − g
2
c3x
2 (112)
The above recover the potentials presented in Table 2. Note that the constant gc1 in
ubc is dynamically irrelevant and can be omitted. Note also that the contribution of
va(xa) in the full potential involves a sum
∑
a6=bmambva =
∑
a(mtot −ma)mava, which
explains the coefficient of the corresponding terms in Va(xa).
8.2. The trignometric case gbc =
1
f˜bc
= 1
g
tanxbc
In the trignometric or hyperbolic case we proceed in a similar way, Taylor expanding
(102) in s. The equations are the same as in the previous section for orders s0, s1 and
s2, since tanx is the same as x up to quadratic order. At order s3, however, we get
instead of (107)
w˜′′′b (t) + w˜
′′′
c (t) = h
′′′
ab(0) +
6
g
[v′′b (t) + v
′′
c (t)] +
16
g
[vb(t) + vc(t)] (113)
Combining this with the other equations yields
w˜′′′b (t) + 4w˜
′
b(t) = −
1
4
h′′′bc(0) + 2h
′
bc(0) ≡ C
or w˜′′b (t) + 4w˜b(t) = Ct+ C
′ (114)
This is like a driven harmonic oscillator of frequency 2, with general solution of the form
wb,c(t) = Cb,c + c1 cos 2t+ c2 sin 2t+ c3t (115)
Putting this form in the remaining equations, or in the original functional equation, we
finally find
w˜b,c(x) = Cb,c + c1 cos 2x+ c2 sin 2x+ c3x (116)
vb,c(x) = g c2 cos 2x− g c1 sin 2x (117)
ubc(x) = g(Cb − Cc) cotx+ g c3 x cotx (118)
The hyperbolic case is treated in exactly the same way, or can be obtained by simple
analytic continuation x→ ix, g → ig, c2 → −ic2. Altogether, we recover the potentials
presented in Table 2.
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