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1. Introduction 
In recent years, the research on the fractional calculus is becoming an interesting and useful topic 
among applied scientists.([3,4,8,17,23,24,32,36,37]) Many physical and chemical processes are 
described by fractional differential equations.([8, 22]) 
The existence and uniqueness of the solution to an Cauchy type problem for the fractional 
differential equations were studied in many papers.([1,11,13,16,20,29,35])  
In researches for the solving methods and representations of the solutions to Cauchy type 
problems mainly the linear fractional differential equations with constant coefficients were 
considered while those with variable coefficients were partly considered for some special forms of 
equations([2, 3, 9, 10, 14, 15, 16, 25, 29, 30, 33]). In [16, 30, 32, 33] linear fractional differential 
equations with constant coefficients were considered using Laplace transform and in [6, 7, 9, 16, 
21, 29] considered using operational method. Especially, in [16, 32, 34] a representation of 
Green’s function for linear fractional differential operator with constant coefficients in terms of 
multi-variable Mittag-Leffler function was provided using Laplace transform. In [16, 20] a 
solution representation of linear Caputo fractional differential equation with constant coefficients 
was provided using operational calculus of Mikusinski's type. In [9, 29] a solution representation 
of linear generalized Riemann-Liouville fractional differential equation with constant coefficients 
was provided using operational calculus of Mikusinski's type. Solving methods and solution 
representations of linear fractional differential equations with constant coefficients were provided 
using the method of distribution theory in [27, 28], Neumann series method in [27] and Adomian 
decomposition method in [10].  
In [2] the solving method by Green’s function of the system of linear fractional differential 
equations with constant coefficients was provided and in [30] a representation of Green’s function 
for linear fractional differential operator with variable coefficients was given. In [14], the analytic 
solution of linear fractional differential operator with variable coefficients was given by power 
series method. In [5], the analytic solution of a class of fractional differential equations with 
variable coefficients was provided using properties of Laguerre derivatives and Caputo fractional 
  
derivatives. 
 This article concerns with the existence and representation of solutions to Cauchy type 
problems of linear Riemann - Liouville fractional differential equations with variable coefficients 
in a space of integrable functions. First, we consider the existence and uniqueness of solution for a 
Cauchy type problem with special initial conditions in the space of integrable functions. Then we 
provide an example of the problem that has no solution in the space of integrable functions. We 
give a solving method and a representation of solutions for such Cauchy type problems. Last we 
give some examples which provide counter examples of corollary 3.6 at page 158 of [16].  
Our method is just the same method of [16]. We only took notice that some terms are not 
integrable. 
 
2. Preliminaries 
 
Here the definitions and properties of fractional derivatives are described based on [16, 17, 23, 31, 
35]. 
    For real numbers ba,  with ba < , we use notations  
),(),,[:],,[: ∞−∞=∞== RaRbaR aba . 
We use notations Z  and N  to denote the sets of all integers and all natural numbers. For 
Zba ∈,  with ba ≤ , ba Z  is the set of all integers i  satisfying bia ≤≤  and Za  the set 
of all integers i  satisfying ai ≥ . Thus N = Z1 . Similarly, we use notations NN aba ,  for 
Nba ∈, with ba ≤ . 
We denote by ],[ baC nγ  the sets of functions satisfying ],[)()( )( baCxfax n ∈− γ  for 
Rbaf →),(:  and 10 <≤ γ . When 0=n , we denote ],[ baCγ := ],[0 baCγ  . 
Let )(],[ ∞≤<≤−∞=Ω baba be a finite or infinite interval of the real axis R . We denote by 
),( baLp the set of those Lebesgue complex-valued measurable functions f  for which 
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Here )(esssup xf
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 is the essential maximum of the function )(xf . 
When 1=p , we denote ),(:),( 1 baLbaL = .  
   Let )](,[ ∞<<<−∞ baba  be a finite interval and let ],[ baAC  be the space of absolutely 
continuous functions f  on ],[ ba . It is known that ],[ baAC  coincides with the space of 
primitives of Lebesgue summable functions, that is, 
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Therefore, an absolutely continuous function )(xf  has a summable derivative )()( xxf ϕ=′  
almost everywhere on ],[ ba  and )(afc = . 
  
For Nn∈  we denote by ],[ baAC n  the space of complex-valued functions )(xf  which have 
all continuous derivatives of order )10( −≤≤ nii  on ],[ ba  such that ],[)()1( baACxf n ∈− : 
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This space is characterized by the following assertion  
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Here ),()( baLx ∈ϕ and )1,,1,0( −= nkck L  are arbitrary constants, and 
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 Let C be the set of all complex numbers. The Riemann-Liouville fractional integrals fIa
α+  of 
order )0(Re >∈ αα C  are defined by 
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Here )(αΓ  is the Gamma function and )ln()1(1)( txetx −−− =− αα . These integrals are called the 
left-sided fractional integrals. When Nn∈=α , the definition (2.9) coincides with the nth iterated 
integral 
)()()(
)!1(
1)())(( 121
11
Nndttftx
n
dttfdtdtxfI
x
a
n
t
a
nn
t
a
x
a
n
a
n
∈−−== ∫∫∫∫ −+
−
L .      (2.10) 
The Riemann-Liouville fractional derivatives yDa
α+  of order )0(Re ≥∈ αα C  are defined by 
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Here ][Reα  means the integral part of αRe . In particular, when Zn 0∈=α , then 
)())((),)(( )(0 xyxyDxyD nnaa =++ .                         (2.12) 
Here )()( xy n  is the usual derivative of )(xy  of order n . If 1Re0 << α , then 
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    When ),0( ∞=∈ +Rα , then (2.11) take the following form: 
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and (2.13) is given by 
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    If )0(0Re ≠= αα , then ( 2.11) yields fractional derivatives of a purely imaginary order: 
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For ∞<≤>∈ pC 1,0Re, αα , the spaces of functions )( pa LIα+ is defined by 
)},(,:{:)( baLIffLI papa ∈== ++ ϕϕαα .                     (2.17) 
For )0(Re >∈ αα C , the spaces of functions ),( baLα is defined by 
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   Lemma 2.1  If )0(Re >∈ ββ C , then 
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In particular, if 1=β  and 0Re ≥α , then Riemann-Liouville fractional derivatives of constant 
functions are not equal to zero and we have 
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On the other hand, for 1][Re,,2,1 += αLj , we have 
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  From (2.22) we have the following result. 
  Lemma 2.2  Let nnn <<−+=> ααα Re1,1][Re,0Re . The equality 
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Here ),,1( njRc j L=∈  are arbitrary constants. In particular, when 1Re0 << α , the relation 
0))(( =+ xyDaα  holds if and only if Rcaxcxy ∈∀−= − ,)()( 1α . 
   Lemma 2.3 If ],[)(,1][Re,0Re baACxyn n∈+=≥ αα , then the fractional derivatives 
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   Lemma 2. 4.  If 0Re,0Re >> βα and )1(),()( ∞≤≤∈ pbaLxf p , then we have  
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at almost every point ],[ bax∈ . If 1>+ βα , then (2.26) is true for any point of ],[ ba . 
  Lemma 2.5. If )1(),()(,0Re ∞<≤∈> pbaLxf pα , then for almost all ],[ bax∈ we 
have 
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From lemma 2.3, lemma 2.4 and lemma 2.5, we have the following lemma. 
  Lemma 2. 6. If )1(),()(,0ReRe ∞≤≤∈>> pbaLxf pβα , then we have  
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In particular, if Nk∈=β and k>αRe , then we have 
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  Remark 2.1 In what follows, we will regard that all the equalities hold almost everywhere on 
the interval. 
 
3. Cauchy type problems of linear equations 
For a complex number C∈α with 0Re ≥α , we define the natural number n  by  
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Let Nl ∈ and assume that complex numbers ),,1( ljCj L=∈α  satisfy  
αααα ReReRe0 10 <<<<= lL .                       (3.2) 
We consider the following Cauchy type problem of the linear fractional differential equation of 
order C∈α  with variable coefficients; 
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where the functions )(xa j and )(xg  are complex valued functions with real variable t  
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3.1 A special Cauchy type problem. 
We consider a special Cauchy type problem finding the function )(xy  satisfying the equation 
(3.3) and the initial condition 
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We consider the following Volterra integral equation of the second kind corresponding to the 
Cauchy type problem (3.3), (3.6) 
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  First, we consider the equivalence of the Cauchy type problem (3.3) and (3.6) with the Volterra 
integral equation (3.8). 
 Theorem 3. 1 Assume that for ),,1(),(),,,0)((,),,,0(, nkbxgljxanlj kjj LLL ===αα  
and 0k  (3.1), (3.2), (3.4-1), (3.4-2) and (3.5) hold. Then ),()( baLxy
α∈ is the solution to the 
Cauchy type problem (3.3) and (3.6) if and only if  
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satisfies the integral equation (3.8). 
   Proof. First we prove the necessity. Let ),()( baLxy α∈  be a solution to the problem (3.3), 
(3.6). Then we have 
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),()( baLxy α∈ and (2.18) yield ),()( baLxy ∈ . By (3.9) and the definition of the fractional 
derivative, we have 
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Applying the fractional integral operator α+aI  in the both sides of (3.9) under consideration of 
(3.11) and (3.15), we have  
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Thus from (3.9) and (3.11), we obtain the relation (3.16). Conversely, we can easily obtain the 
relations (3.9) and (3.11) from (3.16). Thus the relations (3.9), (3.11) and the relation (3.16) are 
equivalent. From (3.16), considering (2.20) and (2.28), we have 
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Here the first term of the right side of (3.18) is integrable by the definition (3.5) of 0k  and the left 
side is integrable by (3.12). The second term of the right side is integrable by the assumptions on 
ja andΦ . Therefore the equation (3.18) holds in ),( baL . 
Substituting (3.9) and (3.18) into (3.10), we have (3.8), i.e.  ),()( baLx ∈Φ  in (3.9) satisfies the 
integral equation (3.8). 
    Now we prove the sufficiency. Assume that ),()( baLx ∈Φ satisfies the equation (3.8).  
The equation (3.8) can be rewritten as 
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For ),()( baLx ∈Φ  satisfying (3.8), the equality (3.16) and the equalities (3.9) and (3.11) are 
equivalent, and thus we have (3.17). Therefore for ),()( baLx ∈Φ  satisfying (3.8) we have 
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),()( baLxy α∈ .                                           (3.24). 
Substituting (3.21) and (3.23) into (3.19), then we have (3.3) and (3.6). 
Thus if ),()( baLx ∈Φ  satisfies (3.8), then )(xy given by (3.16) satisfies ),()( baLxy α∈  and 
(3.3) and (3.6). Thus the sufficiency is proved, which completes the proof of theorem 
 
    In Theorem 3.1 we proved that the Cauchy type problem (3.3), (3.6) and the integral equation 
(3.8) are equivalent. Therefore in order to prove the existence and uniqueness of solution to the 
initial vale problem (3.3), (3.6), is sufficient to prove the existence of a unique solution the integral 
equation (3.8). 
   Theorem 3.2. Under the conditions of Theorem 3.1, there exists a unique solution ∈)(xy  
),( baLα  to the Cauchy type problem (3.3), (3.6). 
   Proof. By Theorem 3.1, it is sufficient to establish the existence of a unique solution 
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Then we can prove the existence of a unique solution to the equation (3.8) in ),( 1xaL  with 
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and 10 <<ω , there exists the unique solution ),()( 1xaLx ∈Φ  to the integral equation (3.8) on  
the interval ],[ 1xa . And the solution )(xΦ  is the limit of the sequence { ))(( *0 xT mΦ }, i.e.  
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Here ∗Φ0  is a function in ),( baL . If for at least one },,1{ nk L∈ , 0≠kb  in the initial 
condition, then we can take )()( 00 xx Φ=Φ∗ . 
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(3.31) can be written as follows: 
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If bx ≥1  then the proof is completed. 
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From (3.29) and the above consideration, we can prove that the equation (3.36) has the unique 
solution ),( 21 xxL∈Φ∗  with },min{ 12 bxx δ+= .  
  Repeating these processes, we conclude that the equation (3.8) has a unique solution 
),( baL∈Φ . 
Thus, there exists a unique solution ),()( baLxy α∈  to the Cauchy type problem (3.3),(3.6) by 
Theorem 3.1. By (3.16) we have 
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This completes the proof of Theorem 3.2. 
 
3.2  A Note for general Cauchy type problems 
We proved that the special Cauchy type problem (3.3), (3.6) has the unique solution 
),()( baLxy α∈ . But in the case when the natural number 0k  defined by (3.5) is less than 
1][Re += αn , the Cauchy type problem 
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might not have solution ),()( baLxy α∈ . 
   Under the assumption of Theorem 3.1, if we assume that there exists the solution 
),()( baLxy α∈  of the problem (3.38), (3.38), then we have ),())((),( baLxyDxy a ∈+α  from 
the definition of ),( baLα . The equation (3.38) can be rewritten as 
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Since ),()(),)(( baLxgxyDa ∈+α , we have 
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By the definition of fractional derivatives, ),())(())(( baLxyIDxyD na
n
a ∈= −++ αα  and thus 
from (2.6) we have ],[))(()( baACxyIxy nnan ∈= −+− αα . From nn <<− αRe1  and lemma 2.8 (a) 
we have 
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From knkkkn −≤−=−<−− αα Re)Re(1  and the definition of fractional derivatives we have  
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Taking the operator α+aI  to the both sides of (3.40) and considering (3.39), we have  
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Operating the fractional derivative operator jaD
α
+  in the both sides and considering (2.20) and 
(2.28), we have  
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Therefore, we have 
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By the definition of 0k , the continuity of ),,1,0()( ljxa j L= , the integrability of )(xg  and 
(3.41), the left side and the first and third terms of right side of (3.43) are integrable on ),( ba . If 
some },,1{, 0 nkkbk L+∈  are not zero, then some terms are not integrable in the second term 
of right side of (3.43). Because of these terms, in this case there might not exist the solution of 
  
(3.38) and (3.39). 
    Example 1. For )4,3,2,1( =∈ iCbi , consider the problem  
                    TxxyDxyDa <<=− ++ 0,0))((3))(( 4.305.3             (3.44) 
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If we assume that the problem (3.44) and (3.45) has a solution ),0()( 5.3 TLxy ∈ , then from
 (3.43) we have 
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Here all terms except for the second, third and fourth terms of right side are integrable and thus if 
the above equality holds, the the sum of these second, third and fourth terms of right side is 
integrable. This is only possible when }4,3,2{, ∈kbk  are all zero. So the problem of (3.44) and 
(3.45) has no solution if and only if some of }4,3,2{, ∈kbk  are not zero. 
    This example show us that if )const()( jj axa ≡ , then the problem (3.38) and (3.39) with 
constant coefficients has a solution if and only if },1{,0 0 nkkbk L+∈= . 
 
3.3  Solving Method of the Cauchy type problems 
   In section 3.1, we saw that there exists a unique solution ),()( baLxy α∈  to the Cauchy type 
problem (3.3), (3.6), and the solution )(xy is represented by (3.16) using the solution 
),()( baLx ∈Φ of the integral equation (3.8), where ),()( baLx ∈Φ is obtained by successive 
approximations: 
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   In this section, using this successive approximations, we get representation of the solution to 
the problem (3.3),(3.6) by coefficients and initial value of the equation. 
 
3.3.1  Representation of the solution to the homogeneous equation. 
   We find a representation of the solution ),()( baLxy α∈  satisfying the linear homogeneous 
equation 
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and inhomogeneous initial condition (3.6). 
   Definition 3.1. Let 0,,1),,()( kibaLxyi L=∈ α  be the solution of the problem 
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The system of },,1),,()({ 0kibaLxyi L=∈ α  is called the canonical fundamental system of 
solutions of the linear homogeneous equation (3.47). 
   Theorem 3.3. Under the conditions of Theorem 3.1 for ),,0()(,,,, 0 ljxakn jj L=αα , 
the canonical fundamental system ),()( baLxyi
α∈ ),,1( 0ki L=  of solutions of the 
homogeneous equation (3.47) is given as follows: 
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   Proof. By theorem 3.2, the Cauchy type problem (3.48),(3.49) has a unique solution 
),,1(),()( 0kibaLxyi L=∈ α . The integral equation (3.8) corresponding to the Cauchy type 
problem (3.48), (3.49) is 
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Form (3.16), by the solution ),()( baLxi ∈Φ  of the equation (3.51), the solution ∈)(xyi  
),( baLα  of the problem (3.48) and (3.49) is represented by  
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If we apply the successive approximations (3.46) to solve the solution of the equation (3.51), then 
we have  
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Calculating )(1 xiΦ , we have  
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Calculating )(2 xiΦ , we have 
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Calculating )(ximΦ  similarly, we have 
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Therefore we have 
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Here 
k
l
j
aj
jIxa ⎟⎟⎠
⎞
⎜⎜⎝
⎛∑
=
−
+
0
)( αα is the composition operator of k  times of the operator ∑
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and in case with 0=k  is a unit operator. Substituting (3.54) into (3.52), we have (3.50). The 
proof of the theorem is completed. 
   Corollary 3.4. Under the conditions of Theorem 3.1 for ),,0()(,,,, 0 ljxakn jj L=αα ,  
the solution ),()( baLxy α∈  to the Cauchy type problem (3.3), (3.6) is represented as follows:  
∑
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i
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Here ),,1()( 0kixyi L= is the canonical fundamental system of the solution to the homogeneous 
equation (3.47). 
   Remark 3.1. (3.55) with complex numbers ),,1( 0kiCbi L=∈  is the general solution to the 
homogeneous equation (3.3). 
 
 3.3.2 Representation of the solution to the inhomogeneous equation 
  We find a representation of the solution ),()( baLxy α∈  to the problem 
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nkayD ka ,,1,0))(( L==+−+α .                             (3.57) 
   Theorem 3.5. Under the conditions of Theorem 3.1 for ),,0()(,,,, 0 ljxakn jj L=αα ,  
)(xg , the solution ),()( baLxy α∈  to the problem (3.56)-(3.57) is represented by 
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   Proof. By Theorem 3.2, this problem has a unique solution ),()( baLxy α∈ . This solution is 
obtained by (3.8), (3.16) and (3.46). The integral equation (3.8) corresponding to the problem 
(3.56) and (3.57) is  
∑
=
−
+ Φ−=Φ
l
j
aj xIxaxgx j
0
))()(()()( αα .                        (3.59) 
The corresponding (3.16) is  
))(()( xIxy a Φ= +α .                               (3.60) 
The corresponding successive approximation is given by 
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In the similar way with theorem 3.3 deriving of 0,,1),( kixyi L= , (3.58) is derived by (3.59), 
(3.60) and (3.61). The proof of the theorem is completed. 
    Definition 3.2. The solution abLxG >∈ ξξξ α ),,();(  to the Cauchy type problem; 
ξξξ αξαξ >=+∑
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is called the Green’s function of the inhomogeneous Cauchy type problem (3.56),(3.57). 
   Remark 3.2. According to the definition, the Green’s function is just the first function )(1 xy  
of the canonical fundamental system of the solution to the homogeneous equation when ξ=a  
and thus there exists the Green’s function ),();( bLxG ξξ α∈  of the Cauchy type problem (3.56) 
(3.57) and it is represented as follows:  
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   Theorem 3.6. Under the conditions of Theorem 3.1 for ),,0()(,,,, 0 ljxakn jj L=αα ,  
)(xg , the solution ),()( baLxy α∈  to the inhomogeneous Cauchy type problem (3.56) (3.57) is 
  
represented as follows:    
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a
dgxGxy ξξξ )();()( .                           (3.65) 
And (3.65) is equal to the solution given by (3.58). 
   Proof. In Theorem 3.5 we proved that the unique solution ),()( baLxy α∈  to the 
inhomogeneous Cauchy type problem (3.56), (3.57) is represented by (3.58). Therefore, if we 
prove that (3.65) is equal to (3.58), the proof is completed. 
   By the representation of the Green’s function );( ξxG ,  
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By the definition of fractional integral operators jII ααξαξ
−
++ , and the generalized Fubini’s theorem, 
we have 
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   Theorem 3.7. Under the conditions of Theorem 3.1 for ),,0()(,,,, 0 ljxakn jj L=αα ,  
Cbxg k ∈),( ),,1( nk L= , the unique solution ),()( baLxy α∈  to the problem (3.3) (3.6) is 
represented as follows 
∫∑ +=
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Here { ),,1()( 0kixyi L= } is the canonical fundamental system (3.50) of the solutions to the 
homogeneous equation (3.47) and the function );( ξxG  is the Green’s function (3.64) of the 
inhomogeneous Cauchy type problem (3.56) (3.57). 
     
 3.3.3 Note on linear fractional differential equations with constant coefficients 
We consider the linear fractional differential equation with constant coefficients; 
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Here ja ),,1,0( lj L= are the complex constants. 
   The homogeneous equation corresponding to the inhomogeneous equation (3.67) is  
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Now we consider the representation of the canonical fundamental system of the solutions to the 
homogeneous equation (3.69). As a special case of the results of Theorem 3.3 we have the 
following theorem.  
   Theorem 3.8. Under the conditions of Theorem 3.1 for nkljCC j ,),,,1,0(, 0L=∈∈ αα ,  
the canonical fundamental system ),,1(),()( 0kibaLxyi L=∈ α  of the solutions to the 
homogeneous equation  (3.69) is represented as follows: 
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Here 10 ),,(
++∈= ll Zβββ L  and lβββ ++= L0 . 
   Remark 3.3. The Green’s function ),();( bLxG ξξ α∈  for the Cauchy type problem (3.67), 
(3.68) is represented as follows: 
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   Remark 3.4. If we let +→ 0ξ in (3.71), then we have 
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This is equal to the result of [29]( See the equation (2.25) of [29] ) 
   Remark 3.5. Under the conditions of Theorem 3.1 for ),,1,0(, ljCC j L=∈∈ αα , 
0),,,1(),(, knkCbxgNn k L=∈∈ , the unique solution ),()( baLxy α∈ to the problem 
(3.67)-(3.68) is represented as follows: 
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Here ),,1()( 0kixyi L=  and );( ξxG  are equal to (3.70) and (3.71), respectively. This result 
is obtained in [29] using Neuman’s series method in the case of 0=a . (See (2.22) and theorem 1 
in [29].) 
 
3.3.4 Some examples. 
  Example 2. Consider the following linear homogeneous fractional differential equation with 
constant coefficients 
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This is the case when Tbaaln ======= ,0,3,1,1,2,5.1 11αα  in (3.3). We can obtain 
the 0k  by the equation (3.5). Since  
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we have nk =<= 210 . There exists a unique solution ),0()( 5.1 TLxy ∈  to the equation (3.74) 
satisfying the following initial conditions  
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Then the canonical fundamental system )(1 xy  of the solution is provided by 
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using the formula (3.70), and the solution is represent as )()( 11 xybxy = . But there doesn’t exist 
the solution ),0()( 5.1 TLxy ∈  to the equation (3.74) satisfying the initial conditions  
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5.0
0 )0)((,)0)(( byDbyD =+=+ −++                   (3.76) 
with any Cbb ∈21,  and 2b 0≠ . 
   Example 3. Consider the following linear homogeneous fractional differential equation with 
variable coefficients 
                   TxxyDxxyD <<=+ ++ 0,0))(())(( 105.10 .                   (3.77) 
This is the case when Tbaxxaln ======= ,0,)(,1,1,2,5.1 11αα  in (3.3). We can obtain 
the 0k  by the equation (3.5). Since  
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we have nk == 20 . By the formula (3.50), the canonical fundamental system ),,0()( 5.1 TLxyi ∈  
2,1=i of the solutions to (3.77) is represented as follows: 
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     (3.78) 
The unique solution ),0()( 5.1 TLxy ∈  to (3.77) satisfying the initial conditions 
2
5.0
01
5.0
0 )0)((,)0)(( byDbyD =+=+ −++                      (3.79) 
for any 2,1, =∈ iCbi  is represented as follows: 
                          )()()( 2211 xybxybxy += .                        (3.80) 
   Example 4. Consider the following linear homogeneous fractional differential equation with 
constant coefficients 
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This is the case when  
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in (3.3). We use the following table to decide 0k  using (3.5). 
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By this table, nk =<= 430 . By the formula (3.70), the canonical fundamental system of the 
solutions is provided as follows 
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Then the unique solution ),0()( 5.3 TLxy ∈  to (3.81) satisfying the initial conditions 
                        4,,1,)0)(( 5.30 L==+−+ kbyD kk                       3.82) 
with )4,3,2,1( =∈ iCbi and 04 =b  is represented as follows: 
)()()()( 332211 xybxybxybxy ++= . 
  
But there doesn’t exist the solution ),0()( 5.3 TLxy ∈  to (3.81) satisfying the initial conditions  
                        4,,1,)0)(( 5.30 L==+−+ kbyD kk                      (3.83) 
for )4,3,2,1( =∈ iCbi and 04 ≠b . 
    Example 3.5 Consider the following linear homogeneous fractional differential equation of 
complex order with constant coefficients 
                    TxxyDxyD iia <<=− ++++ 0,0))((3))(( 6.24.306.25.3 .               (3.84) 
In this case 10 =k  and the canonical fundamental system of the solutions is represented by  
                       ∑∞
=
++
++Γ= 0
6.25.21.0
1 )6.25.31.0(
3)(
k
ik
k
ik
xxy .                   (3.85) 
The unique solution ),0()( 5.3 TLxy ∈  to (3.84) satisfying the following initial condition 
 0)0)(()0)(()0)((,)0)(( 5.00
5.0
0
5.1
01
5.2
0 =+=+=+=+ −++++ yDyDyDbyD .      (3.86) 
with complex number Cb ∈1 is represented by )()( 11 xybxy = . But by Theorem 3.3 there doesn’t 
exist the solution ),0()( 5.3 TLxy ∈  to the equation (3.84) satisfying the initial conditions  
                           4,,1,)0)(( 5.30 L==−+ kbyD kk                     (3.87) 
with 4,3,2, =∈ kCbk  such that at least one of them are not equal to zero. 
 
4. Conclusion 
   Our examples 1, 2, 4 and 5 are counter examples of corollary 3.6 at page 158 of [16] which 
asserts that the problem (3.38) and (3.39) with all nkbk ,,1, L=  has a unique solution in 
],[ baLα .       
   According to our results, the Cauchy type problem (3.38) and (3.39) might not have a  
solution in the case when some of nkkCbk ,,1, 0 L+=∈ are not zero.  
   We provided a solving of method for the Cauchy type problem with nkkbk ,,1,0 0 L+==  
and the solution representations. Our method is just the same method of [16]. We only took notice 
that some terms are not integrable.  
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