The main purpose of this research is to develop a dynamic dropout prediction model for universities, institutes and colleges. In this work, we first identify dependent and independent variables and dropping year to classify the successful from unsuccessful students. Then we have classify the data using Support Vector Machines(SVM).SVM helped the data set to be properly design and manipulated . The main purpose of applying this identification is to design a Knowledge Base which is sometimes known as joint probability distribution .The concepts of propositional logic helped to build the knowledge Base. Bayes theorem will perform the prediction by collecting the information from knowledge Base. Here we have considered most important factors to classify the successful students over unsuccessful students are gender, financial condition and dropping year. We also consider the socio-demographic variables such as age, gender, ethnicity, education, work status, and disability and study environment that may in-flounce persistence or dropout of students at university level
INRODUCTION
Increasing student retention or persistence is a long-term goal in all academic institutions. The consequences of student attrition are significant for students, academic and administrative staff. The importance of this issue for students is obvious: school leavers are more likely to earn less than those who graduated. Since one of the criteria for government funding in the tertiary education environment in Chittagong University is the level of retention rate and academic are under pressure to come up with most vulnerable students to low student retention at all institutions of higher education are the first-year students, who are at greatest risk of dropping out in the first term or semester of study or not completing their program /degree on time. Therefore, most retention studies address the retention of first-year students. Consequently, the early identification of vulnerable students who are prone to drop their courses is crucial for the success of any retention strategy. This would allow educational institutions to undertake timely [1] and pro-active measures. Once identified, these "at-risk" students can be targeted with academic and administrative support to increase their chance of staying on the course. The background characteristics such as academic and sociodemographic variables [2] (age, sex, ethnic and financial aid) have been identified in retention literature as potential predictor variables of dropout. At the time of enrolment in the Computer Science and Engineering (CSE), University of Chittagong, the only information. i.e. variables we have about students are those contained in their enrolment forms. The question we are trying to address in this paper is whether we can use the enrolment data alone to predict study outcome for newly enrolled student.
The main objective of this work [2] is to explore factors that may impact the study outcome in the Technical course at the Computer science & Engineering. The Technical course is a core course for those majoring in IT and for most students an entry point, i.e. the first choice they are taking with the CSE. This issue have not been examined so far for CSE and this paper attempts to fill the gap. More specifically the enrolment data have used to achieve the following objectives: 1. Build a knowledge Base for Student information. 2. Build models for early prediction of study outcome using the student enrolment data. 3. Present results, which can be easily understood by the users (students and academic staff).
COLLECTED STATISTICALDATA
As part of the data-understanding phase we carried out the data on the table 1 and table 2. The Table 2 reports the results. Based on the results shown majority of Information Systems students are female (over 38%). However, percentage of female students who successfully complete the course are higher (41%) which suggests that female students are more likely to [3] pass the course than their male counterpart. When it comes to age over 26% of students are above 24. This age group is also more likely to fail the course because their percentage of students who failed the course in this age group (11.9%) is higher than their overall participation in the student population (26.2%). Statistical data on 42 students: Students with it are more likely to fail than those without it. There are huge differences in percentage of students who successfully completed [4] the course depending on their ethnic origin. A substantial number of students (over 55%) have financial support more vulnerable than the other two categories in this variable.
SUPPORT VECTOR MACHINES
Support Vector Machine (SVM) is one of the latest clustering techniques which enables machine learning concepts to amplify predictive accuracy in the case of axiomatically diverting data those are not fit properly. It uses inference space of linear functions in a high amplitude feature space, trained with a learning algorithm. It works by finding a hyperplane that linearly separates the training points, in a way such that each resulting subspace contains only points which are very similar. First and foremost idea behind Support Vector Machines (SVMs) is that it constituted by set of similar supervised learning. An unknown tuple is labeled with the group of the points that fall in the same subspace as the tuple. Earlier SVM was used for Natural Image processing System (NIPS) but now it becomes very popular is an active part of the machine learning research around the world. It is also being used for pattern classification and regression based applications. The foundations of Support Vector Machines (SVM) have been developed by V.Vapnik.
SVM is very effective in various data and information classification process. An expert should bear in mind two important factors for implementing SVM, these two factors or techniques are mathematical programming and kernel functions. Kernel methods leads or portrayal data into colossal amplitude margins in the anticipation that in this colossal amplitude margin the data could become more easily separated or better structured. Mathematical Programming refers the conception of the Linear programming for the best fit of Hyperplane. The word programming means to plans or make a time table for regular work. Integer Linear programming (ILP) which is the part of linear programming is very useful analytical and engineering tools to get an optimal solution .The parameters are found by solving a quadratic programming problem with linear equality and inequality constraints; rather than by solving a non-convex, unconstrained optimization problem. The flexibility of kernel functions allows the SVM to search a wide variety of hypothesis spaces. The for-most reasons of using SVM are to select the proper Support Vectors for the data classification. The figure 1 shows a graphical view of Support Vectors selection of the process. All hypothesis space help to identify the Maximum Margin Hyperplane (MMH) which enables to classify the best and almost correct data the following figure shows the process of SVMs selection from large amount of SVMs. We can calculate the weight boundary maximum margin by using the following equation:
Another interesting question is why maximum margin? There are some good explanations which include better empirical performance. Another reason is that even if we"ve made a small error in the location of the boundary this gives us least chance of causing a misclassification. The other advantage would be avoiding local minima and better classification. The goals of SVM are separating the data with hyper plane and extend this to non-linear boundaries using kernel trick [8] [11] . For calculating the SVM we see that the goal is to correctly classify all the data. For mathematical calculations we have, Distance of closest point on hyperplane to origin can be found by maximizing the x as x is on the hyper plane. Similarly for the other side points we have a similar scenario. Thus solving and subtracting the two distances we get the summed distance from the separating hyperplane to nearest points. Maximum Margin = M = 2 / ||w||
Our Contribution
In this research we explore the concepts and technique of SVM to classify the data collected in our experiments. We have approximately collected twelve hundreds (1200) data from University of Chittagong where about thirty (30000) thousands students are studying. To assess these large amounts of data we have found that SVM is very efficient and exact technique in our proceedings. By imposing the SVM, we have mapped the data to meaning full forty two (42) data which are shown in the figure 3 and 4.In figure 3 we have depicts that the reasons for the age where mainly focused on the pivotal age of greater or less than twenty four.
Fig 3: Data classification for age group using SVM
From the figure above we can easily measure the Maximum Margin Hyperplane (MMH).At MMH the resultant outcome of age group using SVM is determined. We have also used the MATHLAB to accelerate the accuracy of the implementation.
In the same process we have had accomplished our design and implementation for the financial support data using the methodology of SVM. 
KNOWLEDGE BASE FOR COLLECTED DATA
A knowledge base in artificial intelligence is a place where information are stored or designed for machine or device by which it will work. In general, a knowledge base is a consolidate stock for information: a library, a database of related information about a particular subject could all be considered to be examples of knowledge bases. The process of building knowledge base is called knowledge engineering. A knowledge base is integrated collection of choosing logic, building a knowledge base, implementing [31] the proof theory, inferring new facts. The main advantage of engineering is that it requires less commitment and thus less work. To help the focus the development of knowledge base and to integrate the designer"s thinking the following five step methodology can be used:
1. Decide what to talk about 2. Decide on a vocabulary of predicates, function, and constant. 3. Encode general knowledge about the domain. 4. Encode a description of the specific problem instance. 5. Pose queries to the inference procedure and answers.
In our work we have described a simple method of probabilistic inference that is, the computation from observed evidence of posterior probabilities for query propositions. We have used the joint probability as the knowledge base from which answer to all question may be derived. We have had built the knowledge base by considering two Boolean variables. The table 3 is an example of two valued propositional logic which is the bases of knowledge base representation: Based on table 3, we have designed the knowledge base (Joint probability distribution) for our research activity. Here we have considered those events which have true (one or 1) Boolean values. Table 4 is an example of knowledge base for events A, B and C: 
5.BAYES'THEOREM AND CONDITIONAL PROBABILITY
Bayes" theorem and conditional probability are opposite to each other. Given two dependent events A and B. The conditional probability of P (A and B) or P (B/A) will be P (A and B)/P (A). Related to this formula a rule is developed by the English Presbyterian minister Thomas Bayes (1702-61).According to the Bayes rule it is possible to determine the various probabilities of the first event given the outcome of the second event in a sequence of two events. The conditional probability:
The equation (1) will help to find out the probabilities of B after being occurrences of the A. we get the Bayes" theorem for these two events as follows:
If there are more events like A1, A2 , and B1, B2.In this case the Bayes theorem to determine the probability of A 1 based on B1will be as follows: 
Rule
Outc ome outc ome P (Fail | Financial condition="Good" ^age<=24) 30.9 % P (Fail | Financial condition="Good" ^age>24) 30.8 % P (Fail | ⌐Financial condition="Good" ^age<=24) 30.8 % P (Fail | ⌐Financial condition="Good" ^age>24) 31.1 % P (⌐Fail | Financial condition="Good" ^age<=24) 69.1 % P(|⌐Fail | Financial condition="Good" ^age>24) 24.2 % P(⌐Fail | ⌐Financial condition="Good" ^ age<=24) ^<^age<=24) 69.2 % P (⌐Fail | ⌐Financial condition="Good" ^age>24) 68.9 % 
6.CONCLUSION
This study examines the background information from enrolment data that impacts upon the study outcome of Information Systems students at the Department of Computer Science & Engineering. Based on results from table 6 and 8 by implementing the knowledge of propositional knowledge base and Bayes theorem based on knowledge base to predict the dropout it was found that the most important factors that help separate successful from unsuccessful students are financial support , age group and gender. Demographic data such as gender and age though significantly related to the study outcome. This would suggest that the background information (disabilities) gathered during the enrolment process, does not contain sufficient information for an accurately separation of successful and unsuccessful students. This study is limited in three main ways that future research can perhaps address. Firstly, this re-search is based on background information only. Secondly, we used a dichotomous variable for the study outcome with only two categories: pass and fail. Thirdly, from a methodological point of view an alternative to a classification tree should be considered. The prime candidates to be used with this data set are logistic regression and neural networks. 
