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Abstract
Every element in the symplectic group over the field of p-adic numbers (p > 3) is a product
of transvections in a single conjugacy class. We determine the minimal number of factors
needed in any such product for transformations with path dimensions 1, 2, and 3. For inde-
composable symplectic transformations with path dimensions 4, 5, and 6 we find upper bounds
for the minimal number of factors. Results of Knüppel can now be applied to obtain similar
upper bounds for transformations with higher path dimensions. © 2001 Elsevier Science Inc.
All rights reserved.
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1. Introduction
Sp(V , f ) denotes the symplectic group, where V is a vector space over a commu-
tative field K and f is an alternating bilinear form. Every element in Sp(V , f ) is a
product of transvections. The length of a symplectic transformationA is the minimal
number of transvections needed to express A. The length of an element A has a
geometric interpretation; in general it is the codimension of the subspace consisting
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of all vectors that are fixed under the action of A. While maintaining this geometric
feature, it is possible to choose many of the factors in the same conjugacy class. We
shall call elements in this class λ-transvections, where λ is in the field K of the vector
space V .
We shall briefly indicate how a minimal factorization of a symplectic transfor-
mation A can be obtained. Attached to A there is a quadratic form qA defined by
qA(x) = f (x,Ax)with rank qA = rank qA(x) = dimV − dimF(A)− dimF−1(A),
where F(A) and F−1(A) are the 1 and −1 eigenspaces of A, respectively. If qA
represents −λ, i.e., if there is some x ∈ V such that qA(x) = −λ, then Tλ = I +
λvf (v, ·), where v = (A− I)x, is the first factor of a minimal factorization of A
into λ-transvections.
Let u be the universal constant of K. If rank qA  u, then qA represents −λ.
Knüppel showed that there is a minimal factorization ofA, where all but u− 1 trans-
vections can be chosen in a single conjugacy class, provided A is not λ-exceptional.
For the fieldQp of p-adic numbers, wherep /= 2, the constant u = 4 (every quadrat-
ic form of rank 4 is universal). This result seems to indicate that the arithmetic of the
field K has little influence on the length of a transformation. For some applications,
such as the study of intersections of conjugacy classes of Chevalley groups with
Gauss cells and Bruhat cells, it is desirable to know the minimal number of elements
in any factorization of A, where all transvections are in a given conjugacy class.
The present paper is devoted to the study of this problem. According to Knüppel’s
theorem (see Theorem 2.5) we may concentrate our efforts on transformations A
with fixed spaces of small codimensions, especially on those with codimensions 1, 2,
and 3. In general qA will not be universal, so it is crucial to know if qA represents−λ.
Our results show that here the arithmetic of the p-adic numbers plays a prominent
role.
There is yet another factorization theorem by Knüppel (see Theorem 2.6) which
allows us to take all factors but one in the same conjugacy class. Here the mini-
mal number of transvections in any factorization exceeds the path dimension of the
given symplectic transformation by two. Together with Theorem 4.1 this yields a
general upper bound for the length of A for any A ∈ Sp(Qp) with A2 /= 1, namely
λ(A)  dimB(A)+ 4.
We characterize the exceptional transformations in Theorem 6.1.
We find the lengths of all transformations with path dimensions 1 and 2 (see
Theorems 4.1, 7.1, and 7.2) and for most transformations with path dimension 3 (see
Theorems 8.1 and 8.2).
For the remaining transformations and for those with path dimensions 4, 5, and
6 (see Theorems 9.1 and 10.1) we find upper bounds which improve those given in
Theorems 2.5 and 2.6.
Our proofs use normal forms extensively.
Naturally, one would like to know what the exact lengths are in the cases where
we only have upper bounds for the number of factors. Also, it seems to be desirable
to have an approach to our results that avoids normal forms.
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2. Notation and background
Dieudonné’s classic [2] may serve as a general reference. More specific references
are [4,7].
Let V be a finite-dimensional vector space over a commutative field K (in this
paper we need the statements only for charK /= 2) and let GL(V ) denote the general
linear group of V. For every A ∈ GL(V ) we define B(A) = (A− I)V, the path of
A, and Fµ(A) = ker(A− µI) for µ ∈ K∗ = K\{0}. We write F1(A) = F(A) and
call F(A) the fix of A.
Let f be an alternating bilinear form on V and assume f is nonsingular. Let
Sp(V , f ) = Sp be the symplectic group of V.
If A ∈ Sp, then f (x,Ax),where x ∈ V, is a quadratic form with associated bilin-
ear form f (Ax, (A2 − I)y), x, y ∈ V. The rank of f (x,Ax) is the rank of A2 − I.
Clearly,
rank(A2 − I)=dim(A2 − I)V = dim(A+ I)B(A)
=dimB(A)− dimF−1(A).
The mapping T = I + µvf (v, ·) for v ∈ V \{0} and µ ∈ K∗ is called a µ-trans-
vection, or a µ ·K∗2-transvection since µ is only determined up to a square in K∗.
The set of µ-transvections is a conjugacy class of Sp. Indeed, let A ∈ Sp, then
ATA−1 = I + µAvf (Av, ·), and if Tw = I + µwf (w, ·) for somew ∈ V \{0}, then
by Witt’s theorem there is some A ∈ Sp such that Av = w and thus Tw = ATA−1.
Lemma 2.1. Let A be an element in Sp. There is a λ-transvection T in Sp such that
F(T −1A) contains F(A) and F(T −1A) /= F(A) if and only if there is a vector x
in V for which f (x,Ax) = −λ−1. This λ-transvection is T = I + λvf (v, ·), where
v = (A− I)x. Clearly,
dimF−1(A)− 1  dimF−1(T −1A)  dimF−1(A)+ 1.
For λ ∈ K∗ the transformation A ∈ Sp is called λ-exceptional if
f (x,Ax) /= −λ−1 for all x ∈ V
or, equivalently, if the quadratic form f (Ax, x) does not represent λ.
If A in Sp is a product of k but not a product of k − 1 λ-transvections, then k is
called the λ-length of A and we write λ(A) = k.
We frequently use the following.
Lemma 2.2. The λ-length λ(A)  dimB(A).
Let λ ∈ K∗ and A ∈ Sp with dimB(A) = s. Then there are k = dimV − s
λ-transvections T1, . . . , Tk such that dimB(T1 · · · TkA) = dimV and ρλ(A)
= det (T1 · · · TkA− I) ·K∗2 ∈ K∗/K∗2, where ρλ(A) is independent of the
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λ-transvections Ti (see [5,6]). The value of ρλ(A) will be called the λ-invariant of
A. If λ and µ are in the same square class , then ρλ = ρµ.
Lemma 2.3. The λ-invariant ρλ(I) = 1 ·K∗2. If T is a µ-transvection for some
µ ∈ K∗ such that dimF(T −1A) = dimF(A)+ 1, then ρλ(T −1A) = λµρλ(A) and
ρλ(T ) = λµ ·K∗2.
Lemma 2.4. If ρλ(A) /= 1 ·K∗2, then λ(A) > dimB(A).
Theorem 2.5 (Knüppel [9, Theorem 4]). Let K be a field with charK /= 2 and K /=
F3. Let A ∈ Sp(V ). Define m = max {dimB(A)− u+ 1, dimF−1(A)+ 1}. Given
λ1, . . . , λm ∈ L(A) = {−f (v,Av) | v ∈ V }\{0}. Then A = τ1 · · · τdimB(A) for suit-
able λi -transvections τi , i = 1, . . . ,m. (Here u is the smallest positive integer such
that every quadratic form of rank u is universal.)
Theorem 2.6 (Knüppel [10, Corollary II.1]). Let A ∈ Sp, A2 /= 1, k = dimB(A)+
2, and λi ∈ K∗ for i = 2, . . . , k. Then A = T1 · · · Tk, where T1 is some transvection
and Ti are λi -transvections for i = 2, . . . , k.
The following two lemmas are easy consequences of the observation in [7, p. 125].
Lemma 2.7. Assume q > 3. If b ∈ F ∗q \F ∗q 2, then there is some t ∈ F ∗q such that
4 − bt2 ∈ F ∗q 2.
Proof. By [7, p. 125], there is some y ∈ F ∗q such that y2 + b = z2 ∈ F ∗q 2, so (2y/z)2
= 4 − b(2/z)2. 
Lemma 2.8. Let ϕ,ψ ∈ F ∗p and assume p > 3. Then
(a) there is some t ∈ Fp such that ϕ + ψt2 is a square in F ∗p ;
(b) there is some t ∈ Fp such that ϕ + ψt2 is not a square.
3. Some facts on p-adic numbers
In this section we assume K = Qp, the field of p-adic numbers with p an odd
prime. As general reference we use [1,11,12].
Every element in Qp can be written uniquely as prε, where r is a rational in-
teger and ε is a unit, i.e., ε = c0 + c1p + · · · with 0  ci < p and c0 /= 0 (see [1,
Chapter 1.3, in particular formula (3.28)]). The element prε is called a p-adic in-
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teger if r  0. Also, prε is a square if and only if r is even and c0 is a square in
F ∗p = GF(p)∗.
There are four distinct square classes in Q∗p, namely 1, ε, p, pε, where ε is a p-
adic integer that is a unit but not a square, i.e., c0 is not a square in Fp; we may take
ε = c0 (see [1, 1.6, Corollary 2 of Theorem 1]).
Let ξ ∈ F ∗p for some p /= 2. The Legendre symbol is defined as(
ξ
p
)
= ξ(p−1)/2 = ±1.
Then (
ξ
p
)(
η
p
)
=
(
ξη
p
)
, where ξ, η ∈ F ∗p .
For a, b in Q∗p the Hilbert symbol is defined by
(a, b) =
{
1 if z2 − ax2 − by2 = 0 has a solution (z, x, y) /= (0, 0, 0),
−1 otherwise.
We note the following rules for the Hilbert symbol:
(a, b) = (b, a); (a, c2) = 1; (a,−a) = 1; (a, 1 − a) = 1;
(a, b) = (a,−ab) = (a, (1− a)b);
(aa′, b) = (a, b)(a′, b).
If γ and η are units in Q∗p, then (γ, η) = 1 and (p, γ ) = (γ /p), where (γ /p) =
(γ /p) with γ the reduction of γ modulo p.
Let a = pαu, b = pβv, where u, v are p-adic units. Then
(a, b) = (−1)αβω(p)
(
u
p
)β (
v
p
)α
if p /= 2,
where
ω(n) ≡ n− 1
2
mod 2 =
{
0 if n ≡ 1 mod 4,
1 if n ≡ −1 mod 4.
Let q(x) = a1x21 + · · · + anx2n be a quadratic form in n variables xi and ai ∈
Q∗p. We define 2(q) =
∏
i<j (ai, aj ) and d = dn(q) = a1 · · · an ·Q∗p2. If any ai =
0, then d = dn(q) = 0.
Let a ∈ Q∗p/Q∗p2; the quadratic form q represents a if and only if
1. n = 1, a = d,
or
2. n = 2, (a,−d) = 2(q),
or
3. n = 3 and either a /= −d , or a = −d and (−1,−d) = 2(q),
or
4. n  4.
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Two quadratic forms are isometric if they have the same rank, the same discrimi-
nant d , and the same 2(q).
Lemma 3.1. Let c = pku ∈ Q∗p, where u is a unit and k /= 0. Then c2 − 4 is a
square if and only if either k < 0, or k > 0 and p ≡ 1 mod 4.
Proof. Clearly, c2 − 4 = p2ku2 − 4. Assume k < 0, then c2 − 4 = p2k(u2 −
4p−2k) is a square (observe −2k > 0). If k > 0, then p2ku2 − 4 is a square exactly
when −1 is a square. 
4. The length of a symplectic transvection
If T , R, and S are transvections in Sp such that T = RS, then B(T ) = B(R) =
B(S); indeed, if B(R) ∩ B(S) = {0}, then F(R) /= F(S), and if z ∈ F(RS), then
RS(z) = z and
R(S(z))− S(z) = −(S(z)− z) ∈ B(R) ∩ B(S) = {0},
so z ∈ F(R) ∩ F(S), showing that F(RS) ⊂ F(R) ∩ F(S), thus dimF(T ) =
dimV − 2, a contradiction.
For αi ∈ Q∗p let Ti = I + λα2i vf (v, ·). Then
T1T2 · · · Tk = I + λ(α21 + · · · + α2k )vf (v, ·).
The form x2 + y2 represents α ∈ Q∗p if and only if
1 = (α,−1) = (α, α).
Let ε be a unit which is not a square in Q∗p. Then 1, ε, p, and pε represent the
four distinct square classes of Q∗p.
If α ∈ {1, ε}, or if α ∈ {p,pε} and p ≡ 1 mod 4, then α is a sum of two squares
since (1, 1) = (ε, ε) = 1 and (pε,−1) = (ε,−1)(p,−1) = (p,−1) = (−1/p) = 1.
If α ∈ {p,pε} and p ≡ −1 mod 4, then α is not a sum of two squares since
(α,−1) = (p,−1) = (−1/p) = −1 /= 1, but it is the sum of three squares since
x2 + y2 + z2 is universal which follows easily from 3.3 above since d = 1 and
2(q) = 1 (or see [1, 1.6, Corollary 2 of Theorem 3]). This proves Theorem 4.1.
Remark. From now on p˜ will always be an element in {p,pε} and ε˜ an element
in {1, ε}. Also, we shall often have to deal with cosets modulo K∗2. For elements
a, b ∈ K∗ we shall write a ∼ b to indicate that a ·K∗2 = b ·K∗2.
Theorem 4.1. Let T ∈ Sp be aµ-transvection for some µ ∈ K∗ = Q∗p. Then ρλ(T )
∼ µλ and
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λ(T ) =


1 if ρλ(T ) ∼ 1,
2 if ρλ(T ) ∼ ε or
if ρλ(T ) ∼ p˜ and p ≡ 1 mod 4,
3 if ρλ(T ) ∼ p˜ and p ≡ −1 mod 4.
5. Quadratic forms associated with the normal forms for symplectic
transformations
In this section, we shall determine the normal forms for symplectic transforma-
tions of orthogonally indecomposable A-modules for vector spaces of small dimen-
sions. Here we use Huppert’s list in [8]. We omit the somewhat lengthy proof since
the methods are not new.
Let A ∈ Sp, then qA(x) = f (x,Ax), x ∈ V. We choose V as a column space.
Then the associated bilinear form is
f (Ax, (A2 − I)y) = xtAtJ (A2 − I)y,
where x, y ∈ V and J is the fundamental matrix of f. Also,
f (Ax, (A2 − I)x) = 2f (x,Ax).
Let d be the discriminant of 2qA(x). Then
d ∼ detAtJ (A2 − I)
∼ detAt · det J · det (A2 − I)
∼ 1 · 1 · det (A− I) · det (A+ I)
∼ charA(1) · charA(−1)
(observe that detAt = detA = 1 since A is a product of transvections, and detJ ∼ 1
since V has a hyperbolic basis; observe also that det (µJ ) = µn · det J, where n =
dimV which is always even).
Further, if dimB(A) = dimV, then
ρλ(A) ∼ det (A− I) ∼ charA(1).
Type 1. V = W1 ⊕W2, where Wi (i = 1, 2) is a totally isotropic indecomposable
A-module. The minimal polynomial on each Wi is
m = (y ± 1)2r+1.
1. m = y − 1
I2 =
(
1 0
0 1
)
, J =
(
0 −1
1 0
)
;
dimB(I2) = dimF−1(I2) = 0;
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qA(x) = x tJx = 0; d = 0; ρλ(I2) ∼ 1.
2. m = y + 1
−I2 =
(−1 0
0 −1
)
, J =
(
0 −1
1 0
)
;
dimB(−I2) = dimF−1(−I2) = 2;
qA(x) = x tJ (−I2)x = 0; d = 0; ρλ(−I2) ∼ det (−2I2) ∼ 1.
3. r = 1; m = (y + 1)3
3 =
(
C 0
0 Ct−1
)
, J =
(
0 −I3
I3 0
)
,
where
C =

−1 0 01 −1 0
0 1 −1

 , Ct−1 =

−1 −1 −10 −1 −1
0 0 −1

 ;
dimB(3) = 6; dimF−1(3) = 2;
rankf (x,3x) = 4;
f (x,3x) = 2x1x5 + x1x6 + 2x2x6, where x = (x1, x2, x3, x4, x5, x6)t;
d = 0, d4 ∼ 1; ρλ(3) ∼ 1.
4. r = 1; m = (y − 1)3
S4 =
(
C 0
0 Ct−1
)
, J =
(
0 −I3
I3 0
)
,
where
C =

1 0 01 1 0
0 1 1

 , Ct−1 =

1 −1 10 1 −1
0 0 1

 ;
dimB(S4) = 4; dimF−1(S4) = 0;
rankf (x, S4x) = 4;
f (x, S4x) = 2x1x5 − x1x6 + 2x2x6, where x = (x1, x2, x3, x4, x5, x6)t;
d = 0, d4 ∼ 1; ρλ(S4) ∼ 1.
Type 2. The minimal polynomial is pt, where p is irreducible and self-reciprocal, so
p = y ± 1 or the degree of p is even (observe: if ynp(y−1) = −p(y), then p(1) =
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0; if y2r+1p(y−1) = p(y), then p(−1) = 0). If p = y ± 1, then the minimal poly-
nomial is (y ± 1)2r .
1. m = (y − 1)2
Tc =
(
1 0
c 1
)
, c ∈ K∗, Tc is a c-transvection; J =
(
0 −1
1 0
)
;
dimB(Tc) = 1; dimF−1(Tc) = 0;
f (x, Tcx) = x tJTcx = −cx21 , where x = (x1, x2)t;
d = 0; d1 ∼ −c; ρλ(Tc) ∼ λc.
2. m = (y + 1)2
Ec =
(−1 0
c −1
)
, c ∈ K∗; J =
(
0 −1
1 0
)
;
dimB(Ec) = 2; dimF−1(Ec) = 1;
f (x,Ecx) = x tJEcx = −cx21 , where x = (x1, x2)t;
d = 0; d1 ∼ −c; ρλ(Ec) ∼ det (Ec − I) ∼ 1.
3. m = (y − 1)4
S
µ
3 =


1
1 1
1 1
1 1

 , J = µ


0 a 1 1
−a 0 −1 0
−1 1 0 0
−1 0 0 0

 ,
where µ ∈ K∗, a ∈ K;
dimB(Sµ3 ) = 3; dimF−1(Sµ3 ) = 0; d = 0.
Let x = (x1, x2, x3, x4)t. Then
f (x, S
µ
3 x) = µ
(
ax21 + x1x2 + 2x1x3 − x22
)
;
d = 0, d3 ∼ µ det

a 12 11
2 −1 0
1 0 0

 ∼ µ,
ρλ(S
µ
3 ) ∼ −λµ.
4. m = (y + 1)4
µ4 =


−1
1 −1
1 −1
1 −1

 , J = µ


0 a 1 −1
−a 0 1 0
−1 −1 0 0
1 0 0 0

 ,
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where µ ∈ K∗, a ∈ K;
dimB(µ4 ) = 4; dimF−1(µ4 ) = 1;
f (x,µ4 x) = µ
(
ax21 + x1x2 − 2x1x3 + x22
)
;
d = 0, d3 ∼ µdet

 a 12 −11
2 1 0−1 0 0

 ∼ −µ;
ρλ(
µ
4 ) ∼ charµ4 (1) ∼ 2
4 ∼ 1.
5. m = (y − 1)6
S
µ
5 =


1
1 1
1 1
1 1
1 1
1 1


,
J = µ


0 a b 1 + b 2 1
−a 0 −b −1 −1 0
−b b 0 1 0 0
−(1+ b) 1 −1 0 0 0
−2 1 0 0 0 0
−1 0 0 0 0 0


,
where µ ∈ K∗, a, b ∈ K;
dimB(Sµ5 ) = 5, dimF−1(Sµ5 ) = 0.
Let x = (x1, x2, x3, x4, x5, x6)t. Then
f
(
x, S
µ
5 x
) = µ(ax21 + bx1x2 + (1 + 2b)x1x3 + 3x1x4 + 2x1x5
−bx22 − x2x3 − 2x2x4 + x23
);
d = 0, d5 ∼ µ; ρλ(Sµ5 ) ∼ −λµ.
6. m = (y + 1)6
µ6 =


−1
1 −1
1 −1
1 −1
1 −1
1 −1


,
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J = µ


0 a b 1 − b −2 1
−a 0 b 1 −1 0
−b −b 0 1 0 0
−(1− b) −1 −1 0 0 0
2 1 0 0 0 0
−1 0 0 0 0 0


,
where µ ∈ K∗, a, b ∈ K;
dimB(µ6 ) = 6, dimF−1(µ6 ) = 1.
Let x = (x1, x2, x3, x4, x5, x6)t. Then
f
(
x,µ6 x
) = µ(ax21 + bx1x2 + (1 − 2b)x1x3 − 3x1x4 + 2x1x5
+ bx22 + x2x3 − 2x2x4 + x23
);
d = 0, d5 ∼ µ; ρλ(µ6 ) ∼ 1.
7. m = y2 + cy + 1, where c2 − 4 is not a square in K;
Gµc =
(
0 −1
1 −c
)
, J = µ
(
0 −1
1 0
)
, µ ∈ K∗;
dimB(Gµc ) = 2, dimF−1(Gµc ) = 0.
For K = Qp, Lemma 3.1 implies c = pkη, where η is a unit, and k  0; further
k = 0 if p ≡ 1 mod 4. If k > 0, then c + 2, c − 2, and c2 − 4 are units. If c2 − 4
is not a unit, then k = 0 and thus c is a unit.
f (x,Gµc x) = µ(−x22 − x21 + cx1x2) = µ
(
−
(
x1 − c2x2
)2 + 1
4
(c2 − 4)x22
)
;
d ∼ charGµc (1) · charGµc (−1) ∼ (2 + c)(2− c) ∼ 4 − c2;
ρλ(G
µ
c ) ∼ c + 2.
8. m = (y2 + cy + 1)2, where c2 − 4 is not a square in K;
2Gµc =


0 0 0 −1
1 0 0 −2c
0 1 0 −(c2 + 2)
0 0 1 −2c

 , J = µ


1 −2c
0 1
−1 0
2c −1

 ,
where µ ∈ K∗;
dimB(2Gµc ) = 4, dimF−1(2Gµc ) = 0 since c /= 2;
f (x2,Gµc x) = µ(x1x2 − 2cx1x3 + 3(c2 − 1)x1x4 + x2x3 − 2cx2x4 + x3x4);
d ∼ (4− c2)2 ∼ 1; ρλ(2Gµc ) ∼ (c + 2)2 ∼ 1.
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9. m = y4 + ay3 + by2 + ay + 1, irreducible, thus a2 − 4b + 8 /∈ K2. Also, b ±
2a + 2 /= 0; otherwise ±1 is a zero of m.
µ =


0 0 0 −1
1 0 0 −a
0 1 0 −b
0 0 1 −a

 , J = µ


1 −a
0 1
−1 0
a −1

 ,
where µ ∈ K∗.
dimB(µ) = 4 and dimF−1(µ) = 0;
f (x,µx) = µ(x1x2 − ax1x3 + (a2 − b − 1)x1x4 + x2x3 − ax2x4 + x3x4);
ρλ(
µ) ∼ charµ(1) ∼ 2 + 2a + b.
Type 3. V = W1 ⊕W2, where Wi are indecomposable A-modules. Let p be irre-
ducible and pk be the minimal polynomial on W1, then the reciprocal of pk is the
minimal polynomial qk on W2 and p and q are relatively prime.
1. p = y − c, q = y − c−1, where c2 /= 1, 0, m = pq = y2 − (c + c−1)y + 1,
where c + c−1 /= ±2;
Dc =
(
c 0
0 c−1
)
; J =
(
0 −1
1 0
)
;
dimB(Dc) = 2; dimF−1(Dc) = 0;
f (x,Dcx) = (c − c−1)x1x2;
d ∼ −(c− c−1)2 = −1; ρλ(Dc) ∼ 2 − (c + c−1) ∼ −c.
2. p2 = (y − c)2, q2 = (y − c−1)2, c2 /= 1, 0, m = (pq)2;
2Dc =


c 0
1 c
c−1 0
1 c−1

 , J =


0 1
−c2 0
0 c2
−1 0

 ;
dimB(2Dc) = 4; dimF−1(2Dc) = 0;
f (x, 2Dcx) = (c2 + 1)x1x3 − (c − c−1)x1x4 + c(c2 − 1)x2x3;
d ∼ 1; ρλ(2Dc) ∼
(
2 − (c + c−1))2 ∼ 1.
3. p = y2 + ay + b, q = y2 + ab−1y + b−1, a2 − 4b /∈ K2, b /= 1, 0, m = pq;
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 =


0 −b
1 −a
0 −b−1
1 −ab−1

 ,
J =


µ ν
−µa − νb µ
−µ µa + νb
−ν −µ

 ,
where µ, ν ∈ K and µ2 + ν(µa + νb) /= 0;
dimB() = 4 and dimF−1() = 0;
f (x,x) = (µa + ν(b + 1))x1x3 − (µ(b−1 + 1)+ νab−1)x1x4
+ (µ(−a2 + b + 1)− νab)x2x3 + (µa + ν(b + 1))x2x4;
d ∼ char(1) · char(−1) ∼ 1; ρλ() ∼ char(1) ∼ b.
6. Exceptional symplectic transformations
For the rest of the paper we assume K = Qp and p > 3.
Theorem 6.1. The λ-exceptional transformations in Sp are the following:
1. I,−I ;
2. Tc, Ec if λc ∼ 1;
3. Gµc if (λµ, c2 − 4) = −1; if c2 − 4 is a unit, this happens exactly when λµ ∼ p˜;
4. Tc1©⊥ Tc2, Tc1©⊥Ec2, Ec1©⊥Ec2 if (λc1,−c1c2) = −1;
5. Tc1©⊥ Tc2©⊥ Tc3, Tc1©⊥ Tc2©⊥Ec3, Tc1©⊥Ec2©⊥Ec3, Ec1©⊥Ec2©⊥Ec3, if λ ∼
−c1c2c3 and (−1,−c1c2c3) = −(c1, c2)(c1, c3)(c2, c3).
6. Tc1©⊥Gµc2, Ec1©⊥Gµc2 if λ ∼ c1(c22 − 4) and (−µc1, c22 − 4) = −1.
7. A©⊥ − I, where A is one of the preceding transformations.
Proof. If a transformationA is λ-exceptional, then rankf (x,Ax) < 4 and f (x,Ax)
is not universal. An inspection of the normal forms in Section 5 reveals that trans-
formations of a type different from the ones listed here are not λ-exceptional.
1. f (x,Ax) = 0.
2. f (x,Ax) = −cx21 , and −cx21 = −λ−1 implies λ ∼ c.
3. f (x,Ax) = µ(−(x1 − c2x2)2 + 14 (c2 − 4)x22) represents −λ if (−λ, c2 − 4) =
(−µ,µ(c2 − 4)) = (−µ,µ)(−µ, c2 − 4) or (λµ, c2 − 4) = 1. If c2 − 4 is a
unit, then this is true exactly when λµ ∼ ε˜. Indeed, (pε, c2 − 4) = (p, c2 − 4) =
((c2 − 4)/p) = −1 (see Sections 3 and 5, Type 2.7).
4. f (x,Ax) = −c1x21 − c2x22 represents −λ if (λc1,−c1c2) = 1.
5. f (x,Ax) = −c1x21 − c2x22 − c3x23 represents −λ if either λ ∼ −c1c2c3 or if
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λ ∼ −c1c2c3 and (−1,−c1c2c3) = (c1, c2)(c1, c3)(c2, c3).
6. f (x,Ax) = µ(−(x1 − c22 x2)2 + 14 (c22 − 4)x22)− c1x23 represents−λ if either−λ
∼ −c1(c22 − 4) or if λ ∼ c1(c22 − 4) and
(−1,−c1(c22 − 4)) = (−µ,µ(c22 − 4))(−µ,−c1)(µ(c22 − 4),−c1)
= (−µ, c22 − 4)(−µ,−c1)(µ,−c1)(c22 − 4,−c1)
= (c1µ, c22 − 4)(−1,−c1)(µ,−c1)(µ,−c1)
= (c1µ, c22 − 4)(−1,−c1),
i.e.,
(−1, c22 − 4)(−1,−c1)
= (c1µ, c22 − 4)(−1,−c1) or (−c1µ, c22 − 4) = 1. 
7. The length of a symplectic transformation of path dimension 2
Theorem 7.1. Suppose A ∈ Sp is not λ-exceptional and dimB(A) = 2. Then
λ(A) =


2 if ρλ(A) ∼ 1,
4 if ρλ(A) ∼ p˜, p ≡ −1 mod 4, and A = Tc1©⊥ Tc2,
3 in all other cases.
Proof. Since A is not λ-exceptional, there is a λ-transvection T such that T −1A is
a transvection. Then ρλ(T −1A) ∼ ρλ(A).
First assume p ≡ 1 mod 4 or ρλ(A) ∼ p˜. By Lemmas 2.2 and 2.4, the λ-length
λ(A) cannot be smaller than stated. Theorem 4.1 yields the result.
For the rest of the proof let p ≡ −1 mod 4 and ρλ(A) ∼ p˜. Then ρλ(T −1A) ∼
ρλ(A) ∼ p˜. By Theorem 4.1 we have λ(T −1A) = 3. Thus 3  λ(A)  4.
We shall turn to individual cases. If there is a λ-transvection T such that
dimB(T −1A) = 2, T −1A not λ-exceptional, and ρλ(T −1A) ∼ 1, then λ(A) = 3,
otherwise λ(A) = 4.
(1) A = Dc. We construct a λ-transvection T = I + λvvtJ, where v = (v1, v2)t.
Put γ = (c − c−1)λv1v2 − (c + c−1). Then
charT −1Dc(y) = y2 + γy + 1.
Since (c− c−1)λ /= 0, there are v1, v2 ∈ K such that v1 /= 0 or v2 /= 0 and
2 + γ = 2 − c − c−1 + (c − c−1)λv1v2 = 254 .
Therefore γ 2 − 4 is a square distinct from zero. Thus
ρλ(T
−1Dc) ∼ 2 + γ ∼ 1
and T −1Dc = Dδ, where δ = −4. Then λ(Dδ) = 2 and so λ(Dc) = 3.
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(2)A = Gµc . Our assumptions p ≡ −1 mod 4 and ρλ(A) ∼ c + 2 ∼ p˜ imply that
c is a unit (see type 2.7) and c + 2 = u1p + u2p2 + · · · . Thus c − 2 is a unit but not
a square and c2 − 4 ∼ p˜ε. Since (λµ, c2 − 4) = 1, we get λµ ∼ 1 or λµ ∼ p˜.
Let v = (v1, v2)t and T = I + λvvtJ, then charT −1Gµc (y) = y2 + γy + 1.
Now
γ + 2= c + 2 + λµ
(
1
4
(c2 − 4)v22 −
(
v1 − c2v2
)2)
= c + 2 + λµ(c + 2)(c− 2)1
4
v22 − λµ
(
v1 + v2 − c + 22 v2
)2
.
Assume λµ ∼ 1. Observing that c − 2 = −ζ 2 for some unit ζ because p ≡ −1
mod 4, we get
γ + 2= (c + 2)
(
1 + (c − 2)1
4
v22
)
−
(
v1 + v2 − c + 22 v2
)2
= (c + 2)
(
1 − ζ 2 1
4
v22
)
−
(
v1 + v2 − c + 22 v2
)2
.
There is some v2 such that 1 − ζ 2 14v22 = c + 2 und some v1 such that the last term is
zero. Thus ρλ(T −1A) ∼ 1. Obviously, (λµ, γ 2 − 4) = 1. So T −1A is not λ-excep-
tional. We conclude λ(A) = 3.
If λµ ∼ p˜, then λµ = p˜t2, c + 2 = p˜z2 for some t, z ∈ K∗ and
γ + 2= c + 2 + λµ((c + 2)v1v2 − (v1 + v2)2)
= p˜z2 + p˜t2
(
p˜z2v1v2 − (v1 + v2)2
)
= p˜(z2 − (v1 + v2)2t2)+ p˜2t2z2v1v2.
We choose v1 = v2 such that z2 − (2v1)2t2 = 0. Then γ + 2 is a square,
i.e., ρλ(T −1λ A) ∼ 1. Further,
(p˜, γ 2 − 4)= (p˜, γ + 2)(p˜, γ − 2)
= (p˜, p˜)(p˜,−4)
= −1 · −1 = 1.
Therefore T −1λ A is not λ-exceptional. We conclude λ(A) = 3.
(3) A = Tc1©⊥ Tc2 . Clearly ρλ(A) ∼ c1c2 ∼ p˜.
If λ ∼ c1ε, then (λc1,−c1c2) = (ε,−p˜) = (ε, p) = ( εp ) = −1.
If λ ∼ c2ε, then (λc1,−c1c2) = (p˜ε,−p˜) = (ε, p) = −1.
Clearly, (λc1,−c1c2) = 1 if λ ∼ c1 or λ ∼ c2. Thus λ ∼ c1 or λ ∼ c2 since A is
not λ-exceptional. Construct some λ-transvection T . Let v = (0, v2, 0, v4)t. Then
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charT −1A(y) = (1 − y)4
and
ρλ(T
−1A) ∼ c1c2 − c2λv22 − c1λv24 .
Let λ = c1t2 and c1c2 = p˜r2, where t, r ∈ K∗. Then
ρλ(T
−1A) ∼ p˜r2 − p˜r2t2v22 − c21t2v24 = p˜r2(1 − t2v22)− c21t2v24 .
If ρλ(T −1A) ∼ 1, then 1 − t2v22 ∼ p˜γ , where γ is a unit.
Further, x tJT −1Ax = −λ−1 if and only if
λ2(v2x1 + v4x3)2 − λc1x21 − λc2x23 = −1,
i.e., (
(v22 − t−2)x1 + v2v4x3
)2 + (p˜r2(1 − t2v22)− c21t2v24) c−21 t−4x23
= λ−2t−2(1 − t2v22).
The quadratic form q(x) on the left-hand side does not represent the right-hand
side, indeed (p˜γ,−1) = (p,−1) = (−1
p
) = −1 and 2(q) = (1, 1) = 1. Thus T −1A
is λ-exceptional if ρλ(T −1A) ∼ 1. Also, there are v2, v4 ∈ K such that ρλ(T −1A) ∼
1. Therefore λ(A) = 4.
Similar considerations yield the same result if λ = c2t2. 
We turn our attention to the λ-exceptional transformationsA. Theorem 4.1 yields
immediately
3  λ(A)  4 if p ≡ 1 mod 4,
3  λ(A)  6 if p ≡ −1 mod 4.
We shall multiply the transformation A by a suitable λ-transvection T −1, where
T = I + λvvtJ, v ∈ V \{0}, such that T −1A is not λ-exceptional.
Theorem 7.2. SupposeA ∈ Sp is λ-exceptional and dimB(A) = 2. ThenA ∈ {−I2,
Ec, G
µ
c , Tc1©⊥Tc2} and
λ(−I2)=3,
λ(Ec)=3,
λ(G
µ
c )=
{
3 if (a) or (b) holds,
4 otherwise;
(a) c − 2 is not a unit;
(b) c + 2 = plϕ, l  1, ϕ is a unit, and (i) or (ii) holds;
(i) λ ∼ µε, and l even or p ≡ −1 mod 4,
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(ii) λ ∼ µpε˜, p ≡ 1 mod 4 and either l is odd and ϕ ∼ ε˜, or l is even and ϕ ∼ 1.
λ(Tc1©⊥ Tc2) =
{
3 if c1c2 ∼ p˜ and p ≡ −1 mod 4,
4 otherwise.
Proof. (1) A = −I2 is λ-exceptional. Clearly, T −1λ (−I2) = Eλ which is not λ-
exceptional. Also, ρλ(Eλ) ∼ 1. Thus λ(−I2) = 3.
(2)A = Ec, λ-exceptional case. Then λc /∈ K∗2 (see 6.1.2) and T −1
λv22
Ec = Eλv22+c
which is not λ-exceptional for suitable v2 ∈ K∗. Indeed, λc = κ · ζ 2, where κ ∈
{ε, p, pε} and ζ ∈ K∗. If κ = ε, then κ = ξ2 − η2 for ξ, η ∈ F ∗p (see e. g. [7, p. 129
(2) (b)]). If κ ∈ {p,pε}, then κ = 1 − (1 − κ) and 1 − κ is a square in K∗ since it
is a square modp (see [1, Corollary 1 of Theorem 1 of 1.6, p. 48]). Observe also that
ρλ(Ec) ∼ 1 for any c ∈ K∗. Thus λ(Ec) = 3.
(3)A = Gµc , λ-exceptional case. Clearly, (λµ, c2 − 4) = −1 (see 6.1.3), so λµ ∼
1.
Let v = (v1, v2)t and Tλ = I + λvvtJ, then charT −1λ Gµc (y) = y
2 + γy + 1,where
γ = c + λµ
(
1
4
(c2 − 4)v22 − (v1 −
c
2
v2)
2
)
.
If c2 − 4 is a unit, then c + 2, c − 2 are units and λµ ∼ p˜ since (λµ, c2 − 4) = −1.
If c2 − 4 is not a unit, then c is a unit and either c + 2 or c − 2 is not a unit.
(3.1) Assume c − 2 is not a unit, i.e., c − 2 = u1p + u2p2 + · · · . Then c is a
unit and c + 2 = c − 2 + 4 is a unit and a square. Therefore (c − 2, λµ) = (c2 −
4, λµ) = −1. Now
γ − 2 = c − 2 + λµ(c − 2)(c + 2)1
4
v22 − λµ
(
v1 − c2v2
)2
.
First suppose λµ ∼ ε˜. We may choose λµ = ε. Let v1, v2 be integers. Then
γ − 2 ≡ −λµ(v1 − v2)2 mod p.
Therefore γ − 2 is a unit if v1 − v2 /= 0. Further, γ + 2 is a unit since λµ = ε
and ε ≡ 4 mod p. Thus
(γ 2 − 4, λµ) = (γ + 2, ε)(γ − 2, λµ) = 1 · 1 = 1.
Also, γ + 2 ≡ 4 − ε(v1 − v2)2 mod p. By Lemma 2.7, v1, v2 can be chosen such
that γ + 2 is a square ≡ 0 mod p, so γ + 2 is a square in K∗. Thus ρλ(T −1λ A) ∼ 1.
Second suppose λµ ∼ p˜. We may choose λµ = p˜. Put c − 2 = plϕ, where l > 0
and ϕ is a unit. Then
γ − 2 = plϕ + p˜plϕ(c + 2)1
4
v22 − p˜
(
v1 − c2v2
)2
.
Let v1 and v2 be units.
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If l > 1, then (γ 2 − 4, λµ) = (γ − 2, p˜) = (−p˜, p˜) = 1.
If l = 1, then (γ 2 − 4, λµ) = (γ − 2, p˜) = (p(ϕ − ε˜(v1 − v2)2), p˜). By Lem-
ma 2.8, v1, v2 ∈ F ∗p can be chosen such that ϕ − ε˜(v1 − v2)2 is a square and also
such that this expression is not a square. Thus we may choose v1, v2 so that
(γ 2 − 4, λµ) = 1, i.e., T −1λ Gµc is not λ-exceptional. Clearly, γ + 2 = γ − 2 + 4 ≡
4 mod p, so γ + 2 is a square.
(3.2) Assume c − 2 is a unit. Put c + 2 = plϕ, where l  0 and ϕ is a unit.
(3.2.1) Supposeλµ ∼ ε.We put λµ = ε. Then l > 0 since otherwise (c2 − 4, λµ)
= 1. Now
γ + 2= c + 2 + λµ(cv1v2 − v21 − v22)
= plϕ(1 + εv1v2)− ε(v1 + v2)2.
We choose first units v1, v2 such that v1 + v2 /= 0 and −ε(v1 + v2)2 − 4 /= 0.
Then γ − 2 = γ + 2 − 4 and γ + 2 are units. Clearly, (γ 2 − 4, λµ) =
(γ + 2, ε)(γ − 2, ε) = 1. This shows λ(Gµc )  4. Further, γ + 2 is a square if
p ≡ −1 mod 4. Thus λ(Gµc ) = 3 in this case.
Second we choose v1 + v2 = 0. Then γ + 2 = plϕ(1 − εv21). By Lemma 2.8 we
can choose v1 such that ϕ(1 − εv21) is a square, so γ + 2 is a square for even l.
Clearly, γ − 2 is a unit, so (γ 2 − 4, λµ) = 1. Thus λ(Gµc ) = 3 if l is even.
Suppose l is odd and p ≡ 1 mod 4. Put vi = pki δi, where δi is a unit. We may
also assume k1  k2. Then
γ + 2 = plϕ + pl+k1+k2εϕδ1δ2 − p2k1δ21ε − pk1+k22εδ1δ2 − p2k2εδ22 .
Clearly, 2k1  k1 + k2  2k2 and l + k1 + k2 > k1 + k2  2k2. If l < 2k2, then
γ + 2 is not a square since l is odd. If l > 2k2, then γ + 2 is not a square since ε is
not a square. Therefore λ(Gµc ) = 4.
(3.2.2) Assume λµ ∼ pε˜. Put λµ = pε˜. Let vi = pki δi, where δi is a unit. Then
γ + 2 = plϕ + pl+k1+k2+1ε˜ϕδ1δ2 − p2k1+1δ21 ε˜
−pk1+k2+12δ1δ2ε˜ − p2k2+1δ22 ε˜.
Choose k1 = 0 and k2 = −1. Then γ + 2 ∼ γ − 2 ∼ ε˜p, so γ 2 − 4 ∼ 1 and
(γ 2 − 4, λµ) = 1. Therefore T −1A is not λ-exceptional and λ(A)  4. We may
assume k1  k2. Then
2k1 + 1  k1 + k2 + 1  2k2 + 1.
Assume l is odd. For γ + 2 to be a square it is necessary that l = 2k2 + 1 and ϕ ∼ ε˜
(regardless of k1 = k2 or k1 > k2).
Assume l is even. For γ + 2 to be a square it is necessary that l < 2k2 + 1 and
ϕ ∼ 1.
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We conclude that if l is odd and ϕ ∼ ε˜ or if l is even and ϕ ∼ 1, then λ(A) > 3.
Further, if γ + 2 is a square, then k2  0. If l > 0, then γ − 2 ∼ −4 and so
(γ 2 − 4, λµ) = (γ + 2, p˜)(γ − 2, p˜) = (−1, p˜) = (−1/p). This implies, if p ≡
−1 mod 4 and if l > 0, then λ(A) > 3. If l = 0, then γ + 2 ∼ ϕ ∼ c + 2 and
γ − 2 ∼ ϕ − 4 ∼ c− 2. Thus γ 2 − 4 ∼ c2 − 4. This implies that T −1A is
λ-exceptional and so λ(A) > 3.
If l = 2k + 1 and ϕε˜ ∼ 1, we can find δ1 and δ2 such that δ1 = δ2 and
ϕ − ε˜(δ1 + δ2)2 = 0. Then
γ + 2= p2k+1(ϕ − ε˜(δ1 + δ2)2)+ p4k+2ϕε˜δ1δ2
= p4k+2ε˜2(2δ1)2δ21 which is a square.
Now (γ 2 − 4, λµ) = (γ + 2, p˜)(γ − 2, p˜) = (−4, p˜) = 1 if p ≡ 1 mod 4.Thus
λ(G
µ
c ) = 3. Similarly, if l = 2k and ϕ ∼ 1, then γ + 2 is a square and
(γ 2 − 4, λµ) = 1 if p ≡ 1 mod 4. Thus λ(Gµc ) = 3.
(4) A = Tc1©⊥ Tc2, λ-exceptional case. Recall
(λc1,−c1c2) = −1,
ρλ(A) ∼ c1c2,
ρλ(T
−1A) ∼ c1c2 − c2λv22 − c1λv24 ,
charT −1A(y) = (1 − y)4 so T −1A = Tc3©⊥Tc4,
x tJT −1Ax = −λ−1 if and only if λ2(v2x1 + v4x3)2 − λc1x21 − λc2x23 = −1.
(4.1) Consider ρλ(A) ∼ c1c2 ∼ p˜. Then λ ∼ c1ε or λ ∼ c2ε.
Let λ = t2c1ε and c1c2 = p˜r2, where t, r ∈ K∗. Then
ρλ(T
−1A) ∼ p˜r2 − p˜r2t2εv22 − c21t2εv24
= p˜r2(1 − εt2v22)− c21t2εv24 ∼ 1
has a solution exactly when −ε is a square, i.e., if p ≡ −1 mod 4. We may choose
v2 such that 1 − εt2v22 is a unit.
Further, x tJT −1Ax = λ−1 if and only if
(v2x1 + v4x3)2 − ε−1t−2x21 − ε−1t−2c−21 r2p˜x23 = −λ−2,
i.e., (
(v22 − ε−1t−2)x1 + v2v4x3
)2 + (p˜r2(1 − εt2v22)− c21t2εv24)c−21 t−4ε−2x23
= λ−2ε−1t−2(1 − εt2v22).
The left-hand side of this equation is a quadratic form q(x) that represents
the right-hand side if p ≡ −1 mod 4. Indeed, the discriminant of q(x) is 1 and
ε−1(1 − εt2v22) = γ is a unit, so (γ,−1) = 1 and 2(q) = (1, 1) = 1.
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We may proceed similarly if λµ = t2c2ε. In both cases we conclude
λ(A) =
{
3 for p ≡ −1 mod 4,
4 for p ≡ 1 mod 4.
(4.2) Consider ρλ(A) ∼ c1c2 ∼ ε˜ (and consider the symmetry in c1 and c2). Clear-
ly, (λc1,−c1c2) = 1 for λ ∼ c1η, where η is a unit. So λ ∼ c1p˜ and (λc1,−c1c2) =
(p,−ε˜) = (−ε˜
p
) = −1. So, if ρλ(A) ∼ 1, then p ≡ −1 mod 4; if ρλ(A) ∼ ε, then
p ≡ 1 mod 4. Put c1c2 = ε˜r2, λ = c1p˜t2, where r, t ∈ K∗. Then
ρλ(T
−1A)∼ c1c2 − c2λv22 − c1λv24
= ε˜r2 − ε˜r2p˜t2v22 − c21p˜t2v24
= ε˜r2(1 − p˜t2v22)− p˜c21t2v24 .
If ρλ(A) ∼ ε, then ρλ(T −1A) ∼ 1 for any choice of v2 and v4. We have p ≡ 1 mod
4, so λ(A) = 4.
If ρλ(A) ∼ 1, then p ≡ −1 mod 4 and
ρλ(T
−1A) ∼ r2(1 − p˜t2v22)− p˜c1t2v24 .
Let tv2 = p˜k2γ2 and c1tr−1v4 = p˜k4γ4, where γi are units. Then
ρλ(T
−1A) ∼ 1 − p˜2k2+1γ 22 − p˜2k4+1γ 24
∼ 1 if k2, k4  0,
ρλ(T
−1A) ∼ p˜2k2+1(p˜−2k2−1 − γ 22 − p2(k4−k2)γ 24 )
∼ ±p˜ if k2 < 0 and k2  k4,
ρλ(T
−1A) ∼ p˜2k4+1(p˜−2k4−1 − p˜2(k2−k4)γ 22 − γ 24 )
∼ ±p˜ if k4 < 0 and k4  k2.
We conclude: If ρλ(T −1A) ∼ 1, then k2  0 and so 1 − p˜t2v22 ∼ 1;
if ρλ(T −1A) ∼ ±p˜, then 1 − p˜t2v22 ∼ ±p˜.
Further, x tJT −1Ax = −λ−1 if and only if
(
(v22 − p˜−1t−2)x1 + v2v4x3
)2 + (r2(1 − p˜t2v22)− p˜c21t2v24)
×p˜−2t−4c−21 x23 = λ−2p˜−1t−2(1 − p˜t2v22) = h.
The left-hand side is a quadratic form q(x). If ρλ(T −1A) ∼ 1, then 2(q(x)) = (1, 1)
= 1 and d = 1; h ∼ p˜ and so (h,−d) = −1. Therefore T −1A is λ-exceptional. If
ρλ(T
−1A) ∼ ±p˜, then 2(q(x)) = (1,±p˜) = 1 and d ∼ ±p˜; h ∼ −1 and so (h,−d)
= (−1,±p˜) = −1. Therefore T −1A is λ-exceptional. Since also p ≡ −1 mod 4,
we can conclude that λ(A) = 4. 
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8. The length of a symplectic transformation of path dimension 3
Theorem 8.1.
λ(S
µ
3 ) =
{
3 if ρλ(Sµ3 ) ∼ 1,
4 otherwise.
Proof. Let T −1λ = I − λvvtJSµ3 , where v = (S
µ
3 − I)x and x is a solution of
f (x, S
µ
3 x) = −λ−1, i.e., v = (0, x1, x2, x3)t, where x1, x2, x3 solve the equation
2x1x3 = −λ−1µ−1 − ax21 − x1x2 + x22 . Then
char
T −1λ S
µ
3
(y) = (1 − y)2(y2 − (2 + λµx21)y + 1)
and dim B(T −1λ S
µ
3 ) = 2, dim F(T −1λ Sµ3 ) = 2.
Put γ = −(2+ λµx21), then γ 2 − 4 = λµx21(λµx21 + 4).
If λµ is a square, take x1 = pm. Then for large enough m, λµx21 + 4 is a square
distinct from zero, thus γ 2 − 4 is a square and ρλ(T −1λ Sµ3 ) ∼ ρλ(Sµ3 ) ∼ −λµ ∼ −1.
So
T −1λ S
µ
3 = Dc for some c ∈ Q∗p
and
λ(S
µ
3 ) =
{
3 if p ≡ 1 mod 4,
4 if p ≡ −1 mod 4.
If λµ ∼ ε, then γ 2 − 4 = εx21(εx21 + 4) = x21(ε2x21 + 4ε) which is a square for
suitable x1 ∈ F ∗p (see [7, p. 129 (2)(b)]) and ρλ(T −1λ Sµ3 ) ∼ −ε. So
T −1λ S
µ
3 = Dc for some c ∈ Q∗p
and
λ(S
µ
3 ) =
{
4 if p ≡ 1 mod 4,
3 if p ≡ −1 mod 4.
If λµ ∼ p˜, then γ 2 − 4 is a square for x1 = p˜−1. So T −1λ Sµ3 = Dc for some
c ∈ K∗. Therefore λ(Sµ3 ) = 4. 
Theorem 8.2.
(1) A = Tc©⊥ − I2
λ(A) =


3 if ρλ(A) ∼ 1,
4 if ρλ(A) ∼ ε or
if ρλ(A) ∼ p˜ and p ≡ 1 mod 4,
5 if ρλ(A) ∼ p˜ and p ≡ −1 mod 4.
(2) A = Tc1©⊥Ec2
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λ(A)


= 3 if ρλ(A) ∼ 1,
= 4 if ρλ(A) ∼ ε or
if ρλ(A) ∼ p˜ and p ≡ 1 mod 4,
= 5 if ρλ(A) ∼ p˜, p ≡ −1 mod 4, λc2 ∼ ε˜, where ε˜ ∈ {1, ε},
 5 otherwise.
(3) A = Tc1©⊥Dc2
λ(A)


= 3 if ρλ(A) ∼ 1,
= 4 if ρλ(A) ∼ ε and p ≡ −1 mod 4,
 5 if ρλ(A) ∼ ε and p ≡ 1 mod 4 or
if ρλ(A) ∼ p˜.
(4) A = Tc1©⊥Gµc2
λ(A)


= 3 if ρλ(A) ∼ 1,
= 4 if ρλ(A) ∼ ε and p ≡ −1 mod 4,
 5 if ρλ(A) ∼ ε and p ≡ 1 mod 4,
 6 if ρλ(A) ∼ p˜ and p ≡ 1 mod 4,
 7 if ρλ(A) ∼ p˜ and p ≡ −1 mod 4.
(5) A = Tc1©⊥ Tc2©⊥Tc3
λ(A)
{
 6 if p ≡ 1 mod 4,
 7 if p ≡ −1 mod 4.
Proof. (1) A = Tc©⊥ − I2. Let x t = (x1, x2, x3, x4), zt = (z1, z2, z3, z4). Then
f = f (x,Ax) = −x21 ,
char
T −1λ A
(y) = (y − 1)2(y + 1)2,
F = f (z, T −1λ Az) = (λx21c − 1)cz21 − 4λ(x4z3 − x3z4)2,
and, if λf = −1, then
F = −4λ(x4z3 − x3z4)2.
So λF = −1 for suitable z and x3 /= 0 or x4 /= 0, thus T −1λ A is not λ-exceptional.
If λ ∼ c, then A is not λ-exceptional and ρλ(A) ∼ 1. Choose x1 /= 0 and x3 /= 0
or x4 /= 0, then
T −1λ A = I2©⊥Ed
and T −1λ A is not λ-exceptional. Thus λ(A) = 3.
Now let λ ∼ c. If λ ∼ cε or if p ≡ 1 mod 4, then there are λ-transvections T1
and T2 such that Tc = T1T2. So Tc©⊥ − I2 = T1T2 ©⊥ − I2 = T1(T2 ©⊥ − I2) and
thus λ(A) = 4.
If λ ∼ cp˜ and p ≡ −1 mod 4, then Tc = T1T2T3, where Ti are λ-transvections.
Therefore λ(A)  5. Also,
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ρλ(T
−1
λ A) = −4λ2c2x21 + 4λc = −4p˜2c4x21 + 4p˜c2
which is not a square for any x1 ∈ K∗. Thus λ(A)  5.
(2) A = Tc1©⊥Ec2 . Let x, z be as in (1) above. Then
f = f (x,Ax) = −x21c1 − x23c2,
char
T −1λ A
(y) = (y − 1)2(y2 + 2(1 − 2λx23c2)y + 1),
F = f (z, T −1λ Az)
= (λx21c1 − 1)c1z21 +
(
(λx23c2 − 1)c2 − 4λx24
)
z23
−4z24λx23 + 2z1z3λx1c1x3c2 + 8z3z4λx3x4
= λ
(
(c2 x3z3 + c1x1z1)2 − 4 (x3z4 − x4z3)2
)
− z12c1 − z32c2,
and, if λf = −1, then
char
T −1λ A
(y) = (y − 1)2(y2 − 2(1− 2λx21c1)y + 1)
and
F =
(
−4
(
z4 − x4
x3
z3
)2
+
(
z1 + x1
x3
z3
)2
c1c2
)
λx23 .
So λF = −1 for suitable z and x3 /= 0, thus T −1λ A is not λ-exceptional.
If λ ∼ c1, then ρλ(A) ∼ λc1 ∼ 1 and (λc1, λc2) = 1, so A is not λ-exceptional.
Choose x1 /= 0, x3 /= 0, and put γ = −2(1 − 2λx21c1), then charT −1λ A(y) =
(y − 1)2(y2 + γy + 1) and
T −1λ A = I2©⊥Dδ if c2 ∼ −c1,
T −1λ A = I2©⊥Gµγ if c2 ∼ −c1.
T −1λ A is not λ-exceptional since x3 /= 0, so λ(A) = 3. If λ ∼ c1ε or if λ ∼ c1p˜
and p ≡ 1 mod 4, then λ(A) = 4. If λ ∼ c1p˜ and p ≡ −1 mod 4, then λ(A)  5.
Also,
ρλ(T
−1
λ A)= 4λc1(−λx21c1 + 1 − λx23c2)
= −4λ2c21x21 + 4λc1 − 4λ2c1c2x23
= −4p˜2c41x21 + 4p˜c21 − 4p˜c21λc2x23 .
This is not a square if λc2 ∼ ε˜, so λ(A)  5.
(3) A = Tc1©⊥Dc2 . Let x, z be as above. Then
f = f (x,Ax) = −c1x21 −
1 − c22
c2
x3x4,
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char
T −1λ A
(y) = (y − 1)2
(
y2 −
(
(c2 + 1)(c2 − 1)3
c22
λx3x4 + c
2
2 + 1
c2
)
y + 1
)
,
F = f (z, T −1λ Az)
= (λc1x21 − 1)c1z21 + λx1c1x4(c−12 − 1)(c2 + 1)z3z1
−λx1c1x3(c2 − 1)(1+ c−12 )z4z1 + λ(c−12 − 1)2x24c2z23
+(−λ(c2 − 1)x3x4(c−12 − 1)(c−12 + c2)+ c2 − c−12 )z4z3
+λc−12 (c2 − 1)2x23z24,
and, if λf = −1, then
char
T −1λ A
(y) = (y − 1)2
(
y2 −
(
c1(c2 − 1)2
c2
λx21 + 2
)
y + 1
)
(observe that Tc1©⊥Dc2 is not λ-exceptional) and
F = (λc1x21 − 1)c1z21 +
c2 − 1
c2(c2 + 1) (λc1x
2
1(c
2
2 + 1)+ 2c2)z3z4
−λc1 c
2
2 − 1
c2
(z3x4 + z4x3)x1z1 + λ(c2 − 1)
2
c2
(z23x
2
4 + z24x23 ).
Put γ such that char
T −1λ A
(y) = y2 + γy + 1. If λf = −1, then
γ + 2 = −c1(c2 − 1)
2
c2
λx21 = −λc1c2
(
c2 − 1
c2
x1
)2
.
So ρλ(A) ∼ −λc1c2 and
γ − 2 = −4 − λc1c2 (c2 − 1)
2
c22
x21 .
Assume ρλ(A) ∼ 1, then γ + 2 is a square. We can choose x1 such that γ − 2 is a
square (indeed, let γ − 2 = −4 + (apkx1)2, where a is a unit, a = a0 + a1p + · · · ;
choose x1 = p−kξ,where ξ is a unit, ξ = ξ0 + ξ1p + · · · ; now consider the absolute
term). Thus T −1λ A = Dδ for some δ. Therefore λ(A) = 3.
We have ρλ(A) ∼ −λc1c2 ∼ γ + 2. Assume ρλ(A) ∼ ε, then ρλ(T −1λ A) ∼
γ + 2 ∼ ε is not a square. Now
(γ + 2)(γ − 2)
= (γ + 2)(γ + 2 − 4)
= (γ + 2)2 − 4(γ + 2)
=
(
−λc1c2
(
c2 − 1
c2
x1
)2)2
+ 4λc1c2
(
c2 − 1
c2
x1
)2
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∼
(
ε(
c2 − 1
c2
x1)
2
)2
− 4ε
(
c2 − 1
c2
x1
)2
∼ −ε
(choose x1 such that (c2 − 1)x1/c2 is an integer).
So (γ + 2)(γ − 2) is a square if p ≡ −1 mod 4, hence T −1λ A = Dδ, therefore
λ(A) = 4.
It is not a square if p ≡ 1 mod 4. Then T −1λ A = Gµc which may be λ-exceptional,
so λ(A)  5.
For ρλ(A) ∼ p˜ we get (γ + 2)(γ − 2) ∼ −p˜ which is not a square, so λ(A) 
5.
(4) A = Tc1©⊥Gµc2 . Again, we use x, z as before. Then
f = f (x,Ax) = −x21c1 − (x23 + x24 − x3x4c2)µ,
char
T −1λ A
(y) = (y − 1)2(y2 + (c2 − λµ(2 + c2)(x23 + x24 − x3x4c2))y + 1)
and, if λf = −1, then
char
T −1λ A
(y) = (y − 1)2(y2 + (c2 − (2 + c2)(1 − λc1x21 ))y + 1),
F = f (z, T −1λ Az) = c1(λx21c1 − 1)z21
+µλc1x1
(
(2x3 − x4c2)z3z1 + (2x4 − x3c2)z4z1
)
+µ(λµ((2c2 + 4 + c22)x3x4 − x24c2 − x23c2)+ c2)z4z3
−µ(λµ(c2x3x4 + (c2 + 1)x24 − x23)+ 1)z23
−µ(λµ(c2x3x4 − x24 + (c2 + 1)x23)+ 1)z24
and, if λf = −1, then
F = c1(λx21c1 − 1)z21
+µλc1x1
(
(2x3 − x4c2)z3z1 + (2x4 − x3c2)z4z1
)
+µ(λµ2(c2 + 2)x3x4 + c2λx21c1)z3z4
−µ((c2 + 2)(λµ(c2x3x4 − x23)+ 1)− λ(c2 + 1)c1x21)z23
−µ(λx21c1 + λµ(c2 + 2)x23)z24.
We have ρλ(Gµc2) ∼ c2 + 2, ρλ(A) ∼ (c2 + 2)λc1, and
γ + 2 = c2 + 2 − (c2 + 2)(1 − λc1x21) = (c2 + 2)λc1x21 .
If ρλ(A) ∼ 1 ∼ γ + 2, then γ − 2 = −4+ (c2 + 2)λc1x21 can be made a square
as described in the previous case, Tc1©⊥Dc2 . So T −1λ A = Dδ and λ(A) = 3.
If ρλ(A) ∼ ε, then γ + 2 ∼ ε, γ − 2 ∼ ε − 4, so γ 2 − 4 ∼ −ε as in the case
Tc1©⊥Dc2 . Thus γ 2 − 4 is a square if p ≡ −1 mod 4, so λ(A) = 4. It is not a square
if p ≡ 1 mod 4, so λ(A)  5. 
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9. Lengths of the indecomposable symplectic transformations of
path dimension 4
Theorem 9.1.
λ(S4)  8;
λ
(
µ4
)


= 4 if λµ ∼ 1 and p ≡ 1 mod 4,
 5 if λµ ∼ 1 and p ≡ −1 mod 4,
 6 if λµ ∼ ε,
 7 if λµ ∼ p˜;
λ(A)  7 if A ∈ {2Gµc , µ, 2Dc, }.
Proof. For all transformationsA below, let x ∈ V and T −1λ = I − λ(A− I)xx t(A−
I)tJA a λ-transvection.
(1) A = S4. Let
x = (x1, x2, x3, x4, x5, x6)t
and
x tJAS4x = 2x1x5 − x1x6 + 2x2x6 = −λ−1.
Then
char
T −1λ A
(y) = (y − 1)6.
Thus T −1λ A = Tc1©⊥Tc2©⊥ Tc3 or Tc©⊥ Sµ3 and λ(S4)  8.
(2) A = µ4 . Let
x = (x1, x2, x3, x4)t
and
x tJA
µ
4 x = µ(ax21 + x1x2 − 2x1x3 + x22) = −λ−1.
Then
char
T −1λ A
(y) = (y − 1)2(y2 + γy + 1),
where γ = 2 − x21λµ. Thus
γ 2 − 4 = x21λµ (x21λµ− 4).
If λµ is a square, then there is some x1 ∈ K∗ such that x21λµ− 4 is a square in F ∗p .
So
T −1λ A = Tc1©⊥Dc,
where
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ρλ(T
−1
λ A) ∼ λc1(γ + 2) ∼ λc1(4 − x21λµ) ∼ 1.
If p ≡ 1 mod 4, then 4 − x21λµ is again a square, therefore also λc1 is a square. This
implies
λ(A) = 4.
If p ≡ −1 mod 4, then 4 − x21λµ ∼ ε and thus also λc1 ∼ ε. This implies
λ(A)  5.
If λµ ∼ ε, there is some x1 ∈ F ∗p such that x21λµ− 4 is not a square, so x21λµ(x21λµ− 4) is a square in F ∗p . Thus
T −1λ A = Tc1©⊥Dc for c1, c ∈ K∗,
where ρλ(Dc) ∼ (4 − x21λµ) and ρλ(T −1λ A) ∼ λc1(4 − x21λµ). So λ(A)  6.
If λµ ∼ p˜, choose x1 = 0, then T −1A = Tc1©⊥Ec and λ(A)  7.
(3) A = 2Gµc . Let x = (x1, x2, x3, x4)t and
x tJA
2Gµc x =−µ(−x1x2 + 2cx1x3 + 3(1 − c2)x1x4
−x2x3 + 2cx2x4 − x4x3) = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y2 + γy + 1), where
γ =λµ(−x21 + 23cx1x2 + (2 − 13c2)x1x3 − 2cx1x4
− x22 +
2
3
cx2x3 + (2 − 13c
2)x2x4 − x23 +
2
3
cx3x4 − x24
)+ 2
3
c.
Clearly, γ − 23c is a quadratic form with discriminant (λµ)4 481c4 ·K∗2 /= 0 if c /= 0.
This is clearly true if p ≡ 1 mod 4. Therefore γ − 23c has rank 4 and is universal.
Consequently γ 2 − 4 is a square for suitable choice of the vector x. Thus T −1λ A =
Tc1©⊥Dγ for c1 ∈ K∗ and λ(2Gµc )  7 if c /= 0.
If c = 0, then γ = −λµ((x1 − x3)2 + (x2 − x4)2).Choose x1 = x3 /= 0 and x2 =
x4 /= 0, then T −1A = Tc1©⊥Ec2 and therefore λ(A)  7.
(4) A = µ. Let
x = (x1, x2, x3, x4)t
and
x tJAµx = µ(x1x2 − ax1x3 + (a2 − b − 1)x1x4
+x2x3 − ax2x4 + x3x4) = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y2 + γy + 1), where
γ = λµ(−x21 + bx1x3 + a(2− b)x1x4 + bx2x4 − x22 − x23 − x24).
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γ is a quadratic form with discriminant
−(λµ)4 1
16
(b − 2)2(2a + 2 + b)(2a − 2 − b) ·K∗2.
This discriminant is distinct from zero since a2 − 4b + 8 is not a square and
b ± 2a + 2 /= 0 (see Section 5, Type 2.9).
Therefore, γ has rank 4 and is universal. Consequently γ 2 − 4 is a square for
suitable x. Thus
T −1λ 
µ = Tc1©⊥Dγ for c1 ∈ K∗
and
λ(µ)  7.
(5) A = 2Dc. Let x = (x1, x2, x3, x4)t and
x tJA
2Dcx = (c2 + 1)x1x3 − (c − c−1)x1x4 + c(c2 − 1)x2x3 = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y2 + γy + 1), where
γ = −c−1 − c − λc(c − c−1)2x1x3.
The coefficient −λc(c − c−1)2 of x1x3 is distinct from zero since c2 /= 0, 1. There-
fore γ is universal and γ 2 − 4 is a square for suitable x. Thus
T −1λ
2Dc = Tc1©⊥Dγ for c1 ∈ K∗
and
λ(
2Dc)  7.
(6) A = . Let x = (x1, x2, x3, x4)t and
x tJAx=x1x3(µa + ν(b + 1))− x1x4(µ(b−1 + 1)+ νab−1)
+ x2x3(µ(−a2 + b + 1)− νab)+ x2x4(µa + ν(b + 1)) = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y2 + γy + 1), where
γ = λx1x3(−bµ− aν + ab−1ν + b−1µ)+ λx1x4(−νb + a2b−1ν
+b−1ν − b−2µa + b−1µa − a2b−2ν)+ λx2x3(−ν + νb2 − µa + bµa)
+λx2x4(−bµ− aν + ab−1ν + b−1µ)+ ab−1.
The conditions b /= 1, 0 and a2 − 4b /∈ K2 imply that not all coefficients are zero.
Indeed, consider the first and third coefficients as linear in µ and ν and assume they
are zero. The determinant of this system of linear equations is (b + 1)2 − a2 which
is distinct from zero, otherwise a2 − 4b = (b − 1)2. Therefore, γ is universal and
γ 2 − 4 is a square for suitable x. As in (5) we obtain λ()  7. 
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10. Lengths of the indecomposable symplectic transformations of
path dimensions 5 and 6
Theorem 10.1. λ(A)  9 for A ∈ {Sµ5 , 3, 6}.
Proof. For all transformationsA below, let x ∈ V and T −1λ = I − λ(A− I)xx t(A−
I)tJA a λ-transvection.
(1) A = Sµ5 . Let x = (x1, x2, x3, x4, x5, x6)t and
x tJAS
µ
5 x = µ(ax21 + bx1x2 + (1 + 2b)x1x3 + 3x1x4 + 2x1x5
−bx22 − x2x3 − 2x2x4 + x23) = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y4 + sy3 + ty2 + sy + 1), where
s = λx22µ− 4 − 2λx1x3µ− λx1x2µ− λx21µb
and
t = −2s − 2 − λx21µ.
We choose x1 = 0 and x2 such that s + 2 /= ±2. Then
char
T −1λ A
(y) = (y − 1)4(y2 + (s + 2)y + 1).
Also, dimB(T −1λ A) = 4, dimF−1(T −1λ A)  1, ρλ(T −1λ A) ∼ −λµ.
Thus T −1λ A ∈ {Tc1©⊥Tc2©⊥Dc, Tc1©⊥ Tc2©⊥Gµc } and λ(A)  9.
(2) A = 3. Let
x = (x1, x2, x3, x4, x5, x6)t
and
x tJA3x = 2x1x5 + x1x6 + 2x2x6 = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y + 1)4. Observing
1  dimF−1(T −1λ A)  3 and ρλ(T
−1
λ A) ∼ 1,
we get
T −1λ A ∈ {Tλ©⊥µ4 , Tλ©⊥Ec1©⊥Ec2, Tλ©⊥Ec1©⊥ − I2}.
Thus λ(A)  9.
(3) A = µ6 . Let x = (x1, x2, x3, x4, x5, x6)t and
x tJA
µ
6 x = µ(ax21 + bx1x2 + (1 − 2b)x1x3 − 3x1x4 + 2x1x5
+bx22 + x2x3 − 2x2x4 + x23) = −λ−1.
Then char
T −1λ A
(y) = (y − 1)2(y4 + sy3 + ty2 + sy + 1), where
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s = −λx21µb + 4 − λx22µ− λx1x2µ+ 2λx1x3µ
and
t = 2s − 2 − λx21µ.
We choose x1 = 0 and x2 such that s − 2 /= ±2. Then
char
T −1λ A
(y) = (y − 1)2(y + 1)2(y2 + (s − 2)y + 1).
Also, dimB(T −1λ A) = 5, 0  dimF−1(T −1λ A)  2, ρλ(T −1λ A) ∼ 1.
Thus
T −1λ A ∈ {Tc1©⊥Ec2©⊥Dc, Tc1©⊥Ec2©⊥Gµc , Tc1©⊥ −I2©⊥Dc, Tc1©⊥ −I2©⊥Gµc }
and λ(A)  9. 
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