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Abstrakt
Tato diplomová práce se zabývá využitím gest v uživatelských rozhraních. Cílem této práce
je tvorba knihovny pro sledování rukou a klasifikaci gest v reálném čase. Pro sledování rukou
byl zvolen algoritmus Flock of Features. Klasifikace gest se provádí pomocí algoritmu DTW.
Součástí práce je návrh scény, návrh a implementace systému využívajícího této knihovny.
V rámci testů bylo otestováno ovládání různých aplikací pomocí vytvořené knihovny.
Abstract
This master thesis deals with the use of gestures in user interfaces. The goal of this thesis is
to create library for hand tracking and gesture recognition in real time. For hand tracking
was choosen algorithm Flock of Features. Classification of gestures is done by using algori-
thm DTW. This thesis also contains stage design, design and implementation of a system
that uses this library. Within the tests was tested control of various application using this
library.
Klíčová slova
detekce lidské kůže, sledování rukou, detekce gest, klasifikace gest, uživatelské rozhraní,
DTW, Flock of Features, OpenCV
Keywords
human skin detection, hand tracking, detection of gestures, classification of gestures, user
interface, DTW, Flock of Features, OpenCV
Citace
Luboš Bednář: Využití gest v uživatelských rozhraních, diplomová práce, Brno, FIT VUT
v Brně, 2012
Využití gest v uživatelských rozhraních
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracoval samostatně pod vedením pana Ing.
Jozefa Mlícha. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Luboš Bednář
21. května 2012
Poděkování
Chtěl bych poděkovat svému vedoucímu, panu Ing. Jozefu Mlíchovi, za jeho odborné vedení,
cenné připomínky a rady při řešení této diplomové práce.
c© Luboš Bednář, 2012.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Detekce a sledování objektů 4
2.1 Reprezentace objektů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Příznaky pro popis objektů . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Detekce objektů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Sledování objektů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Detekce a sledování rukou 11
3.1 Detekce rukou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Sledování rukou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Klasifikace gest 16
4.1 Statická gesta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Dynamická gesta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5 Návrh a implementace 20
5.1 Rozmístění scény . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Návrh aplikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3 Implementace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.4 Aplikace využívající knihovnu . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6 Testování a výsledky 33
6.1 Detekce hlavy a tvorba modelu kůže . . . . . . . . . . . . . . . . . . . . . . 33
6.2 Sledování ruky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3 Detekce a klasifikace gest . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.4 Ovládání aplikací . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7 Závěr 40
A Obsah DVD 43
B Trajektorie gest 44
C Průměrná doba zpracování 45
D Konfigurační soubory 46
1
Seznam obrázků
2.1 Ukázka několika typů reprezentace objektu. . . . . . . . . . . . . . . . . . . 5
2.2 Detekce významných bodů. . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Detekce pomocí odečítání pozadí. . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Sledování objektu pomocí algoritmu Mean-shift. . . . . . . . . . . . . . . . 10
3.1 Detekce lidské kůže. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Detekce rukou pomocí klasifikátoru. . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Detekce ruky pomocí interakce s uživatelem. . . . . . . . . . . . . . . . . . . 14
3.4 Sledování rukou pomocí částicového filtru. . . . . . . . . . . . . . . . . . . . 14
3.5 Sledování ruky pomocí algoritmu Condensation. . . . . . . . . . . . . . . . . 15
4.1 Detekce a klasifikace statických gest. . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Detekce a klasifikace dynamických gest. . . . . . . . . . . . . . . . . . . . . 17
4.3 Dynamické borcení času. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.1 Ukázka scény pro sledování. . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Návrh systému. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.3 Detekce lidské kůže. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.4 Vymaskování vstupního obrazu. . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.5 Ukázka selhání sledovacího algoritmu. . . . . . . . . . . . . . . . . . . . . . 25
5.6 Ukázka sledování pomocí vlastní implementace. . . . . . . . . . . . . . . . . 26
5.7 Přehled rozpoznávaných gest. . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.8 Schéma postupu při rozpoznávání gesta. . . . . . . . . . . . . . . . . . . . . 27
5.9 Ukázka nenormalizovaných gest. . . . . . . . . . . . . . . . . . . . . . . . . 29
5.10 Ukázka normalizovaných gest. . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.11 Návrh demonstrační aplikace. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.1 Ukázka špatné inicializace oblasti pro ruku. . . . . . . . . . . . . . . . . . . 34
6.2 Ukázka problematické detekce kůže. . . . . . . . . . . . . . . . . . . . . . . 34
6.3 Ukázka sledování ruky pomocí Mean-shift algoritmu. . . . . . . . . . . . . . 34
6.4 Selhání sledování při pohybu v blízkosti podobných objektů. . . . . . . . . . 35
6.5 Selhání sledování při překrytí ruky jiným předmětem. . . . . . . . . . . . . 35
6.6 Ukázka trajektorie některých prováděných gest. . . . . . . . . . . . . . . . . 38
6.7 Ukázka slidů z testovací prezentace. . . . . . . . . . . . . . . . . . . . . . . 39
6.8 Ukázka ovládání aplikace pomocí knihovny. . . . . . . . . . . . . . . . . . . 39
B.1 Graf zobrazující trajektorii rozpoznávaných gest. . . . . . . . . . . . . . . . 44
C.1 Graf zobrazující průměrný čas potřebný pro zpracování. . . . . . . . . . . . 45
2
Kapitola 1
Úvod
S vývojem počítačů se také vyvíjel způsob jejich ovládání. Ještě před několika lety se počí-
tač ovládal výhradně pomocí myši a klávesnice. V dnešní době jsou však již dostupné
počítače, které se ovládají výhradně dotykově. Především se jedná o tablety, které jsou
v současné době velmi oblíbené. Jejich konstrukce jinou možnost ovládání ani neumožňuje.
Nedílnou součástí našeho života jsou také mobilní telefony. I zde se objevilo ovládání pouze
dotykem a nedávno byl ohlášen mobilní telefon, který se bude ovládat bezdotykově1. Dal-
ším odvětvím, které podporuje trend odprostění se od standardních prvků, je určitě herní
průmysl. Klasický joystick byl nahrazen pohybovým senzorem a poskytl tak uživateli nový
druh interakce. Přestože jde vývoj neustále dopředu a tyto nové technologie se masivně
rozšiřují, po několik dalších let zde budou i klasické prvky jako myš a klávesnice. Je totiž
potřeba, aby systém, umožňující bezdotykovou interakci, někdo naprogramoval.
Cílem této diplomové práce je vytvořit knihovnu, která by umožnila ovládat určitou
aplikaci výhradně pomocí gest. Důležitým cílem je rychlost zpracování. Knihovna by měla
být schopna pracovat v reálném čase.
Následující druhá kapitola se zabývá problematikou detekce a sledování objektů v obraze
na obecné úrovni. Ve třetí kapitole je tato problematika diskutována z hlediska detekce a
sledování rukou. Kapitola čtvrtá se zabývá klasifikací gest. Gesta jsou zde rozdělena do dvou
skupin a jsou zde představeny metody klasifikace pro jednotlivé skupiny. Kapitola pátá je
rozdělena na několik částí. První se zabývá popisem a rozmístěním scény pro detekci gest.
Jsou zde diskutovány požadavky a omezení, které jsou nutné pro správný běh systému.
Návrh a implementace systému jsou rozpracovány ve druhé části této kapitoly. Jsou zde
popsány metody a nástroje použité při implementaci. Následující šestá kapitola se zabývá
testováním a interpretací dosažených výsledků. Poslední sedmá kapitola obsahuje shrnutí
dosažených výsledků.
1http://www.isky.co.kr, 2011
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Kapitola 2
Detekce a sledování objektů
Tato kapitola se zabývá detekcí a sledováním objektů v obraze. Sledování objektů je jeden
z hlavních úkolů počítačového vidění. Nejedná se však o triviální záležitost. Proto, aby bylo
možné sestrojit nástroj na sledování objektů, je potřeba vyřešit několik problémů. Na zá-
kladě článku [20] je potřeba vyřešit čtyři hlavní problémy. Nejprve je nutné zvolit vhodnou
reprezentaci objektu, který se bude sledovat. Dále je potřeba zvolit vhodné příznaky, které
budou jednoznačně popisovat daný objekt. Na základě těchto příznaků se poté provede
detekce objektu v obraze. Poté přijde na řadu vlastní sledování objektu v obraze. Sledo-
vání objektů lze využít v mnoha oblastech. Například pro monitorování dopravy, navigaci
vozidel, v dohledových systémech, uživatelských rozhraních a dalších oblastech [20].
Informace týkající se reprezentace objektů a získávání příznaků byly čerpány převážně
z [20]. Informace o detekci objektů byly čerpány z [19, 16], informace týkající se sledování
objektů byly čerpány z [2, 20]. Následující podkapitoly se věnují detailnějšímu popisu pro-
blémů, které byly zmíněny výše. V této kapitole nebude uveden kompletní výčet metod a
přístupů k detekci a sledování objektů.
2.1 Reprezentace objektů
Objektem, vhodným pro sledování, může být celá řada objektů z běžného života. Napří-
klad auta na silnici, chodci přecházející silnici, letadla na obloze a mnohé jiné. To záleží
na konkrétní aplikaci. Důležitou volbou z hlediska sledování objektu je právě jeho vhodná
reprezentace. Článek [20] obsahuje přehled reprezentací objektu. V tomto článku je re-
prezentace rozdělena na reprezentaci pomocí tvaru a vzhledu. Následující informace jsou
čerpány právě z tohoto zdroje. Z hlediska této práce jsou důležité první dva níže uvedené
způsoby reprezentace. Následující typy reprezentace jsou zde uvedené pro ilustraci.
Jeden ze způsobů je reprezentace bodová. Objekt je reprezentován pomocí jednoho bodu,
tím se většinou myslí střed objektu, nebo pomocí několika bodů, pokud je potřeba repre-
zentovat nějaký složitější objekt. Tato reprezentace je vhodná pro objekty, které v obraze
zabírají malou oblast. Ukázka této reprezentace je na obrázku 2.1 (a) a (b).
Dalším způsobem je reprezentace pomocí geometrických tvarů, například obdélníku nebo
elipsy. Pohyb takto reprezentovaných objektů se určuje pomocí posunutí, afinní nebo pro-
jektivní transformace. Na obrázku 2.1 (c),(d) lze nalézt ukázku této reprezentace. V [20]
je zmíněna nevýhoda této reprezentace. Může dojít k situaci, kdy se část objektu dostane
mimo vymezenou oblast a do té se dostane obrázek pozadí, což může znepříjemnit sledování
objektu.
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Obrázek 2.1: Ilustrace reprezentace objektů. Jeden bod (a), množina bodů (b), obdélníkem
(c) a elipsou (d) ohraničená oblast, ohraničené části těla (e), kostra objektu (f), kontrolní
body na obrysu (g), kompletní obrys (h), silueta (i). Obrázek převzat z [20].
Dalším způsobem je reprezentace pomocí obrysu objektu. Obrys definuje hranice ob-
jektu. Region, který tyto hranice ohraničují, se nazývá siluetou. Ukázka této reprezentace
se nachází na obrázku 2.1 (g), (h), (i).
Objekt se samozřejmě nemusí skládat pouze z jedné části. Může se jednat o komplexnější
objekt, sestávající se z více částí, které jsou vzájemně propojené. Typickým příkladem může
být lidské tělo. To se skládá z trupu, ke kterému jsou pomocí kloubů připojené končetiny a
hlava [16]. Takový objekt může být reprezentován pomocí kloubové soustavy. Na obrázku
2.1 (e) jsou jednotlivé dílčí části objektu zvýrazněny elipsou.
Dalším typem je reprezentace pomocí kostry objektu. Ta může být zkonstruována ze
siluety. Tento způsob může být použit pro popis jak pevných objektů, tak i objektů, které
se skládají z jednotlivých částí. Například může být tento způsob použit pro popis lidského
těla, které bylo zmíněno výše. Ukázka se nachází na obrázku 2.1 (f).
Reprezentace objektů na základě vzhledu může být provedena například pomocí vzorů.
Ty jsou vytvořeny použitím geometrických tvarů nebo za použití siluety objektu. Nevý-
hodou u této reprezentace je fakt, že vzor je získán z jednoho snímku. Vzory jsou tedy
vhodné pro objekty, které v průběhu sledování výrazně nemění svůj tvar. Dalším způsobem
je reprezentace pomocí vzhledového modelu. Ten odstraňuje problém, který se vyskytuje
u vzorů. Vzhledový model totiž vyžaduje trénovací fázi, ve které se získají informace o tvaru
a vzhledu objektu [20].
2.2 Příznaky pro popis objektů
Velmi úzce spjaté s reprezentací objektů je získávání vhodných příznaků (angl. features). Ty
slouží jako vstup pro další stupeň zpracování, kterým je detekce objektu a jeho klasifikace
právě na základě těchto příznaků. Velmi žádoucí vlastností příznaku je jeho jedinečnost,
díky které se objekty odlišují a jsou tak snáze zpracovatelné. Výběr příznaků je ovlivněn
nejen reprezentací objektu, ale také volbou metody pro detekci. Z hlediska této práce jsou
důležité první dva typy příznaků. Zbývající dva jsou zde uvedeny pro ilustraci. Následující
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odstavce čerpají z [20, 18].
Často používaným příznakem pro popis objektu je jeho barva. Ta je ovšem ovlivněna
jednak osvětlením objektu a také vlastností povrchu objektu odrážet dopadající světlo [20].
Ve zpracování obrazu se používá celá řada barevných modelů. Jedním z nich je například
model RGB. Tento barevný model však není uniformním barevným modelem. Dalšími pou-
žívanými modely jsou HSV a HLS. Nelze s určitostí rozhodnout, který barevný model je
nejlepší. V článku [18] je popsáno několik barevných modelů, které se používají k modelování
barvy lidské kůže. Aplikace pro detekci rukou v obraze využívá právě barevné informace
pro segmentaci obrazu na základě barvy lidské kůže [21].
Příznakem mohou být také hrany objektu. Jak je uvedeno v [20], na hranicích objektu
dochází k prudkým změnán v obraze. A právě toho využívají hranové detektory, které se
používají pro identifikaci těchto změn. Výhodou těchto příznaků je jejich lepší odolnost vůči
změnám osvětlení v porovnání s příznaky založenými na barvě. Popis objektů pomocí hran
využívají algoritmy, které sledují hranice objektu.
Dalším příznakem zde zmíněným je optický tok. Ten je reprezentován hustou sítí vektorů,
které určují pohyb každého bodu v dané oblasti obrazu. Vypočte se pomocí jasové složky
obrazu. Z toho důvodu je nutné definovat omezení, které zaručuje stále stejnou hodnotu
jasu v po sobě jdoucích snímcích. Na základě změny jasu se potom určí optický tok. Používá
se například v segmentování založeném na pohybu objektu. Také se využívá ke sledování
objektů.
Posledním typem příznaku, který zde bude uveden, je textura. Narozdíl od barvy, textura
vyžaduje zpracování a vygenerování vhodného deskriptoru. Příkladem texturního deskrip-
toru jsou například vlnky. Podobně jako hranový příznak, je textura odolnější vůči změnám
osvětlení v porovnání s barvou.
2.3 Detekce objektů
Detekce a klasifikace objektu je poslední a důležitý krok, který je nutné vykonat, aby bylo
možné daný objekt sledovat. K detekci objektů je možno přistupovat různými způsoby.
Na základě článku [20] je detekce rozdělena do několika kategorií. Z hlediska této práce
je důležitá především následující část věnující se popisu bodových detektorů. Zbývající
typy detekce objektů jsou zde zmíněny velice stručně a slouží pro ilustraci dalších možných
přístupů.
Bodové detektory
Tento typ se používá pro detekci objektu pomocí významných bodů. V [9] lze najít informace
o tom, jaké jsou požadavky na takové významné body. Ty se většinou nacházejí v místech,
kde jsou v obraze lokální extrémy. Takových bodů lze nalézt v obraze mnoho, a proto
je nutné provést jejich filtraci. Cílem je ponechat si takové body, které jsou odolné vůči
transformacím obrazu. Poté je potřeba vytvořit popis těchto bodů. Tento popis by měl
spolehlivě rozlišovat jednotlivé body, být stručný a také odolný vůči transformacím, které
vzniknou v důsledku změny natočení kamery nebo změny osvětlení.
V [9, 14] lze nalézt detailní popis algoritmu SIFT, který reprezentuje tento typ detektorů.
Vyznačuje se tím, že je odolný vůči posuvu obrazu, změně rozlišení a natočení. Dalšími
detektory tohoto typu jsou například Moravcův detektor nebo Harrisův detektor [20]. Jak
je uvedeno v [14], Harrisův detektor je citlivý na změny v rozlišení obrazu, a proto není příliš
vhodný pro vyhledávání objektů napříč různými rozlišeními. Dalším a z hlediska této práce
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Obrázek 2.2: Detekce významných bodů v obraze. Harrisův detektor (a), KLT (b), SIFT
(c). Obrázek převzat z [20].
důležitým detektorem je detektor KLT [20]. Ten pro určení významného bodu používá první
derivace obrazu (Ix, Iy), ve směru os x a y. Toho lze dosáhnout aplikací Sobelova operátoru.
Poté se pro každý bod malého okolí bodu spočte matice M , definovaná pomocí vztahu 2.1.
Významný bod je následně určen jako minimální vlastní hodnota (angl. eigenvalue) matice
M , λmin. Poté jsou takto získané významné body dále filtrovány. Nejsou použity takové
body, které jsou příliš blízko ostatním.
M =
(∑
Ix
2 ∑ IxIy∑
IxIy
∑
Iy
2
)
(2.1)
Velmi známý a používaný je detektor a deskriptor SURF [3]. Je odolný vůči změně veli-
kosti a natočení. SURF je založen na Hessově matici (angl. Hessian matrix ). Využívá inte-
grálního obrazu [19], který pomáhá urychlit výpočet. Proto se také nazývá
”
Fast–Hessian“
detektor. Deskriptor popisuje distribuci odezvy Haarových vlnek na nejbližší okolí zvole-
ného zajímavého bodu. Obrázek 2.2 zobrazuje ukázku detekce významných bodů v obraze
pomocí různých detektorů. Jak je vidět, detektor SIFT detekuje výrazně více bodů, než dvě
zbývající metody. Také je z obrázku patrné, že body detekované pomocí KLT a Harrisova
detektoru jsou podobné. Přesto, KLT nedetekuje body na hranách referenčního snímku.
Modelování pozadí
Modelování pozadí je dalším typem detekce objektu v obraze. Princip spočívá v tom, že se
nejprve vytvoří model scény. Ten se vytvoří například ze sekvence snímků bez pohyblivých
objektů. Také se může vytvořit v průběhu detekce. S tímto modelem se poté porovnává kaž-
dý příchozí snímek. Když se takto porovnají dva snímky, zjistí se odchylka v obraze, která
signalizuje pohybující se objekt. Body reprezentující objekt se označí a jsou použity pro
další zpracování. Takto lze objekt jak detekovat, tak sledovat. Ukázka detekce a sledování
se nachází na obrázku 2.3.
Obrázek 2.3: Ukázka detekce pohybu metodou odečítání pozadí. Obrázek převzat z [20].
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Obrázek 2.3 (a) zobrazuje jeden snímek z videosekvence, ve které se člověk pohybuje
směrem zleva doprava. Na obrázku 2.3 (b) se nachází ukázka vytvořeného modelu pozadí.
Na obrázku 2.3 (c) je zachycen pohybující se objekt napříč videosekvencí. Poslední snímek
2.3 (d) zobrazuje objekt v aktuálním snímku. Hlavním omezením této metody je požadavek
na staticky umístěnou kameru. Pohyb kamery totiž narušuje model pozadí. Detaily lze najít
v [20].
Natrénované klasifikátory
Posledním typem, který zde bude představen, jsou detektory, které je nutné před použitím
pro detekci natrénovat. Aby byl takový detektor schopný detekovat objekt v obraze, musí
se nejprve na množině vzorků naučit. K tomu slouží trénovací sada dat. Pro vyhodnocení
úspěšnosti takového detektoru je potom provedena detekce objektů nad testovací sadou
dat. Narozdíl od předchozích metod, vyžaduje tento typ poměrně hodně dat zachycujících
hledaný objekt. Stejně tak je potřeba mít velkou sadu dat, která naopak neobsahuje hledaný
objekt. Tato data je nutné ručně anotovat. Tento typ dektektorů je zde zmíněn velmi
stručně.
Prvním zástupcem tohoto typu detektorů je algoritmus AdaBoost. Jedná se o itera-
tivní algoritmus, který v každé iteraci vytváří na základě trénovacích dat nový klasifikátor.
Vstupní data jsou váhována tak, že pokud dojde ke špatné klasifikaci vstupního vzorku,
je zvýšena jeho váha. Tím se dosáhne toho, že váha dobře klasifikovaných dat se snižuje
a špatně klasifikovaných naopak roste. Tím je také zaručeno, že se v každém kroku ne-
získá stejný klasifikátor. Jediným omezením je požadavek na chybu slabého klasifikátoru.
Ta nesmí být větší než 0.5. Detailní popis algoritmu je možné najít v [22, 19].
Druhým algoritmem je SVM (angl. Support Vector Machine). Stejně jako v předchozím
případě, i tento algoritmus slouží pro rozdělení vstupních dat do příslušných tříd. Je důležité,
aby byla data dobře separovatelná. Nejčastěji se vstupní data klasifikují do dvou tříd.
Vstupní data je možné definovat následovně:
D = {(x0, y0), . . . , (xi, yi)}, xi ∈ Rn, yi ∈ {−1,+1} (2.2)
V zápise uvedeném výše xi značí vstupní vektor příznaků a yi jeho příslušnost ke kon-
krétní třídě. Cílem tohoto algoritmu je najít rovinu, která odděluje vstupní data. Tato
rovina jednoznačně separuje vstupní data do jednotlivých tříd, přičemž vzdálenost prvků
jednotlivých tříd a této roviny je maximální. Tento problém není triviální. Vstupní vek-
tory xi mohou obsahovat mnoho hodnot a tato data nemusí být ve zvoleném prostoru
separovatelná. Proto je potřeba data převést do prostoru s větší dimenzí, kde se tato data
dají pomocí lineární roviny separovat. Více informací a detailní popis algoritmu lze najít
v [20, 7].
2.4 Sledování objektů
Hlavním cílem sledovacích algoritmů je zachytávat trajektorii sledovaného objektu napříč
videosekvencí. V [20] jsou metody sledování objektů rozděleny do několika typů lišících se
způsobem reprezentace objektu. Také je zde zmíněna celá řada metod. V této podkapitole
budou zmíněny ve stručnosti dvě metody, které jsou relevantní k tématu této práce. V ná-
sledující části je stručně popsán částicový filtr a sledování vzorů v obraze. Pro sledování lze
také využít metodu odečítání pozadí, která byla uvedena v předchozí části.
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Částicový filtr
Částicový filtr je zde uveden z toho důvodu, že se jedná o používaný algoritmus při sledování
objektů. Zde je uveden hlavně jako jeden ze zástupců algoritmů pro sledování a pro ilustraci.
Pohybující se objekt v čase zaujímá stavy xk : 1, 2, . . . , N . Změna stavu je popsána
pomocí 2.3, kde fk je nelineární funkce a stav xk je závislý na předchozím stavu xk−1 a
šumu vk−1. V [2] se toto nazývá systémovým modelem.
xk = fk(xk−1, vk−1) (2.3)
zk = hk(xk, nk) (2.4)
Cílem sledování je odhadnout stav xk na základě měření, které je vyjádřeno rovnicí 2.4.
Stejně jako v předchozím případě, i zde je funkce hk nelineární a měření zk závisí na stavu
xk a měřícím šumu nk. Jedná se o měřící model [2]. Nyní je nutné určit funkci hustoty
pravděpodobnosti p(xk, z1:k). Ta se určí ve dvou fázích. Nazývají se predikce a aktualizace
[2]. V první fázi se odhadne stav v čase k pomocí rovnice 2.5.
p(xk|z1:k−1) =
∫
p(xk|xk−1)p(xk−1|z1:k−1)dxk−1 (2.5)
Nový odhadnutý stav tedy závisí na stavu z předchozí iterace p(xk−1|z1:k−1). Tato rov-
nice slouží v aktualizační fázi, jak je uvedeno níže. Pravděpodobnost p(xk|xk−1) potom
vyjadřuje závislost na předchozím stavu. Jedná se o výše jmenovaný systémový model. Ná-
sleduje druhá fáze, aktualizace. Po odhadu stavu v čase k se provede skutečné měření zk
v čase k a upraví se funkce hustoty pravděpodobnosti, jak popisuje 2.6.
p(xk|z1:k) = p(zk|xk)p(xk|z1:k−1)
p(zk|z1:k−1) (2.6)
Hodnota p(xk|z1:k) se tedy získá za pomoci aktuálního měření p(zk|xk), popsaného po-
mocí měřícího modelu, a pravděpodobnosti p(xk|z1:k−1), která je určena v předchozí fázi.
Po těchto dvou fázích dojde na základě těchto měření k převzorkování částic. Určí se jed-
notlivé váhy částic a ponechají se pouze ty částice, které mají velkou váhu. Všechny výše
uvedené rovnice jsou převzaté z [2].
Sledování vzorů
Tento typ sledovacího algoritmu je zde uveden z toho důvodu, že v rámci testování aplikace
byly provedeny testy porovnávající úspěšnost sledování rukou v obraze pomocí implemen-
tované metody a pomocí metody, využívající algoritmu Mean-shift.
Jednou z metod sledování vzorů je Template matching. Jedná se o metodu, která v kaž-
dém snímku obrazu Iw vyhledává obraz Ot (angl. template). Ten je definován v předchozím
snímku. Jedná se o obraz O v čase t. Pozice vzoru v aktuálním snímku je určena pomocí
měření, například jak je uvedeno v [20] pomocí cross corelation:
argmaxdx,dy =
∑
x
∑
y(Ot(x, y)× Iw(x+ dx, y + dy))√∑
x
∑
y O
2
t (x, y)
(2.7)
Proměnné dx, dy určují změnu pozice sledovaného vzoru v aktuálním snímku. Pro popis
vzorů se využívá intenzity obrazu nebo barevné informace.
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Obrázek 2.4: Ukázka sledování pomocí algoritmu Mean-shift. Obrázek převzat z [20].
Namísto vzorů je možné objekty reprezentovat například pomocí barevného histogramu.
Další metoda zmíněná v [20] histogramů využívá. Pro hledání však používá Mean-shift al-
goritmus. V tomto případě se snaží maximalizovat podobnost objektu porovnáváním his-
togramu objektu Q a histogramu kolem předpokládaného umístění objektu P . Algoritmus
pracuje iterativně. V každé iteraci se spočítají mean-shift vektory a zvýší se podobnost
histogramů. To se opakuje, dokud se nedosáhne konvergence, což trvá několik málo iterací.
Oproti předchozí metodě nevyužívá tato hrubou sílu pro vyhledávání objektu v každém
snímku. Ukázka se nachází na obrázku 2.4. Obrázek 2.4 (a) zobrazuje polohu objektu
v předchozím snímku, obrázek 2.4 (f) zobrazuje polohu objektu v následujícím snímku.
Obrázky 2.4 (b)–(e) zobrazují aktualizaci pozice pomocí Mean-shift algoritmu.
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Kapitola 3
Detekce a sledování rukou
Detekce a sledování rukou tvoří základ systému pro využití gest. Aby bylo možné klasifikovat
gesta, musí se nejprve detekovat a sledovat ruce, které gesta provádí. Detekce je obtížná,
protože ruce mohou zaujímat celou řadu poloh a mohou se různě deformovat. Například
při detekci chodců, nebo lidské postavy obecně [16], lze předpokládat, že středem těla je
trup, nad ním se nachází hlava a pod ním nohy. U detekce rukou je potřeba postupovat
jiným způsobem. První část této kapitoly se zabývá detekcí rukou. Jsou zde popsány dva
způsoby detekce, detekce na základě barevné informace [18, 21] a pomocí natrénovaného
klasifikátoru [12]. Druhá část této kapitoly se zabývá sledováním rukou v obraze. Jsou zde
zmíněny některé metody, na které je možné při studiu narazit. Z hlediska této práce jsou
důležité obě podkapitoly. Informace o sledování rukou byly čerpány z [15, 17, 6].
3.1 Detekce rukou
V této podkapitole budou představeny metody, které se používají pro detekci rukou. Jedná
se o detekci na základě barevné informace a detekci pomocí natrénovaných klasifikátorů.
Z hlediska této práce je důležitá první metoda.
Detekce na základě barevné informace
Detekce rukou na základě informace o jejich barvě je používanou metodou [15, 6, 17].
Existuje celá řada přístupů pro klasifikaci lidské kůže v obraze. Pro popis barvy se využívají
různé barevné modely. Jsou jimi například RGB, HSV, YCbCr a další. Článek [18] se zabývá
detekcí lidské kůže pomocí barvy. V tomto článku je zmíněno několik různých barevných
modelů sloužících pro popis a také několik různých přístupů pro detekci. Níže zmíněné
informace jsou čerpány právě z tohoto článku.
Jedna z metod pro vytvoření klasifikátoru lidské kůže spočívá v explicitní definici roz-
sahu hodnot v daném barevném prostoru. Pro ilustraci je zde uveden barevný model RGB.
Pravidlo 3.1 určuje jak se mají klasifikovat jednotlivé pixely vstupního obrazu. Nemusí
se jednat pouze o RGB barevný prostor, ale podobné pravidlo může být vytvořeno pro
libovolný barevný prostor.
pixel (R,G,B) je klasifikován jako lidská kůže pokud:
R > 95 ∩G > 40 ∩B > 20∩
max{R,G,B} −min{R,G,B} > 15∩
|R−G| > 15 ∩R > G ∩R > B
(3.1)
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Další metoda pro klasifikaci je založena na neparametrickém modelování lidské kůže.
Hlavní myšlenkou této metody je odhad distribuce barvy kůže na základě dat získaných
trénováním. Při této metodě se nevytváří explicitní model lidské kůže. Sem spadá například
klasifikace pomocí Bayesova pravidla [18]. V tomto případě se určuje pravděpodobnost, že
daný pixel má barvu lidské kůže. Jsou vypočteny pravděpodobnosti 3.2 a 3.3. Tedy že daný
pixel odpovídá 3.2 nebo neodpovídá 3.3 barvě lidské kůže.
P (r, g, b|skin) (3.2)
P (r, g, b|¬skin) (3.3)
Na základě 3.2 a 3.3 se určí pravděpodobnost, že daný pixel, který je popsán vekto-
rem hodnot [rgb], obsahuje barvu lidské kůže. Tato pravděpodobnost je definována pomocí
Bayesova pravidla:
P (skin|r, g, b) = P (r, g, b|skin)P (skin)
P (r, g, b|skin)P (skin) + P (r, g, b|¬skin)P (¬skin) (3.4)
Poslední metoda pro klasifikaci lidské kůže, která zde bude představena, spočívá v tvorbě
explicitního modelu lidské kůže. Ten může být modelován pomocí funkce hustoty pravdě-
podobnosti. V následujících odstavcích je uvedena tvorba modelu pomocí Gaussovy funkce
3.5, jak ji je možné nalézt právě ve článku [18], podobně ji lze nalézt i v [17], kde se ale
používá několika Gaussových funkcí.
p(c|skin) = 1
2pi|∑s| 12 · e
− 1
2
(c−µs)T
∑−1
s (c−µs) (3.5)
V 3.5 c značí vektor hodnot [rgb] a µs a
∑
s jsou parametry. Jmenovitě vektor středních
hodnot a kovarianční matice. Tyto parametry jsou odvozeny z trénovacích dat pomocí
vztahů 3.6 a 3.7. V těchto vztazích n značí celkový počet vzorků lidské kůže cj . Poté je
možno použít pravděpodobnost p(c|skin) přímo pro určení pravděpodobnosti, s jakou je
daný pixel obrazu shodný s pixelem lidské kůže.
µs =
1
n
n∑
j=1
cj (3.6)
∑
s =
1
n− 1
n∑
j=1
(cj − µs)(cj − µs)T (3.7)
Aplikací některé z výše uvedených metod lze určit pravděpodobnost lidské kůže v obraze,
jak je zobrazeno na obrázku 3.1. Vznikne tak obraz, zobrazující pro každý pixel pravdě-
podobnost výskytu lidské kůže. Čím je oblast světlejší, tím je pravděpodobnost výskytu
kůže vyšší. Po této fázi přichází do hry vlastní dektekce rukou. V článku [21] se detekce
provádí následujícím způsobem. Určí se práh, který rozdělí pixely obrazu do dvou tříd.
Pixely s pravděpodobností vyšší než práh jsou ponechány. Pixely s nížší pravděpodobností
jsou označeny za pozadí. V takovémto obrazu jsou poté určeny spojité oblasti obsahující
pixely značící výskyt lidské kůže. Jako oblast výskytu ruky se označí oblast s největším
výskytem pixelů s barvou kůže. Je zde také omezena velikost oblasti ruky. Tato velikost je
odvozena od velikosti oblasti, kterou zaujímá v obraze lidská tvář. Pro její určení se používá
Viola-Jones detektor [19].
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(a) (b)
Obrázek 3.1: Detekce lidské kůže. Původní obraz (a), pravděpodobnost lidské kůže (b).
Obrázek je převzat z [21].
Detekce pomocí natrénovaného klasifikátoru
V článku [12] je použito klasifikátoru AdaBoost pro detekci rukou. V tomto článku se na
základě detekovaných rukou určují gesta. Ta jsou určena na základě jejich pózy. Jak již
bylo zmíněno v předchozí kapitole, detekce pomocí natrénovaných klasifikátorů vyžaduje
množství trénovacích dat. V tomto případě se pro trénování využilo 2300 obrázků s výsky-
tem ruky a celkem 23000 obrázků, ve kterých se ruce nevyskytují. Natrénování takovéhoto
klasifikátoru trvá poměrně dlouhou dobu, i několik dní. Následující obrázek 3.2 zobrazuje
ukázku několika detekovaných rukou. Obrázek zobrazuje šest detekovaných póz ruky. Ty
reprezentují různá gesta. V této části je však důležité, že pokud se ruka nachází v jedné ze
zobrazených póz, pak je klasifikátorem detekována.
Obrázek 3.2: Detekce rukou pomocí klasifikátoru. Obrázek převzat z [12].
Detekce rukou pomocí klasifikátoru má však své omezení. Ruce mohou zaujímat celou
řadu póz, a proto není možné vytvořit klasifikátor, který by postihoval všechny možnosti.
Je tedy nutné, aby se při detekci rukou touto technikou omezil počet póz, které ruka při
detekci zaujímá. V článku [12] je detekováno celkem šest póz ruky. Jedná se tedy o detekci
šesti různých gest. Z pohledu detekce ruky se jedná o šest možných póz, které mohou ruce
zaujímat, a bude provedena jejich úspěšná detekce v obraze.
3.2 Sledování rukou
V této části bude ve stručnosti popsáno, jaké metody lze použít pro sledování rukou. Pro
sledování rukou lze použít metody, které jsou zmíněny v kapitole 2.4. Jsou zde zmíněny
některé metody, které jsou používané v literatuře týkající se sledování rukou. Také je zde
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popsán princip sledování metody Flock of Features, která je v této práci použita pro sledo-
vání rukou.
Článek [15] popisuje využití jednoduchého sledování rukou. Nejprve se provede iniciali-
zace. Ta se provádí tak, že se na obrazovce aplikace objeví označený region, ve kterém se
očekává výskyt ruky. Uživatel potom před kamerou nastaví snímanou ruku tak, aby byla ob-
sažena ve vyznačeném regionu, jak je zobrazeno na obrázku 3.3. Poté se extrahují příznaky,
jako velikost oblasti, kterou ruka zabírá, souřadnice současné pozice, úhel natočení ruky,
barva lidské kůže. Při sledování se nejprve odhadne pozice ruky v následujícím snímku. Po
získání následujícího snímku se provede detekce oblastí s výskytem lidské kůže. Na základě
předchozího odhadu se určí vzdálenost k jednotlivým oblastem a určí se skutečná poloha
ruky v aktuálním snímku.
Obrázek 3.3: Detekce ruky pomocí interakce s uživatelem. Obrázek převzat z [15].
V článku [17] se využívá pro sledování ruky částicového filtru. Každá částice, která popi-
suje sledovaný objekt, ruku, je charakterizována barevnou informací. Používá se kombinace
RGB a HSV barevné informace. Pro prvotní inicializaci se v obraze detekuje obličej. Ten se
detekuje pomocí Viola-Jones detektoru. Z něj se adaptuje natrénovaný model lidské kůže,
na jehož základě se v obraze určí oblasti, kde se vyskytuje lidská kůže. Předpokládá se,
že v obraze se vyskytuje obličej a jedna nebo dvě ruce. Jelikož pozice obličeje je známá,
jako ruce se označí zbývající oblasti s výskytem lidské kůže. Ty se potom sledují pomocí
částicového filtru. Ukázka je na obrázku 3.4. V obraze je vyznačen region obsahující hlavu
a regiony obsahující sledované ruce.
Obrázek 3.4: Ukázka sledování rukou pomocí částicového filtru. Obrázek převzat z [17].
Další možný způsob sledování rukou v obraze je využití algoritmu Condensation [8].
Tento algoritmus využívá částicového filtru a sleduje konturu objektu. Jelikož využívá čás-
ticového filtru, používá rozložení hustoty pravděpodobnosti. Tuto metodu je možné použít
na celou řadu objektů. Ve výše uvedeném článku autoři testovali tuto metodu také pro
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sledování rukou. Obrázek 3.5 zobrazuje sledování ruky právě pomocí tohoto algoritmu.
Možnou nevýhodou tohoto algoritmu může být náhlá změna tvaru sledovaného objektu.
Tato metoda odhaduje parametry sledovaného objektu v následujícím snímku. Pokud tedy
dojde k prudké změně tvaru, může to výrazně ovlivnit výsledek sledování.
Obrázek 3.5: Sledování ruky pomocí algoritmu Condensation. Obrázek převzat z [8].
V této práci je pro sledování rukou v obraze použit algoritmus Flock of Features [11].
Podstata tohoto algoritmu spočívá ve sledování významných bodů v obraze. Jak je uve-
deno v článku [11], pro detekci a sledování významných bodů se používá KLT sledovacího
algoritmu. Popis příznaků, které se detekují, je stručně zmíněn v kapitole 2.2. Zde bude ve
stručnosti popsán princip sledování těchto bodů. Popis vlastního algoritmu Flock of Fea-
tures, jeho inicializace a kroky, které je nutné provést při sledování, je popsán v kapitole
5.
Detailní popis KLT sledovacího algoritmu a jeho implementace se nachází v [4]. Hlavní
princip spočívá ve výpočtu optického toku v obraze. Jsou definovány dva po sobě následující
šedotónové snímky I a J . I(x) = I(x, y) a J(x) = J(x, y) jsou hodnoty bodu x = [x y]T
v daném snímku. Hodnoty x a y reprezentují souřadnice bodu x.
V prvním snímku I je určen bod u = [ux uy]T . Cílem sledování je najít bod v = u+d =
[ux+ dx uy + dy]
T ve druhém snímku J tak, že I(u) a J(v) jsou stejné. Vektor d = [dx dy]T
určuje optický tok bodu x. Při určování optického toku prohledáváme malé okolí bodu x.
Jsou definovány dvě hodnoty wx a wy, které slouží pro určení velikosti prohledávaného
okolí. Prohledávané okolí bodu x má velikost (2wx + 1) × (2wy + 1). Vektor d se spočítá
jako hodnota, která minimalizuje funkci 3.8.
(d) = (dx, dy) =
ux+wx∑
x=ux−wx
uy+wy∑
y=uy−wy
(I(x, y)− J(x+ dx, y + dy))2 (3.8)
Protože sledovaná ruka může změnit polohu tak, že se bod x v následujícím snímku
ocitne mimo prohledávané okolí, byla vytvořena modifikace tohoto sledovacího algoritmu.
Princip spočívá v tvorbě několika variant snímku lišících se rozlišením, které se postupně
snižuje. Při prohledávání se potom postupuje od nejnižšího rozlišení a výsledky hledání se
předávají výše. Informace a rovnice uvedené výše byly čerpány z [4].
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Kapitola 4
Klasifikace gest
V této kapitole budou představeny techniky pro klasifikaci gest. Tato kapitola je rozdělena
na dvě části. V první části jsou popsána statická gesta a jejich klasifikace. Je zde uveden
příklad klasifikace pomocí AdaBoostu [12]. V druhé části této kapitoly jsou popsána gesta
dynamická. Je zde zmíněna klasifikace gest pomocí dynamického borcení času [10, 1] (angl.
Dynamic Time Warping) a pomocí skrytých Markovových modelů [13] (angl. Hidden Mar-
kov Models). Z hlediska této práce je důležitá druhá podkapitola, zabývající se zejména
dynamickým borcením času. První podkapitola je zde uvedena pro ilustraci jiného přístupu
ke klasifikaci gest. V rámci druhé podkapitoly je ve stručnosti ještě zmíněna jiná metoda
pro klasifikaci dynamických gest.
4.1 Statická gesta
Statická gesta se klasifikují na základě pózy ruky. Pro jejich klasifikaci se využívají mecha-
nismy, které jsou použitelné pro detekci objektů v obraze. Například v [12] se pro klasifikaci
gest využívá Viola-Jones detektor, který používá pro popis příznaků vlnky a pro klasifikaci
algoritmus AdaBoost. V této práci autoři klasifikují celkem šest různých gest. Pro natréno-
vání použili 2300 obrázků rukou a celkem 23000 obrázků, ve kterých se ruce nevyskytují.
Nevýhodou této metody, kterou autoři zmiňují, je její náročnost. Je potřeba obrázky ano-
tovat a také trénování modelu pro každou třídu je velice náročné. Proto v článku [12] autoři
používají pro urychlení odhadu klasifikační třídy analýzu frekvenčního spektra. Výsledný
klasifikátor má velmi malou chybu, autoři uvádějí jednu falešnou detekci na 100 000 vzorků.
Více informací lze nalézt v [12].
(a) (b) (c) (d)
Obrázek 4.1: Ukázka detekovaných statických gest. Obrázek převzat z [6].
Podobně v [6] autoři využívají pro detekci a klasifikaci gest kaskádu klasifkátorů. Na-
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(a) (b)
Obrázek 4.2: Ukázka dynamických gest. Obrázek převzat z [1].
rozdíl od předešlého článku, rozpoznávají pouze čtyři gesta. Jejich ukázka se nachází na
obrázku 4.1. Jedná se o podobná gesta, jaká byla rozpoznávána v předešlém článku. Více
informací lze nalézt v [6].
4.2 Dynamická gesta
Dynamická gesta si je možné představit jako část trajektorie, získané z pozic sledovaného
objektu v obraze v průběhu času. Pro získání gesta si je možné například definovat startovací
a cílovou pózu ruky. Potom se gesto získá z trajektorie, kterou ruka absolvovala při přechodu
ze startovací do cílové pózy. Ukázka dynamického gesta se nachází na obrázku 4.2. Pomocí
gest jsou zde vykreslovány číslice. Na obrázku 4.2 (a) je vykreslena číslice 2, na obrázku
4.2 (b) pak číslice 5. V následujících odstavcích jsou popsány dvě metody pro klasifikaci
dynamických gest, pro tuto práci je důležitá především následující metoda.
Dynamické borcení času
Dynamické borcení času (dále jen DTW1) [10] je metoda, která se používá například ve
zpracování řečových signálů. Lze ji ale také použít pro klasifikaci gest. Aplikace modifikace
této metody je uvedena v [1]. Tato metoda obsahuje pro každé gesto šablonu. Poté se snaží
každé potenciální gesto spárovat s odpovídající šablonou. Vychází z předpokladu, že stejná
gesta mohou být provedena s různou rychlostí. Právě za pomocí borcení času je tato metoda
schopna natahovat či smršťovat délku šablony nebo gesta. Názornější ukázka se nachází na
obrázku 4.3.
Jsou definovány dvě časové posloupnosti Q 4.1 a C 4.2. Posloupnost Q má délku n a
posloupnost C má délku m. Posloupnost Q je definována jako šablona, posloupnost C jako
vzorek. Ilustrace těchto posloupností se nachází na obrázku 4.3.
Q = q1, q2, . . . , qi, . . . , qn (4.1)
C = c1, c2, . . . , cj , . . . , cm (4.2)
1Dynamic Time Warping
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Obrázek 4.3: Dynamické borcení času. Porovnání šablony Q a vstupního vzorku C (a),
matice n×m s vyznačenou cestou W s nejlepším ohodnocením (b) , mapování šablony Q
na vzorek C (c). Obrázek převzat z [10].
Aby bylo možné tyto dvě posloupnosti zarovnat, jak je znázorněno na obrázku 4.3 (c),
je potřeba zkonstruovat matici o rozměrech n × m, kde e(i, j) je prvek matice na pozici
(i, j). Tento prvek obsahuje vzdálenost d(qi, cj) mezi dvěma body qi a cj . Tato vzdálenost
je definována například pomocí rovnice 4.3.
d(qi, cj) = (qi − cj)2 (4.3)
W = w1, w2, . . . , wk, . . . , wK max(m,n) ≤ K < m+ n− 1 (4.4)
Cesta W je potom posloupností prvků matice, které definují mapování mezi Q a C. Cesta
W je znázorněna na obrázku 4.3 (b). Tato cesta musí splňovat určitá omezení. Jedním
z nich je omezení na délku cesty, definované pomocí 4.4. Další omezení uvedená v [10] jsou:
• Okrajové podmínky Cesta musí začínat a končit v diagonálně protilehlých rozích
matice. Tedy w1(1, 1) a wK(m,n).
• Spojitost Omezení týkající se přípustných kroků v matici. Tedy wk = (a, b), potom
wk−1 = (a′, b′), kde a− a′ ≤ 1 a zároveň b− b′ ≤ 1.
• Monotónnost Omezení na rozložení bodů cesty W v matici. Tedy wk = (a, b), potom
wk−1 = (a′, b′), kde a− a′ ≥ 0 a zároveň b− b′ ≥ 0.
DTW (Q,C) = min

√√√√ K∑
k=1
wk (4.5)
Je možné najít několik cest W maticí, které splňují výše uvedená omezení. Cílem je
však najít takovou cestu W , která má nejmenší ohodnocení dané rovnicí 4.5. V článku [1]
se používá modifikace DSTW (angl. Dynamic Space-Time Warping). Nedeformuje se pouze
čas, ale i prostor. Více lze nalézt právě v [1]. Všechny rovnice zde uvedené byly čerpány
z [10], kde lze nalézt další informace.
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Skryté Markovovy modely
Následující odstavce ve stručnosti popisují jiný přístup pro klasifikaci dynamických gest.
Skryté Markovovy modely se používají pro rozpoznávání řeči, ale jsou použitelné i pro
rozpoznávání gest [13].
Každé gesto je reprezentované pomocí jednoho modelu. K popisu slouží sekvence vektorů
O definovaná pomocí 4.6. Jednotlivé vektory ot jsou pozorovány v čase t a nesou potřebné
informace, jako například pozici ruky v obraze, rychlost a směr pohybu ruky [13].
O = o1, o2, . . . , oT (4.6)
Problém rozpoznání gesta odpovídajícího danému pozorování O je definován pomocí
4.7, kde gi značí jedno gesto z množiny rozpoznávaných gest. Tato pravděpodobnost není
přímo spočitatelná, ale je ji možné upravit pomocí Bayesova pravidla, jak je znázorněno
v 4.8. Tato pravděpodobnost udává pravděpodobnost, že dané pozorování O odpovídá gestu
gi.
arg max
i
{P (gi)|O)} (4.7)
P (gi|O) = P (O|gi)P (gi)
P (O)
(4.8)
Markovův model si lze představit jako konečný automat, který má N stavů. Z těchto
N stavů je jeden stav pro vstup a jeden stav pro výstup. Dále je definována matice pře-
chodových pravděpodobností ai,j . Pravděpodobnost ai,j značí pravděpodobnost přechodu
automatu ze stavu i do stavu j. Dále jsou pak definovány výstupní pravděpodobnosti bj(ot),
které značí pravděpodobnost generování vektoru ot ze stavu j. Tyto pravděpodobnosti
nejsou definované pro první a poslední stav modelu, které nejsou vysílací. Výstupem tohoto
modelu je sekvence vektorů O podle 4.6, kde ot je vektor pozorovaný v čase t. Pravděpo-
dobnost vygenerování sekvence O průchodem modelem M pomocí stavové sekvence X je
definována pomocí 4.9. Stavová sekvence je skrytá a výstupem je pouze sekvence O. Proto
se tyto modely nazývají skryté.
P (O,X|M) = a12b2(o1)a22b2(o2)a23b3(o3) . . . (4.9)
Při trénování modelů neznáme sekvenci X, a proto je nutné uvažovat všechny možné
stavové sekvence X = x(1), x(2), . . . , x(T ), které generují sekvenci O 4.10. Pro trénování
modelu se používá Baum-Welschův algoritmus [13]. Tento algoritmus slouží pro aktualizaci
matice přechodových pravděpodobností a slouží k úpravě parametrů modelu. Tato aktua-
lizace se potom musí provést pro každý model.
P (O|M) =
∑
X
ax(0)x(1)
T∏
t=1
b(x(t))(ot)ax(t)ax(t+1) (4.10)
Pro určení modelu M , který generuje sekvenci O s největší pravděpodobností se používá
Viterbiho algoritmus [13]. Výpočet maximální pravděpodobnosti je dán pomocí vztahu 4.11.
P̂ (O|M) = max
X
{∑
X
ax(0)x(1)
T∏
t=1
b(x(t))(ot)ax(t)ax(t+1)
}
(4.11)
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Kapitola 5
Návrh a implementace
Následující kapitola se zabývá návrhem a implementací systému, který slouží ke sledování
rukou a detekci gest. Cílem této práce je tvorba knihovny, která umožňuje sledovat ruce
a detekovat natrénovaná gesta. Detaily implementace funkcí knihovny jsou součástí pod-
kapitoly zabývající se implementací. Následující podkapitola se zabývá rozmístěním scény.
Definuje požadavky na snímanou scénu. Dále je součástí této kapitoly návrh systému pro
detekci gest. Zbývající část této kapitoly se zabývá vlastní implementací.
5.1 Rozmístění scény
Zde jsou definována omezení, která musí být splňena, aby celý systém fungoval správně.
Snímaná scéna by se měla nacházet uvnitř budovy. Toto omezení je definováno hlavně
proto, že jsou použity barevné příznaky. Ty jsou potřebné pro detekci lidské kůže. Jsou
však náchylné na osvětlení, a proto by snímání scény ve venkovním prostředí, kde se často
mění intenzita slunečního svitu, vedlo ke zhoršení detekce lidské kůže, a tím pádem ke
zhoršení funkcionality celého systému.
(a) (b)
Obrázek 5.1: Ukázka scény pro sledování rukou a rozpoznávání gest.
Aplikace pracuje se scénou snímanou v bytě nebo učebně. Zde byly také provedeny
veškeré testy. Scéna může být osvětlena jak slunečním světlem, procházejícím skrz okna,
tak pomocí osvětlení v místnosti. Důležité však je, aby se ve snímaném obraze nevysky-
tovalo okno. Místnost samozřejmě okna mít může. Je však potřeba se vyhnout situaci,
kdy sluneční světlo svítí přímo do objektivu kamery. Dalším omezením je, aby se ve scéně
neměnilo osvětlení příliš často. Toho je možné dosáhnout buď pomocí předchozího omezení
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nebo například tak, že v místnosti budou zatažené žaluzie a bude zapnuté umělé osvětlení.
Systém nebyl testován a není určen pro práci za zhoršených světelných podmínek. Napří-
klad v situaci, kdy je scéna osvětlována pouze jasem displeje notebooku. Časté zapínání
a vypínání osvětlení v místnosti v kombinaci se slunečním světlem může mít také vliv na
funcki systému.
Dalším omezením aplikace je snímací zařízení. Není vyžadována žádná speciální kamera,
scéna je snímána webkamerou s rozlišením 640×480 pixelů a snímkovou frekvencí 30 snímků
za vteřinu. Taková kamera je například přítomna v notebooku. Právě webkamera v note-
booku sloužila po celou dobu pro zachytávání obrazu. Tato kamera je staticky umístěná
na těle notebooku. Je možné použít kameru s rozlišením větším, je však ale nutné zajistit,
aby byl obraz z této kamery převzorkován na požadované rozlišení. Co se týče snímkové
frekvence, neměla by přesáhnout definovaného omezení. Minimální snímková frekvence by
neměla klesnout pod 20 snímků za vteřinu. V případě nízké snímkové frekvence může do-
jít k tomu, že rozdíl polohy ruky v aktuálním a předešlém snímku bude tak velký, že jej
sledovací metoda špatně vyhodnotí a sledování selže. Veškeré testy byly provedeny pomocí
webkamery s definovými parametry. Při tomto nastavení systém funguje korektně. Po čas
sledování se s kamerou nijak nehýbalo. Je totiž důležité zachovat stejné pozadí.
Co se snímací vzdálenosti týče, uživatel by se měl nacházet ve vzdálenosti asi 1–1, 5
metru od kamery. Tím je zaručeno, že kamera bude snímat všechny důležité partie. Ka-
mera snímá nejen ruku uživatele, ale i jeho obličej, jak je zobrazeno na obrázku 5.1 (b).
Při bližší vzdálenosti hrozí, že se uživatel při provádění gest dostane mimo oblast snímanou
kamerou a to vede k ukončení sledování. Při větší vzdálenosti se použije pro tvorbu modelu
lidské kůže informace z malého počtu pixelů. Oproti tomu model pozadí je vytvořen z vel-
kého počtu pixelů. Zde může dojít k situaci, že se v rámci pozadí vyskytují objekty, které
mají barvu lidské kůže nebo se zde vyskytují přímo lidé. Takto vytvořené modely potom
nesprávně klasifikují pixely obrazu, což nepříznivě ovlivňuje sledování. Pokud se uživatel
nachází v definované vzdálenosti, minimalizuje se riziko špatné inicializace modelů.
Ještě je nutné uvážit jedno omezení. Při inicializaci by se uživatelův obličej neměl na-
cházet přesně naproti snímacímu zařízení. Je důležité, aby měl v oblasti napravo od hlavy
dostatek místa, aby se zde mohla vložit jeho ruka a následně se mohla sledovat. V situaci,
kdy se uživatel nachází přímo proti snímacímu zařízení nebo v pravé části snímané scény,
vytvoří se oblast pro ruku mimo snímanou oblast a celý proces sledování selže.
Dalším možným omezením scény by mohla být barva pozadí. Není vyžadována přesná
barva pozadí, ale měla by být odlišitelná od barvy kůže uživatele. Toto omezení není vyža-
dováno, ale v případě jeho aplikace se zvýší přesnost detekce.
5.2 Návrh aplikace
Předchozí podkapitola definovala omezující podmínky na snímanou scénu. V této podka-
pitole je detailně popsán návrh aplikace, která slouží pro detekci gest. Cílem této práce
je tvorba knihovny, která zajišťuje sledování rukou a klasifikaci gest. Všechny kroky, které
je nutné vykonat a které jsou popsány v této části jsou implementovány v této knihovně.
Implementační detaily a popis aplikace využívající tuto knihovnu následuje za touto částí.
Aby bylo možné klasifikovat gesta, je potřeba provést několik kroků. Nejprve určit ob-
jekt, který bude gesta provádět. Tento objekt se musí v čase sledovat. A nakonec je potřeba
zajistit vlastní detekci a klasifikaci gesta. Následující obrázek 5.2 názorně ilustruje funkcio-
nalitu systému. V obrázku jsou také vyznačené části, které zastřešuje vytvořená knihovna.
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Obrázek 5.2: Obrázek zobrazuje funkcionalitu systému pro detekci gest. Funkce obsažené
v červeném rámečku jsou implementovány v rámci knihovny.
Zachycení a zobrazení snímku z kamery má na starost hlavní aplikace. Ta zachycený
snímek předá ke zpracování vytvořené knihovně. Jak je patrné z obrázku 5.2, zajišťuje
knihovna celou řadu funkcí. Nejprve se v zachyceném obraze detekuje obličej. Ten slouží
pro tvorbu modelu lidské kůže, a také pro určení oblasti pro sledovanou ruku. Zbývající
oblasti v obraze jsou použity pro tvorbu modelu pozadí. V oblasti výskytu ruky uživatele se
provede detekce významných bodů. Tyto body potom slouží pro sledování ruky po čas běhu
programu. Po celou dobu se vyhodnocuje trajektorie ruky. V případě, že se sledovaná ruka
zastaví, indikuje to ukončení provádění stávajícho gesta a započetí provádění jiného gesta.
Gesta jsou tedy oddělena zastavením ruky na nějaký čas. Poté je klasifikována trajektorie
ruky mezi dvěma zastaveními ruky. Klasifikace probíhá na základě slovníku gest, se kterým
je provedené gesto porovnáváno. Uživatel je v hlavní aplikaci informován o provedeném
gestu a může si sám určit akci, která se má provést při výskytu konkrétního gesta.
Tento stručný popis slouží pro ilustraci funkcionality vytvořené knihovny. V následující
části této kapitoly jsou jednotlivé kroky detailně popsány.
Detekce lidské kůže
Jak již bylo výše zmíněno, používá se modelu lidské kůže pro určení oblastí, kde se vy-
skytuje ruka. Z toho důvodu je důležité, aby součástí scény byl obličej uživatele a také
ruka, jejíž pohyb se bude po čas běhu systému sledovat, a bude provádět předdefinovaná
gesta. V zachyceném obraze je detekován obličej. Získají se tak informace o velikosti oblasti,
kterou v obraze zabírá. Na základě velikosti oblasti se určí oblast pro ruku. Ta přibližně
odpovídá velikosti oblasti s obličejem.
Tvorba modelu lidské kůže probíhá na základě barevných pixelů obsažených pouze v ob-
lasti obličeje uživatele. Na základě těchto dat je vytvořen model lidské kůže. Model pozadí
je vytvořen ze všech pixelů obrazu, mimo oblasti pro obličej a ruku uživatele. Pomocí těchto
dvou modelů lze poté pro jednotlivé pixely obrazu rozhodnout, s jakou pravděpodobností
se jedná o pixel s barvou lidské kůže.
Obrázek 5.3 zobrazuje zpracování vstupního obrazu. Nejprve je získán obraz z kamery,
ten zobrazuje obrázek vlevo. Následně se provede detekce obličeje v obraze. Detekovaný
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Obrázek 5.3: Detekce lidské kůže v obraze.
obličej je v obraze vyznačen pomocí ohraničujícího červeného obdélníku. Současně se také
vytvoří vstupní oblast pro ruku, která se bude po zbytek doby běhu programu sledovat. Na
obrázku 5.3 se jedná o oblast ohraničenou modrým obdélníkem. Následně se vytvoří model
lidské kůže a model pozadí. Pomocí těchto modelů se klasifikuje vstupní obraz a detekují
se oblasti s výskytem lidské kůže, jak zobrazuje obrázek vpravo. Obrázek 5.4 zobrazuje
vymaskování vstupního snímku na základě informací o výskytu pixelů odpovídajících lidské
kůži. Je zvolen práh, který určuje, které pixely jsou vyhodnoceny jako pixely s barvou lidské
kůže a které jsou vyhodnoceny jako pozadí. Pixely s pravděpodobností nižší než je nastavený
práh jsou vyhodnoceny jako pozadí, ostatní jako pixely odpovídající lidské kůži.
Obrázek 5.4: Vymaskování vstupního obrazu.
Oba výše uvedené modely se vytvoří pouze jednou, a to na začátku programu. Nabízí
se možnost, že by se oba modely po čas běhu aktualizovaly. Zde je však nutné brát v úvahu
několik možných problémů. Jednak je nutné určit, na základě jakých dat by se aktualizovaly.
Inicializace modelu kůže využívá pixelů z obličeje. Pokud by se prováděla aktualizace pomocí
pixelů z obličeje, je nutné tento obličej pokaždé detekovat nebo sledovat. Při detekci se může
stát, že se špatně určí oblast s obličejem. Poté jsou pro aktualizaci modelu použita špatná
data. Nebo je možné obličej sledovat a po určité době vždy aktualizovat model. Jak detekce,
tak i sledování trvá nějaký čas a může ovlivnit odezvu systému. V úvodu jsou definována
určitá omezení na snímanou scénu, a proto je můžné vytvořit modely pouze jednou.
Pro tvorbu modelů je využito normalizovaného RG barevného prostoru [18]. Tento pro-
stor je definován pomocí vztahů 5.1 a 5.2. Tento barevný prostor lze získat z RGB prostoru
pomocí vztahu 5.1. Vztah 5.2 ukazuje, že součet jednotlivých normalizovaných hodnot je
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roven 1. Proto pro popis stačí pouze dvou normalizovaných hodnot.
r =
R
R+G+B
g =
G
R+G+B
b =
B
R+G+B
(5.1)
r + g + b = 1 (5.2)
Pro reprezentaci modelu lidské kůže a modelu pozadí byl zvolen normalizovaný histo-
gram. Součet všech hodnot v tomto histogramu je roven 1. Pro jednotlivé hodnoty r a g
normalizovaného prostoru RG produkuje pravděpodobnost, s jakou dané hodnoty odpoví-
dají barvě lidské kůže, případně pozadí. Modely je možné reprezentovat například pomocí
Gaussovy funkce nebo několika Gaussových funkcí, jak bylo zmíněno v kapitole 3.
P (skin|r, g) = P (r, g|skin)P (skin)
P (r, g|skin)P (skin) + P (r, g|¬skin)P (¬skin) (5.3)
Pro určení pravděpodobnosti, s jakou daný pixel obrazu odpovídá barvě lidské kůže, je
použit vztah 5.3. Tento vztah je převzatý z [18]. Ten určuje, s jakou pravděpodobností se
jedná o pixel kůže, pokud má daný pixel barvu reprezentovanou hodnotami r,g. Hodnoty r
a g se získají převodem barvy pixelů z prostoru hodnot RGB do normalizovaného RG pro-
storu pomocí vztahů uvedených výše. Pravděpodobnosti P (skin) a P (¬skin) představují
pravděpodobnost výskytu pixelu s barvou odpovídající a neodpovídající kůži. Tyto pravdě-
podobnosti jsou nastavené na hodnotu 0.5. Pravděpodobnost P (r, g|skin) se získá z modelu
lidské kůže. Určuje pravděpodobnost s jakou dané hodnoty r a g odpovídají barvě kůže.
Podobně pravděpodobnost P (r, g|¬skin) určuje s jakou pravděpodobností dané hodnoty
odpovídají pozadí.
Sledování ruky
Inicializace ruky se provádí na základě interakce s uživatelem. Je možné sledovat pouze
jednu ruku. Také je zde omezení, že oblast pro uživatelskou ruku se vytvoří napravo od
obličeje. Sledovanou rukou je tedy ruka pravá. Samozřejme se nabízí, zda by si uživatel
nemohl definovat, kterou ruku chce sledovat, případně by bylo možné sledovat obě ruce.
Dalším možným řešením inicializace ruky by bylo použití detektoru rukou. Ten je ale po-
třeba natrénovat a není schopen postihnout všechny možné polohy ruky. Potom by zde
bylo omezení týkající se polohy ruky při inicializaci. Bylo rozhodnuto, že se bude sledovat
uživatelova pravá ruka a uživatel bude vyzván, aby tuto ruku umístil do požadovaného
prostoru ve scéně. Návrh je založený na článku [15].
Pro sledování rukou byl zvolen algoritmus Flock of Features. Detailní popis tohoto al-
goritmu lze najít v [11]. Na základě článku [5] jsem se rozhodl použít modifikovanou verzi
tohoto algoritmu. Původní algoritmus má na vstupu šedotónový obraz. Pokud v původním
algoritmu dojde k pohybu sledovaného objektu v blízkosti objektu s výraznými hranami,
může dojít k selhání sledování příznaků na objektu a přesunutí těchto příznaků na jiný
objekt. V takovém případě sledování selže, jak zobrazuje obrázek 5.5. V oblasti okolo sle-
dované ruky jsou detekovány příznaky, které mají lepší parametry než příznaky na ruce.
Tyto příznaky nahradí příznaky na sledované ruce a sledování selže. Pro sledování se totiž
využívají příznaky, které se nachází v obraze v blízkosti hran a rohů, jak již bylo zmíněno
v 2.2.
Modifikace původního algoritmu spočívá v tom, že na vstupu se nepoužívá šedotónový
obraz z kamery, ale upravený šedotónový obraz. Úprava se provede tak, že se ve vstupním
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Obrázek 5.5: Ukázka selhání sledování ruky pomocí algoritmu Flock of Features. Obrázek
převzat z článku [5].
obraze na základě modelu kůže a pozadí určí pravděpodobnost výskytu pixelů s barvou
kůže. Na základě informací obsažených v tomto obraze, se barevný obraz z kamery upraví
tak, že se v něm ponechají pouze pixely s barvou kůže. Takovýto obraz je poté převeden
na šedotónový a ten je použit na vstupu algoritmu. Tím se zabrání případům, kdy dojde
k přesunu příznaků na jiné objekty. Nyní jsou sledovány pouze objekty, které odpovídají
barvě lidské kůže.
Následující řádky obsahují ve stručnosti popis funkcionality algoritmu Flock of Fea-
tures. Příznaky, které se používají, a popis jejich sledování byly zmíněny v kapitole 3.2,
v podkapitole zabývající se sledováním rukou. Tyto detaily zde již zníněny nebudou.
Pro inicializaci algoritmu se využívá několika důležitých informací. Jedná se o informace
o oblasti s výskytem ruky, minimální požadované vzdálenosti příznaků, jejich počtu a také
je důležitá velikost prohledávacího okna pro hledání příznaků v následujícím snímku. Moje
implementace má trvale nastavený počet příznaků na hodnotu 100 a minimální vzdále-
nost příznaků na hodnotu 10. Inicializace spočívá v nalezení vhodných příznaků v oblasti
s výskytem ruky. Poté co jsou vhodné příznaky detekovány, jsou vybrány ty nejlepší a jsou
využity pro sledování.
Vlastní sledování probíhá následovně. Pro každý další snímek se aktualizují pozice pří-
znaků z předešlého snímku, tak jak je uvedeno v části 3.2. Na základě informací o jejich
současné a předešlé poloze se určí, zda jsou ještě vhodné pro další sledování. Je důležité
ověřit vzdálenost mezi jednotlivými příznaky, zda splňují podmínku na minimální definova-
nou vzdálenost. Také je potřeba odstranit příznaky, které jsou příliš vzdálené a nepříznivě
tak ovlivňují sledování objektu a příznaky, které se nenacházejí na místech s výskytem
kůže. Je však důležité nahradit tyto odstraněné příznaky novými, které se náhodně umístí
na místa s výskytem lidské kůže. Je samozřejmě nutné dodržet omezení na minimální vzdá-
lenost mezi příznaky. Protože jsou ale příznaky přidělovány náhodně, může nastat situace,
kdy není možné dosáhnout umístění na vhodné místo v konečném čase. Na umístění pří-
znaků je proto k dispozici jen několik pokusů a poté je příznak umístěn, ať již vyhovuje
podmínce na vzdálenost či nikoli. Poté se určí střed všech příznaků, který určuje střed
sledované oblasti, v tomto případě ruky.
Jak bylo zmíněno výše, modifikace této metody spočívá v tom, že v tomto obraze jsou
obsaženy pouze pixely, které splňují podmínku na příslušnost k pixelům kůže. Bylo rozhod-
nuto o modifikaci tohoto přístupu. Určení pravděpodobností pro celý snímek trvá v mojí
implementaci přibližně 40 ms. Při předzpracování každého snímku tímto způsobem se ode-
zva systému výrazně zpomalila. Vlastní sledování a klasifikace gesta trvá dalších 20–25 ms.
Tím se celková doba zpracování prodlouží na 60–65 ms. Takový systém je potom schopen
zpracovávat data se snímkovou frekvencí přibližně 15–16 snímků za vteřinu.
To je pro systém pracující v reálném čase nedostatečné, a proto bylo od tohoto řešení
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upuštěno. Není totiž nutné, zpracovávat celý obraz. Sleduje se pouze ruka, která zaujímá
poměrně malou část. Proto se nabízí možnost vkládat na vstup algoritmu pouze část obrazu,
obsahující sledovanou ruku. Od této varianty bylo také upuštěno. Bylo použito následujícího
postupu. Na vstup algoritmu je předán šedotónový obraz z kamery. Provede se určení
významných bodů v oblasti sledované ruky. Poté se odstraní všechny příznaky, které se
nenacházejí na místech s výskytem lidské kůže.
Obrázek 5.6: Ukázka sledování rukou pomocí vlastní implementace algoritmu.
Obrázek 5.6 zobrazuje sledování pomocí vlastní implementace algoritmu. Červený ohra-
ničující obdélník vymezuje oblast, kde se sledují příznaky. Jednotlivé příznaky jsou v obraze
vyznačené pomocí zelených bodů. Žlutý bod uprostřed shluku zelených bodů reprezentuje
jejich střed.
Detekce a klasifikace gest
V předchozí kapitole byly zmíněny dva typy gest, statická a dynamická. Bylo rozhodnuto
o detekci gest dynamických. Implementovaná knihovna je schopná rozpoznávat celkem sedm
různých gest. Jejich přehled je znázorněn na obrázku 5.7. Jedná se o gesto vpravo, dolů,
vlevo, nahoru, kolečko směrem nahoru, kolečko směrem dolů a trojúhelník. Důležité je, aby
tato gesta byla od sebe dobře odlišitelná. Při výběru gest se zohledňovalo několik krité-
rií. Jedním z nich byla rychlost klasifikace. Cílem není tvorba knihovny pro rozpoznávání
velkého počtu gest, ale cílem je rozpoznávat gesta v reálném čase. Na základě toho bylo roz-
hodnuto o klasifikaci pouze sedmi gest. Dalším kritériem bylo zamýšlené využití knihovny.
Při využití knihovny se zohledňovalo několik otázek. Na co asi bude tato knihovna pou-
žita? Na co ji já osobně použiji? Jaký typ aplikace bych chtěl ovládat? Rozhodl jsem se pro
ovládání jednoduchých programů, jako například prohlížeč fotografií, prohlížeč dokumentů
PDF, audio a video přehrávač. Všechny tyto aplikace mají jedno společné. Jsou ovladatelné
pomocí několika příkazů.
Obrázek 5.7: Ukázka rozpoznávaných gest.
Základem jsou tedy gesta pro navigaci. Navigační gesta se využijí při výběru fotografií,
písniček v playlistu nebo při procházení dokumentu. Také je vhodné mít gesto pro ukončení
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aplikace. Zbývající dvě gesta slouží pro ovládání dalších nejčastějších akcí při práci s těmito
programy. Při prohlížení fotografií se využívá zoom, proto je vhodné gesto pro ovládání
přiblížení a oddálení. Při prohlížení dokumentů se někdy využívá zobrazení na celou obra-
zovku, proto je vhodné mít gesto pro přepínání typu zobrazení. U audio a video přehrávače
je nutné ovládat hlasitost. Přestože se může zdát sedm gest jako nedostatečný počet, pro
ovládání výše uvedených aplikací je tento počet dostačující.
s = {[x0, y0], [x1, y1], . . . , [x10, y10]} (5.4)
c(n−1) =
{
1 if
√
(xn − xn−1)2 + (yn − yn−1)2 ≤ 12, n = 1, . . . , 10
0 if
√
(xn − xn−1)2 + (yn − yn−1)2 > 12, n = 1, . . . , 10
(5.5)
halt =
{
1 if
∑n<10
n=0 cn = 10
0 if
∑n<10
n=0 cn 6= 10
(5.6)
Detekce a klasifikace gesta probíhá na základě sledování trajektorie ruky. Počátek a
konec gesta je charakterizován pomocí zastavení ruky. Pro určení zastavení ruky se použijí
rovnice 5.4, 5.5 a 5.6. Uživatel tedy musí před započetím provádění gesta uvést ruku na
okamžik do klidové polohy. V mé implementaci se uvažuje zastavení po dobu odpovída-
jící deseti snímkům videa. Vztah 5.4 vyjadřuje posledních 11 pozic středů sledované ruky.
Pomocí vztahu 5.5 se určí pro deset dvojic bodů jejich vzdálenost c. Nakonec se pomocí
vztahu 5.6 rozhodne, zda se ruka po zvolenou dobu nehýbala. Pokud se rozhodne, že se ruka
skutečně zastavila, od této chvíle se sleduje trajektorie a používá se ke klasifikaci. Stejně
jako pro započetí provádění, tak i pro ukončení provádění gesta je nutné uvést ruku do
klidové polohy.
Obrázek 5.8: Názorná ukázka rozpoznání gesta.
Vlastní klasifikace probíhá pomocí algoritmu DTW. Popis lze nalézt v předchozí kapi-
tole. Knihovna obsahuje slovník předtrénovaných gest. Po provedení gesta uživatelem se toto
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gesto předá ke zpracování. Na základě gest obsažených ve slovníku se určí pravděpodobnost,
s jakou provedené gesto odpovídá jednotlivým typům. Nevybere se gesto s nejmenší cenou a
tedy největší pravděpodobností. Pro každý typ gesta jsou nastaveny prahy, které nesmí být
při vyhodnocování překročeny. Tento mechanismus pomáhá zvýšit úspěšnost klasifikace.
Pro další zpřesnění klasifikace byl upraven slovník gest. Ten neobsahuje pouze jeden vzorek
od každého typu gesta, ale obsahuje jich několik. V mé implementaci se používá pro každý
typ gesta celkem deset různých vzorků. Každý vzorek se mírně odlišuje. Některá gesta byla
provedena rychleji, některá pomaleji. To souvisí s faktem, že uživatel neprovede určité gesto
pokaždé stejně. Pokud by slovník obsahoval pouze jeden vzorek od každého gesta, mohlo by
dojít k situaci, kdy dvě stejná gesta, ale různě provedená, jsou klasifikována různě. Testo-
vání systému s různými typy slovníku je popsáno v následující kapitole. Postup rozpoznání
gesta názorně zobrazuje obrázek 5.8.
5.3 Implementace
V této podkapitole budou zmíněny implementační detaily knihovny a také informace o pou-
žitých nástrojích.
Celá knihovna je implementována v programovacím jazyce C++. Pro zpracování obrazu
jsem využil volně dostupné knihovny OpenCV 1 ve verzi 2.3.1 z dubna 2011. Knihovna byla
implementována a je určena pro operační systém Linux. Implementace a testování proběhly
pod distribucí Arch Linux 2. Přenositelnost knihovny na jiný operační systém je možná na
úrovni zdrojových kódů. Přenositelnost zdrojových kódů demonstrační aplikace využíva-
jící tuto knihovnu není možná, neboť využívá nástrojů pracujících pouze pod operačním
systémem Linux.
V původním návrhu se uvažovalo, že se celá knihovna bude sestávat pouze z jedné třídy.
Pomocí konstruktoru instance této třídy se inicializují potřebné proměnné. Poté se pomocí
jedné veřejné metody, která bude mít jako parametr snímek z kamery nebo videa, určí
provedené gesto. Od tohoto návrhu se však upustilo a v rámci knihovny se vytvořily dvě
samostatné třídy. Jedna pro sledování ruky a druhá pro klasifikaci gest. Hlavním důvodem
je znovupoužitelnost této knihovny. Kdyby se knihovna skládala pouze z jedné třídy, dá se
použít pouze a jen pro sledování a vyhodnocování mých předtrénovaných gest. Oddělení
sledování a klasifikace gest má za výsledek, že potencionální uživatel může využít napří-
klad pouze sledovací algoritmus a dodá si vlastní klasifikační metodu. Nebo naopak má
vytvořenou svou vlastní sledovací metodu nebo jen chce použít jinou, ale rád by využil
mého klasifikátoru gest.
Knihovna se tedy skládá ze dvou tříd, Track a Gesture. Třída Track obsahuje imple-
mentaci sledovacího algoritmu, tvorbu modelu lidské kůže a pozadí a další pomocné funkce,
které jsou důležité pro sledování pohybu uživatelovy ruky. Při vytvoření instance této třídy,
pomocí konstruktoru Track(), se provede nastavení parametrů a proměnných. Pro repre-
zentaci modelů kůže a pozadí se využívá datové struktury Mat z knihovny OpenCV. Jsou
tedy vytvořeny dvě prázdné matice, které jsou poté naplněny vypočtenými hodnotami. Pro
detekci obličeje se využívá natrénovaného detektoru, který je přítomen v knihovně OpenCV.
V této knihovně je k dispozici rovnou několik různých natrénovaných detektorů obličeje.
V rámci inicializace jsou také nastaveny parametry pro sledovací algoritmus. Knihovna
OpenCV obsahuje také implementaci detektoru klíčových bodů v obraze. Obsahuje celou
1http://opencv.willowgarage.com, 2012
2http://www.archlinux.org, 2012
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řadu různých implementací, z hlediska této práce je však důležité, že obsahuje detektor
příznaků, které se používají pro sledování v algoritmu Flock of Features. Jedná se o kni-
hovní funkci goodFeaturesToTrack(). Jak bylo uvedeno v části 3.2, pro sledování příznaků
se využívá KLT sledovacího algoritmu. Knihovna OpenCV obsahuje implementaci tohoto
algoritmu. Obsahuje implementaci, která používá obrazových pyramid. Jedná se o knihovní
funkci calcOpticalFlowPyrLK(). Co se týče mé práce na sledovacím algoritmu, musím tes-
tovat příznaky, zda jsou na vhodných pozicích, provádět odstranění nevhodných příznaků
a převzorkování nových příznaků.
Třída obsahuje jednu veřejnou metodu, která se nazývá return center(). Tato metoda
vyžaduje jako parametr snímek z kamery nebo videa. Je důležité zde zmínit, že tato metoda
provádí zrcadlové otočení obrazu. Proto se vstupní snímek před předáním této metodě
nesmí nijak upravovat. Veškeré další akce, jako detekce obličeje, tvorba modelů, sledování
ruky, jsou skryté. Uživatel obdrží pomocí návratového kódu této metody informaci o středu
sledované ruky.
Druhá třída Gesture se stará o detekci gest a jejich klasifikaci. Obsahuje, stejně jako
v předchozím případě, jednu veřejnou metodu. Jedná se o metodu return gesture(). Jako
parametry se této metodě předají informace o středu sledované ruky a aktuální snímek
z kamery. V rámci této třídy jsou implementované všechny důležité funkce, jako například
otestování začátku a konce gesta, inicializace slovníku, implementace DTW a klasifikace
gest. Veškeré tyto funkce jsou uživateli skryté. V rámci této třídy se uchovávají pozice
středů ruky od počátku sledování. Na základě těchto dat se poté pomocí jednoduché funkce
určuje, zda se nezapočalo provádět nějaké gesto. Funkce zpracovává vždy posledních deset
bodů a ověřuje, jak moc se od sebe jednotlivé pozice liší. Pokud splní nastavený práh, jsou
pozice středů od této chvíle považovány za součást prováděného gesta. Tyto body se také
pomocí této funkce testují, aby se zjistil konec gesta.
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Obrázek 5.9: Ukázka nenormalizovaných gest.
Pro lepší ovládání se pomocí těchto bodů vyznačuje v obraze trajektorie sledované ruky.
Má to své opodstatnění. Během testování systému uživateli toto nebylo implementováno.
Uživatel viděl v obraze pouze sledované příznaky na ruce. Při provádění gesta neměl infor-
maci o provedené trajektorii. Zejména v případě, kdy několikrát provedl stejné gesto, ale to
nebylo správně určeno, chtěl uživatel vědet, co udělal špatně. V některých případech bylo
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provedené gesto klasifikováno jako úplně jiné gesto. To bylo způsobeno například nezasta-
vením se před započetím nebo po ukončení gesta. Z toho důvodu jsem tuto třídu poupravil
a umožnil tak uživateli kontrolovat svoje pohyby ruky. Uživatel tak má nyní informaci
o provedené trajektorii, vidí zda korektně započal a ukončil provádění gesta.
Co se týče implementace DTW, nepoužívá se žádné knihovny, ale je implementována zá-
kladní verze této metody. Samozřejmě je možné na internetu nalézt několik knihoven, které
algoritmus DTW implementují. Pro reprezentaci gest se využívá struktury jazyka C++
vector. Slovník natrénovaných gest je uložený v rámci hlavičkového souboru této třídy. Při
zavolání konstruktoru Gesture() této třídy, se v rámci knihovny vytvoří pole takovýchto
vektorů. Z hlavičkového souboru jsou pak jednotlivá gesta převedena do vektorové repre-
zentace a použita při klasifikaci. Jak bylo zmíněno výše, jednotlivé body trajektorie ruky
jsou po celou dobu provádění uschovávány. Pokud se detekuje ukončení gesta, všechny tyto
body se musí zpracovat. Uživatel může gesta provádět různým způsobem. Některá gesta
můžou být provedena rychleji, některá pomaleji. To vše je potřeba zohlednit. Já jsem se
rozhodl pro následující postup.
Jednotlivé body reprezentují souřadnice ruky v obraze. Uživatel může započít prová-
dění gesta v libovolném místě sledovaného obrazu. Trajektorie takových gest se nachází na
obrázku 5.9. Při porovnání dvou stejných gest, která ovšem byla provedena na odlišných
místech v obraze, však dojde k situaci, kdy výsledná pravděpodobnost, že se jedná o stejná
gesta, je malá. To je způsobeno skutečností, že se porovnávají dvě trajektorie, které jsou od
sebe vzdálené. Počáteční body dvou gest mají nějakou počáteční vzdálenost. V algoritmu
DTW se poté počítá vzdálenost mezi jednotlivými body trajektorie a tyto vzdálenosti se
sčítají. To způsobí, že na konci gest je vzdálenost mezi nimi v matici DTW obrovská. Tato
vzdálenost nesplňuje podmínku prahu, který je pro jednotlivá gesta nastaven a gesto není
rozpoznáno. Z toho důvodu je potřeba upravit souřadnice jednotlivých gest. To se provede
pomocí normalizace všech souřadnic gesta pomocí souřadnice prvního bodu, jak zobrazuje
obrázek 5.10. Tím se získá pro všechna gesta stejný počáteční bod x = [0, 0].
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Obrázek 5.10: Ukázka normalizovaných gest.
Gesta se ale od sebe stále mohou výrazně odlišovat. Jako příklad jsou zde uvedena
dvě gesta A a B. Tyto gesta reprezentují například gesto vpravo. Délka těchto gest je
n0 a m0. Pro příklad n0 = 10 a udává délku gesta A v bodech a m0 = 20 a udává
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délku gesta B. Počáteční bod obou gest je xs = [0, 0]. Koncový bod pro obě gesta je
xe = [100, 0]. V tomto případě se opět při klasifikaci pomocí DTW získá velký rozdíl mezi
gesty a gesta nebudou správně klasifikována. Tento nedostatek byl vyřešen následujícím
způsobem. V rámci knihovny OpenCV je k dispozici třída LineIterator, která umožňuje
zjistit všechny body ležící na přímce mezi dvěma body. Pomocí této třídy se tedy určí
všechny body ležící mezi jednotlivými body gest A a B. Získají se tak nové délky gest
v bodech n1 a m1. Délka n1 = 123 bodů a m1 = 140 bodů. Na začátku byla délka gesta B
o 100% větší, nyní je délka gesta větší pouze o 13%. Při vyhodnocování takovýchto gest již
dostávám očekávané výsledky. Přesto je zde ještě jeden problém. Trajektorie gesta může být
u některých gest ještě výrazně delší. Při výpočtu DTW pro jednotlivá gesta potom narůstá
doba zpracování. To nepříznivě ovlivňuje odezvu systému. Na základě několika pokusů bylo
rozhodnuto o změně délky gesta. Testy ukázaly, že není potřeba mít definovány všechny
body gesta. Nakonec jsem dospěl do situace, kdy se z trajektorie určené pomocí bodů n1
a m1 vybírá každý desátý bod a ten se použije. Zbylé body se zanedbají. Tím se délka
gest zredukuje na n2 = 13 a m2 = 15 bodů. Na základě toho je možné určit gesto pomocí
slovníku obsahujícího 70 gest během 8–10 ms.
V rámci knihovny se neinicializuje zachytávací zařízení. Je potřeba, aby aplikace vyu-
žívající tuto knihovnu zajistila přísun snímků z kamery nebo videa. Popis takové aplikace,
využívající tuto knihovnu se nachází v následující podkapitole.
5.4 Aplikace využívající knihovnu
V této části bude popsán návrh a implementace demonstrační aplikace, která využívá im-
plementovanou knihovnu. Návrh takové demonstrační aplikace se nachází na obrázku 5.11.
Demonstrační aplikace se stará o zpracování vstupního obrazu. Musí inicializovat snímací
zařízení nebo zajistit načtení vstupního videosouboru. Není totiž nutné přímo zachytávat
obraz z kamery. Je možné si vytvořit videozáznam a ten poté přivádet ke zpracování. To je
umožněno právě díky faktu, že se o zpracování videa stará aplikace, která knihovnu pou-
žívá. Knihovna má na starost pouze sledování ruky a klasifikaci gest. Jak je tedy z obrázku
5.11 patrné, demonstrační aplikace se stará o přísun dat pro knihovnu a také zpracovává
její výstup. Poté, co se určí provedené gesto, zvolí se požadovaná akce.
Rozhodl jsem se, že nebudu tvořit plugin do již existujícího programu, který by využíval
této knihovny. Aby tato knihovna byla maximálně využitelná, rozhodl jsem se, že v rámci
aplikace využívající knihovnu, budu ovládat libovolnou aplikaci, která běží v počítači. Sa-
mozřejmě je zde omezení na vybranou aplikaci. K demonstraci jsem vybral jednoduché
aplikace. K ovládání těchto aplikací jsem si zvolil program xdotool3. Tato aplikace pra-
cuje nad knihovnou xlib a umožňuje zasílat zvolené aplikaci signál o stisku určité klávesy
nebo kombinace kláves. Toho jsem se rozhodl využít. Aplikace, které jsem si zvolil jsou
ovladatelné pomocí několika málo kombinací kláves.
Jedná se o následující aplikace. Prohlížeč dokumentů PDF Evince4 z prostředí Gnome,
hudební klient Sonata5, prohlížeč fotografií Mirage6 a videopřehrávač MPlayer7.
Ovládání aplikací ukážu na příkladu ovládání prohlížeče dokumentů Evince. Je připra-
vená ovládací aplikace, která využívá implementovanou knihovnu. Dále jsou připraveny dva
3http://www.semicomplete.com/projects/xdotool/, 2012
4http://projects.gnome.org/evince/, 2012
5http://sonata.berlios.de/, 2012
6http://mirageiv.berlios.de/, 2012
7http://www.mplayerhq.hu, 2012
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Obrázek 5.11: Návrh demonstrační aplikace využívající implementované knihovny. Červený
rámeček značí akce, které provádí knihovna a které odpovídají schématu na obrázku 5.2.
jednoduché skripty. První skript zajišťuje spuštění aplikací a získání potřebných dat. Nej-
prve se provede spuštění ovládané aplikace, v tomto případě prohlížeče Evince. Tomu je jako
parametr předán soubor, který se má v prohlížeči zobrazit. Poté co se tento program spustí,
pomocí nástroje xdotool se vyhledá identifikátor ID jeho okna v systému X-Window. Toto
ID se následně předá jako parametr při spuštění ovládací aplikace. To je celá funkcionalita
prvního skriptu.
V rámci ovládací aplikace se provádí sledování ruky a čeká se na provedení gesta. V oka-
mžiku, kdy je detekováno a klasifikováno gesto, přichází na řadu druhý skript. Ten vyžaduje
vstupní parametry. Jsou jimi ID okna ovládaného programu a také identifikátor provede-
ného gesta. Tyto informace se připraví a v rámci ovládací aplikace se pomocí funkce system
zavolá tento skript s odpovídajícími parametry. V rámci tohoto skriptu jsou definované kódy
kláves, které jsou přiřazeny jednotlivým prováděným gestům. Ty se odlišují v závislosti na
ovládané aplikaci. Pro přímé ovládání zvolené aplikace se opět využije nástroje xdotool a
na základě provedeného gesta se zašle ovládané aplikaci informace o stisku klávesy, případně
kombinace kláves, odpovídající požadované akci. V tomto příkladu se například při prove-
dení gesta vpravo zašle aplikaci Evince informace o stisku směrové klávesy vpravo. Pomocí
této klávesy se přejde na zobrazení následující stránky v zobrazovaném dokumentu. Toto
se opakuje po celou dobu běhu programu. Ukázka ovládání aplikace se nachází v následující
kapitole zabývající se testováním.
Jedinou nevýhodou tohoto řešení je režie vzniklá při přepnutí kontextu. Přepnutí z apli-
kace do skriptu a vykonání potřebných akcí trvá nenulový čas. Doba potřebná pro provedení
všech akcí se pohybuje v rozmezí 70–100 ms. Přesto toto řešení nevadí plynulosti provádění
gest. Tato akce se provádí pouze v případě, když se provede gesto.
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Kapitola 6
Testování a výsledky
Tato kapitola se zabývá testováním a interpretací dosažených výsledků. Jsou zde popsány
testy důležitých částí knihovny. Jedná se zejména o tvorbu modelu lidské kůže, sledovacího
algoritmu a také detekce a klasifikace gest. Také je zde popsáno testování ovládání různých
aplikací pomocí vytvořené knihovny.
Stejně jako implementace, tak i testy probíhaly pod operačním systémem Linux. Testo-
vání jsem prováděl na notebooku HP s procesorem Intel Pentium D 2,17GHz. Jako snímací
zařízení jsem použil vestavěnou webkameru s rozlišením 640 × 480 pixelů. Aplikaci jsem
také přeložil a spustil na počítači v prostorách FIT VUT v Brně. Tento počítač obsahoval
distribuci Cent OS. Tím jsem chtěl ukázat funkčnost i na jiné distribuci Linuxu. Překlad a
spuštění pod operačním systémem Windows testován nebyl.
Některé testy jsem prováděl pouze já, některých testů se zúčastnilo několik uživatelů.
V rámci každého testu je uvedeno, kolik uživatelů se jej zúčastnilo. Stejně tak jsem provedl
testování na několika různých místech. Různá prostředí jsou patrná z obrázků. Během
testování jsem pořídil celou řadu videozáznamů. Ty jsou součástí přiloženého DVD.
6.1 Detekce hlavy a tvorba modelu kůže
Detekce pomocí detektoru z knihovny OpenCV byla po celou dobu testování bezproblé-
mová. Vždy byla správně určena hlava uživatele. Jediným problémem v počáteční fázi
sledování zůstává tvorba oblasti pro ruku. V případě, že uživatel sedí příliš blízko kameře
nebo v pravé části snímané scény, dojde k situaci, kterou zachycuje obrázek 6.1. Uživatel
se nachází příliš blízko kameře, vytvořená oblast zasahuje mimo snímanou scénu. Pokud
poté chci extrahovat body z této oblasti, program se ukončí s chybovým voláním knihovny
OpenCV. Proto je důležité dodržovat bezpečnou vzdálenost od kamery.
Co se týče tvorby modelů pozadí a kůže, jedinou hrozbu pro správné vytvoření modelů
představují předměty s barvou kůže, popřípadě další lidé v obraze. Jak zobrazuje násle-
dující obrázek 6.2, v případě, že se v obraze vyskytují nevhodné předměty, může dojít
k nesprávnému určení modelu, což má za následek špatné sledování ruky. V tomto případě
se v obraze nachází objekt, který ovlivňuje tvorbu modelu pozadí. Při vlastní detekci kůže
potom dojde k situaci, kterou zobrazuje obrázek 6.2 (c). Jako pixely s barvou kůže jsou
označeny i pixely na skříňce v pozadí. To má za následek, že během sledování ruky mohou
být příznaky přiřazeny právě na tento objekt. Může dojít k selhání sledování.
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Obrázek 6.1: Ukázka špatné inicializace vstupní oblasti pro ruku.
(a) (b) (c)
Obrázek 6.2: Ukázka detekce kůže v obraze s nevhodnými předměty.
6.2 Sledování ruky
V této části bude otestována sledovací metoda. Jak již bylo několikrát zmíněno, použil
jsem metodu Flock of Features. Zde budou představeny některé testy této sledovací metody.
V rámci testování jsem vytvořil tři krátká videa, která slouží právě pro otestování sledování
ruky. Abych porovnal tuto metodu, použil jsem jiného sledovacího algoritmu využívajícího
metody Mean-shift. Tato metoda je dostupná v rámci knihovny OpenCV.
(a) (b)
Obrázek 6.3: Ukázka sledování ruky pomocí Mean-shift algoritmu.
První test pouze sleduje ruku v obraze. Ta se pohybuje mimo obličej a jiné předměty.
Ukázka z tohoto testu se nachází na obrázku 6.3. V tomto testu došlo k selhání metody
využívající Mean-shift algortimu, neboť se nesleduje pouze dlaň, ale celá ruka. Naopak moje
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implementovaná metoda byla schopna sledovat pouze dlaň po celou dobu běhu.
Druhý test již zohledňuje pohyb ruky přes jiné předměty. V tomto testu jsem se pohy-
boval s rukou v oblasti obličeje a nakonec jsem také provedl pohyb přímo přes obličej. Jak
je patrné, došlo k přesunu příznaků z ruky na obličej. Snažil jsem se získat tyto příznaky
zpět na sledovanou ruku a dokončit test. To se mi podařilo. V případě, kdy dojde k přesunu
příznaků na jiný objekt, je možné tyto příznaky přesunout zpět na ruku. Názorná ukázka se
nachází v testovacím videu. Obrázek 6.4 zobrazuje pouze přesun příznaků z ruky na obličej.
Stejně tak v případě druhé sledovací metody došlo k selhání sledování a přesunu oblasti
zájmu na obličej. Také v tomto případě se mi podařilo obnovit sledování ruky. Bohužel,
nesleduje se pouze dlaň jako v prvním případě, ale sleduje se celá ruka.
(a) (b)
Obrázek 6.4: Přesun příznaků z ruky na obličej.
Poslední test testoval schopnost algoritmu vypořádat se s překrytím sledované ruky. Do
obrazu jsem umístil knihu a pohyboval rukou směrem za tuto knihu. V obou případech došlo
k selhání sledování, jak zobrazuje obrázek 6.5. Toto je asi hlavní nevýhoda této metody.
(a) (b)
Obrázek 6.5: Selhání sledování při překrytí ruky jiným objektem. Příznaky se špatně přiřadí
a nakonec dojde k ukončení programu.
Během testování si uživatelé stěžovali na nemožnost pohybu rukou mimo snímaný obraz.
V takovém případě program skončil. Uživatelé by naopak uvítali možnost odstranění ruky
z obrazu a její opětovný návrat zpět. Při testování rozpoznávání gest byl pohyb rukou
namáhavý, ale nebyl zde prostor pro odpočinek. Právě proto by uvítali možnost přerušit
sledování a po nějakém čase se k němu zase vrátit. Všechna tři vytvořená videa jsou součástí
přiloženého DVD.
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6.3 Detekce a klasifikace gest
Jak jsem již zmínil výše, použil jsem pro klasifikaci gest slovníku, který obsahuje několik
vzorků od každého gesta. V následujícím testu jsem chtěl ukázat vliv počtu vzorků na
úspěšnost rozpoznávání. Testu jsem se zúčastnil pouze já. Každé gesto jsem provedl 10krát.
Testoval jsem celkem čtyři velikosti slovníku. Protože není možné zaručit provedení jednoho
gesta opakovaně stejným způsobem, chtěl jsem natočit jedno video, ve kterém provádím
tento test a toto video poté použít pro vstup tohoto testu. Nakonec jsem ale celý test provedl
sám. Pro každou velikost slovníku jsem provedl celkem 70 gest. Všechna čtyři natočená
videa jsou součástí přiloženého DVD. Výsledky testu jsou obsahem tabulky 6.1. Tabulka
6.1 obsahuje v jednotlivých sloupcích počet rozpoznaných gest daného typu.
Tabulka 6.1: Výsledky testu vlivu velikosti slovníku na úspěšnost klasifikace gest.
Gesto
1 vzorek 9 9 2 9 4 2 1
3 vzorky 9 8 6 9 8 8 5
7 vzorků 9 9 7 7 9 8 8
10 vzorků 9 8 5 8 8 8 9
Jak je z tabulky patrné, velikost slovníku nemá příliš velký vliv na rozpoznávání naviga-
čních gest. Pro jednotlivé velikosti slovníku se rozpoznal přibližně stejný počet navigačních
gest. Jediným problémem bylo gesto vlevo. Ovšem jak je vidět z tabulky, rozpoznávání
složitějších gest již závisí na velikosti slovníku. Při jednom vzorku ve slovníku jsem byl
schopen úspěšně rozpoznat pouze jedno gesto trojúhelník. Gesta kolečko nahoru a kolečko
dolů jsou na tom o něco lépe. Při použití tří vzorků gest ve slovníku se situace zlepšila.
Přesto ale pořád gesto trojúhelník bylo rozpoznáno pouze v polovině případů. Pokud slovník
obsahoval od každého gesta sedm, popřípadě deset vzorků, rozpoznání bylo velice podobné.
Z toho plyne, že pro úspěšnou klasifikaci je potřeba alespoň tří vzorků od každého gesta ve
slovníku. Více vzorků pak úspěšnost dále zvýší.
Dalšího testu se již zůčastnilo celkem pět uživatelů, dvě ženy a tři muži. Je důležité
poznamenat, že tito uživatelé ovládají počítač na běžné uživatelské úrovni. S podobným
systémem se nikdy předtím nesetkali a před testováním byli pouze poučeni, jak gesta pro-
vádět. Cílem tohoto testu bylo provedení určitého počtu gest. Každý uživatel musel během
testování provést jednotlivá gesta celkem desetkrát. Celkově tedy v tomto testu bylo pro-
vedeno 7× 10× 5 = 350 gest.
Tabulka 6.2: Počet rozpoznaných gest pro jednotlivé uživatele.
Gesto
Uživatel 1 4 5 7 7 9 2 9
Uživatel 2 5 5 9 6 4 10 10
Uživatel 3 9 6 5 7 6 6 4
Uživatel 4 7 1 5 5 10 10 9
Uživatel 5 6 7 8 9 6 7 5
Úspěšnost 62 % 48 % 68 % 68 % 70 % 70 % 74 %
Úspěšnost rozpoznávání gest pro jednotlivé uživatele je uvedena v tabulce 6.2. Z ta-
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bulky je možné vyčíst několik zajímavých informací. Předpokládal jsem, že navigační gesta
nebudou činit uživatelům žádný problém. Naopak jsem čekal, že hlavní kámen úrazu pro
uživatele budou gesta kolečko nahoru a kolečko dolů. Přesto jsou výsledky poněkud odlišné.
Nejlépe se uživatelé vypořádali s gesty trojůhelník, kolečko nahoru a kolečko dolů. Naopak
navigační gesta měla úspěšnost nižší. Přemýšlel jsem nad tímto výsledkem a došel jsem
k následujícímu závěru. Tato tři gesta mají jedno společné. Všechna začínají a končí ve
stejném bodě, respektive při jejich provádění se uživatel vrací do výchozí pozice. Navíc
gesta byla prováděna po jednotlivých typech. Tudíž pro provedení dvou gest kolečko na-
horu nemusel uživatel přemisťovat ruku do jiné pozice. To v tomto testu hrálo významnou
roli. Kamenem úrazu se pro navigační gesta stal právě přechod z koncové pozice gesta do
startovací. Uživatelé se totiž při ukončení gesta nedostatečně zastavili a to způsobilo, že se
trajektorie pořád sledovala. Až se dostali s rukou opět do startovací pozice, zastavili se déle
a sledování se ukončilo. Bohužel, klasifikovaná trajektorie neodpovídala žádnému gestu ve
slovníku. Tento test názorně ukázal, jak je důležité dodržovat začátek a konec prováděného
gesta. Průměrná úspěšnost detekce gesta byla v tomto testu 65,7 %.
Tabulka 6.3: Přiřazení provedených a klasifikovaných gest.
Gesta
31 0 3 0 1 0 0
2 24 0 3 2 0 0
5 0 34 0 0 0 0
0 1 0 34 0 0 0
0 0 0 0 35 0 3
0 0 0 0 0 35 0
1 0 3 1 0 0 37
Přiřazení provedených a klasifikovaných gest jednotlivým typům gest zobrazuje tabulka
6.3. První sloupec tabulky značí provedené gesto. Následující sloupce potom značí gesto
klasifikované. Hodnoty v těchto sloupcích určují, kolik vzorků gesta z prvního sloupce bylo
klasifikováno jako gesto v konkrétním sloupci. Opět je možné z tabulky vyčíst celou řadu
zajímavých informací. Jak jsem již zmínil při návrhu systému, je důležité si zvolit taková
gesta, která jsou navzájem dobře odlišitelná. Tabulka 6.3 dokládá, že tento cíl se mi podařilo
splnit. Přesto se však občas některé gesto klasifikuje jinak. Není možné zaručit bezproblé-
movou klasifikaci. Jak jsem již zmínil v předchozím odstavci, na vině je ve většině případů
chybně ukončené provádění gesta.
Jak je možné vyčíst z tabulky, bezproblémová klasifikace proběhla u gesta kolečko dolů.
Toto gesto nemá ve slovníku žádné gesto, které by se mu podobalo. Pokud uživatel provedl
gesto správně, vždy se klasifikovalo korektně. Podobně i gesta kolečko nahoru, nahoru a troj-
úheník si vedla dobře. U gesta kolečko nahoru došlo pouze v několika případech k záměně
za gesto trojúhelník. K tomu dojde například tak, že uživatel nedůsledně provede druhou
polovinu gesta. V případě gesta trojúhelník došlo k záměně za navigační gesta. To je způso-
beno pomalým prováděním gesta. V průběhu provádění se uživatel v jednotlivých vrcholech
gesta pozastavil příliš a došlo tak k ukončení sledování a trajektorie se rozpoznala jako zcela
jiné gesto. Nejhoršího výsledku dosáhlo gesto dolů. Špatná klasifikace plyne z nesprávného
provedení gesta.
V předchozích odstavcích byla zmíněna úspěšnost detekce. Ta se pohybovala na úrovni
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65 %. Velice zajímavé však je sledovat jiný ukazatel. Na základě tabulky 6.3 a vztahu 6.1
jsem určil přesnost klasifikace gest. Ve vztahu 6.1 TP značí počet správně klasifikovaných
gest a FP značí počet špatně klasifikovaných gest. Dosazením a výpočtem jsem získal cel-
kovou přesnost 90,2 %.
precision =
TP
TP + FP
(6.1)
Následující graf 6.6 zobrazuje ukázku trajektorie několika gest. Konkrétně se jedná
o gesta vpravo, kolečko nahoru a trojúhelník. Ukázka trajektorie všech sledovaných gest je
součástí přílohy B.
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Obrázek 6.6: Ukázka trajektorie pro některá rozpoznávaná gesta.
6.4 Ovládání aplikací
Posledním testem, který jsem provedl bylo otestování ovládání různých aplikací pomocí
implementované knihovny. V příloze D jsou popsány konfigurační soubory, které jsem při
testování použil. Testu jsem se zúčastnil já a dva další uživatelé. Hlavním testem bylo
ovládání prohlížeče dokumentů PDF Evince. Vytvořil jsem ukázkovou prezentaci, která
obsahuje pokyny pro ovládání. Cílem tohoto testu je projít prezentaci a k navigaci v ní
využít pouze gest. Na konci práce se potom pomocí gesta aplikace ukončí. Ukázka z této
prezentace se nachází na obrázku 6.7.
Celá prezentace, včetně ovládací aplikace a spouštěcích skriptů, je součástí přiloženého
DVD. Stejně tak jsou obsahem přiloženého DVD i videa, pořízená při tomto testu. Ukázka
z testování se nachází na obrázku 6.8. V levé části obrázku je vidět okno, které zachycuje
snímanou scénu, ve které uživatel provádí gesta. Vpravo se nachází prohlížeč dokumentů.
Akce, které se provedou, jsou vypisovány do konzole. Jak je z obrázku patrné, provedlo
se gesto vpravo, které má přiřazeno číselný kód 2. Tato informace se prostřednictvím apli-
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(a) (b)
Obrázek 6.7: Ukázka několika slidů z testovací prezentace.
kace xdotool zaslala aplikaci, která má v rámci X-Window systému přiřazené okno s ID
14680067. Na přiloženém DVD se nachází také ukázka ovládání ostatních aplikací.
Obrázek 6.8: Ukázka ovládání prohlížeče dokumentů PDF Evince.
Nakonec této kapitoly ještě přikládám informaci o průměrné době zpracování jednoho
snímku. Ta je 19 ms. Pro zjištění průměrné doby jsem provedl celkem pět testů. Prová-
děl jsem různá gesta a zaznamenával časy potřebné pro zpracování jednotlivých snímků.
V každém testu jsem testoval sekvenci 300 snímků. Jak je možné z grafu vyčíst, hodnoty
zpracování se pohybují v rozmezí 13–23 ms. V některých případech je doba zpracování ještě
delší. To bylo způsobeno klasifikací trajektorie, která neodpovídala žádnému gestu. Graf,
který znázorňuje naměřenou průměrnou dobu zpracování je součástí přílohy C.
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Kapitola 7
Závěr
Cílem této diplomové práce byla tvorba knihovny pro sledování rukou a detekci gest pracu-
jící v reálném čase. Tento cíl se mi podařilo splnit. Pro jeho splnění bylo nutné se nejprve
seznámit s problematikou detekce a sledování objektů. Této problematice se věnuje celá
druhá kapitola této práce. Jsou zde popsány jednotlivé kroky, které je nutné vykonat, aby
bylo možné v obraze sledovat objekt. Z hlediska této práce je velmi důležitá následující
třetí kapitola. Ta se zabývá problematikou detekce a sledování rukou. Detekce a správné
sledování rukou tvoří základ systému pro detekci a rozpoznávání gest. Jsou zde předvedeny
některé používané metody pro detekci a sledování rukou. Detekcí a klasifikací gest se za-
bývá kapitola čtvrtá. Jsou zde popsána statická a dynamická gesta. Také jsou zde zmíněny
nástroje pro klasifikaci gest.
Vlastním návrhem a implementací knihovny se zabývá kapitola pátá. V úvodu této kapi-
toly jsou definována omezení na snímanou scénu. Ty je nutné při práci respektovat, neboť
tato omezení zaručují bezproblémovou funkcionalitu systému využívající tuto knihovnu.
V následující části této kapitoly je potom detailně rozpracován návrh a implementace celé
knihovny. Jsou zde popsány použité metody a nástroje. Součástí této kapitoly je také návrh
a implementace demonstrační aplikace, která využívá této knihovny.
Následující šestá kapitola se zabývá testováním a interpretací dosažených výsledků. Jsou
zde testovány hlavní moduly knihovny, zejména detekce lidské kůže, sledovací algoritmus
a rozpoznávání gest. Také jsou zde diskutovány výsledky testování demonstrační aplikace
využívající tuto knihovnu. Součástí přiloženého DVD je také demonstrační video, které
zobrazuje ovládání různých programů pomocí této demonstrační aplikace.
Jak bylo zmíněno v předchozím odstavci, diskuze výsledků je součástí předchozí kapitoly.
Přesto si dovolím vyzdvihnout zde některé dosažené výsledky mé práce. Za nejlepší výsle-
dek považuji skutečnost, že tato knihovna je schopná pracovat v reálném čase s frekvencí
30 snímků za vteřinu. Průměrná doba zpracování jednoho snímku je 19 ms. Významným
výsledkem je také přesnost rozpoznávání gest, která dosahuje 90 %. Přestože knihovna ob-
sahuje pouze sedm gest na rozpoznávání, je použitelná při ovládání jednoduchých aplikací,
jak bylo popsáno v předchozí kapitole.
Možným rozšířením této práce by byla tvorba většího slovníku gest a také otestování
několika dalších sledovacích metod, případně jejich kombinace. Jak se ukázalo během testů,
hlavním nedostatkem je selhání současné metody při ztrátě sledované ruky. Tímto a výše
zmíněnými rozšířeními bych se chtěl zabývat v rámci dalšího studia.
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Příloha A
Obsah DVD
Níže je uveden obsah přiloženého DVD. Na DVD se nachází soubor Readme.txt, který
obsahuje detailnější informace o obsahu.
+- Dokumentace
| +- zdrojové soubory této zprávy
|
+- Knihovna
| +- src/
| +- zdrojové soubory knihovny, skripty, Makefile
| +- xdotool/
| +- zdrojové soubory aplikace xdotool
| +- opencv/
| +- zdrojové soubory knihovny OpenCV
|
+- Videa
| +- videa z testů, ukázky ovládání aplikací
|
+- xbedna35.pdf - tato technická zpráva
+- demovid.avi - demonstrační video
+- Readme.txt - popis obsahu DVD
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Příloha B
Trajektorie gest
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Obrázek B.1: Graf zobrazující trajektorii rozpoznávaných gest.
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Příloha C
Průměrná doba zpracování
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Obrázek C.1: Doba potřebná pro sledování ruky a klasifikaci gest.
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Příloha D
Konfigurační soubory
Zde se nachází ukázka spouštěcího a ovládacího skriptu. Skript run.sh slouží ke spuštění
ovládání vybrané aplikace. Skript control xxx.sh slouží pro vlastní ovládání aplikace - So-
nata, Evince, MPlayer, Mirage.
run.sh:
#!/bin/bash
# Spusteni pozadovaneho programu - prohlizec PDF "Evince"
evince test.pdf &
# Vyckani na inicializaci oken
sleep 2
# Zjisteni ID okna prohlizece pomoci nastroje xdotool
wid=‘xdotool search --onlyvisible "Evince" | head -1‘;
# Spusteni programu pro detekci gest s parametrem ID okna prohlizece
./gestRec $wid
control_evince.sh:
#!/bin/bash
# Kontrola parametru programu - pokud program nema zadny parametr
if [ "$#" -eq 2 ]; then
# Prvni parametr je ID ovladaneho okna
id=$1
# Druhy parametr je typ provadene akce
action=$2
echo $id
echo $action
# Aktivace okna
xdotool windowactivate --sync $id
# Vyber akce
case $action in
# Gesto dolu - akce - posledni slide
0) xdotool key --clearmodifiers End;;
# Gesto nahoru - akce - prvni slide
1) xdotool key --clearmodifiers Home;;
# Gesto vpravo - akce - nasledujici slide
2) xdotool key --clearmodifiers Right;;
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# Gesto vlevo - akce - predchozi slide
3) xdotool key --clearmodifiers Left;;
# Gesto kolecko nahoru - akce - Fullscreen
4) xdotool key --clearmodifiers F5;;
# Gesto kolecko dolu - akce - opusteni fullscreenu
5) xdotool key --clearmodifiers Escape;;
# Gesto trojuhelnik - akce - konec programu
6) xdotool key --clearmodifiers Alt+F4;;
esac
else
# Je zadan spatny pocet parametru
echo "Program vyzaduje 2 parametry!!"
fi
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