Summary. Linear models identification from data with missing values is posed as a weighted low-rank approximation problem with weights related to the missing values equal to zero. Alternating projections and variable projections methods for solving the resulting problem are outlined and implemented in a literate programming style, using Matlab/Octave's scripting language. The methods are evaluated on synthetic data and real data from the MovieLens data sets.
Introduction

Low-rank approximation
We consider the following low-rank approximation problem: given a real matrix D of dimensions q × N and an integer m, 0 < m < min(q, N ), find a matrix D of the same dimension as D, with rank at most m, that is as "close" to D as possible, i.e., minimize over D dist(D, D) subject to rank( D) ≤ m.
(
The distance dist(D, D) between the given matrix D and its approximation D can be measured by a norm of the approximation error ∆D := D − D, i.e.,
dist(D, D) = D − D .
A typical choice of the norm · is the Frobenius norm
i.e., the square root of the sum of squares of the elements. Assuming that a solution to (1) exists, the minimum value is the distance from D to the manifold of rank-m matrices and a minimum point D * is a "best" (in the sense specified by the distance measure "dist") rank-m approximation of D.
Apart from being an interesting mathematical problem, low-rank approximation has a large range of applications in diverse areas, e.g., in numerical analysis to find a rank estimate that is robust to "small" perturbations on the matrix. The intrinsic reasons for the widespread appearance of low-rank approximation in applications are 1) low-rank approximation has an interpretation as a data modeling tool and 2) any application area where mathematical methods are used is based on a model. Thus low-rank approximation can provide (approximate) models from data, to be used for analysis, filtering, prediction, control, etc., in the application areas.
In order to make a link between low-rank approximation and data modeling, next we define the notion of a linear static model. Let the observed variables be d 1 , . . . , d q and let d := col(d 1 , . . . , d q ) be the column vector of these variables. We say that the variables d 1 , . . . , d q satisfy a linear static model if d ∈ L, where L, the model, is a subspace of the data space-the q-dimensional real vector space R q . The complexity of a linear model is measured by its dimension. Of interest is data fitting by low complexity models, in which case, generally, the model may only fit approximately the data. Consider a set of data points D = { d (1) , . . . , d (N ) } ⊂ R q and define the data matrix
Assuming that there are more measurements than data variables, i.e., q < N , it is easy to see that rank(D) ≤ m if and only if all data points satisfy a linear static model of complexity at most m. This fact is the key link between low-rank approximation and data modeling. The condition that the data satisfies exactly the model is too strong in practice. For example, if a "true" dataD satisfies a linear model of low-complexity, i.e., rank(D) < q, but is measured subject to noise, i.e., D =D + D ( D being the measurement noise), the noisy measurements D generically do not satisfy a linear model of low-complexity, i.e., almost surely, rank(D) = q. In this case, the modeling goal may be to estimate the true but unknown low-complexity model generatingD. Another example showing that the condition rank(D) < q is too strong is when the data is exact but is generated by a nonlinear phenomenon. In this case, the modeling goal may be to approximate the true nonlinear phenomenon by a linear model of bounded complexity. In both cases-estimation and approximation-the data modeling problem leads to low-rank approximation-the rank constraint ensures that the approximation D satisfies exactly a low-complexity linear model. In the estimation example, this takes into account the prior knowledge about the true data generating phenomenon. The approximation criterion "min dist(D, D)" ensures that the obtained model approximates "well" the data. In the estimation case, this corresponds to prior knowledge that the noise is zero mean and "small" in some sense.
Note 1 (Link to the principal component analysis).
It can be shown that the well known principal component analysis method is equivalent to low-rank approximation in the Frobenius norm. The number of principal components in the principal component analysis corresponds to the rank constraint in the low-rank approximation problem and the span of the principal components corresponds to the column span of the approximation D, i.e., the model. Principal component analysis is typically presented and motivated in a stochastic context, however, the stochastic point of view is not essential and the method is also applicable as a deterministic approximation method.
Note 2 (Link to regression).
The classical approach for data fitting involves, in addition to the rank constraint, a priori chosen input/output partition of the variables col(a, b) := Πd, where Π is a permutation matrix. Then the lowrank approximation problem reduces to the problem of solving approximately an overdetermined system of equations AX ≈ B (from a stochastic point of view-regression), where A B := (ΠD)
⊤ . By choosing specific fitting criteria, the classical approach leads to well know optimization problems, e.g., linear least squares, total least squares, robust least squares, and their numerous variations. The total least squares problem [6] is generically equivalent to low-rank approximation in the Frobenius norm.
Missing data
A more general approximation criterion than ∆D F is the element-wise weighted norm of the error matrix
where ⊙ denotes element-wise product and Σ ∈ R q×N has positive elements. The low-rank approximation problem (1) with dist(D, D) = D − D Σ , Σ > 0, is called (regular) weighted low-rank approximation [3, 20, 11, 13, 14] . The weights σ ij allow us to emphasise or de-emphasise the importance of the individual elements of the data matrix D. If σ ij is small, relative to the other weights, then the influence of d ij on the approximation D is small and vice verse.
In the extreme case of a zero weight, e.g., σ ij = 0, the corresponding element d ij of D is not taken into account in the approximation and therefore it may be missing. In this case, however, · Σ is no longer a norm and the approximation problem is called singular. The above cited work on the weighted low-rank approximation problem treats the regular case and the methods fail in the singular case. The purpose of this paper is to extend the solution methods, derived for the regular weighted low-rank approximation problem to the singular case, so that these algorithms can treat missing data.
Note 3 (Missing rows and columns).
The case of missing rows and/or columns of the data matrix is easy to take into account. It reduces the original singular problem to a smaller dimensional regular problem. The same reduction, however, is not possible when the missing elements have no simple pattern.
Low-rank approximation with missing data occurs in
• factor analysis of data from questioners due to questions left answered, • computer vision due to occlusions, • signal processing due to irregular measurements in time/space, and • control due to malfunction of measurement devices.
An iterative solution method (called criss-cross multiple regression) for factor analysis with missing data was developed by Gabriel and Zamir [4] . Their method, however, does not necessarily converge to a minimum point (see the discussion in Section 6, page 491 of [4] ). Grung and Manne proposed an alternating projections algorithm for the case of unweighted approximation with missing values, i.e., σ ij ∈ { 0, 1 }. Their method was further generalized by Srebro [19] for arbitrary weights.
In this paper, apart from the alternating projections algorithm, we consider an algorithm for weighted low-rank approximation with missing data, based on the variable projections method [5] . The former has linear local convergence rate while the latter has super linear convergence rate which suggests that it may be faster. In addition, we present an implementation of the two algorithms in a literate programming style. A literate program is a combination of computer executable code and human readable description of this code [9] . From the source file, the user extracts both the computer code and its documentation. We use Matlab/Octave's scripting language for the computer code, L A T E X for its documentation, and noweb [17] for their combination, see Appendix A.
Low-rank approximation with uniform weights
Low-rank approximation in the Frobenius norm (equivalently weighted lowrank approximation uniform weights σ ij = σ for all i, j) can be solved analytically in terms of the singular value decomposition (SVD) of the data matrix D.
Lemma 1 (Matrix approximation lemma). Let
be the SVD of D ∈ R q×N and partition the matrices U , Σ, and V as follows:
and V =:
where m ∈ N, 0 ≤ m ≤ min(q, N ), and p := q − m. Then
is an optimal in the Frobenius norm rank-m approximation of D, i.e.,
The solution D * is unique if and only if σ m+1 = σ m .
From a data modeling point of view of primary interest is the subspace
rather than the approximation D. (3) is optimal for the data DQ, where Q is any orthogonal matrix. Let
be the QR factorization of D (R 1 is lower triangular.) By the above argument, we can model R 1 instead of D. For N ≫ q, computing the QR factorization (4) and the SVD of R 1 is a more efficient alternative for finding an image representation of the optimal subspace than computing the SVD of D. Putting the matrix approximation and data compression code together, we have the following function for low-rank approximation. 
Algorithms
In this section, we consider the weighted low-rank approximation problem
where the weight matrix Σ ∈ R q×N has nonnegative elements. The rank constraint can be represented as follows:
which turns problem (5) into the following parameter optimization problem
Unfortunately the problem is nonconvex and there are no efficient methods to solve it. Next we present two local optimization approaches for finding locally optimal solutions, starting from a given initial approximation.
Alternating projections
The first solution method is motivated by the fact that (7) is linear separately in either P or L. Indeed, by fixing either P or L in (7) the minimization over the free parameter is a (singular) weighted least squares problem, which can be solved globally and efficiently. This suggests an iterative solution method that alternates between the solution of the two weighted least squares problems. The solution of the weighted least squares problems can be interpreted as weighted projections, thus the name of the method-alternating projections. The alternating projections method is started from an initial guess of one of the parameters P or L. An initial guess is a possibly suboptimal solution of (7), computed by a direct method. Such a solution can be obtained for example by solving the unweighted low-rank approximation problem where all missing elements are filled in by zeros. On each iteration step of the alternating projections algorithm, the cost function value is guaranteed to be non-increasing and is typically decreasing. It can be shown that the iteration converges [10, 8] and that the local convergence rate is linear.
A summary of the alternating projections method is given in Algorithm 1. We use the following Matlab-like notation for indexing a matrix. For a q × N matrix D and subsets I and J of the sets of, respectively, row and column indexes, D I,J denotes the submatrix of D with elements whose indexes are in I and J . Either of I and J can be replaced by ":" in which case all rows/columns are indexed.
The quantity e (k) , computed on step 9 of the algorithm is the squared approximation error
on the kth iteration step. Convergence of the iteration is judged on the basis of the relative decrease of e (k) after an update step. This corresponds to choosing a tolerance on the relative decrease of the cost function value. More expensive alternatives are to check the convergence of the approximation D (k) or the size of the gradient of the cost function with respect to the model parameters.
Variable projections
In the second solution methods, we view (7) as a double minimization problem
The inner minimization is a weighted least squares problem and therefore can be solved in closed form. Using Matlab's set indexing notation, the solution is
where J is the set of indexes of the non-missing elements in the jth column of D.
The outer minimization is a nonlinear least squares problem and can be solved by general purpose local optimization methods. There are local optimization methods, e.g., the Levenberg-Marquardt method [15] , that guarantee global convergence (to a locally optimal solution) with super-linear convergence rate. Thus, if implemented by such a method and started "close" to a locally optimal solution, the variable projections method requires fewer iterations than the alternating projections method.
The inner minimization can be viewed as a weighted projection on the subspace spanned by the columns of P . Consequently f (P ) has the geometric interpretation of the sum of squared distances from the data points to the subspace. Since the parameter P is modified by the outer minimization, the projections are on a varying subspace, hence the name of the method-variable projections.
Note 4 (Gradient and Hessian of f ).
In the implementation of the method in this version of the paper, we are using finite difference numerical computation of the gradient and Hessian of f . (These approximations are computed by the optimization method.) More efficient alternative, however, is to supply to the method analytical expressions for the gradient and the Hessian. This will be done in later versions of the paper. Please refer to [12] for the latest version. for j = 1, . . . , N do 6:
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Implementation
Both the alternating projections and the variable projections methods for solving weighted low-rank approximation problems with missing data are callable through the function wlra. (info.err), the number of iterations (info.iter), and the execution time (info.time) for computing the local approximation D. The optional parameter opt specifies which method and (in the case of the variable projections) which algorithm is to be used (opt.Method and opt.Algorithm), the initial approximation (opt.P), the convergence tolerance ε (opt.TolFun), an upper bound on the number of iterations (opt.MaxIter), and the level of printed information (opt.Display).
The initial approximation opt.P is a q × m matrix, such that the columns of P (0) form a basis for the span of the columns of D (0) , where D (0) is the initial approximation of D, see step 1 in Algorithm 1. If it is not provided via the parameter opt, the default initial approximation is chosen to be the unweighted low-rank approximation of the data matrix with all missing elements filled in with zeros.
Note 5 (Large scale, sparse data).
In an application of (5) to building recommender systems [18] , the data matrix D is large (q and N are several hundreds of thousands) but only a small fraction of the elements (e.g., one percent) are given. Such problems can be handled efficiently, encoding D and Σ as sparse matrices. The convention in this case is that missing elements are zeros. Of course, the S matrix indicates that they should be treated as missing. Thus the convention is a hack allowing us to use the powerful tool of sparse matrix representation and linear algebra available in Matlab/Octave.
Alternating projections
The iteration loop for the alternating projections algorithm is: The convergence is checked by the size of the relative decrease in the approximation error e (k) after one update step. If the optimal parameter opt.Display is set to 'iter', wlra prints on each iteration step the relative approximation error. 
Variable projections
We use Matlab's Optimization Toolbox for performing the outer minimization in (8), i.e., the nonlinear minimization over the P parameter. The parameter opt.Algorithm specifies the algorithm to be used. The available options are fminunc -a quasi-Newton type algorithm, and lsqnonlin -a nonlinear least squares algorithm. Both algorithm allow for numerical approximation of the gradient and Hessian/Jacobian through finite difference computations. In the current version of the code, we use the numerical approximation. The inner minimization in (8) has an analytical solution (9) . The implementation of (9) is actually the chunk of code for computing the L parameter, given the P parameter, already used in the alternating projections algorithm. In the case of using a nonlinear least squares type algorithm, the cost function is not the sum of squares of the errors but the vector of the errors dd. The location of the given elements is chosen randomly row by row. The number of given elements is such that the sparsity of the resulting matrix, defined as the ratio of the number of missing elements to the total number qN of elements, matches the specification r. By construction there are ner given elements in each row of the data matrix, however, there may be columns with a few (or even zero) given elements. Columns with less than m given elements can not be recovered from the given observations, even when the data is noise-free. Therefore, we remove such columns from the data matrix. Next, we construct a noisy data matrix with missing elements by adding to the true values of the given data elements independent, identically, distributed, zero mean, Gaussian noise, with a specified standard deviation s. The weight matrix Σ is binary: σ ij = 1 if d ij is given and σ ij = 1 if d ij is missing. We apply the methods implemented in lra and wlra on the noisy data matrix D with missing elements and validate the results against the complete true data matrixD. For comparison, we use also a method for low-rank matrix completion, called singular value thresholding (SVT) [1] . Low-rank matrix completion is a low-rank approximation problem with missing data for exact data, i.e., data of a low-rank matrix. Although the SVT method is initially designed for the exact case, it is demonstrated to cope with noisy data as well, i.e., solve low-rank approximation problems with missing data. The method is based on convex relaxation of the rank constraint and does not require an initial approximation. A Matlab implementation of the SVT method is available at http://svt.caltech.edu/ First, we call the test script with exact (noise-free) data. The experiment corresponds to a matrix completion problem [2] . The results, summarized in Tables 1, show that all methods, except for lra, complete correctly (up to numerical errors) the missing elements. As proved by Candés in [2] , exact matrix completion is indeed possible in the case of Experiment 1.
The second experiment is with noisy data. The results, shown in Tables 2, indicate that the methods implemented in wlra converge to the same (locally) optimal solution. The alternating projections method, however, is about 100 times faster than the variable projections methods, using the Optimization Toolbox functions fminunc and lsqnonlin, and about 10 times faster than the SVT method. The solution produces by the SVT method is suboptimal but close to being (locally) optimal. In the third experiment we keep the noise standard deviation the same as in Experiment 2 but increase the sparsity. The results, shown in Tables 3, again indicate that the methods implemented in wlra converge to the same (locally) optimal solutions. In this case, the SVT method is further away from being (locally) optimal, but is still much better than the solution of lra -1% vs 25% relative prediction error. 
Test on the MoviLens data
The MoviLens date sets [7] were collected and published by the GroupLens Research Project at the University of Minnesota in 1998. Currently, they are recognized as a benchmark for predicting missing data in recommender systems. The "100K data set" consists of 100000 ratings of q = 943 users' on N = 1682 movies and demographic information for the users. (The ratings are encoded by integers in the range from 1 to 5.) In this paper, we use only the ratings, which constitute a q × N matrix with missing elements. The task of a recommender system is to fill in the missing elements.
Assuming that the true complete data matrix is rank deficient, building a recommender system is a problem of low-rank approximation with missing elements. The assumption that the true data matrix is low-rank is reasonable in practice because user ratings are influences by a few factors. Thus, we can identify typical users (related to different combinations of factors) and reconstruct the ratings of any user as a linear combination of the ratings of the typical users. As long as the typical users are fewer than the number of users, the data matrix is low-rank. In reality, the number of factors is not small but there are a few dominant ones, so that the true data matrix is approximately low-rank.
It turns out that two factors allow us to reconstruct the missing elements with 7.1% average error. The reconstruction results are validated by cross validation with 80% identification data and 20% validation data. Five such partitionings of the data are given on the MoviLens web site. The matrix Σ Table 4 shows the mean relative identification and validation errors
and e val := 1 5
where D (k) is the reconstructed matrix in the kth partitioning of the data. The SVT method issues a message "Divergence!", which explains the poor results obtained by this method. 
Conclusions
Alternating projections and variable projections methods for element-wise weighted low-rank approximation were presented and implemented in a literate programming style. Some of the weights may be set to zero, which corresponds to missing or ignored elements in the data matrix. The problem is of interest for static linear modeling of data with missing elements. The simulation examples suggest that in the current version of the implementation overall most efficient is the alternating projections method, which is applicable to data with a few tens of thousands of rows and columns, provided the sparsity of the given elements is high. In the case of exact data with missing elements, the methods solve a matrix completion problem.
A Literate programming with noweb
A literate program is composed of interleaved code segments, called chunks, and text. The program can be split into chunks in any way and the chunks can be presented in any order, deemed helpful for the understanding of the program. This allows us to focus on the logical structure of the program rather than the way a computer executes it. (The actual computer executable code is weaved from a web of the code chunks by skipping the text.) In addition, literate programming allow us to use a powerful typesetting system such as L A T E X (rather than ascii text) for the documentation of the code. We use the noweb system for literate programming [16] . Its advantage over alternative systems is independence of the programming language being used. The usage of noweb is presented in [17] . Next, we explain the typographic conventions needed to follow the presentation.
The code is typeset in a true type font. A code chunk begins with a tag, consisting of a name and a number, identifying the chunk, e.g., 16 Default parameters opt 16 ≡ (9) try opt.MaxIter; catch opt.MaxIter = 100; end try opt.TolFun; catch opt.TolFun = 1e-5; end try opt.Display; catch opt.Display = 'off'; end try opt.Method; catch opt.Method = 'ap'; end try opt.Algorithm; catch opt.Algorithm = 'lsqnonlin'; end try p = opt.P; catch switch lower(opt.Display) case 'iter', fprintf('Computing an initial approximation ...\n') end p = lra(d,m); % low-rank approximation end
To the right of the identification tag in brackets is the page where the chunk is used, i.e., included in other chunks. To the left of the identification tag is a number identifying the part, called sub-chunks, of the current chunk. In case, like the one above, when the chunk is not split into sub-chunks, the sub-chunk identification number is the same as the chunk identification number. See page 11 for a chunk split into sub-chunks.
