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Abstract
We prove the nonexistence of linear codes with parameters [400; 5; 299]4, [401; 5; 300]4,
[405; 5; 303]4, [406; 5; 304]4, [485; 5; 363]4 and [486; 5; 364]4 attaining the Griesmer bound. For
that purpose we give a characterization of linear codes with parameters [86; 4; 64]4, [101; 4; 75]4,
[102; 4; 76]4 and [122; 4; 91]4. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Quaternary linear codes; The Griesmer bound; Projective geometry
1. Introduction
Let V (n; q) denote the vector space of n-tuples over GF(q), the Galois >eld of order
q. A q-ary linear code C of length n and dimension k is a k-dimensional subspace
of V (n; q). The Hamming distance d(x; y) between two vectors x; y ∈ V (n; q) is the
number of nonzero coordinate positions in x − y. Now the minimum distance of a
linear code C is de>ned by d(C)=min{d(x; y) |x; y ∈ C; x = y}. A q-ary linear code
of length n, dimension k and minimum distance d is referred to as an [n; k; d]q code. A
k×n matrix having as rows the vectors of a basis of C is called a generator matrix of
C. Two [n; k; d]q codes C and C
′ are equivalent if there exists a monomial matrix M
with entries in GF(q) such that C′ coincides with CM = {cM | c ∈ C}. A fundamental
problem in coding theory is to >nd the minimum length nq(k; d) of a q-ary linear code
of dimension k and minimum distance d.
There exists a natural upper bound on nq(k; d), the so-called Griesmer bound [4,14]
nq(k; d)¿gq(k; d) =
k−1∑
i=0
d=qi	:
The values of nq(k; d) are determined for all d only for some small values of q
and k. For quaternary linear codes, n4(k; d) is known for k64 for all d [3,6,11].
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As for the case k = 5, the value of n4(5; d) is unknown for many integer d al-
though the Griesmer bound is attained for all d¿369 (see [1,2,5,10,12]). Especially for
d = 299; 300; 303; 304; 363; 364; it is only known that g4(5; d)6n4(5; d)6g4(5; d) + 2
[10]. In this paper we prove the following by a well known geometric method given
in Section 2.
Theorem 1.1. There exists no [n; 5; d]4 code attaining the Griesmer bound for
d= 299; 300; 303; 304; 363; 364.
Hence n4(5; d) must be g4(5; d) + 1 or g4(5; d) + 2 for these values of d. To prove
Theorem 1.1 (in Sections 6–8) we characterize some quaternary linear codes of di-
mension four (in Sections 3–5). For instance we show the uniqueness of [102; 4; 76]4
codes, which plays an important role in the proof of Theorem 1.1.
2. Preliminaries
We denote by PG(r; q) the projective geometry of dimension r over GF(q): A j-6at
is a projective subspace of dimension j in PG(r; q). 0-Iats, 1-Iats, 2-Iats, 3-Iats and
(r − 1)-Iats are called points, lines, planes, solids and hyperplanes, respectively as
usual. We denote by Fj the set of j-Iats of PG(r; q) and denote by j the number of
points in a j-Iat, i.e.
j = |PG(j; q)|= (qj+1 − 1)=(q− 1):
Let C be an [n; k; d]q code which does not have any coordinate position in which
all the codewords have a zero entry. The columns of a generator matrix of C can be
considered as a multiset of n points in  = PG(k − 1; q) denoted also by C: We see
linear codes from this geometrical point of view. An i-point is a point of  which has
multiplicity i in C: Denote by 0 the maximum multiplicity of a point from  in C
and let Ci be the set of i-points in , 06i60. For any subset S of  we de>ne
c(S) =
0∑
i=1
i|S ∩ Ci|;
where |T | denotes the number of points in T for a subset T of : When the code is
projective, i.e. when 0 = 1, the multiset C forms an n-set in  and the above c(S) is
equal to |C ∩ S|. A line l with t = c(l) is called a t-line. A t-plane and a t-solid are
de>ned similarly. Then we obtain the partition =
⋃0
i=0 Ci such that
n= c();
n− d=max{c() | ∈Fk−2}:
Conversely such a partition =
⋃0
i=0 Ci as above gives an [n; k; d]q code in the natural
manner if there exists no hyperplane including the complement of C0 in . For an
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m-Iat  in  we de>ne
j() = max{c() |⊂;  ∈Fj}; 06j6m:
We denote simply by j instead of j(). Clearly we have k−2 = n− d; k−1 = n.
Lemma 2.1. (1) Let  be an (s− 1)-6at in ; 26s6k − 1; with c() =w. For any
(s− 2)-6at  in ; we have
c()6s−1 − n− wk−s − 1 :
In particular for 06j6k − 3;
j6j+1 − n− j+1k−2−j − 1 :
(2) Let 1 and 2 be distinct t-6ats in a 9xed (t + 1)-6at  in ; 16t6k − 2.
Then
c(1) + c(2)¿c()− (q− 1)t + qc(1 ∩ 2):
Proof. (1) Considering the (s− 1)-Iats in  including ; we have
n6(s−1 − c())(k−s − 1) + w;
as desired.
(2) Considering the t-Iats in  through 1 ∩ 2; we have
c()6c(1) + c(2)− c(1 ∩ 2) + (t − c(1 ∩ 2))(q− 1):
When C attains the Griesmer bound, 0; 1; : : : ; k−3 are uniquely determined as
follows.
Lemma 2.2 (Maruta [13]). Let C be an [n; k; d]q code attaining the Griesmer bound.
Then it holds that
j =
j∑
u=0
⌈
d
qk−1−u
⌉
for 06j6k − 1:
By Lemma 2.2 every [n; k; d]q code attaining the Griesmer bound is projective if
d6qk−1.
Lemma 2.3 (Maruta [13]). Let C be an [n; k; d]q code attaining the Griesmer bound.
Then there exist j-6ats j with c(j)=j; j=0; : : : ; k−2 such that 0⊂1⊂ · · ·⊂k−2
and that j gives a [j; j + 1; j − j−1]q code attaining the Griesmer bound for
16j6k − 2:
Take 2; 3; : : : ; k−2 as in Lemma 2.3 and put k−1=. Denote by a
( j)
i the number
of (j−1)-Iats  in j with c()= i and by "( j)s the number of s-points in j. Note that
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we have "( j)2 ="
( j)
0 +j−j when 0=2. The ordered (j−1+1)-tuple (a( j)0 ; a( j)1 ; : : : ; a( j)j−1 )
is called the spectrum of j (or the spectrum of C when j = k − 1).
For 26j6k − 1; simple counting arguments yield the following.
Lemma 2.4. (1)
∑j−1
i=0 a
( j)
i = j:
(2)
∑j−1
i=1 ia
( j)
i = jj−1:
(3)
∑j−1
i=2 i(i − 1)a( j)i = j(j − 1)j−2 + (j−1 − j−2)
∑0
s=2 s(s− 1)"( j)s :
The following theorem is known as the extension theorem which is frequently used
in this paper.
Theorem 2.5 (Hill [7]). Let C be an [n; k; d]q code with gcd(d; q) = 1 and with
a(k−1)i ¿ 0 only for i ≡ n or n − d (modulo q) for 06i6n − d: Then C can be
extended to an [n + 1; k; d + 1]q code with a
(k−1)
i ¿ 0 only for i ≡ n + 1 or n − d
(modulo q) for 06i6n− d:
A ($; %)-arc in PG(2; q) is a set K of $ points in PG(2; q) such that some % but
no % + 1 points of K are collinear. It is well known that (6; 2)-arcs in PG(2; 4) are
projectively unique [8]. The maximum value of $ for which a ($; %)-arc exists in
PG(2; q) is denoted by m(%; q). A $-cap in PG(3; q) is a set of $ points no three of
which are collinear. For q= 4 the following is well known (see [8,9]).
Lemma 2.6 (Hirschfeld [8,9]). (1) m(2; 4) = 6; m(3; 4) = 9; m(4; 4) = 16:
(2) For any ($; 4)-arc K with $ = 15 or 16 in PG(2; 4) the complement of K in
PG(2; 4) includes a line.
(3) The complement of a (14; 4)-arc in PG(2; 4) is either a line and two points or
a Fano plane.
(4) Every 17-cap in PG(3; 4) is an elliptic quadric.
3. The classication of [86; 4; 64]4 codes
Setting C1 = PG(3; 4) we get a projective [85; 4; 64]4 code. It is well known that
[85; 4; 64]4 codes are unique up to equivalence. But [86; 4; 64]4 codes are no longer
projective and there are some inequivalent codes with such parameters. In this section
we give the classi>cation of [86; 4; 64]4 codes, which will be needed for the proof of
Lemma 6.3(3) in Section 6.
Let C be a [86; 4; 64]4 code. Then C does not attain the Griesmer bound. By
Lemma 2.1 we have
0 = 2; 1 = 6; 2 = 22:
Let j be a j-Iat with c(j) = j; j = 1; 2; 3. Then the spectrum of 1 is either
a(1)0 = 2; a
(1)
2 = 3 (type ('), say); a
(1)
0 = 1; a
(1)
1 = 2; a
(1)
2 = 2; or a
(1)
1 = 4; a
(1)
2 = 1.
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Note that every line through a 2-point is a 6-line and that every plane containing a
2-point is a 22-plane and that "( j)2 = "
( j)
0 + 1 for j = 2; 3.
Lemma 3.1. (1) There does not exist 1- nor 3-line in 3 = PG(3; 4).
(2) When 2 includes a 0-line; 2∩C0 forms a line and 2∩C2 forms a (6; 2)-arc.
(3) When 2 includes a 2-line; the spectrum of 2 is a
(2)
2 = "
(2)
2 − 3; a(2)4 =
14 − 2"(2)2 ; a(2)6 = "(2)2 + 10: Moreover; when "(2)2 = 7 (i.e. "(2)0 = 6); the six 0-points
and one 2-point (say Q) forms a Fano plane and there are three 6-lines of type (')
on 2 through Q.
Proof. (1) Let l be a t-line containing no 2-point and let P be a 2-point. Then =〈P; l〉
is a 22-plane, where 〈P; l〉 is the plane generated by P and l. If t=1, then considering
the lines on  through the 1-point on l we have 226(6 − 1)4 + 1, a contradiction.
Suppose t = 3. Through a >xed 1-point on l there are three 6-lines and one 5-line
on . Let Q; Q′ be the 0-points on l. Clearly we can take a t1-line l1 (= l) on 
through Q with 0¡t1¡ 6. Then l1 is not a 2-line, otherwise there exists a 5-line on
 through Q, which is impossible. If l is the only 3-line on  through Q, then we get
3 · 1+ 4c4 + 6c6 = 22, a contradiction (where cj is the number of j-lines on  through
Q). Hence we may assume that t1 = 3. So there are two 6-lines and one 4-line on 
through Q. Let Q1 be the other 0-point on l1; l1 ∩C0 = {Q;Q1}. Then the situation of
lines on  through Q1 is just the same as Q and there exists a 4-line l˜ on  through
Q1. Since l˜ cannot meet l in Q′, l˜ meets l in a 1-point, a contradiction.
(2) Let l be a 0-line in 2. Then, through a >xed 0-point on l there are three 6-lines
and one 4-line on 2. Hence there is at most one 0-point on 2 out of l. If there is a
0-point, say Q, on 2 out of l, then we can take a line on 2 through Q containing
a 1-point, which is not a 6-line nor a 4-line, a contradiction. Hence 2 ∩ C0 forms a
line and there is no 6-line of type (') on 2.
(3) Let l be a 2-line in 2. Then the other lines on 2 through a 1-point on l are
all 6-lines. Let l0 be a t-line (= l) on 2 meeting l in a 0-point with t ¡ 6. Then we
have t = 2 or 4 by (1) and (2). Hence, by Lemma 2.4, we get the spectrum of 2 as
desired. When "(2)2 = 7, we have a
(2)
2 = 4; "
(2)
0 = 6 so that arbitrary two of the 2-lines
meet in a 0-point and that no three of the 2-lines are concurrent. Hence our assertion
follows.
By Lemma 2.4 one gets∑
j
(22− j)a(3)j = 64; (3.1)
∑
j
(22− j) (21− j)a(3)j = 32("(3)2 − 1): (3.2)
By Lemmas 2.1 and 2.6 we have a(3)i = 0 for i = 1; : : : ; 5; 7; : : : ; 13; 17. It also holds
that a(3)19 = 0 by Lemma 3.1(1). Assume a
(3)
0 ¿ 0. Then a
(3)
0 = 1 and a
(3)
i = 0 for all
16i619 by Lemma 2.1(2). From (3.1) and (3.2) we get a(3)21 = 8(67 − 4"(3)2 )¿0;
104 T. Maruta /Discrete Mathematics 238 (2001) 99–113
whence "(3)2 616. On the other hand, a
(3)
0 = 1 implies that "
(3)
2 = "
(3)
0 + 1¿21 + 1, a
contradiction. Hence a(3)0 = 0.
Let  be an i-plane and take a t-line l in . Then t6(i + 2)=4 by Lemma 2.1(1).
Denoting by cj the number of j-planes through l other than , we have∑
i
(22− j)cj = i + 2− 4t: (3.3)
By Lemma 2.6  includes a 0-line if i = 15. So, setting i = 15 and t = 0, (3.2) has
no solution since c18 = · · ·= c21 = 0. Hence a(3)15 = 0.
If i = 6, then a(3)6 = 1 and a
(3)
j = 0 for all j(= 6)613. And  contains 15 0-points,
so that "(3)2 ¿16. If a 14-plane (say 
′) exists, then  ∩ ′ is a 0-line, so ′ includes a
3-line, which contradicts Lemma 3.1(1). Thus there is no 14-plane. Since the lines of
 consists of 15 2-lines and six 0-lines, considering the solutions of (3.3) for i=6 and
t=0; 2, (3.2) implies that 16("(3)2 −1)6(15+1)6+120. Hence "(3)2 614, a contradiction.
Therefore a(3)i ¿ 0 implies i ∈ {14; 16; 18; 20; 21; 22}.
Since there is no 3-line in 3, it holds that the 0-points of a 14-plane forms a Fano
plane by Lemma 2.6(3) and that the three 0-points of a 18-plane are collinear.
Theorem 3.2. There exist eight nonequivalent [86; 4; 64]4 codes with respective spectra:
(a) a(3)16 = 4; a
(3)
20 = 20; a
(3)
22 = 61;
(b) a(3)21 = 64; a
(3)
22 = 21;
(c) a(3)20 = 16; a
(3)
21 = 32; a
(3)
22 = 37;
(d) a(3)20 = 32; a
(3)
22 = 53;
(e) a(3)18 = 4; a
(3)
20 = 24; a
(3)
22 = 57;
(f ) a(3)14 = 1; a
(3)
18 = 14; a
(3)
22 = 70;
(g) a(3)18 = 16; a
(3)
22 = 69;
(h) a(3)14 = 8; a
(3)
22 = 77:
Proof. Assume a(3)16 ¿ 0 and let  be a 16-plane. By Lemma 2.6(2) the lines of 
consists of one 0-line (say l) and 20 4-lines. Since a j-plane includes no 0-line for
186j621 and since a 21-plane includes no 4-line, (3.3) with i = 16 has the unique
solution (c16; c22) = (3; 1) for t = 0 and (c20; c22) = (1; 3) for t = 4. it follows that the
22-plane (say ) through l is of the type described in Lemma 3.1(2) and that all the
points out of  are 1-points. Hence we get (a) in this case.
Assume a(3)21 ¿ 0 and let  be a 21-plane. Then ⊂C1. Since the solution of (3.3)
with i = 21; t = 5 is either (c20; c21; c22) = (1; 1; 2) or (c21; c22) = (3; 1), (3.2) gives
16"(3)2 −1661 ·21, whence "(3)0 61. When "(3)0 =0 we get "(3)2 =1, so (b) holds. When
"(3)0 = 1, we have "
(3)
2 = 2 and the 0-point and the two 2-points are collinear. Thus we
obtain (c) in this case.
Next, assume a(3)20 ¿ 0 with a
(3)
16 = a
(3)
21 = 0 and let  be a 20-plane. Since the lines
of  consists of >ve 4-lines and 16 5-lines, there is no 14-plane. Hence we obtain
a(3)18 = 4("
(3)
2 − 3) from (3.1) and (3.2), so "(3)2 ¿3. From the solutions of (3.3) with
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i = 20 for t = 4; 5, (3.2) yields 16"(3)2 − 1661 + (6 + 1)5 + 1 · 16, so "(3)2 64. When
"(3)2 =3 we get (d). The two 0-points and three 2-points must be collinear in this case.
When "(3)2 = 4, we get (e). In this case it follows from a
(3)
18 = 4 that the three 0-points
are on a line, say l, and all of the 18-lines include it. The remaining plane through l
is a 22-plane, and the four 2-points and the two 1-points on l forms a (6; 2)-arc in the
22-plane.
Now we may assume that a(3)16 = a
(3)
20 = a
(3)
21 = 0. From (3.1) and (3.2) we get
a(3)14 = "
(3)
2 − 7; a(3)18 = 30− 2"(3)2 ; a(3)22 = "(3)2 + 62;
whence "(3)2 ¿7. Assume a
(3)
18 ¿ 0. Since the lines of a 18-plane consists of one 2-line,
12 4-lines and eight 5-lines, (3.2) yields 8"(3)2 − 863+ (14+3) · 1+3 · 12, so "(3)2 68.
When "(3)2 = 8 we get (f). Let  be the 14-plane. Then C0 is in  and forms a Fano
plane in . Let l be a 2-line of  and take a 22-plane  through l. For any 2-line
l′ (= l) on , there are two 18-planes through l′ each of which meets  in a 4-line.
Clearly  contains four 2-points and every line containing two 2-points on  meets
l in a 0-point. Hence ( ∩ C0) ∪ ( ∩ C2) forms a Fano plane and C0 ∪ C2 forms a
subgeometry PG(3; 2).
When "(3)2 = 7 we get (g). Take a 2-line l of some 18-plane. Then there are four
18-planes and one 22-plane (say ) through l, so that (C0 ∪C2)⊂ and |∩C2|=7.
Hence  is a 22-plane of the type described in Lemma 3.1(3) with the case "(2)2 = 7.
Lastly, assume a(3)18 =0. Then we get (h) and "
(2)
2 =15, "
(2)
0 =14. Let  be a 14-plane
and let l be a 2-line of . Other planes through l are one 14-plane (say ′) and three
22-planes. Let Q1; Q2; Q3 be the three 0-points out of  ∪ ′. Then it can be shown
that all of Q1; Q2; Q3 must be on a 22-plane (say ) through l, so  is a 22-plane
of the type described in Lemma 3.1(3) with the case "(2)2 = 7. For each 2-line of 
there are two 14-planes through the line, and any 0-point out of  is in some 14-plane.
Hence, there is a 2-point P on  such that (∩C0)∪{P} forms a Fano plane and that
C0 ∪ {P} forms a subgeometry PG(3; 2). The seven lines in the subgeometry through
P are 6-lines of type (').
The uniqueness of [86; 4; 64]4 codes with each spectrum up to equivalence is straight-
forward from their geometric con>gurations.
4. A characterization of [102; 4; 76]4 codes and [101; 4; 75]4 codes
A [102; 4; 76]4 code can be obtained as a concatenation of a [17; 4; 12]4 code and
a [85; 4; 64]4 code. In this section we prove that the concatenation is the only way
to construct a [102; 4; 76]4 code, in other words, [102; 4; 76]4 codes are unique up to
equivalence. We also consider the extendability of [101; 4; 75]4 codes.
Let C be a [102; 4; 76]4 code. Then C attains the Griesmer bound. By Lemma 2.2
we have
0 = 2; 1 = 7; 2 = 26:
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Take j as in Lemma 2.3, j=1; 2; 3. Then the spectrum of 1 is either a
(1)
0 =1; a
(1)
1 =
1; a(1)2 = 3 or a
(1)
1 = 3; a
(1)
2 = 2.
Note that every plane through a 7-line is a 26-plane and that the lines on 2 through a
>xed 2-point are four 7-lines and one 6-line. Obviously any i-plane with i621 contains
no 2-point. By Lemmas 2.1 and 2.6 we have a(3)i =0 for i=1; : : : ; 5; 7; : : : ; 13; 17; 23; 24; 25.
Lemma 4.1. (1) Any line through a 2-point is either a 7-line or a 6-line.
(2) There does not exist 0- nor 1-line in 2.
(3) a(3)i = 0 for i = 0; 6; 15; 16; 19; 20; 21:
(4) There is no 18-plane containing three collinear 0-points.
(5) a(3)14 = 0:
Proof. (1) Let P be a 2-point and let l be a t-line through P. One can take a 7-line
l′ through P, otherwise we have 1026(6− 2)21 + 2, a contradiction. Then 〈l; l′〉 is a
26-plane, so t = 7 or 6.
(2) The nonexistence of a 1-line in 2 is obvious. Let l be a 0-line in 2. Since
7 ·3+4¡ 26, every line ( = l) on 2 contains a 2-point. Thus, through a given 0-point
there are two 6-lines and two 7-lines. If there exists a 0-point on 2 out of l, then all
the lines on 2 through the 0-point are 6-lines, which is impossible. Hence 2∩C0= l.
This implies that 2 ∩ C2 forms a (10; 3)-arc, contradicting Lemma 2.6.
(3) We get a(3)0 = 0 by (2). If a
(3)
6 ¿ 0, then considering the planes through a >xed
0-line in a 6-plane we have 102622 · 4 + 6, a contradiction (since a(3)i = 0 for i¿23
by (2)). Let  be an i-plane and take a t-line l in . Then we have t6(i + 2)=4 by
Lemma 2.1(1). Denoting by cj the number of j-planes through l other than , we have∑
i
(26− j)cj = i + 2− 4t: (4.1)
If i=15 or 16, then  includes a 4-line. Setting t =4, (4.1) has no solution. Hence
a(3)15 = a
(3)
16 = 0.
If i = 19, 20 or 21, then  includes a 5-line. In this case (4.1) has no solution for
t = 5. Hence a(3)19 = a
(3)
20 = a
(3)
21 = 0.
(4) Now it holds that a(3)i = 0 for all i ∈ {14; 18; 22; 26}. By Lemma 2.4 one gets
3a(3)14 + a
(3)
18 = "
(3)
2 − 17: (4.2)
Assume that  is a 18-plane containing three collinear 0-points. Then the lines on
 consists of one 2-line, 12 4-lines and eight 5-lines. If a(3)14 = 0, then (4.2) gives
"(3)2 − 1761+1, which contradicts that "(3)2 = "(3)0 +17¿3+17. If a(3)14 ¿ 0, then (4.2)
gives "(3)2 − 1763 + 1, which contradicts that "(3)2 ¿7 + 17 since a 14-plane contains
seven 0-points.
(5) Suppose a(3)14 ¿ 1 and let 1 and 2 be 14-planes. Then 1 ∩ 2 is a t-line
with t61 by Lemma 2.1(2). So, we have 1026(14 − t)2 + (22 − t)3 + t694 since
a(3)26 = 0 by (2), a contradiction. Hence a
(3)
1461. Suppose a
(3)
14 = 1 and let  be a
14-plane. If there exists a 18-plane ′, then  ∩ ′ is a 2-line by Lemma 2.1(2),
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which contradicts (4). Hence "(3)2 = 20 by (4.2), so "
(3)
0 = 3, although  contains seven
0-points, a contradiction.
Suppose a(3)18 ¿ 0. Since an 18-plane contains three 0-points, it follows from (4.2)
that a(3)18 = "
(3)
2 − 17= "(3)0 ¿3. By Lemmas 2:1(2) and 4:1(4), two 18-planes meet in a
3-line, whence a(3)1864. If "
(3)
0 = 3, then a
(3)
18 = 1, a contradiction. Hence a
(3)
18 = "
(3)
0 = 4.
In this case the four 0-points are not coplanar and the four planes containing three
0-points are 18-planes. Now, let 1 and 2 be 18-planes. Put l= 1 ∩ 2 = {Q1; : : : ; Q5}
with Q1; Q2 ∈ C0 and let Q′1; Q′2 be the 0-points out of l. Let l′ be the line through Q′1
and Q′2. For a 1-point Qk (k=3; 4; 5) we have c(〈Qk; l′〉)6(7−1)3+(4−1)2+1=25,
so c(〈Qk; l′〉)622: Since c(〈Qi; l′〉) = 18 for i = 1; 2, we get
102 =
5∑
i=1
c(〈Qi; l′〉)− 4c(l′)622 · 3 + 18 · 2− 4 · 3 = 90;
a contradiction. Hence we obtain a(3)18 = 0. Therefore we have "
(3)
0 = 0 and C2 forms a
17-cap. This gives the following.
Theorem 4.2. There exists exactly one (up to equivalence) [102; 4; 76]4 code with
spectrum a(3)22 = 17; a
(3)
26 = 68.
From now on let C be a [101; 4; 75]4 code in this section. Then C attains the
Griesmer bound. By Lemma 2.2 we have
0 = 2; 1 = 7; 2 = 26:
Since j’s are just the same with ones for a [102; 4; 76]4 code, Lemma 4.1(2) also
holds and we get a(3)0 =a
(3)
1 =0. Obviously any i-plane with i620 contains no 2-point.
By Lemmas 2.1 and 2.6 we have a(3)i = 0 for i = 2; 3; 4; 7; 8; 10; 11; 12; 23; 24.
By Lemma 2.4 one gets∑
j
(26− j)(25− j)a(3)j = 32"(3)2 − 300: (4.3)
Let  be an i-plane and take a t-line l in . Then t6(i + 3)=4 by Lemma 2.1(1).
Denoting by cj the number of j-planes through l other than , we have∑
i
(26− j)cj = i + 3− 4t: (4.4)
Suppose a(3)5 ¿ 0 and let  be a 5-plane. Then "
(3)
2 = "
(3)
0 + 16¿32. Let 
′(= ) be
a j-plane. Then j¿21, for there is no 0-line in a 18-, 19- or 20-plane. Since there are
six 0-lines, >ve 1-lines and 10 2-lines in , (4.3) gives from the solutions of (4.4) that
16"(3)2 − 150612 · 6 + 6 · 5 + 210, contradicting "(3)2 ¿32. Hence a(3)5 = 0.
Similarly we can show that a(3)6 = a
(3)
20 = a
(3)
15 = a
(3)
16 = a
(3)
19 = 0. Hence a
(3)
i ¿ 0
implies i ∈ {9; 13; 14; 17; 18; 21; 22; 25; 26}. Applying the extension theorem we get
the following.
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Theorem 4.3. Every [101; 4; 75]4 code can be extended to a [102; 4; 76]4 code.
Corollary 4.4. The spectrum of a [101; 4; 75]4 code is either
(a) a(3)21 = 1; a
(3)
22 = 16; a
(3)
25 = 20; a
(3)
26 = 48, or
(b) a(3)21 = 5; a
(3)
22 = 12; a
(3)
25 = 16; a
(3)
26 = 52:
Proof. A [102; 4; 76]4 code can be considered as PG(3,4) plus an elliptic quadric E.
Hence, by Theorem 4.3, a [101; 4; 75]4 code can be considered as PG(3,4) plus E
minus one point P. So we get (a) or (b) according to P ∈ E or P ∈ E respectively
(see [9, Lemma 16:1:6]).
5. A characterization of [122; 4; 91]4 codes
It is already known that there exists exactly one (up to equivalence) [123; 4; 92]4
code with spectrum a(3)15 = 2; a
(3)
27 = 5; a
(3)
31 = 78 [11].
Let C be a [122; 4; 91]4 code. Then C attains the Griesmer bound. By Lemma 2.2
we have
0 = 2; 1 = 8; 2 = 31:
Note that through a given 8-line there are four 31-planes and one 30-plane and that
the lines on 2 through a >xed 2-point are four 8-lines and one 7-line. Obviously
any i-plane containing a 2-point satis>es i¿26. By Lemma 2.1 we have a(3)i = 0 for
i = 1; : : : ; 5; 7; : : : ; 13; 17; 22; : : : ; 25; 28; 29.
Let  be a (18+e)-plane, 06e63, and take a 5-line l in . Since there is no 31-plane
including a 5-line (see [11, Lemma 9.1]), we have 1226(30 − 5)4 + (18 + e)6121,
a contradiction. Hence a(3)18 = a
(3)
19 = a
(3)
20 = a
(3)
21 = 0.
By Lemma 2.4 one gets∑
j
(31− j)(30− j)a(3)j = 32"(3)2 − 860: (5.1)
If a(3)0 ¿ 0, then a
(3)
0 = 1 and any j-plane with j¿ 0 satis>es j¿30 by Lemma
2.1(2). So, 16"(3)2 = 895 by (5.1), which is impossible. Hence a
(3)
0 = 0.
Suppose a(3)16 ¿ 0. Let  be a 16-plane and take a t-line l in . Denoting by cj the
number of j-planes through l other than , we have∑
i
(31− j)cj = 18− 4t: (5.2)
By Lemma 2.6(2) there are one 0-line and 20 4-lines in . From the solutions of (5.2)
for t=0; 4, (5.1) yields 16"(3)2 −4306136+105, so "(3)2 641. On the other hand, since
 contains >ve 0-points, we get "(3)2 = "
(3)
0 + 37¿42, a contradiction. Hence a
(3)
16 = 0.
Therefore a(3)i ¿ 0 implies i ∈ {6; 14; 15; 26; 27; 30; 31}. Applying the extension the-
orem we get the following.
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Theorem 5.1. Every [122; 4; 91]4 code can be extended to a [123; 4; 92]4 code.
Corollary 5.2. The spectrum of a [122; 4; 91]4 code is either
(a) a(3)15 = 2; a
(3)
26 = 5; a
(3)
30 = 16; a
(3)
31 = 62;
(b) a(3)14 = a
(3)
15 = a
(3)
26 = 1; a
(3)
27 = 4; a
(3)
30 = 19; a
(3)
31 = 59; or
(c) a(3)15 = 2; a
(3)
26 = 1; a
(3)
27 = 4; a
(3)
30 = 20; a
(3)
31 = 58.
Proof. A [123; 4; 92]4 code can be considered as two copies of PG(3,4) minus 1; 2
and l, where 1 and 2 are distinct planes and l is a line skew to 1 ∩ 2 (see [11,
Lemma 9.2]). By Theorem 5.1, a [122; 4; 91]4 code can be considered as the above
multiset minus one point P. Hence we get (a), (b) or (c) when P ∈ l, P ∈ i (i=1; 2)
or P ∈ l ∪ 1 ∪ 2, respectively.
6. The nonexistence of [400; 5; 299]4 codes
In this section we prove the nonexistence of [400; 5; 299]4 codes using the extension
theorem. For that purpose we show the nonexistence of [401; 5; 300]4 codes >rst.
Let C be a [401; 5; 300]4 code. Then C attains the Griesmer bound and Lemma 2.2
yields that
0 = 2; 1 = 7; 2 = 26; 3 = 101:
Let  be an i-solid through a t-plane. Then 216t6(i + 3)=4 by Lemma 2.1 and
Corollary 4.4. Hence i¿81. For i = 85 + e; 06e63, we have t622 and  gives a
[85 + e; 4; 63 + e]4 code which is known not to exist for e = 2; 3. So, a87 = a88 = 0.
Similarly, we get a98 = a99 = a100 = 0. Assume i= 85+ 4s+ e with s= 1; 2; 06e63.
Then we have t622+ s. If there exists a (22+ s)-plane  in , considering the solids
through  we get a contradiction, for there is no 101-solid through  by Corollary 4.4.
Hence we obtain t621+ s and  gives a [85+4s+ e; 4; d]4 code with d¿64+3s+ e
which does not exist. Thus a(4)j = 0 for j = 0; : : : ; 80; 87; : : : ; 96; 98; 99; 100.
Let  be a t-plane in an i-solid . Denoting by cj the number of j-solids through
 other than , we have∑
i
(101− j)cj = i + 3− 4t: (6.1)
For i = 81 + e; 06e63, we have t621. For e = 1; 2; 3, (6.1) has no solution for
t=21, so that t620 and that  gives a [81+ e; 4; 61+ e]4 code which does not exist.
Hence a(4)82 = a
(4)
83 = a
(4)
84 = 0. Similarly we can prove that a
(4)
86 = 0. Now, by Lemma 2.4
we get:
5a(4)81 + 3a
(4)
85 = 2"
(4)
2 − 87: (6.2)
Lemma 6.1. a(4)81 = 0.
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Proof. Let  be a 81-solid through a w-plane. Then we have w621. Obviously,
2() = 21. Hence any t-line in a w-plane of  satis>es t6(w + 3)=4. Since any
21-plane  in  is included in a 101-solid which has at most one 0-point by Theorem
4.3,  contains at most one 2-point, and a t-line on  satis>es t¿4, whence w¿13. The
solutions of (6.1) with i=81 and t=15; 16; 18; 19; 20 yield c101¿ 0, which contradicts
Corollary 4.4. Thus we get that aw ¿ 0 implies w ∈ {13; 14; 17; 21}, where aw is the
number of w-planes in . By Lemma 2.4 we get
32a13 + 21a14 = 32"2 − 192;
hence "2¿6, where "2 = |C2 ∩ |. Note that any 13- or 14-plane in  has no
2-point since t64 for w = 13 or 14. Let  be a w-plane containing at least two
2-points. Then w = 17; t65 and the lines on  through a 2-point must be all 5-lines.
Let l be a 5-line containing two 2-points on . Then there is a 21-plane in 
through l, for (21 − 5)4 + 17 = 81, which contradicts that any 21-plane in  has at
most one 2-point.
Now, by (6.2) we have 3a(4)85 = 2"
(4)
2 − 87. So, a(4)85¿11, for "(4)2 = "(4)0 + 60¿60.
Let  be a 85-solid including a w-plane through a t-line. Then it holds that w622
and t6(w + 3)=4 by Lemma 2.1(1). One can take a 22-plane  in , otherwise 
gives a [85; 4; 64]4 code satisfying ⊂C1, which contradicts that c(1 ∩ 2)618
for two 85-solids 1; 2 by Lemma 2.1(2). Since there is a 101-solid through , 
contains exactly one 2-point by Theorem 4.3 so that w¿17. Similarly we can deduce
that every 21-plane in  has at most one 2-point. By a similar argument to the proof
of Lemma 6.1 we can show that ai ¿ 0 implies i ∈ {18; 21; 22}, where ai is the number
of w-planes in . By Lemma 2.4 we get
(a18; a21; a22) = (8a; 85− 32a; 24a);
where a = |C2 ∩ |=3. Hence we can take a plane  in  containing three 2-points
since a22¿ 0. Then  must be a 18-plane. Since t65 for w=18, considering the lines
on  through a >xed 2-point, we have 186(5 − 2)5 + 2617, a contradiction. This
shows the following:
Lemma 6.2. There exists no [401; 5; 300]4 code.
From now on let C be a [400; 5; 299]4 code. Then C attains the Griesmer bound and
the values of j’s are just the same with ones for a [401; 5; 300]4 code for j=0; 1; 2; 3.
Lemma 6.3. (1) If  is a plane included in a solid  we have c()6c()=4 + 1.
(2) For any two solids 1; 2 we have c(1) + c(2)¿97 + 4c(1 ∩2).
(3) a(4)i = 0 for all i ∈ {80; 81; 84; 85; 96; 97; 100; 101}.
Proof. (1), (2) Straightforward from Lemma 2.1.
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(3) Let  be an i-solid through a t-plane . Then we have i¿80 by (1) and
Corollary 4.4. By a similar argument to the proof of the nonexistence of [401; 5; 300]4
codes, it can be shown that a(4)i = 0 for all i ∈ {80; : : : ; 86; 96; 97; 100; 101}.
Denoting by cj the number of j-solids through  other than , we have∑
i
(101− j)cj = i + 4− 4t: (6.3)
By Lemma 2.4 we get∑
i
(101− j)(100− j)a(4)j = 128"(4)2 − 4300: (6.4)
When i = 82 or 83 we have t621, so  gives a code attaining the Griesmer
bound with minimum distance less than 64. Hence  has no 2-point. For i = 82 all
of the solutions of (6.3) with t = 20 satisfy c101¿ 0, contradicting Corollary 4.4. For
i= 83 we have a19 = 5; a20 = 32; a21 = 48, where aj is the number of j-planes in .
Since there is no 101-solid including a 19- or 20-plane, (6.3) has the unique solution
(c96; c97; c100)= (1; 1; 2) for t=19, (c97; c100)= (1; 3) for t=20 and c100 = 3 for t=21.
Hence (6.4) yields that 64"(4)2 − 21506153 + 16 · 5 + 6 · 32, giving "(4)2 640. This
contradicts that "(4)2 = "
(4)
0 + 59¿59.
When i=86;  gives a [86; 4; 64]4 code. The solution of (6.3) making the left-hand
side of (6.4) maximum is (c80; c96; c97)=(1; 1; 2) for t=14; (c81; c97; c100)=(1; 1; 2) for
t=16; (c86; c100)= (1; 3) for t=18 and (c97; c100)= (2; 2) for t=20 since c101 = 0 for
these values of t. If  is of type (h) in Theorem 3.2, then (6.4) yields that 64"(4)2 −
21506105+(210+10+6·2)8, giving "(4)2 664. This contradicts that "(4)2 ="(4)0 +59¿66
since there is a 14-plane containing seven 0-points in this case. Similarly one can get
a contradiction if  is any of (a)–(g) in Theorem 3.2.
By Lemma 6.3(3) we can apply the extension theorem. Hence Lemma 6.2 gives the
following.
Theorem 6.4. There exists no [400; 5; 299]4 code.
7. The nonexistence of [405; 5; 303]4 codes
In this section we prove the nonexistence of [405; 5; 303]4 codes using the extension
theorem. For that purpose we show the nonexistence of [406; 5; 304]4 codes >rst as in
Section 6.
Let C be a [406; 5; 304]4 code. Then C attains the Griesmer bound and Lemma 2.2
yields that
0 = 2; 1 = 7; 2 = 26; 3 = 102:
Let  be an i-solid through a t-plane. Then 226t6(i + 2)=4 by Lemma 2.1 and
Theorem 4.2. Hence i¿86. For i = 86 + e; 06e63, we have t622 and  gives a
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[86 + e; 4; 64 + e]4 code which does not exist for e = 1; 2; 3. Assume i = 86 + 4s + e
with s = 1; 2; 3; 06e63. Then we have t621 + s, for there is no 102-solid through
a (22 + s)-plane by Theorem 4.2. Hence  gives a [86 + 4s + e; 4; d]4 code with
d¿65 + 3s+ e which does not exist. Thus a(4)j = 0 for all j = 86; 102.
It follows from Lemma 2.4 that a(4)86 = 17; a
(4)
102 = 324; "
(4)
2 = 71; "
(4)
0 = 6. On the
other hand, the solids through a >xed 26-plane are all 102-solids. Hence from the
characterization of [102; 4; 76]4 codes in Section 4 we get that "
(4)
0 =0, a contradiction.
This completes the proof of the following.
Lemma 7.1. There exists no [406; 5; 304]4 code.
Now let C be a [405; 5; 303]4 code. Then C attains the Griesmer bound and the
values of j’s are the same with ones for a [406; 5; 304]4 code for j = 0; 1; 2; 3.
Using a similar argument to one for a [406; 5; 304]4 code, it is easily veri>ed that
a(4)j = 0 for all j = 85; 86; 101; 102. Hence applying the extension theorem we get the
following by Lemma 7.1.
Theorem 7.2. There exists no [405; 5; 303]4 code.
8. The nonexistence of [485; 5; 363]4 codes
In this section we prove the nonexistence of [485; 5; 363]4 codes using the extension
theorem. For that purpose we show the nonexistence of [486; 5; 364]4 codes >rst as in
the previous sections.
Let C be a [486; 5; 364]4 code. Then C attains the Griesmer bound and Lemma 2.2
yields that
0 = 2; 1 = 8; 2 = 31; 3 = 122:
Let  be an i-solid through a t-plane. Then 146t6(i + 2)=4 by Lemma 2.1 and
Corollary 5.2. Hence i¿54. Since (1 − 0)3 + 0 = 486 + 26 and (1 − 0)2 +
0 = 128, every i-solid containing a 2-point satis>es i¿128 − 26: Hence a(4)i = 0 for
866i6101:
Assume i = 54 + 4s + e with 06e63. Then we have t614 + s, and  gives a
[54+4s+ e; 4; d]4 code with d¿40+3s+ e which does not exist for s=0; 1; 12; 13; 16
with 06e63 except for the cases s=12 with e=0 and s=16 with e=0. For 26s67
we have t613 + s since there is no 122-solid including a (14 + s)-plane by Corollary
5.2. Hence  gives a [54 + 4s + e; 4; d]4 code with d¿41 + 3s + e which does not
exist. We also get a contradiction similarly for s= 14; 15; 06e63.
Therefore a(4)i = 0 for all i ∈ {102; 118; 122}. By Corollary 5.2 one can take a
15-plane  in a 122-solid. Since there is no 102-solid including  by Theorem 4.2, we
get 486¿(118− 15)4 + 122 = 534, a contradiction.
This completes the proof of the following.
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Lemma 8.1. There exists no [486; 5; 364]4 code.
Now let C be a [485; 5; 363]4 code. Then C attains the Griesmer bound and the
values of j’s are the same with ones for a [486; 5; 364]4 code for j = 0; 1; 2; 3.
Using a similar argument to one for a [486; 5; 364]4 code, it can be shown that
a(4)j = 0 for all j ∈ {85; 101; 102; 117; 118; 121; 122}. Suppose a(4)85 ¿ 0 and let  be a
85-solid. Since every i-solid containing a 2-point satis>es i¿128− 27,  is included
in C1 so that  meets a 122-solid 3 in a 21-plane, a contradiction (Corollary 5.2).
Hence a(4)85 = 0 and we can apply the extension theorem to get the following by
Lemma 8.1.
Theorem 8.2. There exists no [485; 5; 363]4 code.
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