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Abstract
This paper studies the existence of the uniformly minimum risk unbiased (UMRU)
estimators of parameters in a class of linear models with an error vector having multivariate
normal distribution or t-distribution, which include the growth curve model, the extended
growth curve model, the seemingly unrelated regression equations model, the variance
components model, and so on. The necessary and sufﬁcient existence conditions are
established for UMRU estimators of the estimable linear functions of regression coefﬁcients
under convex losses and matrix losses, respectively. Under the (extended) growth curve model
and the seemingly unrelated regression equations model with normality assumption, the
conclusions given in the literature can be derived by applying the general results in this paper.
For the variance components model, the necessary and sufﬁcient existence conditions are
reduced as terse forms.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Throughout this paper, the following notations are used. For matrices A and B;
A#B represents the Kronecker product of A and B; A4B ðAXBÞmeans that A B
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is positive (non-negative) deﬁnite; trðBÞ denotes the trace of the square matrix B; B0
and rðBÞ stand for the transpose and the rank of B; respectively; B denotes any
g-inverse of B in the sense of BBB ¼ B; RðBÞ stands for the column space of B: For
the m  n matrix B with b1; b2;y; bn as its columns, vecðBÞ ¼ ðb01; b02;y; b0nÞ0 is an
mn-vector. Im is the identity matrix of order m; and 1m is the m-vector of unities, and
their subscript m will be omitted unless there is a confusion. Rmn ¼ fB : B is any
m  n real matrixg: Rm is the Euclidean space of dimension m:
Consider a class of linear models
Ym1 ¼ Xmp bp1 þ em1; ð1:1Þ
where X is a known matrix; Y is a vector of observations; bARp is a vector
parameter; e is an error vector with mean vector 0 and covariance matrix
V; VAV;V is a set of certain positive deﬁnite matrices which depend on some
parameters.
In this paper, the distribution of e is assumed as follows:
(i) e is distributed according to an m-variate normal distribution, which is denoted
by
eBNmð0;VÞ: ð1:2Þ
(ii)
e ¼ q12 u12 a; ð1:3Þ
where u and a are independent; aBNmð 0; q1ðq  2ÞV Þ; q42 is known or
unknown; u has a gamma distribution with the density ½ 2
q
2 Gðq
2
Þ 1u
q
2
1e
u
2 ðu40Þ:
As is well known, e given in (1.3) is said to have a multivariate t-distribution and
CovðeÞ ¼ V:
For convenience, model (1.1) with assumption (1.2) is said to be model I and
model (1.1) with assumption (1.3) is called model II.
Some common models can be transformed into model (1.1).
Example 1.1. The extended growth curve model [8,9]
W ¼
Xk
i¼1
Xi Bi Zi þ e; ð1:4Þ
where W is a p  n matrix of observations; Xi and Zi are known p  mi and qi  n
design matrices, respectively; Bi is a mi  qi matrix of parameters; e is a p  n matrix
of errors whose columns are uncorrelated with the common mean vector 0 and the
common covariance matrix D; where D has one of the following three different
structures:
(i) D40 is a parameter matrix;
(ii) D has the uniform structure
D ¼ s2½ð1 rÞ Ip þ r1p10p; ð1:5Þ
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where s40 and ðp  1Þ1oro1 are parameters;
(iii) D has the serial structure
D ¼ s2 Ip þ s2
Xp
i¼2
ri1 Ci ð1:6Þ
with pX3; where s40 and 1oro1 are parameters, Ck is the p  p matrix whose
ði; j Þth entry cij ¼ 1 or 0 according as ji  jj ¼ k  1 or ji  jjak  1:
Write Y ¼ vecðWÞ; e ¼ vecðeÞ; X ¼ ðZ01#X1;y;Z0k#XkÞ; and b ¼ ðb01;b02;y;
b0k Þ0 with bi ¼ vecðBiÞ: Then model (1.4) can be rewritten as
Y ¼ X bþ e; ð1:40Þ
which has the form of model (1.1) with V ¼ In#D: Depending on structures of D;V
has one of the following three forms: V1 ¼ f In#D : D40 with order pg; V2 ¼
f In#D : D has the uniform structure (1.5)g; and V3 ¼ f In#D : D has the serial
structure (1.6)g:
Model (1.4) with k ¼ 1 was proposed by Potthoff and Roy [4], and is called the
growth curve model. Model (1.4) with k ¼ 1 and X1 ¼ Ip is the usual multivariate
linear model.
Example 1.2. The k seemingly unrelated regression equations (SURE) model [16]
Yi ¼ Xibi þ ei; i ¼ 1; 2;y; kX2;
EðeÞ ¼ 0; CovðeÞ ¼ D#In;
(
ð1:7Þ
where e ¼ ðe01; e02;y; e0k Þ0; ei is an n-vector of errors; Xi is a known n  qi matrix; Yi
is an n-vector of observations; bi is a qi-vector parameter; D has one of the three
structures as shown in Example 1.1. Put
Y ¼ ðY01;Y02;y;Y0k Þ0; b ¼ ð b01; b02;?; b0kÞ0;
X ¼ diagðX1; X2;y;Xk Þ ðthe block diagonal matrix with diagonal blocksX0isÞ:
Then model (1.7) can be rewritten as
Y ¼ Xbþ e;
EðeÞ ¼ 0; CovðeÞ ¼ D#In:
(
ð1:70Þ
Example 1.3. The variance components model
Y ¼ X bþ e;
EðeÞ ¼ 0; CovðeÞ ¼Pk
i¼1
s2i Vi;
8><
>: ð1:8Þ
where Y is an m-vector of observations; X is a known m  p matrix; ViX0 is a known
matrix of order m; i ¼ 1; 2;y; k; kX2; bARp and s2iX0 ði ¼ 1; 2;y; kÞ are all
parameters. s21; s
2
2;y; s
2
k are not all zero such that
Pk
i¼1 s
2
i Vi40: Using the
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notation in model (1.1),V ¼ fV ¼Pki¼1 s2i Vi: s2iX0 (or40) for i ¼ 1; 2;y; k such
that V40g:
For the various models with the normality assumption in Examples 1.1–1.3, many
authors have studied the parameter estimation and hypothesis testing and others,
thus generating a substantial literature (see, for example, [1,2,6,10,11]). The
univariate and multivariate linear models with a multivariate t error variable
are useful in ﬁnancial areas. Zellner [17] studied a univariate linear model under the
assumption that errors are uncorrelated and they follow a multivariate t-
distribution. Sutradhar and Ali [7] considered a multivariate linear model under
the assumption that the errors have a multivariate t-distribution.
This paper discusses the existence of the uniformly minimum risk unbiased
(UMRU) estimators in the united model I and model II, respectively. Some results
related to the existence of UMRU estimators in the (extended) growth curve normal
models and the SURE normal model have been given by Wu [12–14].
In Section 2 of this paper, the necessary and sufﬁcient existence conditions are
established for UMRU estimators of the estimable linear functions of regression
coefﬁcients in model I under convex losses and matrix losses. Applying this general
conclusion, the related results given in literature for the (extended) growth curve
normal model and the SURE normal model can be derived. For the variance
components model, the necessary and sufﬁcient existence conditions are reduced as
simple expressions. In Section 3, it is proved that the results obtained in Section 2 are
also valid for model II.
In the following, under model (1.1), let GAV be known and write
#bG ¼ ðX0G1XÞX0G1Y; ð1:9Þ
#b ¼ ðX0XÞX0Y: ð1:10Þ
2. Existence of UMRU estimators in model I
In this section, we discuss the existence of the UMRU estimator of Qb under
model I, where QARtp is known, and Qb is estimable. As is well known, Qb is
estimable if and only if there exists a t  m matrix S such that Q ¼ SX: For
convenience, we shall replace the estimable function Qb by SXb: Before deriving the
main results, we give some lemmas.
Lemma 2.1. Let G40; A40; and X be m  m; m  m; and m  p matrices,
respectively. Then
XðX0G1XÞX0G1AG1XðX0G1XÞX0XXðX0A1XÞX0
with equality if and only if one of the following six conditions is satisfied:
(i) X0A1½I XðX0G1XÞX0G1 ¼ 0;
(ii) G1XðX0G1XÞX0A1½I XðX0G1XÞX0G1 ¼ 0;
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(iii) G1XðX0G1XÞ X0A1 is symmetric;
(iv) AG1XðX0G1XÞX0 is symmetric;
(v) G1X ðX0G1XÞX0G1AG1½I XðX0G1XÞX0G1 ¼ 0;
(vi) X0G1AG1½I XðX0G1XÞX0G1 ¼ 0:
The proof of Lemma 2.1 is easy and is omitted here.
Lemma 2.2. Suppose that under model (1.1), e is Nmð0;V0Þ or Nmð0; s2V0Þ with
unknown s40; where V040 is known and satisfies
X0V10 ½I XðX0G1XÞX0G1 ¼ 0: ð2:1Þ
Then SX #bG; where #bG is given in (1.9), is a UMRU estimator of SXb for any
loss function Lðb;V1; dÞ which is convex in d; where V1 ¼ V0 or s2V0; it is the
unique ða:s: LmÞ UMRU estimator, provided that its risk Rðb;V1;SX #bGÞ ¼
Eb;V1Lðb;V1;SX #bGÞ is finite and Lðb;V1; dÞ is strictly convex in d: Here Lm is the
Lebesgue measure of dimension m; Eb;V denotes the expectation over Y having
NmðXb;VÞ:
Proof. As is well known, SX #bV0 ¼ SXðX0V10 XÞX0V10 Y is a UMRU estimator of
SXb; and it is the unique ða:s: LmÞ UMRU estimator provided that Rðb;V1;SX #bV0Þ
is ﬁnite and Lðb;V1; dÞ is strictly convex in d: According to (2.1), we have SX #bG ¼
SX #bV0 : The proof is completed. &
Lemma 2.3. Under model I, X #bG is admissible for estimating Xb in the class of all
unbiased estimators of Xb provided that the loss function Lðb;V; dÞ is strictly convex in
d and the risk Rðb;V;X #bGÞ is finite.
Proof. Suppose that dðYÞ is an unbiased estimator of Xb such that
Rðb;V; dðYÞÞpRð b;V;X #bG Þ for all bARp and VAV: ð2:2Þ
Especially,
Rð b;G; dðYÞ ÞpRð b;G;X #bG Þ for all bARp: ð2:3Þ
This implies dðYÞ ¼ X #bG (a.s. Lm). In fact, as is well known, X #bG is the unique
(a.s. Lm) UMRU estimator of Xb under Y having NmðXb;GÞ: Write C ¼
fy : dðyÞaX #bGg: Suppose, to the contrary, that LmðCÞ40: Take d0ðYÞ ¼ 12dðYÞ þ
1
2X
#bG: Then D0ðYÞ is an unbiased estimator of Xb and
Lðb;G; d0ðYÞÞp12 Lðb;G; dðYÞÞ þ 12 Lðb;G;X #bGÞ for all YARm and bARp
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with strict inequality for YAC and all bARp: Because the density function, f ðy; b;GÞ;
of NmðXb;GÞ is positive everywhere,Z
C
Lðb;G; d0ðyÞÞ f ðy; b; GÞ d y
o 1
2
Z
C
½ Lðb;G; dðyÞ Þ þ Lðb;G;X #bGÞ  f ðy; b;GÞ d y
and Z
RmC
Lðb;G; d0ðyÞÞ f ðy; b;GÞ d y
p1
2
Z
RmC
½ Lðb;G; dðyÞÞ þ Lðb;G;X #bGÞ  f ðy; b;GÞ d y:
Combining this inequality with (2.3) derives
Rðb;G; d0ðYÞÞoRðb;G;X #bGÞ for all bARp:
This contradicts that X #bG is UMRU under Y having NmðXb;GÞ: Thus, dðYÞ ¼ X #bG
(a.s. Lm) and hence the equality in (2.2) is attained everywhere. This proves that X #bG
is admissible in the class of all unbiased estimators of Xb: &
Theorem 2.1. Under model I, the following statements are equivalent:
(i) For each positive integer t and each SARtm; there exists a UMRU estimator of
SXb under the quadratic loss function
ðd SXbÞ0ðd SXbÞ: ð2:4Þ
(ii) There exists a UMRU estimator of Xb under the quadratic loss function
ðd XbÞ0ðd XbÞ: ð2:5Þ
(iii) For each VAV;
X0V1½I XðX0G1XÞX0G1 ¼ 0: ð2:6Þ
(iv) For each positive integer t and each SARtm; SX #bG is a UMRU estimator of
SXb under any loss function Lðb;V; dÞ which is convex in d; it is the unique (a.s. Lm)
UMRU estimator provided that its risk is finite and Lðb;V; dÞ is strictly convex in d:
Proof. It is obvious that statement (i) implies (ii). Let statement (ii) hold. Then X #bG
is a UMRU estimator of Xb under the loss function (2.5), owing to Lemma 2.3. On
the other hand, if statement (iii) does not hold, then there exists AAV such that
X0A1½ I XðX0G1XÞX0 G1 a0: From Lemma 2.1,
0otr½XðX0G1XÞX0G1AG1XðX0G1XÞX0  XðX0A1XÞX0 ¼ f ðsayÞ:
Write #bA ¼ ðX0A1XÞX0A1Y: Then X #bA is an unbiased estimator of Xb; and
Eb;Af ðX #bG  XbÞ0ðX #bG  XbÞ  ðX #bA  XbÞ0ðX #bA  XbÞg ¼ f40;
which contradicts that X #bG is UMRU. This proves that (ii) implies (iii).
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The next step is to prove that (iii) implies (iv). Let dðYÞ be an unbiased estimator
of SXb: According to Lemma 2.2, we have that for any given V0AV and all bARp;
Rðb;V0;SX #bGÞ ¼ Eb;V0Lðb;V0;SX #bGÞpRðb;V0; dðYÞÞ:
Therefore, SX #bG is UMRU. The uniqueness follows from Lemma 2.2 also.
Evidently, (iv) implies (i). We thus complete the proof. &
Corollary 2.1. Under model I with rðXÞ ¼ p; the following statements are equivalent.
(i) There exists a UMRU estimator of b under the quadratic loss function
ðd bÞ0ðd bÞ: ð2:7Þ
(ii) Conclusion (2.6) holds.
(iii) #bG ¼ ðX0G1XÞ1X0G1Y is a UMRU estimator of b under any loss function
Lðb;V; dÞ which is convex in d: Furthermore, #bG is the unique (a.s. Lm) UMRU
estimator of b provided that its risk is finite and Lðb;V; dÞ is strictly convex in d:
Rao [5] ﬁrst set a matrix loss function, ða gðyÞÞða gðyÞÞ0; of vector decision a
for estimating a parameter vector gðyÞ: Lehmann [3] also referred to this kind of
matrix loss function. In the following, we shall also consider the matrix loss function.
Remark 2.1. All the conclusions in Theorem 2.1 and Corollary 2.1 continue to hold
if the scalar loss functions (2.4), (2.5), and (2.7) are replaced, respectively, by the
matrix loss functions
ðd SXbÞðd SXbÞ0; ð2:8Þ
ðd XbÞðd XbÞ0; ð2:9Þ
and
ðd bÞðd bÞ0: ð2:10Þ
Remark 2.2. Let AAV be known under model (1.1). Then condition (2.6) is
equivalent to
X0V1½ I XðX0A1XÞX0A1  ¼ 0 for all VAV:
Especially, when ImAV; (2.6) is equivalent to
X0V1½ I XðX0XÞX0  ¼ 0 for all VAV: ð2:11Þ
To check conditions (2.6) and (2.11) is not easy. They may, however, be simpliﬁed
under some special models.
Corollary 2.2. Under the variance components model (1.6) with e having
Nmð0;
Pk
i¼1 s
2
i ViÞ; all the conclusions in Theorem 2.1, Corollary 2.1, and Remark
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2.1 continue to hold if (2.6) is replaced by
X0V10 ViV
1
0 ½ I XðX0V10 XÞX0V10  ¼ 0; i ¼ 1; 2;y; k; ð2:12Þ
where V0 ¼
Pk
i¼1 Vi:
Remark 2.3. Under the SURE model ð1:7Þ0 with D having any one of the three
structures in Example 1.1, conditions (2.6) and (2.11) are reduced as
RðXiÞ ¼ RðXjÞ; i; j ¼ 1; 2;y; k:
This derives the partial results from Wu [13,14].
Remark 2.4. Under the growth curve model, namely, model (1.4) with k ¼ 1; we
have IAV: Assume that r ¼ rðX1Þop: When D40; condition (2.11) can be
simpliﬁed to be that D has the Rao’s simple structure, that is, D ¼ PGP0 þHOH0;
where G40 and O40 are unknown matrices, P is a known p  r matrix such that
RðPÞ ¼ RðX1Þ and P0P ¼ Ir; andH is a known p  ðp  rÞmatrix satisfying X01H ¼ 0
and rðHÞ ¼ p  r: When D has the uniform structure (1.5) or the serial structure
(1.6), condition (2.11) can be, respectively, reduced as
X0111
0½ I X1ðX01X1ÞX01  ¼ 0 or X01Ci½ I X1ðX01X1ÞX01  ¼ 0 for i ¼ 0; 2;
where C0 is the diagonal matrix with diagonal elements 0; 1;y; 1; 0; denoted by
diagð0; 1;y; 1; 0Þ: These give the main results in Wu [12].
Remark 2.5. Under the extended growth curve model ð1:4Þ0 with D having the
structure (1.5) or (1.6), condition (2.11) can be, respectively, simpliﬁed as
X0ðIn#110Þ ½ I XðX0XÞX0 ¼ 0 or X0ðIn#CiÞ ½ I XðX0XÞX0  ¼ 0
for i ¼ 0; 2:
When D40 is arbitrary, to reduce the condition (2.11) to a simpler form, we need to
add some conditions and make some complicated calculations (see [15]).
3. Existence of UMRU estimators in model II
In this section, we discuss the existence of the UMRU estimator of SXb; where
SARtm is known, under model II with
Assumption I. aVAV for any positive number a when VAV:
Obviously, the (extended) growth curve model, the SURE model, and the variance
components model satisfy Assumption I.
ARTICLE IN PRESS
G.-Q. Yang, Q.-G. Wu / Journal of Multivariate Analysis 88 (2004) 76–88 83
Observe that the proof of the following Lemmas 3.1–3.3, Theorem 3.1, and
Corollary 3.1 is valid for any given q42 under model II. So we need only to consider
the case that q42 is known in the following.
Lemma 3.1. aðYÞ is an unbiased estimator of SXb under model II with Assumption I if
and only if aðYÞ is an unbiased estimator of SXb under model I with Assumption I.
Proof. The density of Y in model I is
ð2pÞm2 jVj12 expf1
2
ðy XbÞ0V1ðy XbÞg ¼ f ðy;Xb;VÞ ðsayÞ: ð3:1Þ
The density of Y in model II is
½ pm2 Gðq
2
ÞjVj12 1 ðq  2Þ
q
2 G
m þ q
2
	 

½ q  2þ ðy XbÞ0V1ðy XbÞ 
mþq
2
¼
Z N
0
f y;Xb;
q  2
z
V
 
gðz; qÞ d z
¼ tðy;Xb;V; qÞ ðsayÞ; ð3:2Þ
where
gðz; qÞ ¼ 2
q
2 G
q
2
	 
h i1
z
q
2
1e
z
2 ðz40Þ; ð3:3Þ
which is the density of the gamma distribution with known parameters q
2
and 1
2
:
We now prove sufﬁciency. Let aðYÞ be an unbiased estimator of SXb under model
I, that is,Z
Rm
aðyÞ f ðy;Xb;VÞ d y ¼ SXb for all bARp and VAV:
From Assumption I,Z
Rm
aðyÞ f ðy;Xb; ðq  2Þ z1 VÞ d y ¼ SXb for all bARp; VAV; and z40;
and hence,Z
Rm
aðYÞ tðy;Xb;V; qÞ d y
¼
Z N
0
Z
Rm
aðyÞ f ðy;Xb; ðq  2Þ z1VÞ d y
 
gðz; qÞ d z
¼ SXb
Z N
0
gðz; qÞ d z ¼ SXb for all bARp and VAV:
This shows that aðYÞ is an unbiased estimator of SXb under model II with
Assumption I.
The next step is to prove necessity. Suppose thatZ
Rm
aðyÞ tðy;Xb;V; qÞ d y ¼ SXb for all bARp and VAV:
ARTICLE IN PRESS
G.-Q. Yang, Q.-G. Wu / Journal of Multivariate Analysis 88 (2004) 76–8884
Then for any s40; any given b0AR
p and V0AV;
SXb0 ¼
Z N
0
Z
Rm
aðyÞ f ðy;Xb0; ðq  2Þ z1s1V0Þ d y
 
gðz; qÞ d z
¼
Z N
0
Z
Rm
aðyÞ f ðy;Xb0; ðq  2Þ w1V0Þ d y
 
s1g
w
s
; q
	 

d w;
and hence,
Z N
0
½ hðw;Xb0;V0Þ  SXb0  s1 g
w
s
; q
	 

d w ¼ 0 for all s40; ð3:4Þ
where
hðw;Xb0;V0Þ ¼
Z
Rm
aðyÞ f ðy;Xb0; ðq  2Þ w1V0Þ d y:
Because the family of densities fs1gðws; qÞ: s40g is complete, (3.4) implies that
hðw;Xb0;V0Þ ¼ SXb0 for w40 (a.s. L1).
Because ff ðy;Xb0; ðq  2Þ w1V0Þ: w40g is a one-parameter exponential family
with the parameter w; hðw;Xb0;V0Þ is a continuous function of w; and hence,
SXb0 ¼ hðw;Xb0;V0Þ ¼
Z
Rm
aðyÞ f ðy;Xb0; ðq  2Þw1V0Þ d y
for all w40: ð3:5Þ
Observe that b0 and V0 are arbitrary. Thus (3.5) shows that aðYÞ is an unbiased
estimator of SXb under model I with Assumption I. &
Lemma 3.2. Assume that a in model II follows Nmð0; q1ðq  2Þs2V0Þ; where s40 is
unknown, V040 is known and satisfies (2.1). Then SX #bG is a UMRU estimator of SXb
for any loss function Lðb; s2V0; dÞ which is convex in d; it is the unique (a.s. Lm)
UMRU estimator when its risk Rðb;s2V0;SX #bGÞ is finite and Lðb; s2V0; dÞ is strictly
convex in d:
Proof. Let dðYÞ be an unbiased estimator of SXb: According to Lemma 3.1, SX #bG
is an unbiased estimator of SXb under model in this lemma, and dðYÞ is also
an unbiased estimator of SXb under model (1.1) with eBNmð0; s2V0Þ: Using
Lemma 2.2 and the notation given in (3.1)–(3.3), we have that for all bARp
ARTICLE IN PRESS
G.-Q. Yang, Q.-G. Wu / Journal of Multivariate Analysis 88 (2004) 76–88 85
and s40;Z
Rm
Lðb; s2V0; dðyÞÞ tðy;Xb; s2V0; qÞ d y
¼
Z N
0
Z
Rm
Lðb; s2V0; dðyÞÞ f ðy;Xb; z1ðq  2Þs2V0Þ d y
 
gðz; qÞ d z
X
Z N
0
Z
Rm
Lðb; s2V0;SX #bGÞ f ðy;Xb; z1ðq  2Þs2V0Þ d y
 
gðz; qÞ d z
¼
Z
Rm
Lðb; s2V0;SX #bGÞ tðy;Xb; s2V0; qÞ d y:
This shows that SX #bG is UMRU. &
The uniqueness follows from the fact that (i) the loss function is strictly convex;
(ii) the risk of SX #bG is ﬁnite; (iii) the density of Y is positive everywhere.
Lemma 3.3. The conclusion in Lemma 2.3 still holds if model I is replaced by model II
with Assumption I.
The proof of Lemma 3.3 is similar to that of Lemma 2.3 and is omitted here.
Theorem 3.1. All the conclusions in Theorem 2.1, Corollary 2.1, and Remark 2.1
continue to hold if model I is replaced by model II with Assumption I.
Using Lemmas 2.1, 3.2, and 3.3, and applying the method of proving Theorem 2.1,
the proof of Theorem 3.1 can be completed. We omit the detail.
Remark 3.1. When the error vector e in the variance components model (1.8) or the
SURE model ð1:7Þ0 or the growth curve model ð1:4Þ0 with k ¼ 1 or the extended
growth curve model ð1:4Þ0 follows a multivariate t-distribution, condition (2.6) can
be, respectively, reduced as the form given in Corollary 2.2, Remarks 2.3, 2.4, and
2.5.
Finally, we consider a multivariate linear model, that is, model (1.4) with
k ¼ 1; X1 ¼ Ip; Z1 ¼ Z; B1 ¼ B; and q1 ¼ q; which is written as
W ¼ BZþ e: ð3:6Þ
Writing (3.6) to be the form as in (1.1), we have
Y ¼ X bþ e; CovðeÞ ¼ V ¼ I#D; ð3:60Þ
where Y ¼ vecðWÞ; X ¼ Z0#Ip; b ¼ vecðBÞ; and e ¼ vecðeÞ; D has one of the three
structures given in Example 1.1.
Corollary 3.1. Under model (3.6) (or ð3:6Þ0) and Assumption (1.3) with
aBNnpð0; q1ðq  2ÞðIn#DÞÞ; the least squares estimator SZ0 #B0 of SZ0B0 is UMRU
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for any loss function LðB;D; dÞ which is convex in d; where SARtn is known and
#B0 ¼ ðZZ0ÞZW0; SZ0 #B0 is the unique (a.s. Lnp) UMRU estimator of SZ0B provided
that its risk is finite and LðB;D; dÞ is strictly convex in d:
Proof. Obviously, InpAV: Observe that XðX0XÞX0 ¼ ½Z0ðZZ0ÞZ #Ip: Therefore,
X0ðI#DÞ½I XðX0XÞX0  ¼ ðZ#DÞ fI ½Z0ðZZ0ÞZ #Ipg ¼ 0
for any D; which shows that condition (2.11) is satisﬁed. Clearly,
vecðSZ0 #B0Þ0 ¼ ðS#IpÞX ðX0XÞX0 Y; vecðSZ0B0Þ0 ¼ ðS#IpÞX b:
Putting these results and Theorem 3.1 together derives Corollary 3.1. &
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