Abstract. We present a modi cation of Bodlaender's linear time algorithm that, for constant k, determines whether an input graph G = (V; E) has treewidth k and, if so, constructs a tree decomposition of G of width at most k. Our algorithm has the following additional feature: if G has treewidth greater than k then a subgraph G 0 of G of treewidth greater than k is returned along with a tree decomposition of G 0 of width at most 2k. A consequence is that the fundamental disjoint rooted paths problem can now be solved in O(n 2 ) time. This is the primary motivation for this paper.
Introduction
The notions of tree decompositions and treewidth of a graph were introduced in the 1980's by Robertson and Seymour 10] and they have since found a large number of applications (see Bodlaender 5] for a tutorial on graph treewidth and its applications). We shall de ne tree decompositions and treewidth precisely in the next section. For now it will su ce to think of a tree decomposition of a graph G as a decomposition of the vertex set of G into pieces that t together in a \tree-like way". The width of a tree decomposition is the maximum size of a piece in the tree decomposition and the treewidth of the graph G is the minimum treewidth over all possible tree decompositions of G.
It turns out that if G has small treewidth (i.e. bounded by a constant) then dynamic programming can be used to solve many optimization problems on G, just as dynamic programming can be used to solve optimization problems on trees. Examples of problems include edge coloring, Hamiltonian cycle, clique, vertex coloring and various routing problems, all of which can be solved in linear time. In fact, given a tree decomposition of G of constant width, one can solve in linear time any optimization problem on G that can be expressed in monadic second order logic. Furthermore, other problems such as graph isomorphism can be solved in polynomial time (for references see 5] ) algorithm, and then by Lagergren 7] who gave an O(n log 2 n) algorithm and by Reed 8] who gave an O(n log n) algorithm. Finally, Bodlaender 4 ] gave a linear time algorithm for computing a tree decomposition of width k of a graph G of treewidth at most k.
We describe our modi cation of Bodlaender's algorithm which has the following additional feature: if G has treewidth greater than k, our algorithm returns a subgraph G 0 of G and a tree decomposition of G 0 of width at most 2k. We illustrate the importance of this extra information by considering a fundamental application of treewidth due to Robertson ) time algorithm for the l-disjoint rooted path problem. One of the various ways in which they nd an unnecessary vertex is to construct a tree decomposition of width at most 2k of a subgraph of G of width greater than k and then use dynamic programming to nd the vertex to be deleted. Reed 8] , 9], by using his O(n log n) treewidth decomposition algorithm and modifying Robertson and Seymour's algorithm somewhat, developed an O(n 2 log n) algorithm for the l-disjoint rooted paths problem. Now, we can parachute our modi cation of Bodlaender's algorithm into Reed's algorithm to improve its performance so that it runs in O(n 2 ) time. This is the primary motivation for our result. We also note that the above discussion applies also to the more general k-realizations problem (see 10{13]), implying that the k-realization problem can be solved in O(n (iii) for all t 0 , t 1 and t 2 of T, if t 1 is on the unique path from t 0 to t 2 then X t0 \ X t2 X t1 . The width of a tree decomposition is max t2T fjX t j ? 1g. The treewidth of G (denoted by TW(G)) is the minimum of the widths of its tree decompositions.
We will call a tree decomposition (T; X) of G = (V; E) standard if jTj jV j. Note that any tree decomposition (T 0 X 0 ) of G can be transformed into a standard tree decomposition (T; X) of same width k. This can be done in O(jT 0 jk) time by initially setting T = T 0 and X = X 0 and then recursively identifying nodes s; t 2 T such that (s; t) 2 T and jX s X t j k + 1, and assigning X s X t to the identi ed new vertex.
We now state a few de nitions and well known lemmas that we will need (see 4] for proofs of the lemmas).
Lemma 2. Let (T; X) be a tree decomposition of G. (i) If X V induces a clique in G then there exists t 2 T such that X X t ; (ii) For X 1 ; X 2 V , if (X 1 ; X 2 ) induces a complete bipartite subgraph in G then there is t 2 T such that X 1 2 X t or X 2 2 X t .
The following easily follows.
Corollary 2. If v; w 2 V have k + 1 common neighbors then any tree decomposition of G of width at most k is a tree decomposition of G + (u; v). Let G = (V ; E ) be obtained by identifying the vertices of some matching M of G (and removing resulting multiple edges) and let (T ; X ) be a standard tree decomposition of G of width k. Lemma 3. Let T = T and let X be the collection of subsets X t obtained from X t by replacing every identi ed vertex v 2 X t with the original two endpoints, for all t 2 T. Then (T; X) is a standard tree decomposition of G of width at most 2k +1 and thus TW(G) 2T W(G )+1. Furthermore, for xed k, the tree decomposition (T; X) can be computed in linear (O(jV j)) time from (T ; X ). Lemma 4. TW(G ) TW(G). 3 The tree decomposition algorithm We then recursively apply our algorithm on G . Then, depending on whether we are in case (a) or (b) and on the type of output the recursive call returns, we do one of several things.
In case (a), if the output of the recursive call is of type I, we nd in linear time a standard tree decomposition of G of width k. In case (a), if the output is of type II, we are clearly done. In case (b), if the output is of type I, we apply lemma 3 to nd a standard tree decomposition (T; X) of G of width at most 2k + 1. In case (b), if the output is of type II, we apply lemma 3 to nd a subgraph G 0 of G of treewidth greater than k and a standard tree decomposition (T 0 ; X 0 ) of G 0 of width at most 4k + 1. In both cases, we apply the Bodlaender and Kloks 6] algorithm, speci ed as follows for constants k and l:
Input: A graph G and a standard tree decomposition (T; X) of G of width at most l.
Output: A standard tree decomposition of G of width at most k, if G has one. Running time: O(jV j).
In fact, the Bodlaender and Kloks algorithm can be easily modi ed, without a ecting the running time, so that if TW(G) > k then the algorithm returns a subgraph G 0 of G of treewidth greater than k and a standard tree decomposition of G 0 of width at most 2k (k + 1 is possible too). We use this modi ed version of the Bodlaender and Kloks algorithm, to obtain outputs of type I or II for the original input graph G.
In the remainder of this section, we describe the steps involved in nding G and modifying the output from the recursive calls to obtain output for the original problem. We show they can be performed in linear (O(jV j)) time. It follows that the total running time T(jV j) of our algorithm is bounded above by T(1 ? 1 16k 2 )jV j + O(jV j) and thus T(jV j) = O(jV j).
Our algorithm modi es and improves Bodlaender's original algorithm in two ways. First, while Bodlaender's algorithm just stops when it obtains a certi cate that TW(G) > k, we do additional work. Second, we have streamlined the construction of G (the graph the algorithm recurses on) so the algorithm is simpler and the graph G is smaller. A payo is that the recursion is applied to a smaller graph. In fact, our algorithm iterates no more than O(k We now turn to the details of our algorithm. We can assume that jEj kjV j (note that this implies jEj = O(jV j)); otherwise TW(G) > k, by lemma 1, and we run our algorithm on a subgraph of G obtained by removing all but kjV j edges from G. We also assume that k 2. The case k = 0 is just testing whether G has no edge and the case k = 1 is testing whether G has no cycle. Both tests are easy to do in linear time, as are the constructions of the standard tree decompositions. Let V = fv 1 ; v 2 ; :::; v jV j g.
Matching contraction (case (b))
Let S be the vertices of V of degree no greater than 4k. We construct a matching M that is maximal with respect to vertices in S by rst ordering the vertices in S as v i1 ; :::; v i jSj , and then, for each v ij in turn, if there is a neighbor v 2 V of v ij which is in no matching edge picked so far, we add (v ij ; v) to the matching.
If jMj jV j 16k 2 , we identify all endpoints of M, and remove multiple edges, to obtain the graph G . To remove multiple edges in linear time, we apply bucket sort on the edges of G twice, once for each coordinate; since all multiple edges will show up in consecutive positions, it is easy to remove all copies in one traversal of the edges. There exists u 2 U of degree greater than k. We set G = (V ; E(V )) where V = u + N(u) + fv 2 D : v is assigned to a pair in N(u)g By applying the same argument as in the proof of lemma 5, we obtain that in any tree decomposition (T ; X ) of G there is t 2 T such that N(u) + u 2 X t , implying that TW(G ) > k. Because jV j 1+4k+ 4k 2 (k+1) 12k 3 (since k 2), we just apply the base case of our algorithm on G .
Every u 2 U has degree at most k and jUj jV j 8k 2 . We recursively apply our algorithm on G = (V ? U; E(V ? U)).
From a standard tree decomposition (T ; X ) of G of width at most k, we construct a tree decomposition (T; X) of G of width at most k by initially setting T = T and X = X . Then, for every u 2 U, we nd t 2 T such that N G (u) X t and we add a new node t v to T with X tv = N G (v) + v and we connect t v to t in T. By lemma 5, t must exist and (T; X) is clearly a standard tree decomposition of G.
In order to nd, for all v 2 U, some t 2 T such that N G (v) X t in linear time, we need a special data structure, the same that Bodlaender used in his algorithm. See 4] for details.
Every u 2 U has degree at most k and jUj < 
