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1
$A\in \mathbb{R}^{n\cross n}$ 1 $CG$ $CG$
2 Reduction
Thread




(2 ) MPI $CG$ $MrsR$
2 $MrsR$
Minimized Residual method based on Shadow three-term Recurrence (
: $MrsR$ )
$r_{0}$ $MrsR$ $CG$ Bi-$CG$
Lanczos $\zeta_{k},$ $\eta_{k}$
$H_{k}(\lambda)$
$H_{0}(\lambda)=1, H_{1}(\lambda)=(1-\zeta_{0}\lambda)H_{0}(\lambda)$ , (1)
$H_{k+1}(\lambda)=(1+\eta_{k}-\zeta_{k}\lambda)H_{k}(\lambda)-\eta_{k}H_{k-1}(\lambda)$ . $(k=1,2, \ldots)$ (2)
$MrsR$ $r_{k}$ (1)$-(2)$ $H_{k}(\lambda)$
$r_{k}\equiv H_{k}(A)r_{0}$ (3)
(1) $-(2)$ $\{H_{k}(\lambda)\}$ $k$ $H_{k}(0)=1$
$H_{k+1}(0)-H_{k}(0)=0$ $k$
$\tilde{G}_{k}(\lambda)$
$\tilde{G}_{k+1}(\lambda) = \lambda G_{k}(\lambda)=\frac{H_{k}(\lambda)-H_{k+1}(\lambda)}{\zeta_{k}}$ . (4)




$\tilde{G}_{0}(\lambda)=0, H_{0}(\lambda)=1$ , (6)
$\zeta_{k}\tilde{G}_{k+1}(\lambda)=\zeta_{k}\lambda H_{k}(\lambda)+\zeta_{k-1}\eta_{k}\tilde{G}_{k}(\lambda)$ , (7)





$y_{k+1} =\eta_{k}y_{k}+\zeta_{k}Ar_{k}$ , (10)
$r_{k+1} =r_{k}-y_{k+1}$ . (11)
$\zeta_{k},\eta_{k}$ (12)
$||r_{k+1}||_{2}= \min_{\zeta_{k},\eta_{k}}||r_{k}-\eta_{k}y_{k}-\zeta_{k}Ar_{k}||_{2}$ . (12)
(12) $\zeta_{k}$
$\zeta_{k} = \frac{(r_{k},Ar_{k})-(y_{k},Ar_{k})\eta_{k}}{(Ar_{k},Ar_{k})}$ (13)
$\eta_{k}$
$\eta_{k} = \frac{(r_{k},y_{k})-(y_{k},Ar_{k})\zeta_{k}}{(y_{k},y_{k})}$ (14)
(13) (14) $\zeta_{k}$






$(r_{k+1}, Ar_{k}) = 0$ , (17)
$(r_{k+1}, y_{k}) = 0$ . (18)
(18) (11)
$(r_{k}, y_{k})=(y_{k+1}, y_{k})$ . (19)
$(r_{k+1}, y_{k+1})$ (10) (17), (18)
$(r_{k+1}, y_{k+1}) = (r_{k+1}, \eta_{k}y_{k}+\zeta_{k}Ar_{k})$
$=\eta_{k}(r_{k+1}, y_{k})+\zeta_{k}(r_{k+1}, Ar_{k})=0$ (20)
$r_{k},$ $y_{k}$
$(r_{k}, y_{k})=(y_{k+1}, y_{k})=0$ . (21)
$(y_{k}, y_{k})$
$(y_{k}, y_{k})$ $=$ $(r_{k-1}-r_{k,\eta_{k-1}y_{k-1}}+\zeta_{k-1}Ar_{k-1})$
$= \eta_{k-1}(r_{k-1}, y_{k-1})+\zeta_{k-1}(r_{k-1}, Ar_{k-1})-\eta_{k-1}(r_{k},y_{k-1})-\zeta_{k-1}(r_{k}, Ar_{k-1})$
$= \zeta_{k-1}(r_{k-1}, Ar_{k-1})$ . (22)
$p_{k} \equiv A^{-1}\tilde{G}_{k+1}(A)r_{0}$ . (23)
(6) $-(8)$
$p_{k} = r_{k}+ \frac{\zeta_{k-1}}{\zeta_{k}}\eta_{k}p_{k-1}$ , (24)
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4- 5 Dell PowerEdge $CG$ $MrsR$
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7: PRIMERGY $CG$ $MrsR$ (1 )
31
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