We study a particle immersed in a heat bath, in the presence of an external force which decays at least as rapidly as 1/x, for example a particle interacting with a surface through a Lennard-Jones or a logarithmic potential. As time increases, the system approaches a non-normalizable Boltzmann state. We study time-averaged versus ensemble-averaged observables which are integrable with respect to this asymptotic thermal state. Our work merges infinite-ergodic theory with BoltzmannGibbs statistics, thus extending the scope of the latter while shedding new light on the concept of ergodicity.
The equilibrium state of a particle confined in a binding potential V (x), coupled to a heat bath of temperature T , is given by the Boltzmann-Gibbs distribution lim t→∞ P t (x) = 1 Z exp(−V (x)/k B T ).
Here
exp(−V (x)/k B T )dx is the normalizing partition function, k B is Boltzmann's constant. Thus while the particle's trajectory, x(t), can be erratic due to the interaction with its surroundings, the longtime limit of the probability density, P t (x), can be predicted. When this applies, the sample mean of an observable O(x) is given by the ensemble-average O(x) = But what can we say about the ergodic properties of the system when the potential is such that Boltzmann's distribution is non-normalizable? There are many physically important examples of this, among them: a particle in a Coulomb field (the "hydrogen atom"), a particle in the presence of a long charged rod or polymer (which can be a model of a stretched DNA, giving rise to a logarithmic potential, see, e.g., [1] ), and models of glassy dynamics when the density of states grows exponentially (the trap model) [2] . Non-normalizable asymptotic states have been previously discussed in the physics literature, e.g. in the context of weakly-chaotic maps [3, 4] and large deviation theory [5] [6] [7] [8] , but not with regards to thermodynamics.
Imagine the 3-dimensional motion of a particle in a viscous fluid at room temperature (constituting a thermal bath), floating above a flat surface. Here, x > 0 is the distance between the particle and the surface. The surface-single molecule potential is V (x), where V (x) → 0, as x → ∞. The motion parallel to the y − z plane is purely diffusive. The time scale of the experiment is such that the fluid bath can be assumed infinite in all dimensions. Such a motion, which is a model for molecules "hopping" from the membrane of a living cell [9] [10] [11] , recently became measurable using novel detection techniques such as [12] [13] [14] [15] . Since the force field is zero at large distances from the surface, clearly here Z = ∞ 0 exp(−V (x)/k B T )dx is divergent, regardless of the temperature. But does the non-normalizability of the equilibrium state mean that the Boltzmann distribution should be completely discarded in this case? Can we still infer the potential field by observing the density, and if so how is this related to the non-normalizable Boltzmann factor exp(−V (x)/k b T )? How should we treat the timeaverage, which is the averaging procedure used in single molecule experiments, given that the partition function diverges? In this letter we show that for a class of asymptotically flat potentials, the non-normalizable Boltzmann state yields the time-averaged properties of every observable which is integrable with respect to it. This is reminiscent of a generalized form of ergodicity, previously discovered in the context of deterministic maps, known as infinite-ergodic theory [16] [17] [18] (see also [3, 19, 20] ). Our work, where the main results are Eqs. (5, 7, 9) and Eq. (11) below, combines BoltzmannGibbs statistics and infinite-ergodic theory in a unified framework, which can be applied to a whole range of experimental situations. Our analysis extends also to the case of logarithmic potentials, with the asymptotic shape V (x) ∼ V 0 log(x/l 0 ) at large x, e.g. [21] [22] [23] [24] . Here, the Boltzmann factor is exp(−V (x)/k B T ) ∼ |x| −V0/k B T , which is non-normalizable at sufficiently high temperatures, when 0 < V 0 /k B T < 1 [25] .
Model. We first model the dynamics of the diffusing particles using the unidimensional Langevin equation, in the overdamped approximation [26] (but our main results are more general, see below)
Here γ > 0 is the friction constant, and according to the Einstein relation, D = k B T /γ is the diffusion coefficient. The fluctuations quantified by the second term on the right-hand side are treated as Gaussian white-noise with zero mean and Γ(t)Γ(t ) = δ(t − t ). The spatial spreading of the diffusing particle packet is described by , with a, b = (2, 1) and V 0 = 1000 (in dimensionless units), is compared with simulation (green dots). The inset shows the potential, and k B T was set to be 1/4th of the maximal potential depth, to allow particles to escape the potential well in order to obtain good sampling of the entire potential landscape during the time frame of the simulation (t = 10 6 ).
the Fokker-Planck equation [25, 26] 
As mentioned in the introduction, we first consider the large class of potential fields which are asymptotically flat at large x. This means that far from the surface, the force is negligibly small. As a test example, we treat in our simulations the case of a particle bound to the Lennard-Jones (LJ)-type potential
where a, b, V 0 > 0. This potential is plotted in the inset of Fig. 1 . Potentials of this type are weak in the sense that at any finite time the system has a non-negligible population of particles that migrate to increasingly large x, where the binding force derived from them does not compensate for the thermal fluctuations. As a result, the density in the vicinity of the potential minimum decays in time.
Non-normalizable Boltzmann state. We now use a scaling ansatz to solve the Fokker-Planck equation, Eq. (2), for a one-sided potential V (x), such that V (∞) = 0, V (0) = ∞. At long times and finite x, one solution to Eq.
(2) (up to leading order) is
, where α > 0. This is however non-normalizable, hence it cannot be the full form of the probability density. At finite times, this solution is valid only for x/ √ 4Dt 1. Since V (x) is negligibly small at large x, P t (x) expands diffusively at the tails. Hence, for
Matching the two limits of P t (x), we obtain the uniform approximation:
While for a finite t, the Gaussian fall-off insures the normalizability of the probability density, at t → ∞, exp −x 2 /(4Dt) → 1, and its asymptotic shape is given by the non-normalizable Boltzmann state:
so α = 1/2 in this case. Importantly, this solution is independent of the shape of the (assumed narrow) initial distribution. This also holds for any asymptotically flat potential such as Eq. (3), regardless of its particular shape at finite x [27]. Eq. (5) can also be derived via other methods, such as an eigenfunction expansion of the Fokker-Planck Eq. (2) [26] , using the continuous spectrum of the Fokker-Planck operator resulting from the weak potential. Fig. 1 shows the agreement between the asymptotic limit function of P t (x), obtained from simulation results [28] , and Eq. (5), corresponding to the LJ potential, Eq. (3).
Ensemble-averaged observables.
Using Eq. (4), the same argument which yielded Eq. (5) now means that at long times
Eq. (6) means that, similar to the case of a strongly confining field, where Z is time-independent, the ensembleaverage is obtained by integrating with respect to the non-normalized Boltzmann factor, provided that the integral exists. This criterion singles out a class of observables for which the Boltzmann measure is relevant. One example of such an observable is the potential energy of the particles; O(x) = V (x). Here, since it is zero at large x, when applied in Eq. (6), V (x) cures the non-integrability of the Boltzmann factor. Another physically important example is the pulse function; Θ(
(here x a , x b are finite), and zero otherwise. Here, the ensemble-average Θ(
dx is the probability of finding a particle between x a and x b at time t. At long-times, this is asymptotic to ∼ (1/Z t )
which decays in time as
t −1/2 via Z t , reflecting the diffusion of particles out to infinity.
Time-averaged observables.
When the standard Boltzmann-Gibbs framework does not apply, timeaverages are random even in the long-time limit. Here we will provide their distributional limiting behavior, inspired by infinite-ergodic theory.
We start with the ensemble-time-average, defined as follows:
Using Eq. (6), for an observable integrable with respect to the non- normalizable Boltzmann state, we obtain
Thus the value obtained for the average quantity depends on the method of measurement, and even though at long times the ratio O x(t) / O(x) t approaches a constant, it is twice the value expected from ordinary statistical mechanics. This doubling effect is the result of the integration over the time-dependent Z t ∝ t −1/2 . In the top panel of Fig. 2 , we demonstrate this result by looking at the ratio V [x(t)] / V (x) t obtained from simulations of particles in the LJ potential [28] , and Eq. (6), which clearly shows that as t → ∞,
For the pulse function, the time integral
t]. Between time 0 and t, the particle may randomly exit this region on multiple occasions in either direction, and return, and the time-average τ /t = Θ(x a ≤ x(t ) ≤ x b ) is called the occupation fraction. Here, from Eqs. (5-7) we obtain that Z t τ /t approaches a constant limit at t → ∞, namely
The middle panel of Fig. 2 shows the convergence of the occupation fraction of a particle in a LJ potential, in the region x ∈ [0, 5], obtained from simulation results [28] , to the asymptotic theoretical value obtained from the non-normalizable Boltzmann state via Eq. (8).
Logarithmic potentials. For the asymptotically flat potentials we studied so far, the force attracting the particles to the origin is effectively zero at large x. As mentioned in the introduction, our results for infinite-ergodic theory extend also to the case of logarithmic potentials, where the force is not completely negligible, but it decays as 1/x at large x. This case, as we now show, provides an additional important insight into the connection between the infinite-ergodic theory and BoltzmannGibbs statistics. As shown in [25] , for potentials of the form V (x) ∼ V 0 log(x/l 0 ) (where l 0 > 0 is the unit of length in the system); lim t→∞ Z t P t (x) = e −V (x)/k B T , where
Since as mentioned, this holds when V 0 /k B T < 1, where the Boltzmann state is non-normalizable, here 1/2 < α < 1. Consequently, for any observable integrable with respect to this state, we find
in the limit t → ∞. Importantly, Eq. (6) is still valid. When α → 1 the Boltzmann factor becomes normalizable, and Eq. (9) reduces to the standard ergodic hypothesis, where Z t is replaced by the standard normalizing partition function Z. In the bottom panel of Fig.  2 we show the convergence of Θ / Θ t in various x regions (versus time), of a particle in the presence of the logarithmic potential
where l 0 = 1, to their asymptotic value, obtained from Eqs. (6, 9) . The time-averages were obtained from simulations [28] , and the ensemble-averages from the corresponding non-normalizable Boltzmann state in each case, using Eq. (6) . An example of a non-normalized state with V log (x) is presented in Fig. SM1 , in the supplemental material (SM), versus the density obtained from a simulation [28] .
Distribution of time-averages. Here we study the distribution of the random time-average O[x(t)] for both asymptotically flat and logarithmic potentials. Due to the attractive potential, the unidimensional processes we are studying are recurrent, however they are characterized by two distinct time scales. Consider first, for simplicity, the case of the rescaled occupation fraction in the region [x a , x b ]. The time that the particle spends inside this finite region at each visit has a finite typical value t in . However once the particle experiences a large thermal fluctuation, taking it to large x, the probability distribution of its first-return time to this region is fattailed; f (t ret ) ∼ t −1−α ret , for large t ret [29, 30] . Both for asymptotically flat and logarithmic potentials, t ret diverges, since 1/2 ≤ α < 1. This blow-up of the typical return time is the physical reason why standard ergodic theory is not applicable here, since for a time-averaged observable to converge to a finite value, the measurement time must be long compared to the microscopical scale. Therefore the random occupation time τ ∝ t in n, where n is the random number of x b crossings into to the region [x a , x b ], until time t. Since it is proportional to n, we have τ / τ → n/ n ξ. The distribution of n is well known from renewal theory, hence the probability density of ξ, is M α (ξ), the Mittag-Leffler distribution [16, 31] :
Here Γ(·) is the Gamma function and L α [·] is the onesided Lévy density [32] . To obtain this density, we used the fact that the crossing times of x b are not correlated, and that the time spent in (0, x a ) is statistically much shorter than the time in x > x b . Eq. (11) is a generalized form of the law of large numbers, since by definition its mean is identically equal to unity, and when α = 1 it is a δ-function. The probability densities of the occupation fraction obtained from simulations [28] for our examples of the LJ and the logarithmic potential, in various temperatures and regions, are plotted in Fig. 3 , versus the theory. We see that for α = 1/2 the fluctuations are relatively large, while for α = 0.64, 0.75 the distributions of the normalized time-averages exhibit peaks close to ξ = 1, since the system is approaching the ergodic limit. The above arguments, according to the AaronsonDarling-Kac theorem [16] , apply to any observable integrable with respect to an infinite measure of a system [17] , and by extension also to our non-normalizable Boltzmann state, and so ξ = O[x(t)]/ O[x(t)] is MittagLeffler distributed. For the example of the potential energy of a particle bound by an asymptotically constant potential, this, by a hand-waving argument, can be understood as follows: Since at very large x the attractive conservative force field derived from V (x) is negligible, particles spend long periods of time in the region where the potential is zero, and their return time statistics to the neighborhood of a significant potential is the same as in Brownian motion. Consecutive re-sampling of the non-negligible potential field are independent, hence the time-integral V [x(t)] is proportional to the number of such events which, when again normalized by its mean, is given by Eq. (11) . The probability density of the time-averaged potential energy in the presence of the LJ potential is shown in Fig. (3) , along with the MittagLeffler distribution with α = 1/2. A sample of the time series of this observable is presented in the inset of Fig.  3 , showing the rare "renewal" events, in which the value of the energy is non-negligible, responsible for this distribution.
Generality of the theory. We have shown that our theory on non-normalizable Boltzmann states is generally valid over a wide range of potentials, observables, and temperatures. So far, we have assumed an overdamped Langevin dynamics. Yet the main ingredients of our theory are valid also for the case of, e.g., the generalized Langevin equation [26] , with the memory kernel γ t 0 e −(t−t )/τẋ (t )dt (see more details in the SM), and a colored noise. The key restriction here is that the dynamics must satisfy the fluctuation-dissipation relation, and that the memory kernel decay faster than a power-law in time. Fig. SM2 in the SM shows excellent agreement between simulation results and the non-normalizable Boltzmann state, and demonstrates the validity of infiniteergodic theory.
Our study opens new questions for future research. For example, it encourages the investigation of observables non-integrable with respect to the non-normalizable state, e.g. as discussed in [19, 33, 34] . Also, can the theory be extended to non-recurrent processes, such as [35, 36] ? And, importantly, the single particle analysis used here reflects current day single molecule experiments; however it can be elevated to a many-body theory. In this case the potential energy of the single particle is replaced by the many-body potential, but the nonnormalizable Boltzmann factor remains. The concepts used in this letter can be extended to many systems, for example Langevin equations with multiplicative noise [37] , and random walks on fractals.
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SUPPLEMENTAL MATERIAL FOR: FROM NON-NORMALIZED BOLTZMANN-GIBBS STATISTICS TO INFINITE-ERGODIC THEORY
A. Derivation of the non-normalizable Boltzmann state, using a scaling ansatz
We now derive the non-normalizable Boltzmann state from the Fokker-Planck Eq. (2) in the main text, in the case of asymptotically flat potentials, using a scaling ansatz. The Fokker-Planck equation is:
Since V (x) = 0 for large x the process is diffusive, and the tails of the probability density fall-off as t −1/2 exp(−x 2 /4Dt), we make the scaling ansatz:
Substituting this in the left-hand side of Eq. (12), we obtain:
On the right-hand side, we have 
Comparing terms of leading order in time, namely proportional to t −1/2 :
This equation has two solutions: 
Here, the first solution, I 1 (x), is the non-normaliable Boltzmann state, to which the probability density of the particles converges at t → ∞, via Eq. (5) in the main text. The second solution, I 2 (x), is not physical, since it cannot be matched with the Gaussian fall-off at the tails of P t (x), Eq. (13).
B. Non-Normalizable Boltzmann state for logarithmic potentials
In Fig. SM1 we present the non-normalized Boltzmann state exp(−V log (x)/k B T ), where the logarithmic potential is V log (x) = V 0 log(1 + x 2 )/2, Eq. (10) in the main text. Z t P t (x) is also shown. P t (x) is the probability density obtained from simulation results, performed with an Euler-Mayurama integration of the Langevin Eq. (1) in the main text, with γ = 1, V 0 = 0.14, k B T = 0.5 and time-steps of duration ∆t = 0.01. Here t = 59000, Z t = Γ(1 − α)(4Dt) 1−α /2, and α = 1/2 + V 0 /(2k B T ). The number of particles is 10 6 . The simulation result agrees with the non-normalized Boltzmann state, without any fitting. The inset shows the potential.
C. Memory-kernel
To test the effect of an exponentially decaying memory kernel on infinite-ergodic theory, we simulated for example the following generalized Langevin equation, with the logarithmic potential V (x) = 0.14 log(1 + x 2 )/2:
x(t) +γ t 0 e −(t−t )/τẋ (t )dt = −0.14 x(t) 1 + x 2 (t) + ζ(t).
