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CENTRALIZERS AND NORMALIZERS OF LOCAL
ANALYTIC AND FORMAL VECTOR FIELDS
NICLAS KRUFF1, SEBASTIAN WALCHER1, XIANG ZHANG2
Abstract. We investigate the structure of the centralizer and the nor-
malizer of a local analytic or formal differential system at a nonde-
generate stationary point, using the theory of Poincare´-Dulac normal
forms. Our main results are concerned with the formal case. We ob-
tain a description of the relation between centralizer and normalizer,
sharp dimension estimates when the centralizer of the linearization has
finite dimension, and lower estimates for the dimension of the central-
izer in general. For a distinguished class of linear vector fields (which is
sufficiently large to be of interest) we obtain a precise characterization
of the centralizer for corresponding normal forms in the generic case.
Moreover, in view of their relation to normalizers, we discuss inverse
Jacobi multipliers and obtain existence criteria and nonexistence results
for several classes of vector fields.
1. Introduction
1.1. Background and motivation. Symmetries of differential equations
were first systematically investigated and applied by Sophus Lie; see [13] and
subsequent works; for more contemporary accounts we refer to Olver [15],
Stephani [17], among many others. The existence of nontrivial symmetries
for an ordinary differential equation has consequences for the structure of
its solutions, allowing reduction and thus facilitating the analysis. Moreover
symmetries are relevant for the dynamics of the system and for integrability
questions; see e. g. the monograph [26], and the research papers Aziz et
al. [1], Colak et al. [6], Freire et al. [8], Garcia et al. [9], Gine´ et al [10],
Llibre and Valls [14]. While there exist algorithms to determine symmetries
of higher order ordinary differential equations, the class of (autonomous)
first order equations does not allow such an approach (and is therefore even
called exceptional by Stephani [17]). The present paper is devoted to this
class.
Following Lie’s fundamental approach, we are mainly interested in local
one-parameter groups of symmetries or orbital symmetries of an ordinary
differential equation x˙ = f(x). As is well known, the infinitesimal generator
g of such a one-parameter group commutes with f (thus [g, f ] = 0), respec-
tively normalizes f (thus [g, f ] = λf with some scalar-valued function λ),
see e.g. [21]. While frequently one investigates vector fields with a priori
known symmetries, we consider the direct problem here: Given an analytic
vector field f , find conditions (and restrictions) that possible infinitesimal
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symmetries or orbital symmetries have to satisfy. Local obstructions to the
existence of nontrivial commuting or normalizing vector fields appear at sta-
tionary points, and only at stationary points. We will discuss the centralizer
resp. the normalizer at those stationary points which are nondegenerate in
the sense that the linearization of the vector field is not nilpotent. We will
consider complex vector fields in the present paper; the transfer and appli-
cation to the real case is unproblematic. We note here that a more general
study of the local analytic case in dimension two is due to Cerveau and Lins
Neto [5]. Local results have obvious implications for the structure of the
global centralizer or normalizer of a vector field on an open and connected
set, since restriction from the global to the local setting induces an injective
morphism of the corresponding structures. For the local study, we also turn
to formal power series and vector fields, which allows to employ properties
of Poincare´-Dulac normal forms.
1.2. Overview and main results. The paper is organized as follows. In
Section 2 we recall some notions and facts; in particular we recall that the
structures of local centralizer and normalizer are well understood near non-
stationary points (Proposition 2). For stationary points we turn to normal
form theory, and we characterize the relation between formal centralizer and
normalizer for formal vector fields in PDNF in Theorem 1.
In Section 3 we discuss the case when f is in PDNF and the semisimple part
of Df(0) has finite dimensional centralizer, which includes the case that f
is necessarily linear. Here we clarify the relation between centralizer and
normalizer (Proposition 5) and obtain general sharp estimates for the (nec-
essarily finite) dimension of the centralizer in Theorems 2 and 3, illustrated
by a number of examples. In particular we prove that the dimension of the
formal centralizer is always greater or equal to the space dimension. We also
note some consequences for the local analytic case.
In Section 4 we discuss vector fields in PDNF with infinite dimensional cen-
tralizer of Df(0). We first recall some tools (including a symmetry reduc-
tion) from normal form theory and apply these to investigate the centralizer,
obtaining a lower estimate for its dimension in Theorem 4. Since some un-
derlying algebraic structures (the algebra of polynomial first integrals and
the module of polynomial vector fields commuting with a given semisim-
ple linear map) may be rather complicated, a complete investigation seems
currently out of reach. But for the distinguished case when the underlying
algebraic structures are as simple as possible we obtain in Theorems 5 and 6
a precise description of the centralizer for (in a precise sense) generic vector
fields. Moreover we exhibit several classes of examples for this distinguished
case, including a class of coupled oscillators, and we give a description of all
such vector fields in dimension three.
We begin Section 5 by recalling the relation between normalizer elements
and Jacobi last multipliers, and we establish in Proposition 14 some special
properties of formal inverse Jacobi multipliers for PDNF. We proceed to
investigate formal Jacobi last multipliers for several examples, including a
subset of the distinguished class from Section 4. This includes all three
dimensional vector fields in the above class. For those we provide conditions
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for possible mulitipliers and apply these to show nonexistence of formal in-
verse Jacobi multipliers for a generic case. We note that some of the results
on three dimensional vector fields originate from the doctoral dissertation
[12].
2. Basic notions and results
2.1. Definitions and known facts. We let ∅ 6= U∗ ⊆ U ⊆ Cn, both
subsets open and connected. Given an ordinary differential equation
(1) x˙ = f(x) on U
with analytic right hand side, we consider the centralizer
(2) CU∗(f) := {g; g analytic on U∗, [g, f ] = 0} ,
where the Lie bracket is defined by
[g, h] (x) := Dh(x)g(x) −Dg(x)h(x),
as usual, with Dh(x) denoting the Jacobian matrix of the vector field h(x).
Furthermore we consider the normalizer
(3) NU∗(f) := {g; g analytic on U∗, [g, f ] = µf for some analytic µ} .
As is well known from the work of Lie [13] (see also more contemporary
accounts in Olver [15], Stephani [17], and in [21]), the local flow of g ∈
CU∗(f) yields a local one-parameter symmetry group for system (1), while
the local flow of g ∈ NU∗(f) yields a local one parameter group of orbital
symmetries of (1), thus preserving solution trajectories but not necessarily
their parameterization.
We recall some further notions. For analytic φ : U∗ → C and g : U∗ → Cn
we define the Lie derivative Xg(φ) by
(4) Xg(φ)(x) := Dφ(x)g(x);
and φ is by definition a first integral of g if Xg(φ) = 0. (Note that we
include constant functions as first integrals; this is more appropriate from
an algebraic perspective.) Moreover we have the identities
(5) XgXh −XhXg = X[g, h],
as well as
(6) [g, ψ · h] = Xg(ψ) · h+ ψ · [g, h]
for analytic functions ψ and analytic vector fields g, h.
An element of the centralizer CU∗(f) may be seen as belonging two vector
spaces, which give rise to two notions of dimension. (For background and
more facts see e.g. Bianchi [3] and Hermann [11].) On the one hand, g ∈
CU∗(f) may be seen as an element of the vector space Ln, where L denotes
the field of meromorphic functions on U∗, i.e., functions that can locally be
expresssed as quotients of analytic functions. Linear dependence over this
field means linear dependence in Cn of the function values at every point,
as the next result shows.
Lemma 1. Let h1, . . . , hr be analytic vector fields on U
∗. Then h1, . . . , hr
are linearly dependent over L if and only if h1(y), . . . , hr(y) ∈ Cn are linearly
dependent over C, for every y ∈ U∗.
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Proof. Let H ∈ Ln×r denote the matrix with columns h1, . . . , hr, and let
∆ ∈ L denote any of its r × r minors. Then ∆ is not the zero function if
and only if ∆(y) 6= 0 for some y ∈ U∗. 
On the other hand we may consider CU∗(f) as a vector space (and a Lie
algebra) of functions over C. We will denote by dimCU∗(f) the dimension of
this C-vector space, which we are mainly interested in. We include a proof
of the following fact for the reader’s convenience.
Proposition 1. Let h1, . . . , hr ∈ CU∗(f) be linearly independent over C
but linearly dependent over L. Then the differential equation (1) admits
a nonconstant meromorphic first integral on U∗. In particular f admits a
meromorphic first integral whenever dim CU∗(f) > n.
Proof. With no loss of generality we may assume that, for some s < r, the
vector fields h1, . . . , hs are linearly independent but h1, . . . , hs+1 are linearly
dependent over L, hence
hs+1 = µ1h1 + · · ·+ µshs
with suitable µi ∈ L. Using (6) we find
0 = [f, hs+1] =
s∑
i=1
µi [f, hi] +
s∑
i=1
Xf (µi)hi =
s∑
i=1
Xf (µi)hi
and thereforeXf (µ1) = · · · = Xf (µs) = 0, whence every µi is a meromorphic
first integral (possibly constant). Due to the linear independence of the hi
over C, not all µi are constant.
The last assertion follows since there cannot be more than n linearly
independent elements in Ln. 
Given any y ∈ U∗ ⊆ U , we may pass from CU∗(f) to the local analytic
centralizer
(7) Cy(f) := {g; g analytic at y, [g, f ] = 0} ,
and similarly to the local analytic normalizer Ny(f). We call F the field of
local meromorphic functions in y, and note that Proposition 1 carries over
to the local setting. The structure of the local centralizer and of the local
normalizer is well understood near any nonstationary point; we recall the
pertinent result for convenient reference.
Proposition 2. Let n > 1 and y ∈ U nonstationary for system (1). Then:
(a) There exist g1, . . . , gn ∈ Cy(f) that are linearly independent over F such
that
Cy(f) =
{∑
µigi; Xf (µ1) = · · · = Xf (µn) = 0
}
.
In particular Cy(f) has infinite dimension over C.
(b) The normalizer has the following structure:
Ny(f) = Cy(f) + {βf ; β analytic in y} .
(c) Given g ∈ Ny(f) and g(y) 6= 0, there exists a local analytic σ with
σ(y) = 1 such that
[g, σf ] = 0;
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thus g lies in the centralizer of some vector field with the same local
solution trajectories as f .
Proof. By the straightening theorem one may assume that f is a constant
vector field, say f = e1, where e1 is the first element of the standard basis
of Cn. (Recall that Lie brackets are compatible with coordinate transfor-
mations.) Then [g, f ] = 0 is equivalent to ∂g/∂x1 = 0, thus the entries
of g depend locally only on x2, . . . , xn. Therefore we may take gi = ei as
constants, and the coefficient functions are first integrals of f . To prove part
(b), assume [g, f ] = λf . Then
[g − αf, f ] = (λ−Xf (α)) f
for any α, and the (linear first order partial differential) equation λ =
Xf (α) = ∂α/∂x1 has a local solution β, hence g − βf ∈ Cy(f). Finally, for
part (c) note that [g, f ] = λf implies [g, σf ] = (Xg(σ) + λσ) f . Straighten-
ing g (or invoking familiar facts about linear partial differential equations),
one sees that the equation Xg(σ)+λσ = 0 has a solution with σ(y) = 1. 
The proposition and its proof show that the structures of the local cen-
tralizer or the local normalizer reflect characteristic properties of a vector
field, and thus is of interest, only near stationary points. These structures
are therefore in the focus of the present paper.
2.2. Local centralizers and normalizers near stationary points. We
consider the centralizer of the analytic vector field f near a stationary point,
which we take to be 0. Thus f admits a Taylor expansion
(8) f(x) = Ax+
∑
j≥2
fj(x)
with A ∈ Cn×n, and each fj a homogeneous vector polynomial of degree j.
In order to enable working with Poincare´-Dulac normal forms, we extend
the discussion from power series with a nonempty domain of convergence
to formal power series. We denote by C[[x1, . . . , xn]] the algebra of formal
power series, and by C((x1, . . . , xn)) its quotient field, noting that the defi-
nitions and identities such as (2), (4), (5) and (6) carry over. Moreover we
consider
Cfor0 (f) := {g ∈ C[[x1, . . . , xn]]n; [g, f ] = 0} ,
and analogously N for0 (f), whose elements satisfy [g, f ] = λf with some
λ ∈ C[[x1, . . . , xn]].
Poincare´-Dulac normal forms (PDNF) and their special properties make
many arguments more transparent. We recall the coordinate-invariant defi-
nition (see e.g. [20]): Given the Jordan-Chevalley decomposition A = As +
An with As semisimple, An nilpotent and [As, An] = 0, f as given in (8) is
in PDNF if [As, f ] = 0; equivalently each [As, fj] = 0. As is well known (see
e.g. [4]), any local analytic vector field admits a formal power series trans-
formation to PDNF, but in general no convergent transformation exists.
Obviously when f is analytic then C0(f) ⊆ Cfor0 (f) and N0(f) ⊆ N for0 (f);
this allows to transfer some results from the formal to the analytic case.
We will frequently use the following facts (see e.g. [20], Propositions 1.3 and
1.4):
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Lemma 2. Given the Jordan-Chevalley decomposition A = As + An into
semisimple and nilpotent part, the following hold:
(a) The Lie derivative XA sends every space Sk of homogeneous polynomials
of degree k to itself, and XA = XAs +XAn is the corresponding Jordan-
Chevalley decomposition.
(b) The adjoint action adA sends every space Pk of homogeneous polyno-
mial vector fields of degree k to itself, and adA = adAs + adAn is the
corresponding Jordan-Chevalley decomposition.
A starting point for the investigation of the formal centralizer is the fol-
lowing well-known result, which is a consequence of Proposition 1.5 in [20].
We include a direct proof here, for the reader’s convenience.
Proposition 3. Let system (1) be in Poincare´-Dulac normal form, and
g ∈ Cfor0 (f). Then also g ∈ Cfor0 (As).
Proof. Let g = gr + · · · , with gr 6= 0. Then [g, f ] = 0 is equivalent to
(9) [A, gr+j ] + [f2, gr+j−1] + · · ·+ [fj+1, gr] = 0, all j ≥ 0.
We show by induction that [As, gr+j ] = 0 for all j ≥ 0. For j = 0 the
assertion follows from [A, gr] = 0 and ker(adA) ⊆ ker(adAs) on Pr. For the
induction step apply adAs to (9) and recall that As and fj commute for all
j. Therefore[
A, [As, gr+j ]
]
+
[
f2, [As, gr+j−1]
]
+ · · · + [fj+1, [As, gr]] = 0.
By induction hypothesis all terms after the first one vanish, hence one sees
that gr+j ∈ ker(adAs)2 = ker adAs. 
We next turn to the formal normalizer. The connection to the centralizer
is not as straightforward as for nonstationary points in Proposition 2, but
some properties persist.
Theorem 1. Let system (1) be in Poincare´-Dulac normal form, with As 6=
0, and g ∈ N for0 (f) with g(0) = 0.
(a) There exists a power series β such that
[g − βf, f ] = αf, XAs(α) = 0
with some α = α0 + α1 + · · · ∈ C[[x1, . . . , xn]], and α0 = 0.
In particular
N for0 (f) = Cfor0 (f) + {βf ; β ∈ C[[x1, . . . , xn]]}
whenever As admits only constant formal first integrals.
(b) The vector field h := g − βf satisfies [As, h] = 0.
(c) There exists an invertible series σ = 1+σ1+· · · and α∗ ∈ C[[x1, . . . , xn]]
such that XAs(σ) = 0 and
[h, σf ] = α∗ · σf, XAs(α)∗ = XCs(α∗) = 0.
Proof. Let [g, f ] = λf , with g = gr + · · · , gr 6= 0, and therefore λ =
λr−1 + · · · .
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(i) We first prove that As 6= 0 implies λ0 = 0. This is trivial when r > 1.
In case r = 1, hence g1 = C linear, one has [C,A] = λ0A, which
implies [[C, A], As] = 0 and therefore [C, As] = 0 by semisimplicity of
adAs|P1 . We may assume that
As = diag (θ1In1 , . . . , θrInr)
is in block diagonal form, with pairwise different θj, and Inj denoting
the nj × nj identity matrix. Then by Lemma 11 in the Appendix one
has
An = diag(N1, . . . , Nr), C = diag(C1, . . . , Cr)
with nilpotent matrices Nj and matrices Cj of size nj × nj. Now the
relation [C,A] = λ0A implies
NjCj − CjNj = λ0(θjInj +Nj), i ≤ j ≤ r.
The left hand side has trace zero, therefore λ0θj = 0 for all j. From
As 6= 0 one now finds λ0 = 0. Application to g − βf for any series β
shows that α0 = 0 in part (a).
(ii) We turn to prove part (a). In case r = 1 we have already seen that
[g1, A] = 0. For r > 1 we first show that there exists βr−1 ∈ Sr−1 such
that
[gr − βr−1A, A] = αr−1A
with some αr−1 in the kernel of XAs . At degree r the normalizer
condition yields
[gr, A] = λr−1A,
and thus for every homogeneous βr−1 of degree r − 1 one gets
[gr − βr−1A, A] = (λr−1 +XA(βr−1))A.
Since Sk is the sum of the image of XA and the kernel of XAs (as
a consequence of Lemma 2), one can choose βr−1 such that αr−1 :=
λr−1 +XA(βr−1) ∈ ker(XAs).
We proceed by induction on j to show: If [g, f ] = λf , andXAs(λr−1) =
· · · = XAs(λr−2+j) = 0 then there exists a homogeneous polynomial
βr−1+j such that
[g − βr−1+jf, f ] = αf and XAs(αr−1) = · · · = XAs(αr−1+j) = 0.
Clearly one has αi = λi for r − 1 ≤ i ≤ r − 2 + j. Evaluating the
normalizer condition at degree r + j, one finds
[gr+j , A] + [gr+j−1, f2] + · · · + [gr, fj+1]
= (λr−1+j +XAs(βr−1+j))A + αr−2+jf2 + · · ·+ αr−1fj,
and as before one may choose βr−1+j so that λr−1+j +XA(βr−1+j) ∈
ker(XAs). Now letm := 〈x1, . . . , xn〉 be the maximal ideal of C[[x1, . . . , xn]].
Since any sequence
g −
k∑
j=0
βr−1+jf
with homogeneous βi of degree i converges to some formal power series
in the m-adic topology, part (a) is proven.
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(iii) We turn to part (b). From [h, f ] = αf and XAs(α) = 0 one obtains
0 = [As, αf ] = [As, [h, f ]]
= −[f, [As, h]− [h, [f, As]]
= [[As, h], f ]
with the Jacobi identity and [As, f ] = 0. Now Proposition 3 shows
that [As, [As, h]] = 0, which implies [As, h] = 0 with Lemma 2.
(iv) For the proof of part (c), we let h = C + h2 + · · · , make the ansatz
σ = 1 +
∑
j>0 σj, with all XAs(σj) = 0, and evaluate
[h, σf ] = (Xh(σ) + ασ)f
degree by degree. Recall that C and As commute by part (i), henceXC
maps each S∗k := kerXAs |Sk to itself, and S∗k = kerXCs |S∗k ⊕ imXC |S∗k
for every k.
At degree one we have
XC(σ1) + α1 = α
∗
1
with α1 ∈ S∗k, thus one may choose σ1 ∈ S∗k such that α∗1 ∈ kerXCs |S∗k .
At degree j > 1 we have
XC(σj) +Xh2(σj−1) + · · ·+Xhj (σ1) + α1σj−1 + · · · + αj−1σ1
= α∗1σj−1 + · · · + α∗j−1σ1 + α∗j ,
and all terms but the first on the left hand side and the last on the
right hand side are automatically contained in S∗j . As above, one may
choose σj ∈ S∗j such that α∗j ∈ kerXCs |S∗k .

Remark 1. (a) The condition g(0) = 0 does not exclude any interesting
cases: When g(0) 6= 0 then we may assume that g is constant by the
straightening theorem, and there remains ∂f/∂x1 = λf . With λ 6= 0
and f(0) = 0 this implies f = 0.
(b) To motivate the consideration of σf instead of f in part (c), note that f
and σf have the same local solution trajectories in the analytic setting;
compare Proposition 2(c).
The following example shows that one cannot sharpen the statement (b)
of Theorem 1 in general.
Example 1. Let A = As 6= 0 such that there exists a nonconstant homoge-
neous polynomial φ with XA(φ) = 0, γ a nonconstant series in one variable
with γ(0) = 1 and f = γ(φ) ·A. Moreover let h(x) = Cx be linear such that
C and A commute but XC(φ) 6= 0. Then
[h, f ] = XC(γ)γ
−1 · f,
hence h lies in the normalizer of f and satisfies the conclusion of part (b),
but h does not lie in the centralizer of f .
For a particular example in dimension two set A = diag (1, −1), φ = x1x2
and C = I2.
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2.3. PDNF in coordinate version. So far we worked with the coordinate-
independent characterization of Poincare´-Dulac normal forms. In order to
discuss the detailed structure of Cfor0 (As) and to distinguish various cases,
we now employ eigencoordinates. Thus, from now on we assume that
(10) As = diag (λ1, . . . , λn) with λ1, . . . , λn ∈ C,
with no loss of generality. We recall the coordinate-dependent characteriza-
tion of PDNF:
Lemma 3. Let As be given as in (10). Then a power series lies in Cfor0 (As)
if and only if it can be written as a series in vector monomials xm11 · · · xmnn ej
which satisfy the resonance condition
(11) 〈m,λ〉 − λj = 0.
Here we employ the familiar abbreviations 〈m,λ〉 =∑miλi, and we will
also later on use |m| = ∑mi, for any row (m1, . . . ,mn) with nonnegative
integer entries.
For the remainder of the paper we make the following
Blanket assumptions.
• We always let As be as in (10).
• For f = As + · · · in PDNF we stipulate that An is strictly upper
triangular.
Remark 2. The second blanket condition poses no restriction (since it
may always be achieved by a linear transformation) but it ensures that
all the f˜ = An +
∑
fj such that f = As + f˜ is in PDNF form a vector
space. (This would not be the case otherwise). Given a positive integer
m, the finite dimensional vector space of all such polynomial vector fields
f˜ = An +
∑m
i=2 fj of degree ≤ m is sometimes identified with the space of
its coefficients.
For further analysis we introduce a distinction regarding the dimension
of the centralizer of As. We recall from [20], specifically Corollary 1.7:
Lemma 4. Let As be as in (10). The dimension of Cfor(As) (as well as that
of C(As)) is infinite if and only if:
(12) There are integers d1, . . . , dn ≥ 0 such that 〈d, λ〉 = 0 and |d| > 0.
Equivalently, there exist nonnegative integers di such that |d| > 0 and the
monomial φ := xd11 · · · xdnn is a first integral of x˙ = Asx. In turn, this prop-
erty is equivalent to the existence of some nonconstant formal first integral
of x˙ = Asx. Finally this property is equivalent to the existence of some
nonconstant formal first integral of x˙ = Ax.
Below we will prove some “generic” results for vector fields in Poincare´-
Dulac normal form, given As such that nontrivial vector fields in PDNF
exist. We need to define specific notions of genericity.
Definition 1. We say that a condition for PDNF with given As as above
holds Z-generically if there exists a positive integerm such that the condition
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holds for a Zariski open and dense subset of all polynomial vector fields
f˜ = An +
∑m
i=2 fj with f = As + f˜ in PDNF.
For further investigations it seems appropriate to classify normal forms
according to properties of the eigenvalues of As. The following is known
from [20]:
Proposition 4. There exists a direct sum decomposition Cn = U ⊕W with
As-invariant (possibly trivial) subspaces U and W . The subspace W is by
definition the largest As-invariant subspace on which every polynomial first
integral of x˙ = Asx is constant, and one obtains for x = u+ w ∈ U ⊕W a
decomposition
(13)
u˙ = g(u)
w˙ = h(u,w).
Moreover, by Lemma 4 the dimension of Cfor(As) is finite if and only if
Cn =W . This is the first case we will discuss. Later on we will consider the
case W = {0}.
3. Finite dimensional centralizer of As
We will obtain a rather clear and complete picture in the case when
Cfor(As) has finite dimension, thus Cfor(f) necessarily has finite dimension
by Proposition 3. We mostly consider the formal setting but will discuss
convergence in some instances.
We first note an immediate consequence of Theorem 1 and Lemma 4.
Proposition 5. Whenever dim Cfor(As) <∞ then
N for(f) = Cfor(f) + {βf ; β ∈ C[[x1, . . . , xn]]}
for any f = A+ · · · in PDNF.
There remains to investigate the centralizer. For the sake of a transparent
exposition, we take a step-by-step approach to the characterization of cen-
tralizers. We dispose in advance of the simplest case, which is characterized
by the property that every PDNF is necessarily trivial.
Proposition 6. For f in PDNF, with As as in (10), assume that λ1, . . . , λn
are pairwise different and there exists no resonance condition (11) with
|m| > 1. Then:
(a) One has f = As and Cfor0 (f) is an abelian Lie algebra of dimension n.
(b) The centralizer elements are precisely the linear vector fields given by
diagonal matrices.
Proof. By Lemma 3 the PDNF is just A = As, and the only vector mono-
mials commuting with As are the xjej . 
In the setting of Proposition 6 we will also discuss convergence (which is
not automatic even in this case). Before stating the result we remind the
reader of a condition for the existence of a convergent normal form trans-
formation.
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Condition Omega (see Bruno [4]): For every positive integer k let
ωk := min
{
| 〈m,λ〉 − λj |; | 〈m,λ〉 − λj | 6= 0, 1 ≤ j ≤ n, |m| ≤ 2k
}
.
We say that Condition Omega is satisfied if and only if
∑
2−k log ωk con-
verges.
Remark 3. (a) In the setting of Proposition 6 Condition Omega is suffi-
cient for the existence of a convergent normalizing transformation.
(b) Condition Omega holds in particular when the eigenvalues of A are in a
Poincare´ domain, thus all λi are one side of a suitable line through 0 in
the complex plane. In that case the centralizer of As is necessarily finite
dimensional, and there exists a convergent normalizing transformation
even if there are relations 〈m, λ〉 = 0 with |m| > 1.
Proposition 7. Let f = A+ · · · be a local analytic vector field.
(a) If λ1, . . . , λn are pairwise different and admit no resonance condition
(11) with |m| > 1, then dim C0(f) ≤ n.
(b) If in addition the eigenvalues of A satisfy Condition Omega then
N0(f) = C0(f) + {β · f ; β analytic in 0} .
(c) If C0(f) contains an element of the form
g(x) = diag (µ1, . . . , µn) x+ · · ·
such that the µi’s are pairwise different, admit no resonance (11) with
|m| ≥ 2, and satisfy Bruno’s Condition ω, then dim C0(f) = n.
Proof. Part (a) is a direct consequence of Proposition 6. We prove part
(b). With Condition Omega there exists a convergent transformation of f
to normal form, hence we may assume that f = A = As. Given g such that
[g, f ] = λf for some analytic λ. Then
[g − βA, A] = (λ−XA(β)) A
and the assertion follows if there exists a convergent power series β such that
XA(β) = λ. Writing λ =
∑
i≥1 λi, the ansatz β =
∑
βi yields the necessary
and sufficient conditions
XA(βj) = λj, j ≥ 1.
Now the eigenvalues of XA|Sj are just the 〈m, λ〉 with |m| = j, and Con-
dition Omega bounds the growth of the 〈m, λ〉−1, hence the growth of the
operator norm of (XA|Sj )−1, with j. Therefore β has a nonempty domain
of convergence if λ has.
Part (c) follows from [23], Addendum to Theorem 1. 
We note an implication for the global centralizer of an analytic vector
field.
Corollary 1. Let f be analytic on an open and connected U ⊆ Cn, and
assume that f admits a stationary point y such that the eigenvalues of Df(y)
satisfy the hypothesis of Proposition 6. Then CU (f) is abelian of dimension
≤ n.
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As a first step beyond the setting of Proposition 6 we characterize the lin-
ear elements in the centralizer of A. Ordering possible multiple eigenvalues
consecutively, we may assume that
(14) As =


µ1In1 0 0 0
0 µ2In2 0 0
0 0
. . . 0
0 0 0 µκInκ

 ,
where (generally) Ir denotes the unit matrix of order r, and the µi’s are
pairwise different. By the blanket assumption we have
(15) A =


µ1In1 +N1 0 0 0
0 µ2In2 +N2 0 0
0 0
. . . 0
0 0 0 µκInκ +Nκ


with strict upper triangular matrices Ni. Any matrix commuting with A is
of block diagonal form with blocks Ci of size ni × ni respectively, and Ci
commuting with Ni. From Lemma 11 in the Appendix we obtain:
Lemma 5. Let d be the dimension of the space of all linear vector fields
commuting with (15). Then
n ≤ d ≤ n21 + · · ·+ n2κ.
If all the Ni have maximal rank then d = n; if all Ni = 0 then d = n
2
1 +
· · ·+ n2κ.
We now determine bounds for the dimension of the centralizer Cfor(f)
with f in PDNF. Set
R :=
n⋃
j=1
Rj , Rj := {m ∈ Z+; 〈m,λ〉 = λj , |m| ≥ 2},
and let r be the number of elements in R.
Theorem 2. Let As be as in (14), d as in Lemma 5, and dim Cfor(As) <∞,
hence r <∞. Then for any vector field
f(x) = Ax+ p(x)
in PDNF one has d ≤ dim Cfor(f) ≤ d+ r. In particular dim Cfor(f) ≥ n.
Proof. Proposition 6 takes care of the case r = 0, therefore we may assume
that r > 0. Moreover we may assume that A is in Jordan canonical form.
Since the vector field is in PDNF, by the definition of Rj we have
(16) p(x) =
n∑
j=1

 ∑
mj∈Rj
pmjx
mj

 ej
with mj = (mj1, . . . , mjn), pmj ∈ C (possibly zero) and ej denoting the jth
unit vector. Let g ∈ Cfor(f), and write g(x) = Bx+ q(x), with B linear and
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q collecting the higher order terms. By Proposition 3 we have [B,As] = 0,
and
(17) q(x) =
n∑
j=1

 ∑
ℓj∈Rj
qℓjx
ℓj

 ej
is a linear combination of resonant monomials. Now [g, f ] = 0 is equivalent
to
[B,An] + [B, p] + [q,An] + [q, p] = 0,
and by separating linear from higher order terms this is equivalent to
[B,An] = 0 and [B, p] + [q,An] + [q, p] = 0.
In particular we have [B,A] = 0, and with linearly independent C1, . . . , Cd
that span the space of linear vector fields commuting with A we get B =∑
biCi with suitable scalars bi. There remains
[B, p] + [q,An] + [q, p] = 0.
Proceeding, we let ρi ⊆ {1, . . . , n} denote the set of indices for which the
corresponding rows of Ci do not vanish, i = 1, . . . , d. Then we have
[B, p] =
n∑
i=1
bi[Ci, p] =
n∑
j=1

 ∑
s∈(ρi∋j)
∑
ms∈Rs
pmsσj,ms(b1, . . . , bn)x
ms

 ej
by evaluation of the brackets, with linear homogeneous forms σj,ms (pos-
sibly zero) whose coefficients depend only on the entries of the Ci and the
exponents ℓj of x
ℓj appearing in p(x). (Here the notation s ∈ (ρi ∋ j) means
that s runs over all ρi that contain j.)
Moreover we have
[q, p] =
n∑
j=1
∑
mj∈Rj
(
pmjqℓi − qmjpℓi
)
mjix
mj+ℓi−eiej.
Finally, by an argument similar to the one used for [B, p] we find
[q,An] =
n∑
j=1

 ∑
mk∈Rj
aj,kτj,mk
(
(qmℓ)mℓ∈R
)
xmk

 ej
with aj,k ∈ {0, 1} and linear homogeneous forms τj,mk whose coefficients
depend only on the exponents ℓj of x
ℓj that may appear in q, which are
known. (Recall that the nilpotent part An of A is in Jordan canonical
form.)
To summarize, we have a system of homogeneous linear equations for the
bi’s and the qmj ’s. Since the number r of the resonant monomials appearing
with nonzero coefficient in [B, p] + [q,An] + [q, p] is at most equal to r, it
follows that [g, f ] = 0 if and only if the coefficients bi’s and qmj ’s of g
satisfy r linear homogeneous equations. The coefficient matrix of this linear
homogeneous equation system has size r × (d + r) and if its rank equals
r∗ ≤ r, then the system has exactly d + r − r∗ ≥ d + r − r ≥ d linearly
independent solutions. These linearly independent solutions correspond to
a basis of Cfor(f). Consequently d+ r ≥ dim Cfor(f) = d+ r− r∗ ≥ d. 
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Note that the upper bound for the dimension can be attained only in
the case that all pmj = 0, i.e. p(x) ≡ 0. The result for the PDNF implies
properties of general vector fields.
Corollary 2. Let h(x) = Bx +
∑
j≥2 hj(x) ∈ C[[x1, . . . , xn]]n be a formal
vector field such that Cfor(Bs) is finite dimensional, and B conjugate to A
as in (15). Then
dimCfor(h) ≥ d ≥ n,
with d as in Lemma 5.
Remark 4. Since there exist nontrivial lower bounds for dim Cfor(f) which
depend only on the space dimension n, it is natural to ask about upper
bounds. The following example shows that there cannot exist an upper
bound depending only on n whenever n > 2.
Example 2. (a) We first consider an example in dimension three. Let q be
a positive integer and set
A = As = diag (12q, 3, 2) .
Evaluating the resonance conditions (11) one has 12qm1+3m2+2m3 = 2
for the third entry, with the only solution (0, 0, 1), and similarly 12qm1+
3m2 + 2m3 = 3 for the second entry, with the only solution (0, 1, 0).
Nontrivial solutions appear only in the resonance condition for the first
entry, which is 12qm1 + 3m2 + 2m3 = 12q, and they are of the form
(0, 4q − 2k, 3k) , 0 ≤ k ≤ 2q.
Therefore every PDNF has the form
(18) f = As +
2q∑
k=0
αkpk, with pk(x) =

x4q−2k2 x3k30
0

 .
The pi’s commute with As by construction, and they commute pair-
wise since the first column of the Jacobian of any pi is zero, hence
Dpi(x)pj(x) = 0 for all i and j. Obviously As and the pi form a linearly
independent system, and they are all contained in the formal centralizer
of the vector field (18). This shows dim Cfor(f) ≥ 2q + 2.
Note that f admits the meromorphic first integral ρ := x22/x
3
3.
(b) In dimension n > 3 let µ1, . . . , µn−3 be such that 1, µ1, . . . , µn−3 are
linearly independent over the rationals Q, and set
A = As = diag (12q, 3, 2, µ1, . . . , µn−3) .
Then, slightly modifying the arguments above, one obtains the same
estimate dim Cfor(f) ≥ 2q + 2, since no further nontrivial resonance
conditions appear.
The next example illustrates that every centralizer dimension between the
lower and upper estimate in Theorem 2 may be attained.
Example 3. We specialize Example 2 (a) by setting
As = diag (12, 6, 3) .
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Then every PDNF has the form
(19) f = Asx+ p(x), p(x) = α1p1 + α2p2 + α3p3 + α4p4,
with
p1(x) = x
2
2e1, p2(x) = x2x
2
3e1, p3(x) = x
4
3e1, p4(x) = x
2
3e2.
This system has always the elementary first integral H = x2x
−2
3 −
α4
3
log x3.
For g = B + q(x) ∈ Cfor(f), then B = diag(b11, b22, b33) and
q(x) = β1x
2
2e1 + β2x2x
2
3e1 + β3x
4
3e1 + β4x
2
3e2.
We now need to determine the seven coefficients c = (b11, b22, b33, β1, β2, β3, β4)
such that [g, f ] = 0, which is equivalent to [B, p] + [q, p] = 0. Since
[B, p] =

 (2b22 − b11)α1x22 + (b22 + 2b33 − b11)α2x2x23 + (4b33 − b11)α3x43(2b33 − b22)α4x23
0

 ,
[q, p] =

 2(α1β4 − α4β1)x2x23 + (α2β4 − α4β2)x430
0

 ,
one gets
(20)


−α1 2α1 0 0 0 0 0
−α2 α2 2α2 −2α4 0 0 2α1
−α3 0 4α3 0 −α4 0 α2
0 −α4 2α4 0 0 0 0

 cτ = 0.
The coefficient matrix of equation (20) has rank 4 generically, and also rank
3 or 2 or 1 or 0 for suitable choice of the entries in this matrix. In fact, by
solving equations (20) in the bii’s and βj ’s we can reach the next conclusions:
• If α1, α4 6= 0, then b11 = 2b22, b33 = 1
2
b22, β1 =
α1
α4
β4, β2 =
α2
α4
β4,
and consequently dimCfor(f) = 3.
• If α1 = 0, α4 6= 0, then b22 = 2b33, β1 = α2
2α4
(4b33 − b11), β2 =
α3
α4
(4b33 − b11) + α2
α4
β4, and consequently dim Cfor(f) = 4.
• If α1 6= 0, α4 = 0, then b11 = 2b22. Furthermore
– if 2α1α3−α22 6= 0, then b33 =
1
2
b22 and β4 = 0, and consequently
dimCfor(f) = 4;
– if 2α1α3−α22 = 0, then β4 = −
α2
2α1
(2b33−b22), and consequently
dimCfor(f) = 5.
• For α1 = 0, α4 = 0,
– if α2 6= 0, then b11 = b22 + 2b33 and β4 = −α3
α2
(2b33 − b22), and
consequently dim Cfor(f) = 5;
– if α2 = 0 and α3 6= 0 then b11 = 4b33, and consequently
dimCfor(f) = 6;
– if α2 = 0 and α3 = 0, the dimension is the maximum one, i.e.
dimCfor(f) = 7.
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Next we give an improved estimate for the case when A = As as given by
(14) has multiple eigenvalues. Before stating the result, we introduce the
notation
R∗k := Rj when µk = λj, r∗k := #R∗k, 1 ≤ k ≤ κ.
Recall that all r∗k are finite since Cfor(As) is finite dimensional.
Theorem 3. Let A = As be given by (14), and f = As + · · · in PDNF.
Then
n21 + . . .+ n
2
κ ≤ dim Cfor(f) ≤ n1(n1 + r∗1) + . . . + nκ(nκ + r∗κ).
Proof. The arguments are similar to those in the proof of Theorem 2; here
we indicate only the differing parts. Under our assumption the total number
of nonlinear resonant monomials equals Er := n1r
∗
1 + . . . + nκr
∗
κ. We also
define Lc := n
2
1 + . . . + n
2
κ.
For g(x) = Bx+q(x) ∈ Cfor(f) with q(x) a linear combination of nonlinear
resonant monomials, Lemma 11 shows that
B = diag(B1, . . . , Bκ)
with Bj being an arbitrary nj × nj matrix, j = 1, . . . , κ. Furthermore,
[g, f ] = 0 if and only if [B, p]+[q, p] = 0. The latter is equivalent to a system
of at most Er linear homogeneous equations for Er + Lc unknowns, which
are the entries of the Bj ’s and the coefficients of the monomials appearing in
q(x). By construction, the coefficients of this system of linear homogeneous
equations are linear homogeneous functions in the coefficients of p(x). So if
p(x) ≡ 0 then dim Cfor(f) attains the maximal possible value Er + Lc. The
lower estimate was already shown in Theorem 2. This completes the proof
of the theorem. 
We present an application of Theorem 3.
Example 4. Let As = diag(12, 12, 6, 6, 6, 3). The nonlinear term of a vector
field f = Asx+ p(x) in PDNF is of the form
p(x) =
(
p1(x), p2(x), p31x
2
6, p41x
2
6, p51x
2
6, 0
)τ
with pj(x) = pj1x
2
3+pj2x
2
4+pj3x
2
5+pj4x3x4+pj5x3x5+pj6x4x5+pj7x3x
2
6+
pj8x4x
2
6 + pj9x5x
2
6 + pj10x
4
6, j = 1, 2, thus we have 23 resonant monomials.
For g(x) = Bx+ q(x) ∈ Cfor(f), with
B = diag (B1, B2, b66), B1 =
(
b11 b12
b21 b22
)
, B2 =

 b33 b34 b35b43 b44 b45
b53 b54 b55

 ,
and q(x) =
(
q1(x), q2(x), q31x
2
6, q41x
2
6, q51x
2
6, 0
)τ
with qi being a linear
combination of the same monomials as p with coefficients qjk instead of pjk,
j = 1, 2.
Now 0 = [g, f ] = [B+ q, p] is equivalent to the vanishing of all coefficients
of the 23 resonant monomials in [B+ q, p]. This yields a system of 23 linear
homogeneous equations (whose expressions are quite bulky and are omitted
here) for 37 unknowns. By Theorem 3, in this case 14 ≤ dimCfor(f) ≤
37. 
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Combining the arguments in the proofs of the last two theorems, we arrive
at the following improvement of Theorem 2. We do not carry out the details
of the proof.
Corollary 3. Let A be given by (15), A not diagonal, such that all Ni have
maximal rank. Then
d ≤ dim Cfor(f) ≤ n+ n1r1 + . . .+ nκrκ.
Remark 5. Note that [q,A] = [q,An] is in general not zero for nonlinear
q in the centralizer of As. Therefore, even when p(x) ≡ 0, the space of the
elements in the centralizer with order greater than one has dimension less
than n1r1 + . . .+ nκrκ, since [q,An] = 0 appears as an additional condition.
In the next example, we illustrate that the lower bound in Theorem 2 can
be reached, [q,An] 6= 0, and the optimal upper bound is less than that given
in Corollary 3.
Example 5. Consider f = A+ p in PDNF with
A =


3 1 0 0 0 0
0 3 1 0 0 0
0 0 3 0 0 0
0 0 0 2 1 0
0 0 0 0 2 0
0 0 0 0 0 1


,
then p(x) is in general of the form
p(x) =


a1x4x6 + a2x5x6 + a3x
3
6
a4x4x6 + a5x5x6 + a6x
3
6
a7x4x6 + a8x5x6 + a9x
3
6
a10x
2
6
a11x
2
6
0


.
For g = B + q ∈ Cfor(f), then one has
B =


α1 α2 α3 0 0 0
0 α1 α2 0 0 0
0 0 α1 0 0 0
0 0 0 α4 α5 0
0 0 0 0 α4 0
0 0 0 0 0 α6


,
and q(x) in general has the same form as p(x) replacing aj’s by bj ’s.
Direct calculations show that
[q,An] =


b4x4x6 − (b1 − b5)x5x6 + b6x36
b7x4x6 − (b4 − b8)x5x6 + b9x36
−b7x5x6
b11x
2
6
0
0


,
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which consists of resonant monomials, but does not vanish in general. Solv-
ing
(21) 0 = [g, f ] = [B, p] + [q,A] + [q, p] = [B, p] + [q,An] + [q, p]
for generic ai’s yields
B =


3c4/2 c2 c3 0 0 0
0 3c4/2 c2 0 0 0
0 0 3c4/2 0 0 0
0 0 0 c4 c2 0
0 0 0 0 c4 0
0 0 0 0 0 c4/2


,
q(x) =


b1x4x6 + b2x5x6 + b3x
3
6
(a4c2 + a7c3)x4x6 + (b1 − a1c2 + a5c2 + a8c3)x5x6
+(a6c2 + a10(b1 − a1c2) + a9c3 + a11(b2 − a2c2 − a1c3))x36
a7c2x4x6 + (a8c2 + a7c3)x5x6
+(a9c2 + a10a7c3 + a11(b1 − a1c2 − a4c3 + a8c3))x36
(a10c2 + a11c3)x
2
6
a11c2x
2
6
0


.
In this case dim Cfor(f) = 6, the minimum estimate given in Corollary 3.
Solving (21) with ai = 0 for all i yields
q(x) =


b1x4x6 + b2x5x6 + b3x
3
6
b1x5x6
0
b10x
2
6
0
0


,
and B as it is in the general form. This illustrates that the maximum
dimension of centralizers Cfor(f) of the PDNF systems f with the given A is
6+4 = 10, which is much smaller than the upper estimate 6+(3×3+2×1) =
17 from Corollary 3. 
To finish this section we return to the local analytic case.
Proposition 8. Let the eigenvalues of A be in a Poincare´ domain. Then
Cfor0 (f) is finite dimensional, and agrees with the analytic centralizer C0(f).
Moreover
N0(f) = C0(f) + {β f ; β analytic in 0} .
Proof. Since the eigenvalues lie in a Poincare´ domain, there exists a conver-
gent transformation to normal form. The formal centralizer of the normal
form consists of polynomials, hence only of analytic vector fields. Therefore
the analytic and the formal centralizer of f are equal. Now Theorem 1 (a)
and the proof of Proposition 7 (b) show the assertion about the normal-
izer. 
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4. Infinite dimensional centralizer of As
For the case of an infinite dimensional centralizer of As it seems consid-
erably harder to characterize the centralizer of f = A + · · · in PDNF. We
obtain partial results in the general case and obtain a rather precise descrip-
tion in an algebraically distinguished setting (see subsection 4.2). A further
discussion will appear in future work.
4.1. General structure. By Lemma 4 there exists a nonconstant first in-
tegral xd11 · · · xdnn for x˙ = Asx, and we will make use of this property in the
following. On some occasions we replace (12) by a stronger assumption, viz.
(22) There exist integers d1 > 0, . . . , dn > 0 such that
∑
diλi = 0.
Using the terminology from Proposition 4, this assumption is equivalent to
W = {0}.
First we record an immediate consequence of Example 1.
Remark 6. When the centralizer of As has infinite dimension then there
exist vector fields f = As + · · · in PDNF such that
Cfor(f) + {βf ; β ∈ C[[x1, . . . , xn]]} $ N for(f).
In the following we will focus on the centralizer. Nontrivial first integrals
of As enable reduction by invariants, and we recall some known facts here
for the reader’s convenience. We first rephrase [20], Proposition 1.6:
Lemma 6. Let B ∈ Cn×n be semisimple. Then the following hold.
(a) The algebra
I(B) := {φ ∈ C[x1, . . . , xn]; XB(φ) = 0}
is finitely generated.
(b) For every α ∈ C the I(B)-module
Iα(B) := {ψ ∈ C[x1, . . . , xn]; XB(ψ) = αψ}
is finitely generated.
(c) The I(B)-module
Cpol(B) := {g ∈ C[x1, . . . , xn]n; [B, g] = 0}
is finitely generated.
Remark 7. We recall a few more facts about these structures, assuming that
the semisimple linear map B is in diagonal form with eigenvalues µ1, . . . , µn.
(a) I(B) is spanned over C by all monomials xm with 〈m,µ〉 = 0, m ∈
Zn+, |m| ≥ 1, where µ is the n–tuple of eigenvalues of B. There exists
a system of algebra generators of I(B) that consists of monomials, but
in general there will exist no algebraically independent system (equiva-
lently, functionally independent system, as can be seen from Shafarevich
[16]) of algebra generators for I(B). To determine a minimal generator
set, one may (and in general has to) resort to methods from algorithmic
algebra; in particular Dickson’s lemma and Groebner bases are useful
here (see Cox et al. [7]).
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(b) As a vector space over C, Iα(B) is spanned by all monomials xk with
k ∈ Zn+ and 〈k, µ〉 = α.
(c) The module Cpol(B) spanned as a C-vector space by all xℓej with xℓ ∈
Iλj (B), and in particular contains every Qj with Qj(x) := xjej, 1 ≤ j ≤
n.
The structure of the module Cpol(B) may be quite complicated, and even
minimal sets of generators may be very large. But the structure is particu-
larly simple given the conditions described next.
Lemma 7. Let B = diag(µ1, . . . , µn), with all µi 6= 0, and assume that
(23) 〈m,µ〉 − µj = 0 for m ∈ Zn+ ⇒ mj > 0, 1 ≤ j ≤ n.
Then Cpol(B) is a free I(B)-module of rank n, generated by the Qj(x) = xjej ,
1 ≤ j ≤ n.
Proof. Given a vector monomial p(x) = xm11 · · · xmnn ej ∈ Cpol(B) we have
mj > 0, hence
p(x) = φ(x)Qj(x), φ(x) = x
m1
1 · · · xmj−1j · · · xmnn ∈ I(B),
which shows that the Qj generate the module. Obviously the Qj form a free
system (even over C[x1, . . . , xn]). 
Remark 8. In general the rank of the I(B)-module Cpol(B) may be larger
than the space dimension n. Section 3 contains many examples for the
case I(B) = C, and a simple example with nontrivial I(B) is given by
B = diag (1, −1,√2, 2√2).
From [20], Proposition 3.4 and Theorem 3.6, we recall symmetry reduction
by invariants:
Proposition 9. Let f = A + · · · be in PDNF, and denote by φ1, . . . , φr a
generator system for I(As). Let g ∈ Cfor(As) and
Φ :=


φ1
...
φr

 .
Then there exists a formal vector field ĝ in r variables such that the identity
DΦ(x)g(x) = ĝ (Φ(x))
holds, hence Φ is (formally) solution-preserving from x˙ = g(x) to y˙ = ĝ(y).
Whenever As 6= 0 then the dimension of the Zariski closure Φ(Cn) is smaller
than n. Moreover ĝ = 0 on Φ(Cn) if and only if every first integral of As is
also a first integral of g.
Corollary 4. Let f and Φ be as in Proposition 9. Given g ∈ Cfor(As) with
[g, f ] = αf and XAs(α) = 0, there exist formal vector fields f̂ and ĝ in r
variables and a formal series α̂ in r variables such that α = α̂ ◦ Φ and
DΦ(x)f(x) = f̂ (Φ(x)) , DΦ(x)g(x) = ĝ (Φ(x))
and
[ĝ, f̂ ] = α̂f̂ on the Zariski closure of Φ(Cn).
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Proof. The existence of f̂ and ĝ follows immediately from Proposition 9,
and the commutator property is a consequence of the general rule
DΦ(x) [f, g] (x) = [f̂ , ĝ](Φ(x));
moreover use α = α̂ ◦ Φ. 
Note that the additional condition on α in the statement of the Corollary
can always be realized due to Theorem 1.
Remark 9. The reduction is particularly useful in applications when f̂ has
the property
(24) [f̂ , ĝ] = 0⇒ ĝ ∈ Cf̂ .
By Proposition 9 this reduces the discussion of Cfor0 (f) to commuting formal
vector fields which admit φ1, . . . , φr as first integrals.
The series expansion of f̂ has vanishing semisimple linear part, and we
conjecture that for (in some sense) “generic” f with given As, property (24)
will always hold, but a general proof seems very hard. Below we will discuss
a distinguished class of vector fields for which the property does hold.
We record some consequences of conditions (12) and (22).
Lemma 8. Let As satisfy (12), and moreover set
dimQ (Qλ1 + · · ·+Qλn) =: q.
(a) There exists a Q-basis ν1, . . . , νq of Qλ1 + · · ·+Qλn such that
As = ν1C1 + · · ·+ νqCq
with matrices
Cj = diag (cj1, . . . , cjn)
that have integer entries. Moreover the Cj ’s are linearly independent
over C as well as over the field F of formal meromorphic functions.
(b) Given nonzero m with nonnegative integer entries, a resonance condition
〈m, λ〉 − λk = 0 holds if and only if
〈m, (cj1, . . . , cjn)〉 − cjk = 0, 1 ≤ j ≤ q.
Likewise, one has 〈m, λ〉 = 0 if and only if
〈m, (cj1, . . . , cjn)〉 = 0, 1 ≤ j ≤ q.
(c) If condition (22) holds then there exist
(ℓi1, . . . , ℓin) , 1 ≤ i ≤ n− q
with positive integer entries that are linearly independent over Q, with
〈(ℓi1, . . . , ℓin), λ〉 = 0 for all i; equivalently
〈(ℓi1, . . . , ℓin), (cj1, . . . , cjn)〉 = 0 for all i, j.
(d) Assuming that (22) holds, let
ψi := x
ℓi1
1 · · · xℓinn , 1 ≤ i ≤ n− q.
If D is a diagonal matrix such that XD(ψi) = 0 for all i then D is a
linear combination of C1, . . . , Cq over C.
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Proof. Part (a) is most easily seen by assuming w.l.o.g. that λ1, . . . , λq are
linearly independent over Q and choosing ν1 ∈ Qλ1, . . . , νq ∈ Qλq. The
matrix Cj then has the form
Cj = diag (δj1aj , . . . , δjqaj, ∗, . . . , ∗)
with integers aj 6= 0 and the Kronecker symbol δjk, and the asterisks ∗
denoting integers. Part (b) is clear. As for part (c), complete the nonzero
vector (d1, . . . , dn) to a basis of the solution space of
∑
ziλi = 0 over Q,
w.l.o.g. with integer entries. If such an additional basis element has a non-
positive entry then add a suitable integer multiple of (d1, . . . , dn). For the
final assertion let D = diag (θ1, . . . , θn). Then XD(ψi) = 0 if and only
if
∑
ℓijθj = 0. Now the assertion follows from rank considerations: The
matrix (ℓij) has rank n − q, hence its kernel has dimension q and contains
the linearly independent columns (θj1, . . . , θjn)
τ , 1 ≤ j ≤ q. 
Example 6. Given q ∈ {1, . . . , n − 1}, for different choices of As the min-
imal numbers of generators of I(As) and Cfor(As) may vary strongly. We
illustrate the cases with n = 4 and q = 2 via the notations in Lemma 8. Let
ω be any irrational number.
• If As = diag(ω, −2ω, 3,−1), then I(As) is generated by ϕ1 =
x21x2 and ϕ2 = x3x
3
4, and Cfor(As) consists of the elements g(x) =
(x1g1(ϕ1, ϕ2), x2g2(ϕ1, ϕ2), x3g3(ϕ1, ϕ2), x4g4(ϕ1, ϕ2))
τ , with the
gi’s any formal series in two variables.
• If As = diag(ω, 1, ω + 2,−2ω − 3), then I(As) is generated by
φ1 = x1x2x3x4, φ2 = x1x
3
3x
2
4 and φ3 = x
2
1x
3
2x4, any two of which are
functionally independent and the three are functionally dependent.
This generator system is minimal, and there exists no algebraically
independent generator system.
Now the elements in Cfor(As) are in general of the form g(x) =
gˆ(x) + g˜(x) with gˆ = (x1g1, x2g2, x3g3, x4g4)
τ and the gi’s any
formal series in the variables φ1, φ2, φ3, and g˜(x) a series in resonant
monomials whose jth component does not have a factor xj.
The linear vector fields in the centralizer of a PDNF provide a lower bound
for the centralizer dimension, as the next result shows.
Theorem 4. Let the notation be as in Lemma 8, and let condition (22)
be satisfied. Then, for given f = As + · · · in PDNF the subspace of linear
vector fields in Cfor(f) has dimension ≥ q, and dim Cfor(f) ≥ q + 1. More-
over, Z-generically the subspace of linear vector fields in the centralizer has
dimension q.
Proof. With Lemma 8(c) one sees that all Ci ∈ Cfor(f) for any f in PDNF.
This shows the first assertion. The second assertion follows directly when-
ever f 6= As by augmenting the linear centralizer elements with f , while in
case f = As the centralizer dimension is infinite by Lemma 4.
We turn to the proof of the third assertion. Thus let D ∈ Cfor(f) be
linear. We first show that D is necessarily diagonal in a Z-generic setting. If
the eigenvalues of As are pairwise different then this is obvious from Lemma
11. Otherwise we impose the Z-generic condition that the rank of An is
maximal. With D = Ds + Dn we have that Dn commutes with As and
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An, hence (assuming that equal eigenvalues of As are listed consecutively
as in (14)) D is block diagonal with strictly upper triangular blocks by
Lemma 11 in the Appendix. We now assume Dn 6= 0, and moreover we may
assume that its upper left block is nontrivial. Thus there is some r > 1 such
that λ1 = · · · = λr, and from (22) we find that for any j ∈ {1, . . . , r} the
monomial
φ := xd1+···+drj x
dr+1
r+1 · · · xdnn
satisfies XAs(φ) = 0, hence [As, φ · As] = 0. Now one can choose j such that
XDn(xj) = σj+1xj+1 + · · ·+ σrxr 6= 0,
which implies
XDn(φ) = (d1+ · · ·+dr)xd1+···+dr−1j XDn(xj) ·xdr+1r+1 · · · xdnn +xd1+···+drj · (· · · )
is nonzero: This is obvious if the second term is zero. Otherwise it has higher
degree in xj than the first, hence cancellation is impossible. Therefore
[Dn, φ · As] = XDn(φ) · As 6= 0.
So, given the Z-generic condition (for vector fields of degree ≤ d1+ · · ·+ dn)
that φ · As appears in the PDNF with nonzero coefficient, one sees that
the upper left block of Dn must be trivial, and repeating the argument
shows that D = Ds is diagonal. Furthermore, letting ψi as in Lemma 8
and assuming the Z-generic conditions that all ψi ·As appear in the PDNF
with nonzero coefficient, we see that all XD(ψi) = 0, whence D is a C-linear
combination of the Ci. This completes the proof. 
Corollary 5. Let h(x) = Bx +
∑
j≥2 hj(x) be a nonlinear formal vector
field on Cn such that the eigenvalues of B satisfy condition (22), and let
q be the dimension of the Q-vector space spanned by the eigenvalues of B.
Then dim Cfor(h) ≥ q + 1.
4.2. An algebraically distinguished class. As noted above, the struc-
tures of I(As) and of Cpol(As) may be quite complicated; in particular the
minimal number of generators may become very large. In the present sub-
section we will focus on normal forms f = A+ · · · for which these structures
are as simple as possible, from an algebraic perspective.
Lemma 9. Let f = A + · · · be in PDNF with the property that A has no
eigenvalue zero and the eigenvalues satisfy condition (23), hence Cpol(As)
is a free module over I(As). Moreover assume that I(As) admits an alge-
braically independent set ψ1, . . . , ψr of generators. Then:
(a) A = As is semisimple with pairwise different eigenvalues, and the ψi
may be taken as monomials in the eigencoordinates of As.
(b) There exist formal power series σi in r variables such that
Xf (ψi) = ψiσi(ψ1, . . . , ψr), σi(0) = 0, 1 ≤ i ≤ r.
(c) One has the expansions
σi =
r∑
j=1
νijψj + h.o.t, νij ∈ C,
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and for every matrix
(
ν∗ij
)
∈ Cr×r there exists an f = A+ · · · in normal
form such that σi =
∑r
j=1 ν
∗
ijψj + · · · .
Proof. We may assume that As is diagonal. Then part (a) follows from (23)
and the proof of Lemma 7. To prove part (b) we note that
f = A+
n∑
k=1

 r∑
j=1
ρkjψj + t.h.o.

Qk
with Qk(x) = xkek and constants ρkj, thus the assertion follows from
XQj (x
m1
1 · · · xmnn ) = mj · xm11 · · · xmnn ,
and XA(ψj) = 0. To prove part (c), we write
Ψ(x) =


ψ1(x)
...
ψr(x)


and note that the Jacobian DΨ(x) generically has rank r, due to algebraic
independence. Now there exist nonegative integers mik such that
XQk(ψi) = mikψi,
and with the matrix M = (mik) ∈ Zr×n we can rewrite these relations as
DΨ(x) diag(x1, . . . , xn) = diag(ψ1(x), . . . , ψr(x))M.
Since the generic rank of DΨ(x) equals r and both diagonal matrices are
generically invertible, we find that rankM = r. Now the expansion of f
above yields
Xf (ψi) = ψi
(∑
νijψj + t.h.o.
)
,
with
νij =
∑
k
mikρkj .
Since the matrix M defines a surjective linear map, and the ρkj can be
chosen arbitrarily, any matrix (ν∗ij) ∈ Cr×r can be obtained in this way. 
In view of Lemma 9, Proposition 9 and Remark 9 we now consider formal
vector fields
(25) f̂(y) =
∑
k≥2
f̂k(y) ∈ C[[y1, . . . , yr]]r,
with quadratic part
(26) f̂2(y) =


y1
(∑
j ν1jyj
)
...
yr
(∑
j νrjyj
)

 .
For these vector fields, generically the centralizer of f̂ is trivial, i.e. equal to
Cf̂ .
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Theorem 5. Let the vector field f̂ be given by (25) with (26), and define
R̂ ⊆ Cr×r by the property that (νij) ∈ R̂ if and only if the formal centralizer
of f̂2 + h.o.t. is trivial for any choice of higher order terms. Then:
(a) R̂ has full measure, i.e., its complement in Cr×r has measure zero.
(b) R̂ contains a nonempty open subset of Cr×r.
Proof. (i) We invoke Lemma 13 from the Appendix: Assume there exists
c such that f̂2(c) = c 6= 0, with eigenvalues µ1, . . . , µr of Df̂2(c). If
q 6= 0 is homogeneous of degree s > 1 such that [f̂2, q] = 0 then there
exist nonnegative integeres ℓ, ℓ1, . . . , ℓr and some k ∈ {1, . . . , r} such
that ∑
ℓi + ℓ = s and
∑
ℓi µi + ℓ = µk.
This observation may yield degree bounds for homogeneous vector
fields commuting with f̂2. Specifically, if µ1, . . . , µr are linearly inde-
pendent over the rationals Q then necessarily s = 2, since the second
relation in (35) for k > 1 would imply ℓk = 1, all other ℓj = 0, and ℓ = 0
(a contradiction to s > 1), and for k = 1 one gets ℓ2 = · · · = ℓr = 0
and 2ℓ1+ℓ = 2, ℓ1+ℓ = s, which leaves only the possibility that ℓ1 = 0
and ℓ = 2. Moreover, the proof of [19], Proposition 10.5 shows that q
is a scalar multiple of f̂2.
(ii) Generally, if the only homogeneous vector fields commuting with f̂2 are
the scalar multiples of f̂2, then the formal centralizer of f̂ is trivial: If
ĝ = ĝs + · · · 6= 0 commutes with f̂ then [f̂2, ĝs] = 0, hence s = 2 and
ĝ2 = βf̂2 for some scalar β. Now ĝ − βf̂ commutes with f̂ and must
be equal to zero since it cannot have lowest order term of degree > 2.
Hence ĝ − βf̂ = 0.
(iii) We may assume that ν11 6= 0 as one defining condition for R̂. Then
c :=


ν−111
0
...
0


satisfies f̂2(c) = c. With
Df̂2(y) z =


y1
(∑
j ν1jzj
)
+ z1
(∑
j ν1jyj
)
...
yr
(∑
j νrjzj
)
+ zr
(∑
j νrjyj
)


one first notes that e1 is an eigenvector with eigenvalue 2, and for
2 ≤ j ≤ r one has
Df̂2(c)ej = ν
−1
11 ν1je1 + νj1ν
−1
11 ej .
Therefore the matrix representing Df̂2(c) is upper triangular, with
eigenvalues 2 and νj1ν
−1
11 , 2 ≤ j ≤ r. By parts (i) and (ii) one sees that
Cfor0 (f̂2+h.o.t.) is trivial whenever ν11, . . . , νr1 are linearly independent
over the rationals Q (and the remaining νjk are arbitrary). Since this
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property defines the complement of a measure zero set, statement (a)
is proven.
(iv) For statement (b) we first consider the special vector field
P (y) =


y21
2y1y2
...
2y1yr

 ,
with c := e1 satisfying P (c) = c and DP (c) = 2Ir. For all (εij) ∈ Cr×r
with |εij | sufficiently small the vector field
P˜ (y) := P (y) +


y1
(∑
j ε1jyj
)
...
yr
(∑
j εrjyj
)


satisfies P˜ (c) = (1 + ε11)c, hence P˜ (αc) = αc for some α near 1, and
all eigenvalues ρi of DP˜ (αe1) satisfy
1 ≤ a < Re (ρi) ≤ A < 3
with suitable real a and A.
Now we assume that there exists a vector field Q, homogeneous of
degree s ≥ 2, that commutes with P˜ . By (35) in Lemma 13 there exist
nonnegative integers ℓi and ℓ such that
∑
ℓi+ℓ = s and
∑
ℓiρi+ℓ = ρk
for some k. We obtain the estimates
a · s ≤
∑
ℓiRe ρi + ℓ = Re ρk < A
and therefore s < A/a < 3, which implies s = 2 by part (i) of the
proof. So, for an open set in the coefficient space of all homogeneous
quadratic vector fields we have that commuting homogeneous vector
fields must have degree two.
(v) The set of all vector fields f̂2 as in (26) admitting a nontrivial homo-
geneous commuting vector field of degree two is Zariski-closed: Evalu-
ating [f̂2, ĝ2] = 0, with undetermined coefficients for ĝ2, one obtains a
linear system of equations with matrix entries depending polynomially
on the νij . This system has only the trivial solutions (corresponding to
ĝ ∈ C· f̂2) for some f̂2, as was noted in part (i). Hence the determinant
conditions necessary for the existence of nontrivial solutions define a
proper (Zariski) closed set in the space of all homogeneous quadratic
vector fields. To summarize, by part (ii) we have trivial centralizer for
all vector fields f̂2+ · · · , with the (νij) in a nonempty and open subset
of Cr×r.

Next we show that generically the centralizer of a vector field f in PDNF
is spanned by f and linear vector fields in the distinguished algebraic setting
under consideration.
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Theorem 6. Let
f(x) = Ax+
∑
j≥2
fj(x)
be in PDNF, and assume that the hypotheses of Lemma 9 are satisfied.
Let L := max {degψi, 1 ≤ i ≤ r} and let W be the space of coefficients of
f2+· · ·+fL. Define R ⊆W by the property that the coefficients of f2+· · ·+fL
lie in R if and only if the formal centralizer of f = A+ f2 + · · · fL + h.o.t.
contains only linear combinations of f and linear vector fields, for any choice
of higher order terms. Then:
(a) R has full measure in W .
(b) R contains a nonempty open subset of W .
Proof. (i) With the module generators Qi we write
f(x) = Ax+
∑
1≤i≤n
ηi(x)Qi(x); ηi(x) = η̂i(ψ1(x), . . . , ψr(x))
with uniquely determined η̂i ∈ C[[y1, . . . , yr]]. Expand
ηi(y) =
∑
ηijyj + t.h.o.,
then the reduced vector field of f has the form (25) with quadratic part
(26), and by definition of L the reduced vector field of A+f2+ · · ·+fL
has the same quadratic part. Now defineR∗ ⊆W by the property that
an element of W lies in R∗ if and only if the corresponding coefficients
of f̂2 lie in R̂ ⊆ Cr×r, as defined in Theorem 5. Since the mapping
from coefficients of f2 + · · · + fL to coefficients of f̂2 is linear and
surjective, we see that the complement of R∗ has measure zero, and
R∗ contains a nonempty open set. We will now show that R∗ ⊆ R,
which implies the assertion of the theorem. For the following assume
that the coefficients of f2 + · · · + fL lie in R∗.
(ii) From Theorem 5 and the definition of R∗ we see that the centralizer
of f̂ is trivial. Thus, if g commutes with f then we may assume ĝ = 0,
hence
g(x) =
∑
1≤ℓ≤n
θℓ(x)Qℓ(x), θℓ(x) = θ̂ℓ(ψ1(x), . . . , ψr(x))
with uniquely determined θ̂ℓ ∈ C[[y1, . . . , yr]], and furthermore
Xg(ψi) = 0 for 1 ≤ i ≤ r.
(iii) We next evaluate the commutator relation [f, g] = 0. For all i, j ∈
{1, . . . , n} one has (by standard properties of the Lie bracket)
[ηiQi, θjQj] = ηiXQi(θj)Qj − θjXQj(ηi)Qi + ηiθj[Qi, Qj]
Since the last term always vanishes and [A, g] = 0, summation yields
0 = [f, g] =
∑
i,j
ηiXQi(θj)Qj −
∑
i,j
θjXQj(ηi)Qi
The second term yields
n∑
i=1
n∑
j=1
θjXQj (ηi)Qi =
n∑
i=1
Xg(ηi)Qi = 0,
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since ηi = η̂i(ψ1, . . . , ψr) and every ψj is a first integral of g. There
remains
0 =
n∑
j=1
n∑
i=1
ηiXQi(θj)Qj =
n∑
j=1
Xf (θj)Qj.
Since the Qj’s form a free system, this is equivalent to
Xf (θj) = 0, 1 ≤ j ≤ n;
in other words, each θj is a first integral of f .
(iv) Passing to the reduced vector field, we have that each θ̂j is a first
integral of f̂ . By our assumption, the coefficients of f̂2 lie in R̂, and we
will show that the only first integrals of f̂2 are the constants. Therefore
g is necessarily linear, and the theorem is proven.
Thus assume that θ̂ = θ̂s + · · · ∈ C[[y1, . . . , yr]] is a nonconstant first
integral of f̂ , with s > 0 and θ̂s 6= 0. Then θ̂s is a homogeneous
polynomial first integral of f̂2. As in the proof of Lemma 5 we consider
c =


∗
0
...
0

 with f̂2(c) = c 6= 0, and let µ1 = 2, µ2, . . . , µr be the
eigenvalues of Df̂2(c). According to Lemma 12 from the Appendix
(in the special case λ = 0) there exist nonnegative integers k ≤ s,
k1, . . . , kr such that∑
ki + k = s,
∑
kiµi + k = 0
But such a relation cannot hold when the µi’s are linearly independent
over Q, and neither can it hold when all µi’s have positive real parts.
By the definition of R̂ the proof is finished.

Passing to normal forms and back we obtain the following result. For the
proof note only that the map sending the coefficients of a Taylor polynomial
to the coefficients of the Taylor polynomial of its PDNF (made unique in a
suitable manner) is rational and surjective.
Corollary 6. Let h(x) = Bx +
∑
j≥2 hj(x) be a nonlinear formal vector
field on Cn such that B = Bs satisfies the hypotheses of Lemma 9. Then
there exists an L > 0 such that the coefficient space W˜ of h2 + · · · + hL
contains a full measure subset R˜ with the property: For coefficients in R˜
the formal centralizer of h is uniquely determined by the formal centralizer
of B + h2 + · · · + hL, and has finite dimension.
4.3. Some classes of examples. While the distinguished algebraic setting
discussed in the previous subsection poses strong restrictions on the linear
parts, we now exhibit some examples to show that this class is reasonably
large. We start with the case when the invariant algebra of As has a single
generator; for this a complete analysis is possible. The result in part (b) of
the following Proposition is known from [23], Example 2, where a different
proof was given.
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Proposition 10. In the setting of Lemma 8, let q = n−1, and assume that
(22) is satisfied, w.l.o.g. with the di relatively prime. Set ψ := x
d1
1 · · · xdnn .
(a) Then the λi are pairwise different, hence An = 0, and every PDNF is
of the form
f(x) = Asx+
∑
j≥1
ψ(x)jUjx
with diagonal matrices Uj.
(b) Whenever some XUj (ψ) 6= 0 then Cfor(f) is spanned by f and the linear
vector fields C1, . . . , Cn−1 from Lemma 8, thus dim Cfor(f) = n.
(c) If all XUi(ψ) = 0 then, with C1, . . . , Cn−1 as in Lemma 8 we have
f(x) = σ1(ψ(x))C1x+ · · ·+ σn−1(ψ(x))Cn−1x
with series σi in one variable. If all σi’s are constants then f = A. If
some σj is not constant then
Cfor(f) = {ρ1(ψ(x))C1x+ · · · + ρn−1(ψ(x))Cn−1x; ρi ∈ C[[x1]]} .
Proof. For part (a) see Lemma 9. We turn to statements (b) and (c).
(i) Assume that some XUj (ψ) 6= 0, and let g ∈ Cfor(f) ⊆ Cfor(As) and
therefore
g(x) =
∑
k≥0
ψ(x)kBkx
with diagonal matrices Bk. By Corollary 4 we obtain a symmetry
reduction for f to dimension one, in the form
Xf (ψ) = f̂(ψ) :=
∑
ψ(x)j+1θj 6= 0,
with constants θj such that XUj (ψ) = θjψ, and likewise we get
Xg(ψ) = ĝ(ψ) :=
∑
ψ(x)j+1σj
with constants σj such that XBj (ψ) = σjψ. The argument in the proof
of Theorem 6 shows that we may take Xg(ψ) = 0, thus all XBj (ψ) = 0.
(ii) Now with C1, . . . , Cn−1 as in Lemma 8 we may write
g(x) = τ1(ψ(x))C1x+ · · ·+ τn−1(ψ(x))Cn−1x
where the τi are series in one variable, and obtain
[f, g] =
∑
Xf (τj)Cj
since all [f, Cj ] = 0. Finally this implies that all Xf (τj) = 0 by Lemma
8(a), hence all τj are constants, and part (b) is proven.
(iii) The representation of f follows with Lemma 8, moreover for g ∈ Cfor(f)
we have a representation
g(x) = τ1(ψ(x))C1x+ · · · + τn−1(ψ(x))Cn−1x+ τn(ψ(x))Ix
with the identity matrix I. Then
[g(x), f(x)] = [τn(ψ(x))Ix, f(x)] = −τn(ψ(x))
∑
XI(σj(ψ(x))Cjx,
and τn 6= 0 implies that all σj are constant, as asserted in part (c).

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We present two further classes of linear vector fields B that satisfy condi-
tion (23) and have I(B) admitting an algebraically independent generator
system.
Proposition 11. Let r > 1 and 0 = m0 <m1 < · · · < mr−1 < mr = n,
moreover let d1, . . . , dn be positive integers, and set
Di :=
mi∑
k=mi−1+1
dke
τ
k, 1 ≤ i ≤ r.
Assume furthermore that dmi−1+1, . . . , dmi are relatively prime for each i ∈
{1, . . . , r}. Now let µ1, . . . , µn ∈ C, µ = (µ1, . . . , µn) such that
〈D1, µ〉 = · · · = 〈Dr, µ〉 = 0; dimQ (Qµ1 + · · ·+Qµn) = n− r.
Then the following hold for B := diag (µ1, . . . , µn).
(a) I(B) is generated by the algebraically independent monomials φi(x) :=
xDi, 1 ≤ i ≤ r.
(b) The module Cpol(B) is generated by the Qj(x) = xjej , 1 ≤ j ≤ n, and
free.
Proof. As a vector space over C, I(B) is spanned by all monomials xℓ with
〈ℓ, µ〉 = 0. By construction of B, every such ℓ is a Q-linear combination
of the Di. By positivity the coefficients in this linear combination must be
nonnegative, and by relative primeness of the dmi , . . . , dmi+1 the coefficients
must be integers. This proves part (a). For the proof of part (b), note
first that the µi’s are nonzero and pairwise different due to the dimension
requirement, hence every linear vector field commuting with B is a linear
combination of the Qj. Furthermore recall that a vector monomial x
Neτk,
|N | ≥ 2 commutes with B if and only if
〈N − eτk, µ〉 = 0.
If i is such that mi < k ≤ mi+1 then the coefficient of Di in the linear
combination must be positive, thus xNeτk = ψ ·xkeτk with some ψ ∈ I(B). 
Example 7. The class characterized in the above proposition includes the
nonresonant coupled oscillators, with
B = diag (iω1,−iω1, . . . , iωm,−iωm)
and ω1, . . . , ωm ∈ R+ linearly independent over the rationals.
For a further class we explicitly construct B with integer eigenvalues.
Proposition 12. Let ℓ1, . . . , ℓn be pairwise relatively prime integers, all
ℓi > 1, and L := ℓ1 · · · ℓn. Moreover let ε1, . . . , εn ∈ {1, −1}, and set
B := diag (ε1L/ℓ1, . . . , εnL/ℓn) .
Then the following hold.
(a) The I(B)-module Cpol(B) is free, and generated by the Qj(x) = xjej ,
1 ≤ j ≤ n.
(b) If (w.l.o.g.) εn = −1 and all other εi = 1 then I(B) admits an alge-
braically independent generator set, viz.
φ1(x) = x
ℓ1
1 x
ℓn
n , . . . , φn−1(x) = x
ℓn−1
n−1 x
ℓn
n .
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Proof. To prove part (a), assume (for instance) that there are nonnegative
integers m2, . . . ,mn such that
ε2m2L/ℓ2 + · · · + εnmnL/ℓn = L/ℓ1.
Rewriting and setting L∗ := ℓ2 · · · ℓn one gets
ℓ1 (ε2m2L
∗/ℓ2 + · · · + εnmnL∗/ℓn) = L∗,
hence ℓ1 divides L
∗; a contradiction.
To prove part (b), let d1, . . . , dn be nonnegative integers, not all zero, such
that
d1L/ℓ1 + · · ·+ dn−1L/ℓn−1 − dnL/ℓn = 0.
Then necessarily di = ℓid
∗
i for all i, and there remains
d∗1 + · · ·+ d∗n−1 − d∗n = 0.
From this one sees that (d∗1, . . . , d
∗
n) is a nonnegative integer combination of
eτ1 + e
τ
n, . . . , e
τ
n−1 + e
τ
n, and the assertion follows. 
Remark 10. Assume the setting of Proposition 12 with dimension n >
3. Then the algebra I(B) does not admit an algebraically independent
generator set whenever two of the εi are positive and two negative. This
follows from considering the last step in the proof above: For instance when
n = 4 and
1 = ε1 = ε2 = −ε3 = −ε4,
one arrives at
d∗1 + d
∗
2 − d∗3 − d∗4 = 0,
and to obtain all nonnegative solutions one needs the four generators eτ1+e
τ
3,
eτ1 + e
τ
4 , e
τ
2 + e
τ
3 , e
τ
2 + e
τ
4 .
Finally we characterize the three dimensional linear vector fields with no
eigenvalue zero for which the algebraically distinguished setting holds. If
the eigenvalues span a two dimensional vector space over the rationals then
Proposition 10 applies. There remains the case when the eigenvalues span a
one dimensional vector space over the rationals. The following result covers
all cases, up to a time scaling.
Proposition 13. Let d1, d2, d3 be positive integers such that their greatest
common divisor satisfies gcd (d1, d2, d3) = 1, and let B = diag (d1, d2,−d3).
Then the following are equivalent:
(a) The module Cfor(B) is generated by Q1, Q2, Q3 and I(B) admits an
algebraically independent generator system.
(b) There exist relatively prime ℓ1 > 1 and ℓ2 > 1 such that
ℓ2 divides d1, ℓ1 divides d2 and d3 = ℓ1ℓ2.
Proof. The work-intensive part is the implication from (a) to (b). This will
be done first, in parts (i) through (iv).
(i) We first discuss the conditions on the module generators. The first
condition states that the equation
(27) d2m2 − d3m3 = d1
has no solution in nonnegative integers m2, m3. But if d2 and d3
are relatively prime then such a solution exists: One has a relation
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d2s2 + d3s3 = d1 with integers s2, s3, and more generally d2(s2 +
k · d3) + d3(s3 − k · d2) = d1, with any integer k. Now a suitable
choice of k shows the existence of positive m2 and m3 such that (27)
holds, a contradiction. Conclusion: There is an integer ℓ1 > 1 such
that d2 = ℓ1d
∗
2 and d3 = ℓ1d˜3, with gcd (d
∗
2, d˜3) = 1. Conversely, if
this holds then (27) has no solution in nonnegative integers, due to
gcd (d1, d2, d3) = 1.
By analogous arguments, the condition that
d1m1 − d3m3 = d2
has no solution in nonnegative integers m1,m3 implies the existence of
an integer ℓ2 > 1 such that d1 = ℓ2d
∗
1 and d3 = ℓ2d̂3, with gcd (d
∗
1, d̂3) =
1. Conversely, if this holds then (27) has no solution in nonnegative
integers. From gcd (d1, d2, d3) = 1 one has gcd (ℓ1, ℓ2) = 1, hence
d3 = ℓ1ℓ2d
∗
3.
The third condition that d1m1 + d2m2 = −d3 has no solution in non-
negative integers is trivially satisfied. We thus have obtained necessary
and sufficient conditions for the module generator property.
(ii) It is sufficient to consider monomials in I(B), thus nonnegative integer
solutions of
0 = n1d1 + n2d2 − n3d3 = n1ℓ2d∗1 + n2ℓ1d∗2 − n3ℓ1ℓ2d∗3.
By relative primeness, we see that n1 = ℓ1m1, n2 = ℓ2m2 with integers
m1, m2. Setting m3 := n3, the above relation is equivalent to
(28) m1d
∗
1 +m2d
∗
2 −m3d∗3 = 0.
(iii) The invarant algebra I(B) admits an algebraically independent gener-
ator system if and only if there are two row vectors M1, M2 in Z3+ such
that every solution of (28) is a nonnegative integer linear combination
of these two. Now there are two distinguished elements of I(B) which
correspond to
(d∗3, 0, d
∗
1) and (0, d
∗
3, d
∗
2).
By relative primeness, every solution of (28) with a zero entry is an in-
teger multiple of one of these. Moreover, each is a nonnegative integer
linear combination of M1 and M2, which shows that neither Mi can
have all entries positive. Conclusion: Up to relabeling,M1 = (d
∗
3, 0, d
∗
1)
and M2 = (0, d
∗
3, d
∗
2).
(iv) Every nonnegative integer solution of (28) can uniquely be written as
(29)
r1
s
M1 +
r2
s
M2,
with gcd (r1, r2, s) = 1 and s necessarily dividing d
∗
3. We show that
d∗3 > 1 implies the existence of a solution with s > 1. Note that in such
cases M1 and M2 cannot correspond to an algebraically independent
generator system for I(B).
Assuming d∗3 > 1, take s > 1 as a divisor of d
∗
3. Then the third entry
of the linear combination (29) is an integer if and only if
r1d
∗
1 + r2d
∗
2 ∈ sZ.
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We show the existence of r1, r2 satisfying this and gcd (r1, r2, s) = 1.
First, by relative primeness of d∗1, d
∗
3 there exist positive integers a, b
such that as − bd∗1 = 1 (compare the argument in part (i)). Multiply
by d∗2 and rearrange to obtain
(bd∗2) · d∗1 + 1 · d∗2 = (ad∗2) · s.
Conclusion: In order to admit an algebraically independent genera-
tor system for I(B), one needs d∗3 = 1. The proof of (a) ⇒ (b) is
completed.
(v) The proof of the reverse implication is straightforward: Assume that
the conditions in (b) hold, thus d1 = ℓ2d
∗
1, d2 = ℓ1d
∗
2. Then ℓ1 and d
∗
1
are relatively prime due to gcd (d1, d2, d3) = 1, and likewise ℓ2 and d
∗
2
are relatively prime.
A relation of the form
n2d2 − n3d3 = d1 ⇔ n2ℓ1d∗2 − n3ℓ1ℓ2 = ℓ2d∗1
with nonnegative integers n2, n3 cannot hold, since ℓ1 does not divide
the right-hand side. By this and analogous arguments one finds that
the Qi generate the module. Moreover, the exponents of a monomial
first integral of B satisfy a relation
n1ℓ2d
∗
1 + n2ℓ1d
∗
2 − n3ℓ1ℓ2 = 0⇔ m1d∗1 +m2d∗2 −m3 = 0
with n1 = ℓ1m1, n2 = m2ℓ2 and n3 = m3. But this implies
(m1, m2, m3) = m1 · (1, 0, d∗1) +m2 · (0, 1, d∗2),
therefore I(B) is generated by xd31 x
d1
3 and x
d3
2 x
d2
3 .

4.4. Outlook. We close this section with a few remarks on related work
and open problems.
• As noted in the Introduction, Cerveau and Lins Neto [5] obtained a
rather complete description of the centralizer for local analytic vec-
tor fields in dimension two. (In dimension two, blow-ups can be em-
ployed to reduce the problem to non-degenerate stationary points.)
In particular their results imply that the centralizer is generically
trivial for stationary points with nilpotent linearization.
• We discussed the analytic setting (involving convergence questions
for PDNF) only in some special cases. The relevance of commut-
ing vector fields and first integrals in convergence questions is well
understood; see e.g. Stolovitch [18] and Zung [27].
• In the formal (in dimension > 2 also in the analytic) case the prin-
cipal open question is concerned with triviality of the centralizer of
a generic vector field with nilpotent linear part. The tools provided
by Lemma 13 and related results in [19] strongly depend on the spe-
cial form of quadratic (more generally, of homogeneous polynomial)
vector fields, and there seems to be no obvious generalization.
• Whenever minimal generator systems of the algebra I(As) become
large, a direct application of the reduction property (see Proposition
9) is no longer feasible. Note that minimal generator systems may be
arbitrarily large even in dimension three, as shown by the example
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As = diag (−12q, 3, 1), with q > 1: Any generator system must
contain the 4q + 1 monomials corresponding to the integer rows
(1, 0, 12q), (1, 1, 12q − 3), (1, 2, 12q − 6), . . . , (1, 4q − 1, 3), (1, 4q, 0).
• In the setting of Section 4 the structure of the normalizer is not
completely understood.
5. Jacobi multipliers
In view of their connection to normalizers, it is natural to include a discus-
sion of Jacobi multipliers in the present paper. We first recall the definitions
and some facts, and then show some general properties for PDNF. After
discussing some particular examples, we focus on a distinguished setting
for which it is shown that generically there exist no formal inverse Jacobi
multipliers in dimension 3 and higher. In particular we obtain a complete
picture for three dimensional vector fields that satisfy the consitions posed
in subsection 4.2.
5.1. General properties. We recall:
Definition 2. An analytic function ψ 6= 0 on an open connected sub-
set U∗ ⊆ U is called an inverse Jacobi multiplier (or inverse Jacobi last
multiplier) of (1) if
(30) Xf (φ) = div f · φ
holds on U∗, with div f = trDf .
Mutatis mutandis, the definition carries over to local analytic and formal
vector fields.
In the situation of this definition, φ−1 is then called a Jacobi (last) mul-
tiplier. In the planar case Jacobi multipliers are usually called integrating
factors. For more information on Jacobi multipliers, see [25] and the paper
by Berrone and Giacomini [2] which includes a survey of known facts, some
of which we list here (noting that they carry over to the local and formal
settings):
Remark 11. (a) The zero set of an inverse Jacobi multiplier is an invariant
set of (1).
(b) The quotient of two Jacobi multipliers is a first integral of (1).
(c) If system (1) admits n − 2 independent first integrals θ1, . . . , θn−2 and
a Jacobi multiplier φ on U∗ ⊆ U then a further first integral may be
constructed from these by quadrature; thus f is completely integrable.
(d) Jacobi multipliers from normalizing vector fields: Let g1, . . . , gn−1 be
analytic vector fields on U∗ ⊆ U such that
[gi, f ] = λi · f, 1 ≤ i ≤ n− 1
with analytic functions λi. Then
ψ(x) := det(f(x), g1(x), . . . , gn−1(x)),
assuming that ψ 6= 0, is an inverse Jacobi multiplier of system (1).
The following result on PDNF, although quite straightforward, does not
seem to be available in the literature.
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Proposition 14. Let f = As + · · · be in PDNF. Then:
(a) The divergence div f is a first integral of As.
(b) If ψ is an inverse Jacobi multiplier of f , then XAs(ψ) = divAs · ψ.
Proof. To prove part (a), we first assume that As is in diagonal form (10).
Then it is sufficient to prove part (a) for every vector monomial xm11 · · · xmnn ej
that commutes with As, thus satisfies the resonance condition (11). The
divergence of this vector field is equal to
∂
∂xj
(xm11 · · · xmnn ) = mj · xm11 · · · xmj−1j · · · xmnn .
In case mj = 0 the asssertion is obvious. In case mj > 0 the resonance
condition may be rewritten as
m1λ1 + · · ·+ (mj − 1)λj + · · ·+mnλn = 0,
equivalently xm11 · · · xmj−1j · · · xmnn is a first integral of As.
In general, a vector field in PDNF will have the form f∗(x) = T−1f(Tx)
with an invertible matrix T . This implies the identities
Df∗(x) = T−1Df(Tx)T and trDf∗(x) = trDf(Tx)
by conjugacy of the the Jacobian matrices. Now the semisimple part of
T−1AT is equal to T−1AsT , and one finds with θ(x) := div f(x)
XT−1AsT (θ)(Tx) = Dθ(Tx)TT
−1AsTx = XAs(θ)(Tx) = 0,
hence the divergence of f∗ is a first integral for T−1AsT , as asserted.
Part (b) follows with the second part in the proof of [22], Lemma 2.2. 
Remark 12. Part (b) of the Proposition states that ψ is an element of the
I(As)-module IdivAs(As), which is finitely generated by Lemma 6. In par-
ticular, whenever divAs = 0 then an inverse Jacobi multiplier corresponds
to a semi-invariant of the system reduced by invariants of As.
5.2. Examples. We first record the simplest cases, for the sake of com-
pleteness. For the proof of uniqueness, note part (b) of Remark 11.
Proposition 15. Let A = diag(λ1, . . . , λn) with the λi linearly independent
over Q. Then (up to scalar multiples) the only inverse Jacobi multiplier of
x˙ = Ax (the general PDNF with linear part A) is σ = x1 · · · xn.
Turning to a more interesting setting, from Remark 11 and Lemma 8(a)
we get immediately:
Proposition 16. Given the setting in Proposition 10 with k minimal such
that XU(k(ψ) 6= 0, the vector field f admits an inverse Jacobi multiplier of
the form
det(f(x), C1x, . . . , Cn−1x) = x1 · · · xn ψ(x)k · (c+ h.o.t.).
with a nonzero constant c.
In particular this result takes care of three dimensional vector fields
f(x) = Ax + · · · when the eigenvalues of A span a two dimensional vec-
tor space over Q.
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We next discuss in some detail the three dimensional vector field
(31) f(x) =

1 0 00 −1 0
0 0 0

 · x+

 α1x1x3α2x2x3
α3x
2
3 + α4x1x2

+ · · · = Ax+∑ fj(x)
in Poincare´-Dulac normal form. Note that the homogeneous term of degree
two is of the most general form, with
div f(x) = (α1 + α2 + 2α3)x3 + · · · .
This represents a case in dimension three with the eigenvalues spanning a one
dimensional vector space over Q. We will see by this example that Jacobi
multipliers may exist even if they cannot be constructed with centralizer
elements according to Remark 11(c). Moreover we show that generically
this vector field does not admit a formal inverse Jacobi multiplier.
Proposition 17. Let f be given by (31), and assume that α1, α2, α3, α4
are linearly independent over the rational number field Q, and α3 = 1 with
no loss of generality (by scaling x 7→ ρ · x). Then:
(a) The dimension of Cfor(f) is equal to 2.
(b) The quadratic system f = A+ f2 admits a unique inverse Jacobi multi-
plier (up to scalar multiples)
ψ(x) = x1x2x
2
3 + β
∗x21x
2
2, with β
∗ :=
2α4
2− α1 − α2 .
(c) For a Zariski open and dense subset in the coefficient space for f3, the
vector field f does not admit an inverse Jacobi multiplier.
Remark 13. The assumption on the linear independence of the αi over Q
is satisfied for all α = (α1, . . . , α4)
τ in the complement of a measure zero
subset of C4. In this sense the assumption on the αi in the Proposition is
generic.
Proof of Proposition 17. Part (a) follows from [23], Example 4. The proof
of part (b) requires several steps.
(i) We assume the existence of an inverse Jacobi multiplier
φ = φr + · · · , φr 6= 0.
Evaluating the condition Xf (φ) = div f ·φ for the lowest degrees, with
divA = 0 one gets
XA(φr) = 0;
Xf2(φr) +XA(φr+1) = (α1 + α2 + 2)x3φr;
Xf3(φr) +Xf2(φr+1) +XA(φr+2) = (α1 + α2 + 2)x3 φr+1 + div f3 φr.
From Proposition 14 we know that all XA(φr+j) = 0, and there re-
mains
Xf2(φr) = (α1 + α2 + 2)x3φr;(32)
Xf3(φr) +Xf2(φr+1) = (α1 + α2 + 2)x3 φr+1 + div f3 φr.(33)
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(ii) We evaluate equation (32). For c := e3 we have f2(c) = c andDf2(c) =
diag (α1, α2, 2), thus Lemma 12 from the Appendix is applicable, and
yields
k1α1 + k2α2 + 2k3 + k = α1 + α2 + 2;
k1 + k2 + k3 + k = r.
Since the αi are linearly independent over the rationals, we get k1 =
k2 = 1 and k + 2k3 = 2. This leaves only two possibilities:
r = 3 and k = 0, or r = 4 and k = 2.
(iii) The algebra of polynomial first integrals of x˙ = Ax is generated by
ψ1 := x1x2 and ψ2 := x3 (see Lemma 4 and the subsequent Remark),
so φr is a polynomial in ψ1 and ψ2.
• Assume that r = 3 and k = 0, then we have
φ3 = β1x
3
3 + β2x1x2x3
with constants βi, andDφ3(x)c = 0 due to k = 0. But this implies
that 3β1x
2
3+β2x1x2 = 0, hence β1 = β2 = 0 and the contradiction
φ3 = 0. We conclude that this case cannot occur.
• In case r = 4 we have
φ4 = β1x
4
3 + β2x1x2x
2
3 + β3x
2
1x
2
2
with constants βi. From k = 2 we obtain
1
0 = D3φ4(x)(c, c, c) = 24β1x3,
hence β1 = 0, and then 0 6= D2φ(x)(c, c) = 2β2x1x2 shows that
necessarily β2 6= 0.
(iv) Thus, up to a nonzero scalar factor,
φ4 = x1x2x
2
3 + βx
2
1x
2
2.
Evaluating the condition
Xf2(φ4) = (α1 + α2 + 2)x3φ4
for degree two by straightforward computations, one finds that it is
satisfied if and only if β = β∗. The proof of part (b) is complete.
(v) We now consider f with the special cubic term
f3(x) =

 00
x33

 ,
make the ansatz
φ5 = θ1x
5
3 + θ2x1x2x
3
3 + θ3x
2
1x
2
2x3
1See Lemma 12 for the notation used in the following.
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and evaluate equation (33). Straightforward computation and com-
parison of coefficients yields
for x21x
2
2x
2
3 : (α1 + α2 − 1)θ3 + 3α4θ2 = 3β∗;
for x1x2x
4
3 : 5α4θ1 + θ2 = 1;
for x21x
2
2x
2
3 : 5θ1 = (α1 + α2 + 2)θ1;
for x21x
2
2x
2
3 : α4θ3 = 0.
The last two equations directly show that θ1 = θ3 = 0 due to the
linear indepencdence of the αi, and there remains θ2 = 1 from the
second equation, which leads to the contradiction α4 = β
∗ in the first
equation.
(vi) We have shown that equation (33) has no solution when the cubic
term has the special form (0, 0, x33)
τ . Generally (33) may be viewed
as an inhomogeneous linear system of equations for the coefficients of
φ5, with the coefficients of f3 as parameters. Since the system has no
solution for a special choice of f3, it has no solution for all f3 with
coefficients in a Zariski-open and dense subset of coefficient space.

5.3. A distinguished class of examples. In this subsection we consider
vector fields f = A+· · · in PDNF with the linear part satisfying the following
property:
(34) The I(As)-module IdivAs(As) is generated by σ := x1 · · · xn.
We note that divAs 6= 0 in this case, otherwise the module would be gener-
ated by 1. Moreover:
Lemma 10. Given condition (34), the module Cfor(As) is generated by
Q1, . . . , Qn, with Qi(x) = xiei. In particular A = As.
Proof. Assume w.l.o.g. that
λ1 =
n∑
i=2
miλi
with nonnegative integers mi. Then
divAs =
n∑
j=1
λj =
n∑
i=2
(mi + 1)λi,
thus both σ and xm2+12 · · · xmn+1n are elements of Cfor(As), hence σ cannot
generate this module. 
We obtain rather definitive results for vector fields in this class if they
satisfy a further condition on the algebra of first integrals.
Theorem 7. Let f = A+ · · · in PDNF satisfy condition (34) and assume
moreover that I(As) admits the algebraically independent generator system
of monomials φ1, . . . , φr, satisfying
XQj(φi) = mijφi with nonnegative integers mij, 1 ≤ i ≤ r, 1 ≤ j ≤ n.
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(a) Then one has
f = A+
∑
ηjQj,
with
ηi(x) = η̂i(φ1(x), . . . , φr(x)), 1 ≤ i ≤ r,
and the reduced vector field has then the form
f̂(y) =


y1
∑
m1j η̂j
...
yr
∑
mrj η̂j

 .
(b) If ψ is an inverse Jacobi multiplier for f , thus ψ = σ · ρ with
ρ(x) = ρ̂(φ1(x), . . . , φr(x)), ρ̂ ∈ C[[y1, . . . , yr]],
then
ψ˜ := y1 · · · yr · ρ̂
is an inverse Jacobi multiplier for the reduced vector field f̂ .
(c) Let the quadratic part of f̂ be given as
f̂2 =


y1
∑
ν1jyj
...
yr
∑
νrjyj

 with νij ∈ C.
Then
• Whenever r ≥ 3 then f̂2 admits no inverse Jacobi multiplier for
(νij) in a subset of Cr×r of full measure. Consequently the reduced
vector field admits no inverse Jacobi multiplier whenever f̂2 is of
this form.
• In case r = 2 there exists a subset of C2×2 of full measure such that
f̂2 with coefficients in this subset admits a unique inverse Jacobi
multiplier (up to scalar multiples). Moreover for every (ν∗ij) in this
set there is a subset of full measure in the coefficient space of f̂3
such that f̂2 + f̂3 + · · · does not admit an inverse Jacobi multiplier
for the coefficients of f̂3 in this latter set.
Remark 14. Note that the condition that the generators be monomials
poses no restriction.
Proof of Theorem 7. For the statements in part (a) compare Theorem 6 and
its proof. We now address the statements in parts (b) and (c).
(i) The first statement of part (b) is a consequence of condition (34). The
condition for an inverse Jacobi multiplier reads as
Xf (σ)ρ+ σXf (ρ) = Xf (σρ) = div f · σρ,
and we compute
Xf (σ) = (divA+
∑
ηi)σ,
div f = divA+
∑(
ηi + xi
∂ηi
∂xi
)
.
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Thus the defining condition holds if and only if∑
ηixi
∂ρ
∂xi
= Xf (ρ) =
∑
xi
∂ηi
∂xi
· ρ.
Now we have
xi
∂ρ
∂xi
=
∑
j
∂ρ̂
∂yj
(φ1, . . . , φr) · xi∂φj
∂xi
=
∑
j
mjiφj
∂ρ̂
∂yj
(φ1, . . . , φr)
and ∑
i
ηixi
∂ρ
∂xi
=
∑
i,j
mjiηiφj
∂ρ̂
∂yj
(φ1, . . . , φr)
Likewise we evaluate the right hand side of the defining condition to
obtain ∑
xi
∂ηi
∂xi
· ρ =
∑
i,j
mjiφj
∂η̂i
∂yj
(φ1, . . . , φr) · ρ.
(ii) Due to the algebraic independence of the φj , the defining condition for
an inverse Jacobi multiplier σ · ρ is equivalent to the condition∑
i,j
mjiη̂iyj
∂ρ̂
∂yj
=
∑
i,j
mjiyj
∂η̂i
∂yj
· ρ̂
in C[[y1, . . . , yr]]. Now a straightforward computation shows that this
condition holds if and only if ψ˜ is an inverse Jacobi multiplier for the
reduced vector field. Thus part (b) is proven.
(iii) In the following we use the fact that the lowest order term of an inverse
Jacobi multiplier of f̂ is an inverse Jacobi multiplier of the lowest order
term f̂2. In particular, if f̂2 admits no inverse Jacobi multiplier then
neither does f̂ .
(iv) In order to establish degree bounds for inverse Jacobi multipliers of f̂2
in a generic case, we use some notation and take some arguments from
the proofs of Theorem 5, part (iii) and Theorem 6, part (iv). Thus
we assume ν11 6= 0, hence c := ν−111 e1 satisfies f̂2(c) = c, and Df̂2(c)
has eigenvalues
2, ν21ν
−1
11 , . . . , νr1ν
−1
11 .
Moreover
div f̂2 =
∑
i,j
νijyj +
∑
i
νiiyi ⇒ div f̂2(c) = 2 + ν21ν−111 + · · ·+ νr1ν−111 .
Now let the degree of the inverse Jacobi multiplier ψ˜ be equal to
s. By Lemma 12 in the Appendix there exist nonnegative integers
k, k1, . . . , kr such that
k + k1 + · · ·+ kr = s,
k + 2k1 + ν21ν
−1
11 k2 + · · ·+ νr1ν−111 kr = 2 + ν21ν−111 + · · · + νr1ν−111 .
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If ν11, . . . , νr1 are linearly independent over the rational numbers then
the second identity forces
k2 = · · · = kr = 1 and k + 2k1 = 2.
Thus either k = 0 and k1 = 1, or k = 2 and k1 = 0. In total we have
the alternative
s = r, or s = r + 1.
(v) Moreover ψ˜ = y1 · · · yr · ρ̂, hence ρ̂ is constant or linear, and the inverse
Jacobi multiplier condition is equivalent to∑
i,j
νij
∂ρ̂
∂yi
yiyj =
∑
i
νiiρ̂yi.
Since ν11 6= 0, ρ̂ cannot be constant, thus must have degree one. Set-
ting
ρ̂(y) =
∑
i
αiyi
the inverse Jacobi multiplier condition is equivalent to∑
i,j
αiνijyiyj =
∑
i,j
αjνiiyiyj.
Compare coefficients of the monomials involved: For i = j the coeffi-
cients are automatically equal, for i < j one finds
µijαi + µjiαj = 0, with µij := νij − νjj.
Whenever r ≥ 3 there is a Zariski open set in U ⊆ Cr×r such that this
system of r(r−1)/2 equations for the αi has only the trivial solution: If
the µj1 and µ1j , 2 ≤ j ≤ r are all nonzero then α2, . . . , αr are uniquely
determined as multiples of α1, and nonzero whenever α1 6= 0. The
further equation µ23α2+µ32α3 = 0 now imposes nontrivial conditions
on µ32 and µ23 whenever α1 6= 0, which imply a nontrivial polynomial
relation between µj1, µ1j , µ23, µ32. We have thus shown that all αi
must be zero on a nonempty Zariski open set U . Moreover, whenever
ν11, . . . , νr1 are linearly independent over Q then there exist νij with
j > 1 such that the corresponding (µij) ∈ U . We have thus shown
that in case r ≥ 3 no inverse Jacobi multiplier generically exists for f̂2,
hence for f̂ .
(vi) There remains the second assertion in part (c). The argument above
for the case r = 2 yields one (generically nontrivial) linear equation
for α1, α2 and thus uniqueness of the inverse Jacobi multiplier for f̂2.
The remaining assertion was proven in [24], Thm. 2.10.

Corollary 7. Let h(x) = Bx+
∑
j≥2 hj(x) be a formal vector field on C
n,
n ≥ 3, such that B = Bs satisfies condition (34) and furthermore I(B)
admits an algebraically independent generator system. Then there exists an
L > 0 with the following property: The coefficient space W˜ of h2 + · · ·+ hL
contains a full measure subset R˜ such that for coefficients in R˜ there exists
no formal inverse Jacobi multiplier of h.
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For dimension three the above results contribute to a relatively complete
picture:
Example 8. Let ℓi > 1, 1 ≤ i ≤ 2 be relatively prime, moreover d∗1, d∗2 ∈ Z+
with gcd (d∗1, ℓ1) = gcd (d
∗
2, ℓ2) = 1, and A = diag (ℓ2d
∗
1, ℓ1d
∗
2, −ℓ1ℓ2). (Ac-
cording to Proposition 13 such vector fields are exactly those which cor-
respond to the distinguished algebraic setting discussed in subsection 4.2.)
Then A = As also satisfies condition (34), as one sees by this argument: A
relation
m1ℓ2d
∗
1 +m2ℓ1d
∗
2 −m3ℓ1ℓ2 = ℓ2d∗1 + ℓ1d∗2 − ℓ1ℓ2
with mi ∈ Z+ implies that ℓ1 divides (m1 − 1)ℓ2d∗1, hence ℓ1|(m1 − 1) by
relative primeness, and consequently m1 > 0. By the same token one finds
m2 > 0, and finally m3 = 0 is impossible since −ℓ1ℓ2 < 0. Now Theorem 7
shows that a vector field f = A + · · · generically admits no formal inverse
Jacobi multiplier.
6. Appendix
6.1. Some linear algebra. For easy reference we collect here some facts
that are used in the main part of the paper.
Lemma 11. (a) Let B = diag (µ1, . . . , µn), with the equal ones among the
µi listed consecutively, thus
µ1 = · · · = µs1 , µs1+1 = · · · = µs1+s2 , . . . , µs1+···+sr+1 = · · · = µn,
and the elements of the blocks pairwise different. Then D commutes
with B if and only if
D =


D1 0 · · · 0
0 D2
...
...
. . . 0
0 · · · 0 Dr+1


is in block diagonal form, with blocks of appropriate sizes.
(b) Let N ∈ Cℓ×ℓ be a strict upper triangular matrix, of rank ℓ − 1. Then
C commutes with N if and only if C =
∑ℓ−1
i=0 αiN
i, with αi ∈ C. In
particular the space of matrices commuting with N has dimension ℓ.
(c) In the subspace of all strictly upper triangular ℓ×ℓ matrices, the matrices
of rank ℓ− 1 form a Zariski open and dense subset.
Proof. Part (a) is standard knowledge, and can be verified by direct calcu-
lations. For part (b) we use that N is conjugate to a Jordan block
D =


0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
...
. . . 1
0 · · · · · · · · · 0


by an upper triangular matrix, and for this Jordan block the assertions
may be verified by direct calculations. To prove part (c), note that the
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determinant of the (ℓ− 1)× (ℓ− 1) submatrix with the first column and the
last row deleted is generically nonzero. 
6.2. Some results on quadratic vector fields. First we recall and restate
[19], Proposition 4.7; the language used below is more convenient for the
purpose of the present paper. As a matter of notation, we consider higher
derivatives as multilinear maps. Thus, for analytic f : Cn → Cm the kth
derivative Dk f(x) at x is recursively defined by
Dk+1 f(x)(y1, . . . , yk, yk+1) := D
(
Dk f(x)(y1, . . . , yk)
)
yk+1
for y1, . . . , yk+1 ∈ Cn. Note that this multilinear map is also symmetric in
the yi, due to equality of mixed partial derivatives.
Lemma 12. Let p be a homogeneous quadratic vector field on Cn, and γ a
(nonzero) homogeneous semi-invariant of degree s > 0 for this vector field,
thus one has an identity
Dγ(x)p(x) = λ(x)γ(x)
with some linear form λ, the cofactor of γ. Moreover assume there exists
c ∈ Cn such that p(c) = c 6= 0. Then the following hold:
(a) If γ(c) 6= 0 then λ(c) = s.
(b) In case γ(c) = 0 let k be such that 0 ≤ k < s and
Dkγ(x)(c, . . . , c) 6= 0, Dk+1γ(x)(c, . . . , c) = 0.
Then x 7→ Dkγ(x)(c, . . . , c) is a semi-invariant of degree s − k for
the linear map B : Cn → Cn, Bx = Dp(c)x, with cofactor λ(c) −
k. If α1, . . . , αn are the eigenvalues of B (each counted according to
multiplicity) then there exist nonnegative integers k1, . . . , kn such that∑
ki = s− k and λ(c) = k +
∑
kiαi.
Next we recall and specialize [19], Lemma 10.4.
Lemma 13. Let p be a homogeneous quadratic vector field on Cr, and q 6= 0
a homogeneous vector field of degree s > 1 such that [p , q] = 0. Moreover
let c be such that p(c) = c 6= 0, with eigenvalues µ1, . . . , µr of Dp(c). (Since
2 is an eigenvalue with eigenvector c by homogeneity, we set µ1 = 2.) Then
there exist nonnegative integers ℓ, ℓ1, . . . , ℓr and some k ∈ {1, . . . , r} such
that
(35)
∑
ℓi + ℓ = s and
∑
ℓi µi + ℓ = µk.
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