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a b s t r a c t
Let L = {l1, l2, . . . , ls} be a set of s positive integers. Suppose that A = {A1, A2, . . . , Am}
and B = {B1, B2, . . . , Bm} are two collections of subsets of [n] = {1, 2, . . . , n} such that
|Ai ∩ Bj| ∈ Lwhenever i 6= j. If the set systems satisfy one of the following conditions:
(1) |Ai ∩ Bi| ∈ L implies Ai = Bi
(2) |Ai ∩ Bj| ≤ |Aj ∩ Bj| with equality possible only when |Ai ∩ Bi| > |Aj ∩ Bj| for i 6= j,
then we boundm as
m ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
This result extends Snevily’s theorem to crossL-intersecting two families.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Throughout the paper, we denote [n] = {1, 2, . . . , n} (sometimes we use X for [n]). A family F of subsets of [n] is called
intersecting if every pair of distinct subsets E, F ∈ F have a nonempty intersection. Let L = {l1, l2, . . . , ls} be a set of s
nonnegative integers. A family F of subsets of [n] is calledL-intersecting if |F1 ∩ F2| ∈ L for distinct members F1, F2 from
F . A family F is t-uniform if it is a collection of t-subsets of [n]. Thus, a t-uniform intersecting family is L-intersecting for
L = {1, 2, . . . , t − 1}.
In 1961, Erdős–Ko–Rado [9] proved the following classical result.
Theorem 1.1. Let n ≥ 2k and let F be a k-uniform intersecting family of subsets of [n]. Then |F | ≤
(
n−1
k−1
)
and the equality
holds if and only if F consists of all k-subsets containing a common element for n > 2k.
Since then,many results concerning intersecting families have appeared; see [1–17]. Among them, Frankl andWilson [11]
obtained the following celebrated result in 1981.
Theorem 1.2. Let L = {l1, l2, . . . , ls} be a set of s nonnegative integers. If F is anL-intersecting family of subsets of [n], then
|F | ≤
(n
s
)
+
(
n
s− 1
)
+ · · · +
(n
0
)
.
When the setL does not contain 0, Snevily proved the following theorem in 2003 [17].
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Theorem 1.3. Let L = {l1, l2, . . . , ls} be a set of s positive integers. If F is anL-intersecting family of subsets of [n], then
|F | ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
This bound is sharp as shown by taking all subsets of [n] of sizes at most s+ 1 which contain 1. Also it is easy to see that
Theorem 1.3 implies Theorem 1.2.
Here, we propose the following conjecture which, if true, would extend Snevily’s result (Theorem 1.3) to cross L-
intersecting two families. Results involving crossL-intersecting two families have been used to study k-wiseL-intersecting
families of subsets of [n] in [12,13] (where a k-wiseL-intersecting family is a family such that every k distinct members in
the family have the intersection size inL).
Conjecture 1.4. Let L = {l1, l2, . . . , ls} be a set of s positive integers. Suppose that A = {A1, A2, . . . , Am} and B = {B1, B2,
. . . , Bm} are two collections of subsets of [n] such that |Ai ∩ Bj| ∈ L whenever i 6= j. Then
m ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
Note that Conjecture 1.4 would imply the following conjecture that extends the Frankl–Wilson theorem (Theorem 1.2)
to cross intersecting two families.
Conjecture 1.5. Let L = {l1, l2, . . . , ls} be a set of s nonnegative integers. Suppose that A = {A1, A2, . . . , Am} and B = {B1,
B2, . . . , Bm} are two collections of subsets of [n] such that |Ai ∩ Bj| ∈ L whenever i 6= j. Then
m ≤
(n
s
)
+
(
n
s− 1
)
+ · · · +
(n
0
)
.
Füredi and Sudakov [12] proved that Conjecture 1.5 is true under an extra condition that |Ai ∩ Bi| 6∈ L for each i. In fact,
one can prove easily that Conjecture 1.4 is true under the condition |Ai ∩ Bi| 6∈ L for each i. In this paper, we will prove the
following results which confirm Conjecture 1.4 partially.
Theorem 1.6. Let L = {l1, l2, . . . , ls} be a set of s positive integers. Suppose that A = {A1, A2, . . . , Am} and B = {B1, B2,
. . . , Bm} are two collections of subsets of [n] such that |Ai ∩ Bj| ∈ L whenever i 6= j. If |Ai ∩ Bi| ∈ L implies Ai = Bi, then
m ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
Theorem 1.7. Let L = {l1, l2, . . . , ls} be a set of s positive integers. Suppose that A = {A1, A2, . . . , Am} and B = {B1, B2,
. . . , Bm} are two collections of subsets of [n] such that |Ai∩Bj| ∈ Lwhenever i 6= j. If |Ai∩Bj| ≤ |Aj∩Bj|with equality possible
only when |Ai ∩ Bi| > |Aj ∩ Bj| for i 6= j, then
m ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
Clearly, both Theorems 1.6 and 1.7 imply Theorem 1.3 by takingA = B.
2. Proof of Theorems 1.6 and 1.7
Throughout this section, we will use X to denote the set [n]when needed and use x = (x1, x2, . . . , xn) to denote a vector
of n variables with each variable xj taking values 0 or 1. A polynomial p(x) in variables xi, 1 ≤ i ≤ n, is called multilinear if
the power of each variable xi in each term is at most one. Clearly, if each variable xi takes only the values 0 or 1, then any
polynomial in variables xi, 1 ≤ i ≤ n, is multilinear since any positive power of a variable xi may be replaced by one. For a
subset F of [n], we define the characteristic vector of F to be the vector u = (u1, u2, . . . , un) ∈ Rn with uj = 1 if j ∈ F and
uj = 0 otherwise. In what follows, we will use vF to denote the characteristic vector of a subset F of [n].
Our proofs will use multilinear polynomials and are based on the ideas in [2,15–17].
To introduce two results of Snevily which we will use here, we first introduce the following notations and concepts
from [17]. We use
(
X
k
)
to denote all the k-element subsets of X = [n]. Let X∗ = {x1, x2, . . . , xn} be a collection of n variables
and for k ≥ 1, let
(
X∗
k
)
denote the set of all k-term multilinear monomials from X∗
(
e.g. x1x2 · · · xk ∈
(
X∗
k
))
. Let∑(X∗
k
)
=
∑
xi1 xi2 ···xik∈
(
X∗
k
) xi1xi2 · · · xik
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and let
(
X∗
0
)
= 1. Given a setL = {l1, l2, . . . , łs} of nonnegative integers, define
gL(y) =
∏
1≤i≤s
(y− li).
By a change of basis, we may write gL(y) in the form
gL(y) =
s∑
j=0
cj
(
y
j
)
,
where c0, c1, . . . , cs are real numbers independent of y, and are called the coefficients ofL.
Let
g∗L(x) = cs
∑(X∗
s
)
+ cs−1
∑( X∗
s− 1
)
+ · · · + c0
where the coefficients cj are the coefficients of L and x = (x1, x2, . . . , xn). Note that g∗L(vF ) = gL(|F |), where vF is the
characteristic vector of F .
Let H = {H1,H2, . . . ,Ht} be an L-intersecting family of subsets of X . For each Hi = {i1, i2, . . . , ik} ∈ H , let
H∗i = {xi1 , xi2 , . . . , xik} be a collection of variables, where xij ∈ H∗i if and only if ij ∈ Hi. For h ≥ 1, let
(
H∗i
h
)
denote the
set of all h-term multilinear polynomials from H∗i . Define
(
H∗
0
)
= 1.
Using the same coefficients as in g∗L(x), define
g∗Hi(x) = cs
∑(H∗i
s
)
+ cs−1
∑( H∗i
s− 1
)
+ · · · + c0,
where x = (x1, x2, . . . , xn).
Note that, since H = {H1,H2, . . . ,Ht} is L-intersecting, we have g∗Hi(vHi) = g∗L(vHi) = gL(|Hi|) and g∗Hi(vHj) =
gL(|Hi ∩ Hj|) = 0 for all i 6= j.
The following two lemmas are Claim 1 and Claim 2 in [17].
Lemma 2.1. The coefficients of L, c0, c1, . . . , cs, alternate in sign and so ci 6= 0 for each i.
Lemma 2.2. Let L = {l1, l2, . . . , łs} be a set of s positive integers and H = {H1,H2, . . . ,Ht} be an L-intersecting family of
subsets of [n]. Then g∗H1(x), g∗H2(x), . . . , g∗Ht (x) are linearly independent.
Proof of Theorem 1.6. Without loss of generality, we may assume that n 6∈ Ai for i ≤ b and n ∈ Ai for i > b. For each
Bi ∈ B, we define a multilinear polynomial fBi(x) of degree at most s in the following three cases:
(1) For each Bi with |Ai ∩ Bi| 6∈ L, we define
fBi(x) =
s∏
j=1
(vBi · x− lj).
Then it follows from the assumption that fBj(vAi) = 0 if and only if i 6= j as vBj · vAi = |Ai ∩ Bj| ∈ L.
(2) For each Biwith i ≤ b (i.e., n 6∈ Ai) and |Ai∩Bi| ∈ L, we define fBi(x) = g∗Bi(x). Then fBj(vAi) = g∗Bj(vAi) = gL(|Ai∩Bj|) =
0 for i 6= j.
(3) For each Bi with i > b (i.e., n ∈ Ai) and |Ai ∩ Bi| ∈ L, we define
fBi(x) =
∏
lj<|Bi|
(vBi · x− lj).
Then fBi(vBi) 6= 0 for each i > bwith |Ai ∩ Bi| ∈ L.
LetQ be the family of subsets of [n]with size at most swhich contain n. Then |Q| =∑s−1i=0 ( n−1i ). For each L ∈ Q, define
qL(x) = (1− xn)
∏
j∈L,j6=n
xj.
Then each qL(x) is a multilinear polynomial of degree at most s.
We now proceed to show that the polynomials in
{fBi(x)|1 ≤ i ≤ m} ∪ {qL(x)|L ∈ Q}
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are linearly independent. Suppose that we have a linear combination of these polynomials that equals zero:
m∑
i=1
αifBi(x)+
∑
L∈Q
βLqL(x) = 0. (2.1)
Claim 1. αi = 0 for each i > bwith |Ai ∩ Bi| ∈ L.
Suppose, to the contrary, that i′ > b is a subscript such that |Ai′∩Bi′ | ∈ L and αi′ 6= 0, and for any other j > bwith αj 6= 0
and |Aj∩Bj| ∈ L, |Ai′∩Bi′ | ≤ |Aj∩Bj|. Since i′ > b, n ∈ Ai′ which implies that qL(vAi′ ) = 0 for every L ∈ Q. By the assumption
and definition of fBj(x), we have fBj(vAi′ ) = 0 for j ≤ b or |Aj∩Bj| 6∈ L. Moreover, for each j > bwith αj 6= 0 and |Aj∩Bj| ∈ L,
by the condition that |Ai ∩ Bi| ∈ L implies Ai = Bi, we have Aj = Bj and Ai′ = Bi′ . From the choice of i′, |Bi′ | ≤ |Bj| which
imply that for each j 6= i′ with |Aj ∩ Bj| ∈ L, |Ai′ ∩ Bj| = |Bi′ ∩ Bj| < |Bj| and so fBj(vAi′ ) = 0 (see the definition of fBj(x)
in (3)). Thus, by evaluating Eq. (2.1) with x = vAi′ , we obtain that αi′ fBi′ (vAi′ ) = 0. Since fBi′ (vAi′ ) = fBi′ (vBi′ ) 6= 0, we have
αi′ = 0, a contradiction. Thus, Claim 1 holds.
Claim 2. αi = 0 for each i > bwith |Ai ∩ Bi| 6∈ L.
Suppose, to the contrary, that i′ is a subscript such that i′ > b, |Ai′ ∩ Bi′ | 6∈ L, and αi′ 6= 0. Again, since n ∈ Ai′ , we have
qL(vAi′ ) = 0 for every L ∈ Q. By the definition of fBj(x), we have fBj(vAi′ ) = 0 for j 6= i′. Thus, evaluating Eq. (2.1) with x = vAi′
yields αi′ fBi′ (vAi′ ) = 0. Since |Ai′ ∩ Bi′ | 6∈ L, fBi′ (vAi′ ) 6= 0 and so αi′ = 0, a contradiction. Thus, the claim is verified.
Claim 3. βL = 0 for each L ∈ Q.
By Claims 1 and 2, we obtain
b∑
i=1
αifBi(x)+
∑
L∈Q
βLqL(x) = 0. (2.2)
Rewrite Eq. (2.2) as[
b∑
i=1
αifBi(x)+
∑
L∈Q
βLq′L(x)
]
−
(∑
L∈Q
βLq′L(x)
)
xn = 0, (2.3)
where q′L(x) =
∏
j∈L,j6=n xj. Note that since n 6∈ Ai for i ≤ b, xn does not appear in the first parentheses of Eq. (2.3). Setting
xn = 0 in Eq. (2.3) gives us
b∑
i=1
αifBi(x)+
∑
L∈Q
βLq′L(x) = 0
and (∑
L∈Q
βLq′L(x)
)
xn = 0.
By setting xn = 1, we obtain∑
L∈Q
βLq′L(x) = 0.
It is not difficult to see that the polynomials q′L(x), L ∈ Q, are linearly independent. Therefore, we conclude that βL = 0 for
each L ∈ Q.
Claim 4. αi = 0 for each i ≤ bwith |Ai ∩ Bi| 6∈ L.
By Claims 1–3, we now have
b∑
i=1
αifBi(x) = 0. (2.4)
Similar to Claim 2, Claim 4 follows.
Up until now, we have derived that∑
i≤b,|Ai∩Bi|∈L
αifBi(x) = 0. (2.5)
By the assumptions of the theorem, the family {Bi|i ≤ b and |Ai ∩ Bi| ∈ L} isL-intersecting. It follows from Lemma 2.2 that
fBi(x) = g∗Bi(x), i ≤ b and |Ai ∩ Bi| ∈ L, are linearly independent.
In summary, we have shown that the polynomials in
{fBi(x)|1 ≤ i ≤ m} ∪ {qL(x)|L ∈ Q}
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are linearly independent. Since the set of all monomials in variables xi, 1 ≤ i ≤ n, of degree at most s forms a basis for the
vector space of multilinear polynomials of degree at most s, it follows that
m+ |Q| = m+
s−1∑
i=0
(
n− 1
i
)
≤
s∑
i=0
(n
i
)
which implies that
m ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
This completes the proof of the theorem. 
To prove Theorem 1.7, we need the following Lemma which is a variation of Lemma 8 in [16]. LetA = {A1, A2, . . . , Am}
and B = {B1, B2, . . . , Bm} be two collections of subsets of X = [n]. With each Ai ∈ A, we associate a real variable zi,
and with each Bj ∈ B, we associate a real variable yj. Set z = (z1, z2, . . . , zm) and y = (y1, y2, . . . , ym). For E ⊆ X , let
LAE (z) =
∑
i:E⊆Ai zi and L
B
E (y) =
∑
i:E⊆Bi yi.
Lemma 2.3. Let L = {l1, l2, . . . , ls} be a set of s positive integers. Suppose that A = {A1, A2, . . . , Am} and B = {B1, B2,
. . . , Bm} are two collections of subsets of X = [n] such that |Ai ∩ Bj| ∈ L whenever i 6= j. Then
s∑
h=0
ch
∑
E∈
(
X
h
) LAE (z)LBE (y) =
m∑
j=1
gL(|Aj ∩ Bj|)zjyj.
Proof. Clearly, we have
LAE (z)L
B
E (y) =
m∑
i,j=1
∑
E⊂Ai∩Bj
ziyj.
Thus
s∑
h=0
ch
∑
E∈
(
X
h
) LAE (z)LBE (y) =
m∑
j=1
s∑
h=0
ch
( |Aj ∩ Bj|
h
)
zjyj +
m∑
i,j=1;i6=j
s∑
h=0
ch
( |Ai ∩ Bj|
h
)
ziyj
=
m∑
j=1
gL(|Aj ∩ Bj|)zjyj +
m∑
i,j=1;i6=j
gL(|Ai ∩ Bj|)ziyj
=
m∑
j=1
gL(|Aj ∩ Bj|)zjyj
because gL(|Ai ∩ Bj|) = 0 for i 6= j. 
The following lemma is an extension of Lemma 2.2 to two families. The proof is based heavily on the proof of Theorem 9
part (a) in [16].
Lemma 2.4. Let L = {l1, l2, . . . , ls} be a set of s positive integers. Suppose that A = {A1, A2, . . . , Am} and B = {B1, B2,
. . . , Bm} are two collections of subsets of [n] such that |Ai∩Bj| ∈ Lwhenever i 6= j. If |Ai∩Bj| ≤ |Aj∩Bj|with equality possible
only when |Ai ∩ Bi| > |Aj ∩ Bj| for i 6= j, then g∗B1(x), g∗B2(x), . . . , g∗Bm(x) are linearly independent.
Proof. Suppose we have the following linear combination of the g∗Bi(x)’s that equals zero.
α1g∗B1(x)+ α2g∗B2(x)+ · · · + αmg∗Bm(x) = 0. (2.6)
Let α = (α1, α2, . . . , αm) and LBE (α) =
∑
i:E⊆Bi αi for E ⊆ X = [n]. Let E = {i1, i2, . . . , ir} be an arbitrary subset of X with|E| = r ≤ s. Then the coefficient of xi1xi2 · · · xir on the left side of Eq. (2.6) is equal to crLBE (α) while the right-hand side of
Eq. (2.6) is zero. It follows that crLBE (α) = 0. By Lemma 2.1, cr 6= 0 which implies LBE (α) = 0. Thus we have derived that
α = (α1, α2, . . . , αm) is a solution to the following system:
(S) LBE (α) = 0 for all E ⊆ X with 0 ≤ |E| ≤ s.
Now, since |Ai ∩ Bj| ≤ |Aj ∩ Bj| with equality possible only when |Ai ∩ Bi| > |Aj ∩ Bj| for i 6= j, by applying Lemma 2.3 and
similar to the proof of Theorem 9 part (a) in [16], we see that the system (S) has only the trivial solution. Therefore we have
αi = 0 for each i ≤ m and the lemma follows. 
The following proof for Theorem 1.7 is alone the same line as the proof of Theorem 1.6.
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Proof of Theorem 1.7. Without loss of generality, we may assume that n 6∈ Ai for i ≤ b and n ∈ Ai for i > b. For each
Bi ∈ B, we define a multilinear polynomial fBi(x) of degree at most s in the following two cases:
(1) For each Bi with i ≤ b (i.e., n 6∈ Ai), we define fBi(x) = g∗Bi(x). Then fBj(vAi) = g∗Bj(vAi) = gL(|Ai ∩ Bj|) = 0 for i 6= j.
(2) For each Bi with i > b (i.e., n ∈ Ai), we define
fBi(x) =
∏
lj<|Ai∩Bi|
(vBi · x− lj).
Then fBi(vAi) 6= 0 for each i > b.
LetQ be the family of subsets of [n]with size at most swhich contain n. Then |Q| =∑s−1i=0 ( n−1i ). For each L ∈ Q, define
qL(x) = (1− xn)
∏
j∈L,j6=n
xj.
Then each qL(x) is a multilinear polynomial of degree at most s.
We now proceed to show that the polynomials in
{fBi(x)|1 ≤ i ≤ m} ∪ {qL(x)|L ∈ Q}
are linearly independent. Suppose that we have a linear combination of these polynomials that equals zero:
m∑
i=1
αifBi(x)+
∑
L∈Q
βLqL(x) = 0. (2.7)
Claim 1. αi = 0 for each i > b.
Suppose, to the contrary, that i′ > b is a subscript such thatαi′ 6= 0 and for any other j > bwithαj 6= 0, |Ai′∩Bi′ | ≤ |Aj∩Bj|.
Since i′ > b, n ∈ Ai′ which implies that qL(vAi′ ) = 0 for every L ∈ Q. By the assumption, we have fBj(vAi′ ) = 0 for j ≤ b.
Moreover, for each j > bwith αj 6= 0, we have |Ai′ ∩ Bi′ | ≤ |Aj ∩ Bj| and so |Ai′ ∩ Bj| < |Aj ∩ Bj| by the assumption. It follows
that fBj(vAi′ ) = 0 (see the definition of fBj(x) in (2)). Thus, by evaluating Eq. (2.7) with x = vAi′ , we obtain thatαi′ fBi′ (vAi′ ) = 0.
Since fBi′ (vAi′ ) 6= 0, we have αi′ = 0, a contradiction. Thus, Claim 1 holds.
Claim 2. βL = 0 for each L ∈ Q.
By Claim 1, we have
b∑
i=1
αifBi(x)+
∑
L∈Q
βLqL(x) = 0. (2.8)
Similarly to Claim 3 in the proof of Theorem 1.6, we conclude that βL = 0 for each L ∈ Q.
Thus, we have derived that
b∑
i=1
αifBi(x) = 0. (2.9)
It follows from Lemma 2.4 that fBi(x) = g∗Bi(x), i ≤ b, are linearly independent.
In summary, we have shown that the polynomials in
{fBi(x)|1 ≤ i ≤ m} ∪ {qL(x)|L ∈ Q}
are linearly independent. It follows that
m+ |Q| = m+
s−1∑
i=0
(
n− 1
i
)
≤
s∑
i=0
(n
i
)
which implies that
m ≤
(
n− 1
s
)
+
(
n− 1
s− 1
)
+ · · · +
(
n− 1
0
)
.
This completes the proof of the theorem. 
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