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РЕФЕРАТ 
 
Выпускная квалификационная работа по теме «Выявление дубликатов 
документов для идентификации пациентов в  медицинских информационных 
системах» содержит 39 страниц текстового документа, 4 рисунка, 2 таблицы, 1 
приложение, 16 использованных источников. 
АНАЛИЗ ДАННЫХ, ДУБЛИКАТЫ, СКЕТЧИ ДОКУМЕНТОВ, АЛГО-
РИТМЫ ШИНГЛИРОВАНИЯ, МЕДИЦИНСКИЕ ИНФОРМАЦИОННЫЕ 
СИСТЕМЫ.  
Цель работы: разработка алгоритмов и программ выявления дубликатов 
текстовых документов, используемых для идентификации пациентов в регио-
нальной медицинской информационной системе (РМИС).  
В работе сформулирована задача выявления дубликатов структурирован-
ных документов. Определены причины возникновения дубликатов электронных 
медицинских карт (ЭМК) пациентов, составляющих значительную часть базы 
данных РМИС и на основании которых осуществляется идентификация паци-
ентов. Поставленная задача решена с помощью метода шинглирования, моди-
фицированного с учетом специфики ЭМК и причин возникновения дубликатов 
ЭМК. Дубликаты выявляются на основе кратких числовых образов сравнивае-
мых документов. Созданы алгоритмы и программа формирования краткого об-
раза документа и выявления дубликатов ЭМК. Выполнены вычислительные 
эксперименты. 
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ВВЕДЕНИЕ 
 
Региональная медицинская информационная система (РМИС) – это еди-
ная информационная база медицинского обслуживания пациентов всех клиник 
некоторого региона. В настоящее время такие системы создаются и внедряются 
во многих регионах Российской федерации, включая Красноярский край. База 
данных РМИС включает в себя фонд электронных медицинских карт (ЭМК) 
пациентов, единый регистр застрахованных лиц (РСЛ), архив медицинских до-
кументов (результатов функциональной диагностики, лабораторных исследова-
ний и др.). Вся эта информация поступает из различных источников, не гаран-
тирующих полноту указания основных демографических данных и отсутствие 
опечаток, неточностей. В результате сведения, относящиеся к истории болезни 
одного и того же пациента, в РМИС могут быть привязаны к различным доку-
ментам (ЭМК или записям РСЛ), которые в основном совпадают, но все же 
имеют некоторые различия. Такие документы принято называть почти дублика-
тами или просто дубликатами. Два документа считаются дубликатами, если не-
которая количественная оценка их сходства превышает определённый порог. 
Наличие дубликатов в РМИС затрудняет идентификацию пациентов, а в 
ряде случаев может привести к серьёзным последствиям. Поэтому корректная 
идентификация пациентов  одна из ключевых задач при эксплуатации РМИС. 
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Основным препятствием для успешного решения описанной выше про-
блемы является очень большой объем (порядка нескольких миллионов) храни-
мых в РМИС документов, каждый из которых может содержать несколько тысяч 
символов. Такой объем данных делает практически невозможным (в разумное 
время) непосредственное попарное сравнение ЭМК. Одним из путей решения 
этой проблемы в настоящее время является разработка методов создания крат-
ких образов (скетчей) документов для последующей обработки. 
Объектом исследования выпускной квалификационной работы являются 
методы формирования кратких образов текстовых документов, а предметом ис-
следования – выявление дубликатов документов в РМИС на основе их кратких 
образов. Методы исследования: методы анализа текстовых данных. 
Цель работы: разработка алгоритмов и программ выявления дубликатов 
текстовых документов, используемых для идентификации пациентов в РМИС.  
Для достижения поставленной цели в работе необходимо 
 сформулировать задачу выявления дубликатов структурированных до-
кументов; 
 изучить основные особенности ЭМК пациента, выявить демографиче-
ские признаки, по которым осуществляется идентификация пациентов, 
установить причины возникновения дубликатов ЭМК; 
 изучить известные методы и средства выявления дубликатов структу-
рированных документов и исследовать возможности их применения в 
РМИС; 
 разработать модель краткого образа документа, алгоритмы и програм-
му её формирования;  
 разработать алгоритм и программу выявления дубликатов ЭМК; 
 выполнить вычислительные эксперименты. 
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Выпускная квалификационная работа состоит из введения, четырех раз-
делов, заключения, списка использованных источников и приложения. В разде-
ле 1 приводятся формулировка задачи и краткий обзор методов ее решения. 
Раздел 2 посвящен установлению особенностей заполнения ЭМК и идентифи-
кации пациентов в РМИС. В разделах 3, 4 представлены разработанные алго-
ритмы и программы выявления дубликатов ЭМК, также приведены результаты 
вычислительных экспериментов. В приложении приведен текст программ. 
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1 Постановка задачи 
 
1.1 Уровни структуризации данных 
 
В связи с разнообразием видов документов в информационных системах 
выделяют несколько категорий данных по степени структурированности: не-
структурированные, слабоструктурированные и структурированные данные.  
Неструктурированные данные не имеют структуры. Их обработка подра-
зумевает выделение определённых маркеров, которые в дальнейшем можно ис-
пользовать для определения содержания и уникальности документа.  
Слабоструктурированные данные имеют определенную структуру. Одна-
ко эта структура может быть нерегулярной и динамически изменяться. Для сла-
боструктурированных данных требуется выделение структуры и содержания 
документа. 
Структурированные данные обладают регулярной статической структу-
рой. В этом случае требуется лишь выделение содержания документа. Возмож-
но непосредственное сравнение документов с применением метрик сходства. 
 
1.2 Формулировка задачи выявления дубликатов  
структурированных документов 
 
Введем необходимые понятия и обозначения. 
Документ d можно определить как пару d =  R, V , где R  структура до-
кумента, V  содержание (информационное наполнение) документа.  
Отдельный документ d =  R, V  с конкретно заданным информационным 
наполнением V часто называют записью. 
Структура R документа d =  R, V  определяется схемой данных, которая 
не изменяется в течение времени и отражает, прежде всего, состав структурных 
элементов документа (полей записи) и порядок их следования в документе.  
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Документ может иметь линейную и иерархическую структуру. Простей-
шей является линейная структура, которую можно представить в виде упорядо-
ченного набора структурных элементов: R = (A1, …, Aj, ..., An), где Aj  это j-ый 
элемент, для которого определены идентификатор IDj и множество допустимых 
значений Xj (например, через тип данных). Считается, что в линейной структуре 
каждый элемент Aj =IDj, Xj представляет некоторое атомарное (неделимое) 
свойство объектов, описываемых в документах рассматриваемой предметной 
области.  
Коллекция документов – линейно упорядоченное множество из m доку-
ментов  
D = {di =  R, Vi : i = 1, …, m}, 
имеющих фиксированную структуру R = (A1, …, Aj, ..., An) и одинаковую тема-
тическую направленность содержаний.  
Информационное наполнение документа di =  R, Vi  из заданной коллек-
ции D – это задание для каждого j-го элемента из (A1, …, Aj, ..., An) конкретного 
значения xij согласно определенного для него множества Xj допустимых значе-
ний: 
Vi = (xi1, …, xij, …, xin). 
Если в каждое Xj (j = 1, …, n) внести символ Ʌ (пустое поле), то можно 
считать, что структура всякого документа из рассматриваемой коллекции D 
строго фиксирована даже тогда, когда заполнение некоторых полей необяза-
тельно.  
Задачу выявления дубликатов документов с линейной структурой можно 
сформулировать следующим образом. 
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Для выявления дубликатов необходимо выбрать меру сходства (di, dk) 
между соответствующими n-мерными векторами  
(xi1, …, xij, …, xin), (xk1, …, xkj, …, xkn) 
документов di, dk  D.  
Для сравнения документов используют различные меры сходства и разли-
чия [1, 3, 5, 7, 9, 15, 16]. Для сравнения кратких образов документов получен-
ных методом шинглирования чаще всего применяется мера Жаккара [1316]. 
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1.3 Средства и методы выявления дубликатов 
 
На практике для решения задачи выявления дубликатов в структуриро-
ванных документах в качестве программных средств используются готовые 
аналитические текстовые процессоры и статистические модули, такие как 
Microsoft Excel, InterSystem MPRL и Statistica, либо самописные программные 
решения. Укажем основные плюсы и минусы данных средств.  
Программные комплексы: 
− плюсы: простота работы, скорость получения решения, удобное пред-
ставление результатов; 
− минусы: необходимость подготовки данных, их выборка из базы данных; 
− ограниченность используемых методов, сложность учёта нюансов пред-
метной области;  
Самописные решения: 
− плюсы: учет всех особенностей предметной области, гибкая настройка 
параметров используемых алгоритмов,  возможность  использования пря-
мого доступа к данным; 
− минусы: трудоёмкость, большие временные затраты на создание и под-
держку. 
Выбор  программных средств и методов в каждом конкретном случае за-
висит от особенностей предметной области (степени структурированности до-
кументов, причин возникновения дубликатов и т. п.),  от постановки задачи (ка-
кие дубликаты представляют интерес и для каких целей они выявляются). 
В программных продуктах чаще всего реализуются детерминированные и 
вероятностные методы, которые можно разделить на две группы [4, 614, 16]:  
− методы, основанные на мере сходства сравниваемых документов целиком,  
− методы, основанные на мере сходства кратких числовых образов сравни-
ваемых документов.  
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Последние подразделяются на синтаксические методы (они ориентируют-
ся на последовательность сочетаний букв текста) и лексические методы (они 
исходят из установленного словарного запаса слов). К синтаксическим методам 
относится шинглирование.  
Согласно методу шинглирования документ, очищенный от разметки, про-
белов и знаков препинания, сначала представляется набором всех подцепочек 
последовательных слов (символов) определённой длины. Такие подцепочки, 
выбираемые с определенным сдвигом по линейной структуре текста, называют 
шинглами (от англ. shingle – черепица, чешуйка). Каждому шинглу сопоставля-
ется хеш-код, при выборе которого обеспечиваются следующие важные свойст-
ва: равенство шинглов гарантирует равенство хеш-кодов, а равенство хеш-кодов 
говорит о высоком сходстве шинглов. Сравнение документов сводится к срав-
нению хеш-кодов документов, формируемых их хеш-кодов выделенных шинг-
лов [14]. 
Метод шинглирования используется во многих системах определения 
сходства документов, а также в таких поисковых системах как Google и 
AltaVista. Примечательно, что в этих приложениях данный метод применяется 
для выявления дубликатов неструктурированных документов, представленных 
строками очень большого размера [14, 15]. 
Основной проблемой выявления дубликатов в РМИС является очень 
большой объем хранимых данных. Огромное число хранимых документов де-
лает практически невозможным (в разумное время) непосредственное попарное 
сравнение ЭМК. Для решения этой проблемы можно использовать метод шинг-
лирования для создания кратких образов (скетчей) ЭМК.  
В бакалаврской работе метод шинглирования выбран для сравнения стро-
го структурированных частей ЭМК и модифицирован с учетом особенностей 
содержания и заполнения ЭМК. 
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2 Особенности решения задачи в РМИС 
 
2.1 Структура ЭМК 
 
Электронная медицинская карта пациента – электронный документ с ие-
рархической структурой (рисунок 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Первый уровень ЭМК строго структурирован и содержит фиксированный 
набор признаков заданных в определенном порядке. Поэтому для выявления 
дубликатов ЭМК в первую очередь целесообразно использовать именно первый 
уровень ЭМК, т. е. демографические признаки. 
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2.2 Состав демографических признаков и причины возникновения 
дубликатов 
 
Структурными элементами ЭМК, используемыми  в РМИС для иденти-
фикации пациентов, являются следующие демографические признаки:   
 
 
 
 
 
 
Причинами возникновения дубликатов являются следующие особенности 
заполнения ЭМК [11]: 
1) темпоральность данных, в частности смена фамилии, имени или отчества 
пациента; 
2) отсутствие стандартов на ведение ЭМК и как следствие 
− неполнота данных, т. е. отсутствие отдельных значений, 
− несоответствие значений в разных системах; 
3) ошибки при вводе данных, такие как 
− опечатки, орфографические ошибки, перестановка полей, 
− ввод чужих данных (например, сведений о родителях вместо сведений 
о ребенке); 
4) непосредственное дублирование записей (ввод сведений об одном и том 
же пациенте в разные базы данных различных лечебных учреждений). 
С учётом этих особенностей необходимо решать задачу выделения дубли-
катов ЭМК по набору демографических признаков. 
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3 Алгоритмы поиска дубликатов ЭМК 
 
3.1 Схема реализации метода шинглирования 
 
Шинглирование  метод создания кратких образов (скетчей) текстовых 
документов и установление сходства документов на основе их скетчей.   
Метод предполагает выполнение одного или нескольких этапов в сле-
дующем порядке. 
1. Канонизация документа  очистка от разметки, пробелов и знаков пре-
пинания и др. В результате документ представляется строкой символов.  
2. Алгоритм Shingles – разбиение строки, представляющей исходный доку-
мент, на подцепочки символов (шинглы) заданной длины, выбираемые 
с определенным сдвигом по линейной структуре этой строки. В результа-
те документу сопоставляется набор шинглов. 
3. Алгоритм MinHash    сопоставление набору шинглов, отвечающему ис-
ходному документу,  сигнатуры или краткого числового образа. Для фор-
мирования сигнатуры возможно использование большого числа хеш-
функций. Таким образом, после выполнения этого этапа  исходному до-
кументу сопоставляется числовой скетч. 
Сравниваемые документы проходят одинаковое число этапов. После вы-
полнения каждого из этих этапов возможно определение и вычисление некото-
рой меры сходства документов (путем  сравнения строк, набора шинглов или 
сигнатур).  
Подробные описания выполнения этапов метода шинглирования и осо-
бенности их реализации применительно к ЭМК приведены далее в подразделах 
3.2  3.5 бакалаврской работы.  
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3.2 Канонизация ЭМК 
 
Известно, что метод шинглирования наиболее эффективен при сравнении 
длинных строк [7, 12]. Метод шинглирования широко применяется в поисковых 
системах при обработке Web-документов. Применение метода шинглирования в 
РМИС требует учета структуры ЭМК, особенностей ее заполнения и причин 
возникновения ЭМК.  
Так, в РМИС не требуется очистка ЭМК. Поэтому канонизация ЭМК 
включает в себя только формирование строки путем конкатенации полей и ее 
удлинение определенным образом. Удлинение строки способствует увеличению 
эффективности метода шинглирования. Подобной канонизации подвергаются 
оба сравниваемых документа (рисунок 2). 
 
Рисунок 2 – Схема канонизации сравниваемых документов 
 
Полученные после канонизации строки str1, str2 можно сравнивать с по-
мощью любой строковой меры, например расстояния Левенштейна. Нужно за-
метить, что для соответствия условиям задачи необходимо преобразование ме-
ры расстояния в меру сходства, например с помощью нормировки. Расстояние 
Левенштейна может быть вычислено с помощью метода динамического про-
граммирования за время O(n1n2), где n1 и n2  длины сравниваемых строк [2]. 
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3.3 Алгоритм Shingles 
 
Алгоритм Shingles разработан А. Бродером [14] как продолжение идеи 
У. Манбера о поиске дубликатов. Для построения образа документа алгоритм 
использует разбиение текста на шинглы, и последующее сопоставление наборов 
шинглов для сравниваемых текстов. 
Алгоритм позволяет выявлять почти дубликаты строк, возникающие при 
перестановке соседних символов. Это достигается за счёт разбиения строк на 
пересекающиеся шинглы, сравниваемые независимо. В результате при переста-
новке символов в строке различными окажутся всего несколько шинглов и мера 
сходства Жаккара (определение этой меры см. ниже) изменится незначительно. 
Алгоритм Shingles имеет два параметра: len  длина шингла,  ofs  сме-
щение.  
На вход алгоритма Shingles  подаются значения этих параметров, а так же 
исходная строка символов и её длина. На выходе алгоритм выдаёт массив шинг-
лов, выделенных из исходной строки. Описание алгоритма Shingles приведено 
ниже. 
Алгоритм Shingles 
Вход: str  строка символов длины n, len  длина шингла, ofs  смещение 
Выход: shingles  массив шинглов, выделенных из исходной строки 
Пусть count ← 1 
Для i с 1 до n шаг ofs  
 shingles[count] ← «» // Формирование пустой строки 
 l = MIN(n - i + 1, len) // Длина шингла с номером count  
 Для j с 1 до l 
  shingles[count] ← shingles[count] + str[i + j] 
 count ← count + 1 
Вывод shingles 
 
Число шинглов N, получаемых в результате выполнения данного алгорит-
ма, не превышает n  длины исходной строки str. Из структуры алгоритма 
Shingles видно, что время его выполнения составляет O(n2). 
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Для того чтобы установить меру сходства строк str1, str2 длины n1 и n2 со-
ответственно, необходимо выполнить шинглирование этих строк с одинаковы-
ми параметрами len и ofs (рисунок 3). 
 
 
Рисунок 3   Построение наборов шинглов для сравниваемых документов 
 
Затем к результатам шинглирования применить меру Жаккара:  
 
где N12 – число общих шинглов в наборах, построенных для сравниваемых 
строк str1, str2. Заметим, что вычисление меры Жаккара сводится к вычислению 
числа общих элементов двух конечных множеств и может быть выполнено за 
время O(N log N), где  N = max{N1, N2}.  
 
3.4 Алгоритм MinHash 
 
Алгоритм MinHash также разработан А. Бродером [15], как продолжение 
алгоритма  Shingles для уменьшения времени затрачиваемого на сравнение об-
разов различных текстов и уменьшения количества занимаемой памяти. После 
обработки текста алгоритмом шинглирования алгоритм MinHash осуществляет 
вычисление хеш-функций и отбор их минимальных значений.  
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Алгоритм MinHash использует h хеш-функций. Каждой хеш-функции ста-
вит в соответствие число – наименьшее ее значение для всех шинглов иссле-
дуемой строки. Полученный в результате вектор длины h образует сигнатуру 
или краткий числовой образ документа.  
На вход алгоритма MinHash подаётся массив шинглов длины N. На выхо-
де алгоритм выдаёт одномерный массив (вектор) хеш-кодов длины h, т. е. сигна-
туру или краткий числовой образ документа. Описание алгоритма MinHash 
приведено ниже. 
Алгоритм MinHash 
Вход: shingles – массив шинглов длины N 
Выход: hashes – массив хеш-кодов длины h 
Пусть F ← массив хеш-функций алгоритма длины h 
Для j с 1 до h 
hashes[j] ← макс. значение 
Для i с 1 до N 
Для j с 1 до h 
hashes[j] ← min{hashes[j], Fj (shingles [i])} 
Вывод hashes 
 
Алгоритм MinHash использует одинаковый набор хеш-функций в задан-
ном порядке для обработки всего множества текстов, поэтому список хеш-
функций обычно является частью реализации алгоритма.  
Сравнение документов осуществляется по значениям векторов hashes1 и 
hashes2, построенных алгоритмом MinHash с использованием одного и того же 
состава хеш-функций Fj, j = 1, …, h (рисунок 4). Построенные векторы hashes1 и 
hashes2 всегда имеют одинаковую длину, равную h. 
При выявлении дубликатов в РМИС в алгоритм MinHash встроено 60 
хеш-функций. 
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Рисунок 4 – Формирование сигнатур сравниваемых документов 
В качестве меры сходства сравниваемых документов традиционно ис-
пользуется доля совпадающих значений hashes1 и hashes2 , сформированных для 
1-го и 2-го документов соответственно. Вычисление такой меры можно описать 
следующим алгоритмом. 
Алгоритм MinHashCmp 
Вход: hashes1, hashes2 – массивы хешей длины h 
Выход: res   значение меры сходства 
Пусть count ← 0 
Для i с 1 до h 
 если hashes1[i] = hashes2[i] тогда 
  count ←count +1 
res ← count / h 
Вывод res 
 
Экспериментально установлено [16], что значение этой меры приближен-
но равно мере Жаккара с относительной погрешностью 1/h2. Время вычисления 
меры составляет O(h) или O(1), где h – число используемых хеш-функций.  
При выявлении дубликатов в РМИС вычисление меры сходства сигнатур 
документов осуществляется по алгоритму MinHashCmp. 
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3.5 Алгоритм Sketch формирования краткого образа ЭМК  
 
Для выявления дубликатов ЭМК алгоритмы, составляющие метод шинг-
лирования, были усовершенствованы.  
 
 
 
 
 
 
 
 
 
 
 
Заметим, что алгоритмы, реализующие этапы метода шинглирования и 
вычисление мер сходства, являются полиномиальными. Их время выполнения 
оценивается как O(n1n2), где n1 и n2  длины строк str1, str2 сравниваемых доку-
ментов. Все усовершенствования этих алгоритмов, учитывающие особенности 
решения задачи в РМИС, не меняют вычислительную сложность этих алгорит-
мов. В целом трудозатраты на создание кратких числовых образов оказываются 
оправданными, так как позволяют вместо прямого сравнения строк str1, str2 за 
время O(n1n2) применять сравнение их кратких образов за время O(1).   
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4 Экспериментальные исследования 
 
4.1 Описание программы 
 
В бакалаврской работе разработана программа MIS_Shingle_Dedup, реа-
лизующая алгоритмы Sketch, Shingles,  MinHash,  MinHashCmp для выявления 
дубликатов ЭМК со структурой, описанной в разделе 2. 
Входные данные программы имеют вид: 
 
 
 
 
Выходные данные имеют вид, представленный в таблицах 1, 2. 
Программа написана на языке C++ с использованием библиотеки OpenMP 
и состоит из нескольких модулей: 
– модуль считывания и канонизации данных, 
– модуль, реализующий алгоритм Shingles, 
– модуль, реализующий алгоритм MinHash, 
– модуль сравнения кратких образов ЭМК. 
Текст программы MIS_Shingle_Dedup представлен в приложении А. 
 
4.2 Результаты вычислительных экспериментов 
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ЗАКЛЮЧЕНИЕ 
 
В бакалаврской работе проведено исследование задачи выявления дубли-
катов текстовых документов, используемых в РМИС.  
В работе сформулирована задача выявления дубликатов структурирован-
ных документов. Определены причины возникновения дубликатов ЭМК паци-
ентов, составляющих значительную часть базы данных РМИС и на основании 
которых осуществляется идентификация пациентов. Поставленная задача ре-
шена с помощью метода шинглирования, модифицированного с учетом специ-
фики ЭМК и причин возникновения дубликатов ЭМК. Дубликаты выявляются 
на основе кратких числовых образов сравниваемых документов. Созданы алго-
ритмы и программа формирования краткого образа документа и выявления дуб-
ликатов ЭМК. Выполнены вычислительные эксперименты. 
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