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Zadanie bakala´rskej pra´ce
1. Zozna´mte sa s kartou COMBO6 a technolo´giou Virtex-II od firmy Xilinx.
2. Nasˇtudujte problematiku generovania na´hodny´ch cˇ´ısel.
3. Navrhnite genera´tory na´hodny´ch cˇ´ısel pre vybrane´ rozdelenie pravdepodobnosti.
4. Vykonajte implementa´ciu genera´torov v jazyku VHDL a overte ich funkciu.
5. V za´vere uved’te hardwarove´ zdroje nutne´ pre realiza´ciu genera´torov a ma-
xima´lnu dosiahnutel’nu´ frekvenciu.
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Licencˇna´ zmluva je ulozˇena´ v arch´ıve Fakulty informacˇn´ıch technologi´ı Vysoke´ho
ucˇen´ı technicke´ho v Brneˇ.
Abstrakt
Ta´to pra´ca popisuje problematiku generovania pseudona´hodny´ch cˇ´ısel. V prvej cˇasti su´
pribl´ızˇene´ spoˆsoby z´ıskavania pseudona´hodny´ch postupnost´ı a uvedene´ typicke´ pr´ıklady
genera´torov. Ta´to cˇast’ takisto obsahuje popis transformacˇny´ch meto´d rozlozˇen´ı pseudo-
na´hodny´ch cˇ´ısel a strucˇne pojedna´va o testovan´ı vlastnost´ı genera´torov na´hodny´ch cˇ´ısel.
V nasleduju´cej cˇasti je detailne rozobraty´ genera´tor typu LFSR, ktory´ je najpouzˇ´ıvanejˇs´ım
typom genera´toru pre hardve´rove´ aplika´cie. Nasleduje popis transforma´cie a implementa´cia
obvodu, ktory´ realizuje transforma´ciu do exponencia´lneho rozlozˇenia. Na za´ver su´ uvedene´
hardve´rove´ pozˇiadavky pre realiza´ciu navrhnuty´ch obvodov v FPGA.
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Abstract
This thesis describes random numbers generating techniques. First part focuses on methods
of obtaining pseudorandom numbers and presents typical examples of random numbers
generators. This part also contains description of distribution transformation methods of
random numbers and briefly deals with testing of statistical properties of random numbers
generators. Following part describes LFSR generator in detail as one of most widely used
generators for hardware applications. In addition, description of transformation process
and implementation of circuit calculating transformation to the exponential distribution is
included. Last part contains resources requierements of designed circuits for implementation
in FPGA.
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Kapitola 1
U´vod
Vy´voj vy´pocˇtovej a komunikacˇnej techniky priniesol v posledny´ch desat’rocˇiach u´plne nove´
mozˇnosti vo vsˇetky´ch oblastiach technickej praxe. Vy´pocˇtova´ technika sa stala u´cˇinny´m
na´strojom pre realiza´ciu a overovanie mnozˇstva teoreticky´ch u´vah. Prudky´ na´rast vy´kon-
nosti pocˇ´ıtacˇov a predovsˇetky´m ich dostupnost’ umozˇnili vy´razny´ vy´voj v oblasti mode-
lovania a simula´ci´ı, pocˇ´ıtacˇovej komunika´cie, spracovania da´t a ich ochrany, a mnozˇstva
d’alˇs´ıch. Dostupny´ vy´kon umozˇnil realiza´ciu na´rocˇny´ch numericky´ch vy´pocˇtov a rozvoj
novy´ch techn´ık v modelovan´ı a simula´cia´ch. Za´rovenˇ vsˇak pri modelovan´ı rea´lnych pro-
cesov vznikla potreba dodania urcˇite´ho prvku na´hodnosti do vy´pocˇtov. Podobna´ situa´cia
nastala v oblasti komunika´ci´ı, spracovania signa´lov, prenosu a zabezpecˇenia da´t a sta´le
dokonalejˇs´ıch techn´ık sˇifrovania, kde su´ prvky na´hodnosti neoddelitel’nou a vel’mi doˆlezˇitou
su´cˇast’ou ty´chto procesov.
Z uvedeny´ch doˆvodov sa zacˇala rozv´ıjat’ teo´ria zamerana´ na na´vrh genera´torov na´-
hodny´ch cˇ´ısel. V princ´ıpe existuju´ dva za´kladne´ spoˆsoby generovania na´hodny´ch hodnoˆt.
Jedny´m su´ genera´tory skutocˇne na´hodny´ch cˇ´ısel, ktore´ vsˇak maju´ vel’mi sˇpecificke´ vlastnosti
a su´ pouzˇitel’ne´ pre vel’mi u´zky okruh aplika´ci´ı, kde je pra´ve samotna´ na´hodnost’ jednou
z najdoˆlezˇitejˇs´ıch vlastnost´ı v porovnan´ı s iny´mi pozˇiadavkami, ktore´ su´ na genera´tory
kladene´. Dˇalˇsou katego´riou su´ deterministicke´ genera´tory pseudona´hodny´ch cˇ´ısel zalozˇene´
na algoritmickom princ´ıpe. Vlastnosti tejto skupiny genera´torov ich predurcˇuju´ pre vy´razne
va¨cˇsˇie mnozˇstvo aplika´ci´ı, kde sa kladie doˆraz na ry´chlost’ generovania a jednoduchost’
implementa´cie.
Na´vrh a realiza´cia genera´torov na softve´rovej aplikacˇnej u´rovni sa s rozvojom progra-
movac´ıch jazykov a ich mozˇnost´ı stala typicky´m pr´ıkladom vyuzˇitia. Ako najzna´mejˇs´ıch
za´stupcov mozˇno uviest’ linea´rny kongruentny´ genera´tor a jeho roˆzne varianty, ktore´ho
princ´ıp je zna´my desat’rocˇia cˇi Mersenne Twister ako jeden z novsˇ´ıch, pricˇom pre oba je do-
stupne´ vel’ke´ mnozˇstvo uka´zˇkovy´ch zdrojovy´ch ko´dov v najpouzˇ´ıvanejˇs´ıch programovac´ıch
jazykoch.
Mnohe´ aplika´cie vyzˇaduju´ce pre svoju cˇinnost’ postupnost’ na´hodny´ch cˇ´ısel vsˇak moˆzˇu
mat’ vel’ke´ pozˇiadavky na ry´chlost’ a kvalitu taky´chto genera´torov. Aj napriek vysoke´mu
vy´konu su´cˇasny´ch pocˇ´ıtacˇov v porovnan´ı s minulost’ou, vsˇak moˆzˇe byt’ pouzˇitie genera´toru
pracuju´ceho na programovej u´rovni limituju´cim faktorom cˇinnosti ty´chto aplika´ci´ı. Preto
sa zauj´ımavou alternat´ıvou v dnesˇnej dobe sta´va oblast’ programovatel’ny´ch hradlovy´ch
pol´ı FPGA, ktore´ umozˇnˇuju´ hardve´rovu´ implementa´ciu navrhnuty´ch algoritmov a ty´m aj
dosiahnutie zvy´sˇenia vy´konu takto realizovanej aplika´cie. Naviac je mozˇne´ pri na´vrhu vyuzˇit’
sˇpecia´lne programovacie jazyky, cˇ´ım sa sta´va popis obvodu jednoduchsˇ´ı a ry´chlejˇs´ı.
Pre obvodove´ implementa´cie genera´torov mozˇno ako jeden z najzna´mejˇs´ıch pr´ıkladov
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uviest’ linea´rny spa¨tnova¨zbovy´ register LFSR (angl. Linear Feedback Shift Register). Je
dobre teoreticky spracovany´ a ma´ vel’mi jednoduchu´ sˇtruktu´ru. Register tohto typu je
za´rovenˇ vy´hodnou vol’bou v pr´ıpade realiza´cie pre cˇip FPGA, preto sa ta´to pra´ca zameriava
na generovanie na´hodny´ch cˇ´ısel ty´mto typom genera´toru a jeho roˆznymi variantami tak,
aby bol pouzˇitel’ny´ v cˇo najˇsirsˇom spektre aplika´ci´ı.
Druha´ kapitola tejto pra´ce obsahuje teoreticky´ rozbor problematiky generovania na´-
hodny´ch cˇ´ısel, prezentuje najzna´mejˇs´ıch predstavitel’ov genera´torov na´hodny´ch cˇ´ısel pre
programovu´ a obvodovu´ implementa´ciu a ich vlastnosti. Vy´stupom genera´torov na´hodny´ch
cˇ´ısel je obvykle postupnost’ hodnoˆt v rovnomernom rozlozˇen´ı. Pretozˇe pre niektore´ aplika´cie
je potrebne´ dodat’ hodnoty, ktore´ sp´lnˇaju´ vlastnosti urcˇite´ho rozlozˇenia, su´ v tejto kapitole
rozobrate´ mechanizmy transforma´cie rovnomerne´ho rozlozˇenia na ine´ typy rozlozˇen´ı.
Pri popisovan´ı spoˆsobov generovania na´hodny´ch cˇ´ısel nemozˇno vynechat’ ani meto´dy ove-
rovania vlastnost´ı pouzˇity´ch genera´torov. Ked’zˇe overovanie sˇtatisticky´ch vlastnost´ı je vel’mi
rozsiahlou oblast’ou, ta´to cˇast’ obsahuje iba strucˇne´ informa´cie o jej roˆznych mozˇnostiach.
Detailnejˇsie je pop´ısane´ teoreticke´ pozadie testu dobrej zhody, tzv. ch´ı-kvadra´t (χ2), ktory´
sa pouzˇ´ıva na overenie faktu, zˇe generovana´ postupnost’ na´lezˇ´ı urcˇite´mu rozlozˇeniu.
V tretej kapitole na za´klade teo´rie uvedenej v predcha´dzaju´cej cˇasti je detailne pop´ısana´
architektu´ra genera´toru na´hodny´ch cˇ´ısel a jeho roˆznych mozˇny´ch alternat´ıv. Z teoreticky´ch
vy´chod´ısk pre transforma´ciu jedne´ho typu rozlozˇenia na iny´ bola navrhnuta´ architektu´ra
obvodu, ktory´ tu´to transforma´ciu realizuje. Sˇtvrta´ kapitola detailne pojedna´va o archi-
tektu´re navrhnute´ho obvodu. Samotna´ architektu´ra tranformacˇne´ho bloku ma´ zret’azenu´
sˇtruktu´ru (pipeline), cˇo umozˇnˇuje vel’mi efekt´ıvny spoˆsob generovania transformovany´ch
hodnoˆt prakticky v kazˇdom cykle hodinove´ho signa´lu. Z existuju´cich rozlozˇen´ı bolo vybrate´
exponencia´lne rozlozˇenie, nicˇ vsˇak nebra´ni tomu, aby pre dany´ genera´tor boli realizovane´
aj ine´ typy rozlozˇen´ı.
Z doˆvodu overenia funkcˇnosti bola vykonana´ implementa´cia genera´toru do pr´ıpravku
FITkit, ktora´ je pop´ısana´ v piatej kapitole.
V poslednej kapitole su´ zhrnute´ dosiahnute´ vy´sledky. Jednak su´ v nej uvedene´ pr´ıklady
pozˇiadaviek navrhnuty´ch obvodov na hardve´rove´ zdroje, ktore´ su´ potrebne´ pre ich prak-
ticku´ realiza´ciu a za´rovenˇ maxima´lna dosiahnutel’na´ frekvencia. V ra´mci overenia vlastnost´ı
generovanej postupnosti v exponencia´lnom rozlozˇen´ı bol vypocˇ´ıtany´ ch´ı-kvadra´t.
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Kapitola 2
Teoreticky´ rozbor
Problematika generovania na´hodny´ch cˇ´ısel zasahuje do mnohy´ch oblast´ı vyuzˇitia v tech-
nickej praxi. Medzi najzna´mejˇsie pr´ıklady patr´ı oblast’ modelovania a simula´ci´ı, riesˇenia
u´loh v numerickej analy´ze pomocou meto´dy Monte Carlo, pocˇ´ıtacˇovej grafiky, da´tovej ko-
munika´cie, rozhodovania a takisto aj bezpecˇnosti a kryptografie.
Kazˇdy´ z ty´chto spoˆsobov ma´ odliˇsne´ pozˇiadavky na vlastnosti pouzˇite´ho genera´toru,
vsˇeobecne vsˇak mozˇno vlastnosti zhrnu´t’ do niekol’ky´ch bodov. Perio´da genera´toru by mala
byt’ cˇo najdlhsˇia, kra´tka perio´da moˆzˇe spoˆsobovat’ proble´my napr´ıklad pri realizovan´ı simu-
lacˇny´ch experimentov. Dˇalˇsou doˆlezˇitou vlastnost’ou je ry´chlost’ generovania, ktora´ vply´va
na ry´chlost’ realizovany´ch vy´pocˇtov v konkre´tnej aplika´cii — cˇas generovania by mal byt’ za-
nedbatel’ny´ v porovnan´ı s dobou trvania opera´ci´ı, ktore´ generovanu´ postupnost’ vyuzˇ´ıvaju´.
Generovanie postupnosti cˇ´ısel by malo byt’ reprodukovatel’ne´, takzˇe pri zadan´ı rovnaky´ch
vstupny´ch parametrov z´ıskame rovnaku´ postupnost’ cˇ´ısel pri opakovanom pouzˇit´ı dane´ho
genera´toru. Generovana´ postupnost’ cˇ´ısel by mala vykazovat’ dobre´ sˇtatisticke´ vlastnosti ako
su´ rovnomernost’ rozlozˇenia a neza´vislost’ medzi generovany´mi hodnotami. V neposlednom
rade by mal byt’ pouzˇity´ genera´tor ry´chly a nena´rocˇny´ na vy´pocˇtove´ zdroje a pama¨t’.
V nasleduju´cej cˇasti si pribl´ızˇime roˆzne mozˇnosti z´ıskavania postupnosti na´hodny´ch
hodnoˆt.
2.1 Zdroje na´hodny´ch cˇ´ısel
Pri potrebe pouzˇitia na´hodny´ch cˇ´ısel je nutne´ zaoberat’ sa ota´zkou z´ıskavania postupnosti
taky´chto hodnoˆt, predovsˇetky´m s ohl’adom na uvedene´ vlastnosti genera´torov a typ ap-
lika´cie, pre ktoru´ sa na´hodne´ cˇ´ısla pouzˇiju´. Za najjednoduchsˇ´ı genera´tor mozˇno povazˇovat’
obycˇajnu´ hraciu kocku, ktora´ pri generovan´ı poskytuje na´hodne´ cˇ´ıslice v rozpa¨t´ı od 1 do 6.
Je vsˇak zrejme´, zˇe taky´to genera´tor je prakticky nepouzˇitel’ny´ pre va¨cˇsˇinu aplika´ci´ı hlavne
pre jeho n´ızku ry´chlost’ a maly´ pocˇet generovany´ch cˇ´ıslic.
Dˇalˇs´ım pr´ıkladom jednoduche´ho zdroja na´hodny´ch cˇ´ısel su´ tabul’ky. Pouzˇitie takejto
tabul’ky je vsˇak vhodne´ iba v pr´ıpade potreby z´ıskania male´ho su´boru na´hodny´ch hodnoˆt.
Je s´ıce mozˇne´ neusta´le zva¨cˇsˇovanie obsahu takejto tabul’ky, to vsˇak ma´ za na´sledok enormne´
pozˇiadavky na pama¨t’ovy´ priestor. Tento spoˆsob je teda pre prakticke´ potreby takisto
nevhodny´.
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2.2 Generovanie skutocˇne na´hodny´ch cˇ´ısel
Generovanie skutocˇne na´hodny´ch cˇ´ısel je realizovane´ pomocou fyzika´lnych genera´torov.
Taky´to genera´tor predstavuje urcˇite´ zariadenie pracuju´ce na princ´ıpe sn´ımania hodnoˆt ne-
jake´ho fyzika´lneho procesu. Medzi tieto procesy mozˇno zaradit’ rozpad ra´dioakt´ıvnych cˇast´ıc
(vsˇeobecne sa genera´tory tohto typu povazˇuju´ za najkvalitnejˇsie), atmosfe´ricky´ sˇum1, zmeny
v u´rovni napa¨t´ı a pru´du na prechodoch polovodicˇovy´ch prvkov, zmeny teploty na taky´chto
prvkoch, vzorkovanie signa´lu nestabilne´ho oscila´toru2. . .
Je zrejme´, zˇe sa jedna´ o nedeterministicke´ procesy, pri ktory´ch je prakticky nemozˇne´
odhadnu´t’ d’alˇsie spra´vanie cˇi rekonsˇtruovat’ predcha´dzaju´ci stav. Z pr´ıstupnejˇs´ıch fo-
riem zdrojov neurcˇitosti mozˇno spomenu´t’ sledovanie vy´stupu jedne´ho (cˇi viacery´ch) mik-
rofo´nov, sn´ımanie obrazove´ho a zvukove´ho signa´lu kamerou a zvukovou kartou (mozˇno vsˇak
vyuzˇit’ aj sˇum spracova´vaju´ceho zariadenia), cˇasovanie opera´ci´ı pri pra´ci s pevny´m diskom,
preva´dzka na siet’ovom rozhran´ı, sˇtatistika bezˇiacich procesov, intervaly medzi stlacˇeny´mi
kla´vesmi, pr´ıpadne hodnoty ty´chto kla´ves a doba stlacˇenia ty´chto kla´ves, zmeny polohy
kurzoru pri pohybe mysˇou a ine´. Predovsˇetky´m prve´ zo spomenuty´ch spoˆsobov vyzˇaduju´
pouzˇitie sˇpecia´lneho technicke´ho vybavenia cˇi externe´ pr´ıdavne´ zariadenia, preto ich prak-
ticka´ pouzˇitel’nost’ v bezˇny´ch aplika´cia´ch je pomerne obmedzena´. Tieto typy genera´torov
sa vyznacˇuju´ dobry´mi sˇtatisticky´mi vlastnost’ami, je vsˇak pre ne typicka´ n´ızka ry´chlost’
generovania, ktora´ dosahuje hodnoty ra´dovo v bitoch/s.
Zauj´ımavy´m pr´ıkladom z tejto katego´rie genera´torov, ktory´ nevyzˇaduje zˇiadne pr´ıdavne´
zariadenie, je napr´ıklad genera´tor implementovany´ v jadre operacˇne´ho syste´mu Linux. Je
zalozˇeny´ na sledovan´ı syste´movy´ch udalost´ı a jeho vy´stup sa pouzˇ´ıva pri vytva´ran´ı hesiel,
generovan´ı priva´tnych SSL kl’´ucˇov, urcˇovan´ı sekvencˇny´ch cˇ´ısel pri TCP komunika´cii, cˇi jed-
noduchom generovan´ı na´hodny´ch celocˇ´ıselny´ch hodnoˆt. Pr´ıstup ku genera´toru je mozˇny´
prostredn´ıctvom zariaden´ı /dev/random a /dev/urandom. Prve´ zariadenie je blokuju´ce,
takzˇe moˆzˇe doˆjst’ k zablokovaniu programu pri cˇ´ıtan´ı z tohto zariadenia, ak sa vyskytne ne-
dostatok entropie. Druhe´ zariadenie je neblokuju´ce, takzˇe prostredn´ıctvom neho mozˇno bez
prerusˇenia realizovat’ generovanie pseudona´hodny´ch da´t. Tento vy´stup je vsˇak povazˇovany´
za menej bezpecˇny´. Dˇalˇsie zauj´ımave´ informa´cie o tomto genera´tore je mozˇne´ z´ıskat’ v [29].
2.3 Generovanie pseudona´hodny´ch cˇ´ısel
Okrem svojich nesporny´ch vy´hod maju´ genera´tory skutocˇne na´hodny´ch cˇ´ısel aj niekol’ko
nedostatkov, ktore´ obmedzuju´ ich pouzˇitie na u´zky rozsah aplika´ci´ı. Skutocˇnost’, zˇe genero-
vana´ postupnost’ da´t je naozaj na´hodna´, moˆzˇe byt’ za´rovenˇ nevy´hodou. Taka´to postupnost’
je neopakovatel’na´, cˇo znemozˇnˇuje pouzˇitie take´hoto genera´toru napr´ıklad pre simulacˇne´
experimenty. Ladenie programov cˇi porovna´vanie vy´sledkov testovania je potom vel’mi
na´rocˇne´. Takisto stabilita take´hoto genera´toru za´vis´ı na vonkajˇs´ıch vplyvoch a z dlho-
dobe´ho hl’adiska je t’azˇko udrzˇatel’na´. Nakoniec, skutocˇne´ spra´vanie genera´toru sa moˆzˇe
l´ıˇsit’ od ocˇaka´vane´ho v doˆsledku vy´robny´ch toleranci´ı a pod.
Genera´tor pseudona´hodny´ch cˇ´ısel je deterministicky´ algoritmus, ktory´ na za´klade po-
cˇiatocˇnej hodnoty produkuje postupnost’ hodnoˆt. Takto generovany´ vy´stup ma´ pritom
vlastnosti podobne´ skutocˇne na´hodny´m hodnota´m. Fakt, zˇe generovanie na´hodny´ch cˇ´ısel
mozˇno pop´ısat’ ako urcˇity´ vy´pocˇet vo forme algoritmu, potom umozˇnˇuje jeho bezproble´movu´
1Ty´mto spoˆsobom funguje sluzˇba na serveri www.random.org, ktora´ je vol’ne pr´ıstupny´m zdrojom sku-
tocˇne na´hodny´ch cˇ´ısel.
2Taky´to genera´tor je mozˇne´ vytvorit’ aj v FPGA cˇipe, ako je pop´ısane´ v [7]
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softve´rovu´ cˇi hardve´rovu´ implementa´ciu a dobre navrhnute´ genera´tory sp´lnˇaju´ pozˇiadavky
uvedene´ v u´vode tejto kapitoly. V d’alˇsom texte si uvedieme pr´ıklady genera´torov tohto
typu a tiezˇ, ktore´ sa typicky pouzˇ´ıvaju´ pre softve´rove´ implementa´cie a ktore´ su´ vhodne´ pre
obvodovu´ implementa´ciu.
2.3.1 Linea´rny kongruentny´ genera´tor
Tento typ genera´toru (angl. Linear Congruential Generator — LCG) patr´ı medzi naj-
zna´mejˇsie, je dobre teoreticky zmapovany´3 a bol navrhnuty´ D. H. Lehmerom uzˇ v roku
1948.
Je zalozˇeny´ na mysˇlienke, zˇe pseudona´hodne´ hodnoty je mozˇne´ generovat’ rekurentny´m
vzt’ahom typu
xi+1 = (axi + b) mod m
Opera´cia mod znamena´ zvysˇok po celocˇ´ıselnom delen´ı. Oznacˇenie genera´toru kongruentny´
vycha´dza z poznatku, zˇe ak m je prirodzene´ cˇ´ıslo, potom cˇ´ısla a a b su´ kongruentne´ modulo
m, ak maju´ po delen´ı cˇ´ıslom m ten isty´ zvysˇok. Oznacˇenie linea´rny je zrejme´. Forma´lne
ho mozˇno oznacˇit’ ako LCG(m,a, b, x0), kde:
• m predstavuje modul
• a je multiplikat´ıvna konsˇtanta
• b reprezentuje adit´ıvnu konsˇtantu
• x0 je pocˇiatocˇna´ hodnota (semienko, angl. seed)
Uvedene´ konsˇtanty nie je mozˇne´ volit’ l’ubovol’ne, pretozˇe ich vy´ber priamo ovplyvnˇuje
vlastnosti generovanej postupnosti ako su´ perio´da a rozlozˇenie.
Vol’ba konsˇtanty m vply´va na d´lzˇku perio´dy a ry´chlost’ generovania postupnosti na´-
hodny´ch cˇ´ısel. Samozrejme, ciel’om je dosiahnut’ cˇo mozˇno najdlhsˇiu perio´du a takisto aj
ry´chlost’. Obvykle sa teda pre modul m vol´ı cˇo mozˇno najva¨cˇsˇia hodnota — typicky je
to maxima´lna hodnota typu unsigned integer (vsˇeobecne 2n, kde n je pocˇet bitov cˇ´ısla
tohto typu). Vol’ba takejto hodnoty potom pozit´ıvne ovplyvn´ı ry´chlost’, pretozˇe takto nie je
nutne´ opera´ciu modulo na pocˇ´ıtacˇi vykona´vat’, ked’zˇe je v podstate implicitnou vlastnost’ou
celocˇ´ıselny´ch vy´pocˇtov. Inak by tu´to opera´ciu bolo nutne´ vykona´vat’ celocˇ´ıselny´m delen´ım,
cˇo je vsˇak cˇasovo na´rocˇna´ opera´cia. Z doˆvodu d´lzˇky perio´dy je nutne´ starostlivo volit’ aj
konsˇtanty a a b. Maxima´lnu perio´du je potom mozˇne´ dosiahnut’, ak:
• b a m su´ nesu´delitel’ne´ cˇ´ısla
• a− 1 je na´sobkom kazˇde´ho prvocˇinitel’a m
• a− 1 je na´sobkom 4, ak m je na´sobkom 4
Pre vy´ber pocˇiatocˇnej hodnoty x0 v podstate nie su´ definovane´ presne´ pravidla´, obvykle sa
vsˇak dodrzˇuje postup, zˇe za x0 sa pouzˇije dostatocˇne vel’ke´ nepa´rne cˇ´ıslo, ktore´ by nemalo
byt’ su´delitel’ne´ s modulom m. Ak b = 0, taky´to genera´tor sa nazy´va multiplikat´ıvny, ak
b 6= 0, taky´to genera´tor nesie oznacˇenie zmiesˇany´.
3Viac teoreticky´ch informa´ci´ı je mozˇne´ z´ıskat’ v [5]
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Ako uka´zˇkovy´ pr´ıklad nevhodne zvoleny´ch hodnoˆt prevzaty´ z [18], kde a = 3, b =
5,m = 31, x0 = 13, alebo zjednodusˇene LCG(31, 3, 5, 13). Vy´slednu´ postupnost’ pri
takejto konfigura´cii budu´ tvorit’ same´ 13.
Linea´rny kongruentny´ genera´tor patr´ı takisto medzi najpouzˇ´ıvanejˇsie typy genera´torov.
Svedcˇ´ı o tom napr´ıklad fakt, zˇe n´ım (pod oznacˇen´ım RANDU) uzˇ v 60-tych rokoch firma
IBM vybavovala svoje pocˇ´ıtacˇe typu System/360. Takisto je implementovany´ v mnozˇstve
prekladacˇov (napr. jazyka C) vo forme sˇtandardny´ch knizˇnicˇny´ch funkci´ı4.
Nasleduju´ca tabul’ka obsahuje prehl’ad konsˇta´nt najzna´mejˇs´ıch LCG:
Na´zov a b m
Numerical Recipes 1 664 525 1 013 904 223 232
RAND 69 069 1 232
ANSI C – rand() 1 103 515 245 12 345 231
ANSI C – drand48() 25 214 903 917 11 248
Park & Miller 16 807 16 807 231 − 1
Program Maple 427419669081 0 1012 − 11
Program Derive 3141592653 1 232
Program Mathematica 231 0 a48 − a8 + 1
Tabul’ka 2.1: Pr´ıklady konsˇta´nt z roˆznych aplika´ci´ı
Aj napriek tomu, zˇe sa jedna´ o jeden z najrozsˇ´ırenejˇs´ıch genera´torov, nemozˇno ne-
spomenu´t’ ani jeho negat´ıvne vlastnosti. Jedny´m z proble´mov, ako uzˇ bolo spomenute´ je
jeho perio´da, ktorej d´lzˇka za´vis´ı na vol’be pr´ıslusˇny´ch konsˇta´nt. Vy´raznejˇs´ım proble´mom
linea´rneho kongruentne´ho genera´toru je za´vislost’ po sebe nasleduju´cich generovany´ch hod-
noˆt. To je mozˇne´ pozorovat’, ak tento genera´tor pouzˇijeme na generovanie na´hodny´ch bo-
dov v n-rozmernom priestore. V trojrozmernom priestore takto generovane´ body nebudu´
rozdelene´ rovnomerne, ale zoskupuju´ sa do rovnobezˇny´ch nadrov´ın — rov´ın v trojrozmer-
nom priestore. V n-rozmernom priestore potom body lezˇia na najviac n! ∗ m1/n nadro-
vina´ch, pricˇom ostatny´ priestor, ktory´ by mal byt’ rovnomerne vyplneny´, osta´va pra´zdny
[19] [10] [18]. Tento nedostatok bol objaveny´ aj u genera´toru RANDU. Dˇalˇs´ım nedostatkom
je mala´ na´hodnost’ menej vy´znamny´ch bitov.
Pre svoje nedostatky nie je vhodny´ pre na´rocˇne´ aplika´cie, ako sˇifrovanie cˇi pre meto´du
Monte Carlo v simula´cia´ch. Napriek tomu je vsˇak predovsˇetky´m pre svoju jednoduchost’
a nena´rocˇnost’ na vy´pocˇtove´ zdroje vhodny´ napr´ıklad pre oblast’ pocˇ´ıtacˇovy´ch hier, kde
je takisto cˇasto nutne´ vyuzˇ´ıvat’ na´hodne´ hodnoty, alebo vo vstavany´ch syste´moch, kde je
typicky iba vel’mi obmedzene´ mnozˇstvo pama¨ti a vy´pocˇtove´ho vy´konu, cˇi ine´ aplika´cie.
2.3.2 LFSR — Linea´rny spa¨tnova¨zbovy´ posuvny´ register
Linea´rny spa¨tnova¨zbovy´ register je d’alˇs´ım pr´ıkladom jedne´ho z najpouzˇ´ıvanejˇs´ıch genera´-
torov. Jeho jednoducha´ sˇtruktu´ra umozˇnuje vel’mi efekt´ıvnu implementa´ciu v hardve´ri (ale
aj programovo, ale nie je to typicke´). Navysˇe je vel’mi dobre teoreticky spracovany´, avsˇak
matematicka´ teo´ria je vel’mi komplexna´.
Za´kladom tohto genera´toru je posuvny´ register so spa¨tnova¨zbovou funkciou. Na vstup
spa¨tnova¨zbovej funkcie je privedeny´ch 2 alebo viac bitov a vy´stup je potom vedeny´ na vstup
cele´ho registru alebo pri alternat´ıvnej implementa´cii priamo na nasleduju´ce bity ty´ch, ktore´
4Pr´ıklady zdrojovy´ch ko´dov pre implementa´ciu tohto typu genera´toru je mozˇne´ na´jst’ v [6] [22] [23]
7
slu´zˇia ako vstup funkcie. Spa¨tnova¨zbovu´ funkciu predstavuje opera´cia exclusive-OR. Vy´ber
pr´ıslusˇny´ch bitov sa realizuje na za´klade tzv. primit´ıvneho polyno´mu.
Forma´lne [15] mozˇno jeho cˇinnost’ pop´ısat’ rekurentny´m vzt’ahom:
xn = a1xn−1 + · · ·+ akxn−k mod 2
kde k > 1 je stupenˇ rekurentnosti, ak = 1, a ∀j : aj ∈ {0, 1}. Cˇinnost’ je periodicka´ a
d´lzˇka perio´dy je 2k − 1 pra´ve vtedy, ked’ jeho charakteristicky´ polyno´m tvaru:
P (z) = −
k∑
i=0
aiz
k−i
kde a0 = −1, je primit´ıvny polyno´m nad Galoisovy´m telesom s dvoma prvkami, GF(2)
(takisto F2). V anglickej literatu´re sa pr´ıslusˇne´ koeficienty, ktore´ tvoria primit´ıvny polyno´m
a urcˇuju´ vy´ber pr´ıslusˇny´ch bitov z posuvne´ho registru nazy´vaju´ ”taps“. Na´jdenie take´hoto
polyno´mu je na´rocˇne´ a jednoduchsˇie je urcˇit’ polyno´m, ktory´ dane´ vlastnosti nema´. Plat´ı, zˇe
primit´ıvny polyno´m ma´ vzˇdy pa´rny pocˇet dany´ch cˇlenov (cˇ´ıslo 1, ktore´ je vzˇdy su´cˇast’ou po-
lyno´mu, sa neuvazˇuje). Pre exponenty plat´ı, zˇe su´ to cˇ´ısla, ktore´ su´ navza´jom nesu´delitel’ne´.
Teda, polyno´m v tvare x12 + x9 + x6 + x3 + 1 nie je primit´ıvny, pretozˇe vsˇetky exponenty
su´ delitel’ne´ 3. Pouzˇitie take´hoto polyno´mu takisto nezarucˇuje, zˇe pocˇet stavov, ktory´mi by
mal genera´tor pre polyno´m tohto stupnˇa precha´dzat’, nemus´ı byt’ 212−1. Na´jdenie jedne´ho
primit´ıvneho polyno´mu vedie k jednoduche´mu odvodeniu jedne´ho d’alˇsieho. Ak ma´me pri-
mit´ıvny polyno´m so 4 nenulovy´mi koeficientmi zap´ısany´ vsˇeobecne (v zjednodusˇenej forme
a v tomto pr´ıpade bez hodnoty 1, ktore´ je vzˇdy su´cˇast’ou polyno´mu) v tvare [n, A, B, C],
potom d’alˇs´ı primit´ıvny polyno´m je mozˇne´ odvodit’ nasledovne: [n, n− C, n−B, n−A].
Je mozˇne´ samozrejme doplnit’ do take´hoto za´pisu aj pr´ıslusˇnu´ hodnotu 1, v tom pr´ıpade
by bola posledna´ hodnota v skra´tenom za´pise 0 (x0 = 1). Ako pr´ıklad odvodenia mozˇno
uviest’ polyno´m x32 + x3 + x2 + x + 1, ktory´ skra´tene zap´ıˇseme ako [32, 3, 2, 1]. Z tohto
za´pisu jednoducho odvod´ıme [32, 31, 30, 29]. Zvycˇajne sa vsˇak polyno´my pre dany´ stupenˇ
vyhl’ada´vaju´ v tabul’ka´ch A.
Charakteristicky´ polyno´m, pomocou ktore´ho je mozˇne´ zostavit’ samotny´ register je
mozˇne´ reprezentovat’ aj v bina´rnej podobe. Pri tejto forme za´pisu vsˇak je nutne´ dbat’ na to,
ktory´ polyno´m reprezentujeme. V predcha´dzaju´com odseku je pop´ısany´ spoˆsob skra´tene´ho
za´pisu, pri ktorom neza´lezˇ´ı, cˇi pr´ıslusˇne´ cˇleny polyno´mu zap´ıˇseme so vzrastaju´cou alebo
klesaju´cou hodnotou exponentu, pretozˇe v oboch pr´ıpadoch bude hned’ zrejme´, o ktory´ po-
lyno´m sa jedna´. Uvazˇujme 3-bitovy´ LFSR register. Pre tento existuje primit´ıvny polyno´m
1 + x2 + x3, z ktore´ho na za´klade vysˇsˇie pop´ısane´ho postupu moˆzˇeme odvodit’ d’alˇs´ı —
1 + x+ x3. V skra´tenej podobe moˆzˇeme prvy´ polyno´m zap´ısat’ ako [3,2], cˇi [2,3]. Odvode-
nie za´pisu v bina´rnej podobe je jednoduche´, ale je potrebne´ vziat’ do u´vahy spoˆsob za´pisu
v poˆvodnej forme. Teda, pre prvy´ polyno´m moˆzˇeme p´ısat’ 1011 (1 + 0x + 1x2 + 1x3) a
pre druhy´ 1101 (1+ 1x+ 0x2 + 1x3).
Uved’me si pr´ıklad primit´ıvneho polyno´mu a jemu zodpovedaju´cich variant registru
LFSR. Na obra´zku 1 a 2 su´ zobrazene´ pr´ıklady, ako mozˇno realizovat’ register pre polyno´m
x4+x3+x+1. Na obra´zku 2.1 je zobrazena´ tzv. Fibonacciho sche´ma, v literatu´re oznacˇovana´
aj ako externa´, cˇi angl. many-to-one. Vy´stupy vybrany´ch klopny´ch obvodov su´ zapojene´
do hradla XOR (v tomto pr´ıpade dvojvstupovy´ prvok), vsˇeobecne vstup najnizˇsˇieho je
funkciou vy´stupu pr´ıslusˇny´ch klopny´ch obvodov.
Obra´zok 2.2 obsahuje alternat´ıvnu Galoisovu sche´mu, v literatu´re oznacˇovanu´ aj ako
interna´, alebo anglicky´ na´zov one-to-many. V tomto pr´ıpade je vstup vybrany´ch klopny´ch
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Obra´zok 2.1: Fibonacciho sche´ma
Obra´zok 2.2: Galoisova sche´ma
obvodov funkciou vy´stupu predcha´dzaju´ceho a posledne´ho klopne´ho obvodu. Tento spoˆsob
by´va cˇastejˇsie pouzˇ´ıvany´, ked’zˇe obsahuje kratsˇiu kombinacˇnu´ cestu v porovnan´ı s externou
sche´mou, cˇo v konecˇnom doˆsledku moˆzˇe ovplyvnit’ aj ry´chlost’ s akou sa na´hodna´ sekvencia
generuje.
V tabul’ke 2.2 je zobrazeny´ prehl’ad stavov pre LFSR register, ktory´ bol vytvoreny´ podl’a
primit´ıvneho polyno´mu 1 + x2 + x3 pre oba mozˇne´ varianty — internu´ sche´mu a externu´
sche´mu. Stupenˇ polyno´mu je v tomto pr´ıpade 3, preto register bude precha´dzat’ 23 − 1
roˆznymi stavmi, ta´to hodnota za´rovenˇ reprezentuje d´lzˇku perio´dy. V tabul’ke je zobrazeny´
aj vy´stup z registru v podobe postupnosti bitov v pr´ıpade realiza´cie se´riove´ho vy´stupu.
Obsah registru sa v tomto pr´ıpade posu´va smerom doprava, pocˇiatocˇna´ hodnota je 111,
na kazˇdom nasleduju´com riadku je obsah registru po prechode do d’alˇsieho stavu.
Externa´ sche´ma Interna´ sche´ma
Q0 Q1 Q2 vy´stup Q0 Q1 Q2 vy´stup
1 1 1 - 1 1 1 -
0 1 1 1 1 1 0 1
0 0 1 1 0 1 1 0
1 0 0 1 1 0 0 1
0 1 0 0 0 1 0 0
1 0 1 0 0 0 1 0
1 1 0 1 1 0 1 1
1 1 1 0 1 1 1 1
Tabul’ka 2.2: Pr´ıklad prechodu medzi stavmi LFSR registru
Genera´tory typu LFSR moˆzˇu byt’ jednak pouzˇite´ na generovanie na´hodny´ch sekvenci´ı, cˇi
uzˇ pseudona´hodny´ch cˇ´ısel, ale takisto aj pseudona´hodne´ho sˇumu. Dˇalej sa sˇiroko vyzˇ´ıvaju´
v overovan´ı kontrolny´ch su´cˇtov, kompresii da´t, tiezˇ vel’mi vy´razne v oblasti vstavany´ch
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testov v hardve´ri (tzv. BIST — Built-in Self Test), pri konsˇtrukcii cˇ´ıtacˇov, v jednodu-
chej kryptografii, ko´dovan´ı signa´lu (scrambling, descrambling), bezdroˆtovej komunika´cii,
spracovan´ı cˇ´ıslicove´ho signa´lu. . . Nepouzˇ´ıva sa vsˇak v na´rocˇny´ch aplika´cia´ch v oblasti
bezpecˇnosti, podobne ako ostatne´ jednoduche´ genera´tory. Cˇasto vsˇak pre svoje vy´hodne´
vlastnosti slu´zˇi ako stavebny´ blok pre konsˇtrukciu zlozˇitejˇs´ıch genera´torov. Jeho vy´hodou
je vysoka´ ry´chlost’, pretozˇe pracuje na jednoduchom princ´ıpe, takisto v pr´ıpade hardve´rovej
implementa´cie nepredstavuje rozsˇ´ırenie sˇ´ırky registru proble´m, jednoducho sa vyuzˇije viac
vol’ny´ch prostriedkov cˇi plochy na cˇipe bez negat´ıvneho dopadu na ry´chlost’ jeho cˇinnosti.
Ako bolo spomenute´ na zacˇiatku, LFSR register pre danu´ d´lzˇku n precha´dza medzi
2n− 1 roˆznymi stavmi. Stav, kedy cely´ register obsahuje same´ nuly je stav, z ktore´ho nie je
mozˇne´ sa dostat’ do nijake´ho d’alˇsieho. Do tohto stavu je mozˇne´ LFSR register uviest’ iba
manua´lnym prednastaven´ım, pri svojej cˇinnosti tento stav nemoˆzˇe dosiahnut’. V niektory´ch
pr´ıpadoch moˆzˇe byt’ uzˇitocˇne´ generovat’ postupnost’ s d´lzˇkou 2n, kde n je d´lzˇka registru.
Takto sa teda dosiahne stav, ktory´ by poˆvodne dosiahnutel’ny´ nikdy nebol. Toto je mozˇne´
docielit’ pridan´ım d’alˇsej logiky, cˇi cˇ´ıtacˇa, ktory´ by umozˇnil prechod do a z tohto stavu.
Podobne ako je mozˇne´ pouzˇit’ hradla´ XOR pre realiza´ciu spa¨tnej va¨zby, je takisto mozˇne´
pouzˇit’ hradla´ XNOR. Pri vyuzˇit´ı tejto alternat´ıvy bude zaka´zany´m stavom pr´ıpad, kedy
register bude obsahovat’ same´ 1.
2.3.3 Mersenne Twister
Pri popise genera´torov na´hodny´ch cˇ´ısel nemozˇno vynechat’ v su´cˇasnosti jeden z najlepsˇ´ıch
genera´torov — Mersenne Twister [20] [24]. Bol navrhnuty´ v roku 1997 japonsky´mi vy´skum-
n´ıkmi Makoto Matsumoto a Takuji Nishimura [8]. Pomenovanie tohto genera´toru vycha´dza
z toho, zˇe d´lzˇka perio´dy je urcˇena´ Mersennovy´m prvocˇ´ıslom.
Mersenne Twister generuje postupnost’ hodnoˆt s perio´dou 219937−1. Je zalozˇeny´ na jed-
nom zo zdokonaleny´ch variantov spa¨tnova¨zbovy´ch posuvny´ch registrov. Okrem dlhej pe-
rio´dy sa vyznacˇuje vel’mi vysoky´m stupnˇom rovnomerne´ho rozlozˇenia v n-rozmernom pries-
tore, cˇo znamena´, zˇe netrp´ı podobny´m proble´mom ako linea´rny kongruentny´ genera´tor —
za´vislost’ po sebe nasleduju´cich generovany´ch hodnoˆt je zanedbatel’na´. V neposlednom rade
ma´ generovana´ postupnost’ vy´borne´ sˇtatisticke´ vlastnosti, tento genera´tor u´spesˇne obsta´l
aj v testoch zna´mej sady Diehard a je ry´chlejˇs´ı (nevyuzˇ´ıva opera´cie na´sobenia a delenia) aj
v porovnan´ı s ostatny´mi genera´tormi, ktore´ nemaju´ priaznive´ sˇtatisticke´ vlastnosti.
Existuje aj novsˇia verzia tohto typu genera´toru s na´zvom SIMD-oriented Fast Mersenne
Twister, ktora´ je priblizˇne dvakra´t ry´chlejˇsia ako poˆvodny´ genera´tor, produkovane´ hodnoty
su´ esˇte lepsˇie rovnomerne rozlozˇene´ a umozˇnˇuje menit’ d´lzˇku perio´dy v rozsahu 2607 − 1 azˇ
2132049 − 1.
Jeho vlastnosti ho predurcˇuju´ na pouzˇitie v na´rocˇny´ch simula´cia´ch, meto´de Monte Car-
lo. . . Podobne, ked’zˇe sa jedna´ o deterministicky´ algoritmus, sa obvykle nepouzˇ´ıva v kryp-
tografii a oblasti bezpecˇnosti.
Tento genera´tor je najcˇastejˇsie implementovany´ softve´rovo, je vsˇak mozˇne´ ho implemen-
tovat’ aj v hardve´ri, napr. v FGPA, avsˇak dostupnej literatu´ry alebo prakticky´ch pr´ıkladov
pre taku´to realiza´ciu je vy´razny´ nedostatok v porovnan´ı s prvou oblast’ou. Oproti iny´m al-
goritmom, napr. LFSR, sa vsˇak da´ predpokladat’, zˇe v pr´ıpade hardve´rovej implementa´cie
sa spotrebuje viac zdrojov — obsadenost’ plochy na cˇipe a pod. Moˆzˇe sa vsˇak jednat’
o zauj´ımavu´ alternat´ıvu vocˇi programovej realiza´cii, ktora´ by iste nasˇla vyuzˇitie v urcˇity´ch
aplika´cia´ch.
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2.4 Meto´dy transforma´cie rozlozˇen´ı
Doteraz boli pop´ısane´ spoˆsoby generovania pseudona´hodny´ch cˇ´ısel v rovnomernom rozlozˇen´ı
R(0, 1), resp. R(0,M). Avsˇak pre vel’ke´ mnozˇstvo aplika´ci´ı potrebujeme mat’ k dispoz´ıcii
na´hodne´ velicˇiny aj s iny´m nezˇ rovnomerny´m rozdelen´ım.
Pri generovan´ı pseudona´hodny´ch cˇ´ısel cˇasto dany´ genera´tor generuje hodnoty v intervale
(0,M). Vo vel’kom mnozˇstve pr´ıpadov vsˇak potrebujeme z´ıskavat’ hodnoty v intervale (0, 1).
Na´hodne´ cˇ´ısla z tohto intervalu dostaneme jednoduchy´m vy´pocˇtom:
yi =
xi
M
kde xi je poˆvodna´ generovana´ hodnota z intervalu (0,M) v i−tom kroku vy´pocˇtu pse-
udona´hodne´ho cˇ´ısla a yi je nova´ normovana´ hodnota.
Pri generovan´ı hodnoˆt v pozˇadovanom rozlozˇen´ı postacˇ´ı mat’ genera´tor, ktory´ produku-
je cˇ´ısla s rovnomerny´m rozlozˇen´ım a tieto sa na´sledne vhodny´mi meto´dami transformuju´5
na pozˇadovany´ typ rozdelenia. Tieto meto´dy vyuzˇ´ıvame podl’a toho, o ake´ ciel’ove´ roz-
lozˇenie sa usilujeme a je nutne´ vziat’ do u´vahy aj presnost’ a efekt´ıvnost’ procesu samotne´ho
vy´pocˇtu. Preto pri vy´bere konkre´tnej meto´dy je potrebne´ volit’ urcˇity´ kompromis medzi
jej efekt´ıvnost’ou, pama¨t’ovy´mi na´rokmi a vy´sledkami, ktore´ dosiahneme zvolenou meto´dou.
Najcˇastejˇsie pouzˇ´ıvany´mi meto´dami su´:
• meto´da inverznej transforma´cie
• kompozicˇna´ meto´da
• vylucˇovacia meto´da
Meto´da inverznej transforma´cie
Pri pouzˇit´ı tejto meto´dy vyuzˇ´ıvame inverznu´ podobu distribucˇnej funkcie ciel’ove´ho roz-
lozˇenia. Nasˇou snahou je vypocˇ´ıtat’ hodnotu na´hodnej velicˇiny s hustotou pravdepodobnosti
f(x). Ta´to funkcia mus´ı sp´lnˇat’ dve za´kladne´ vlastnosti [6]:
f(x) > 0, pre vsˇetky x
a ∞∫
−∞
f(x) dx = 1
Distribucˇna´ funkcia ma´ tvar:
F (x) =
x∫
−∞
f(t) dt jej inverzna´ podoba je F−1(s)
a plat´ı
y = F (x)⇔ x = F−1(y)
Distribucˇna´ funkcia F (x) mus´ı byt’ rastu´ca, cˇo je nutny´m predpokladom pre existen-
ciu jej inverznej podoby. Tento spoˆsob pre generovanie na´hodny´ch cˇ´ısel je mozˇne´ pouzˇit’
5Existuju´ vsˇak aj meto´dy, ktory´mi je mozˇne´ generovat’ velicˇiny priamo v danom rozlozˇen´ı.
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vtedy, ked’ je mozˇne´ inverznu´ podobu distribucˇnej funkcie F−1(Y ) ciel’ove´ho rozlozˇenia
jednoducho a ry´chlo vypocˇ´ıtat’. Cˇasto vsˇak distribucˇna´ funkcia pozˇadovane´ho rozlozˇenia
nema´ svoju inverznu´ podobu, kedy ju nemozˇno vyjadrit’ elementa´rnymi funkciami. Vtedy je
mozˇne´ pristu´pit’ k aproxima´cii distribucˇnej funkcie inou vhodnou funkciou, ktorej inverzna´
podoba je uzˇ zna´ma. Tento spoˆsob vy´pocˇtu vsˇak patr´ı medzi priblizˇne´ meto´dy. Ked’ vieme
urcˇit’ inverznu´ podobu distribucˇnej funkcie, moˆzˇeme presne generovat’ pseudona´hodne´ cˇ´ısla
v danom rozlozˇen´ı.
Na obra´zku moˆzˇeme vidiet’ princ´ıp transforma´cie pri pouzˇit´ı tejto meto´dy.
Obra´zok 2.3: Princ´ıp meto´dy inverznej transforma´cie
Postup pri transforma´cii moˆzˇeme zhrnu´t’ do 3 bodov:
• urcˇ´ıme inverznu´ podobu distribucˇnej funkcie F−1
• vygenerujeme na´hodne´ cˇ´ıslo v rovnomernom rozlozˇen´ı x = R(0, 1)
• a vypocˇ´ıtame novu´ hodnotu y = F−1(x)
Vylucˇovacia meto´da
Dˇalˇs´ı spoˆsob generovania na´hodny´ch cˇ´ısel predstavuje vylucˇovacia meto´da [11] [1] [6], v an-
glickej literatu´re oznacˇovana´ ako rejection method alebo hit-and-miss method. V princ´ıpe
sa postupuje tak, zˇe urcˇitu´ funkciu f(x) ohranicˇ´ıme na intervale x ∈ (a, b) a za´rovenˇ urcˇ´ıme
hornu´ hranicu funkcˇny´ch hodnoˆt M , pre ktoru´ plat´ı M ≥ f(x) pre l’ubovol’ne´ x na danom
intervale. Na obra´zku 2.4 je zna´zorneny´ princ´ıp tejto meto´dy.
Obra´zok 2.4: Princ´ıp vylucˇovacej meto´dy
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Pri tomto spoˆsobe generovania na´hodny´ch cˇ´ısel v podstate generujeme dve cˇ´ısla, ktore´
slu´zˇia ako su´radnice bodu v rovine ohranicˇenej dany´m obd´lzˇnikom a hl’ada´me taky´ bod,
ktory´ lezˇ´ı pod krivkou funkcie hustoty ciel’ove´ho rozlozˇenia. Postup pri vyuzˇit´ı tejto trans-
formacˇnej meto´dy je nasleduju´ci:
• vygenerujeme na´hodne´ cˇ´ıslo v rovnomernom rozlozˇen´ı x = R(a, b)
• vygenerujeme d’alˇsie na´hodne´ cˇ´ıslo v rovnomernom rozlozˇen´ı y = R(0,M)
• ak plat´ı y ≤ f(x), potom x prijmeme za hodnotu na´hodnej velicˇiny danej funkcie
hustoty
• v opacˇnom pr´ıpade sa vraciame k prve´mu kroku a danu´ hodnotu x neprij´ımame
Na obra´zku 2.4 je mozˇne´ vidiet’ dva body, pre ktore´ boli postupne vygenerovane´ su´rad-
nice x1, y1 a x2, y2. Pre prvy´ bola splnena´ dana´ podmienka, takzˇe hodnota x1 je prijata´,
druhy´ bod sa vsˇak nacha´dzal nad krivkou funkcie, cˇo znamena´, zˇe nesp´lnˇa podmienku
v bode 3, takzˇe hodnota x2 mus´ı byt’ zamietnuta´. Hodnota y v podstate pln´ı iba u´lohu
kontrolnej premennej a pri generovan´ı sa nevracia.
Tu´to meto´du nie je mozˇne´ pouzˇit’ pre rozlozˇenia s neobmedzeny´m rozsahom a efekt´ıv-
nost’ jej pouzˇitia u´zko su´vis´ı s pomerom plochy ohranicˇenej osou x, funkciou hustoty f(x)
a plochou obd´lzˇnika M(b−a). Pri malom pomere plochy pod funkciou f vzhl’adom na plo-
chu cele´ho obd´lzˇnika vy´razne klesa´ efekt´ıvnost’ tejto meto´dy, pretozˇe mnoho generovany´ch
bodov mus´ı byt’ na´sledne odmietnuty´ch. Takisto va¨cˇsˇina funkci´ı hustoty urcˇity´ch rozlozˇen´ı
nema´ zl’ava alebo sprava, pr´ıpadne z oboch stra´n ohranicˇeny´ definicˇny´ obor, takzˇe s ohra-
nicˇen´ım funkcie vykonany´m pred samotnou transforma´ciou docha´dza k iste´mu zanedbaniu
presnosti pri vy´pocˇtoch. Preto je potrebne´ aj v tomto pr´ıpade prijat’ kompromis medzi
vol’bou d´lzˇky intervalu (a, b) a vel’kost’ou plochy pod krivkou funkcie vzhl’adom na celkovu´
ohranicˇenu´ plochu, ktora´ je touto vol’bou ovplyvnena´.
Pravdepodobnost’ P generovania hodnoty pod krivkou funkcie f(x) je mozˇne´ vyjadrit’
vzt’ahom
P =
∫ b
a f(x) dx
M(b− a) =
1
M(b− a)
Pre niektore´ funkcie to bude u´plne dostacˇuju´ce, pri ine´ moˆzˇe nastat’ situa´cia, kedy
zamietnuty´ch bude va¨cˇsˇina hodnoˆt. V tom pr´ıpade je vy´hodnejˇsie uvazˇovat’ nad pouzˇit´ım
inej transformacˇnej meto´dy.
Kompozicˇna´ meto´da
Nie vsˇetky funkcie je mozˇne´ pouzˇit’ pre priamy analyticky´ vy´pocˇet, ale na druhej strane su´
k dispoz´ıcii prostriedky, ktory´mi je mozˇne´ dosiahnut’ lepsˇie vy´sledky nezˇ pouzˇit´ım jednodu-
chej vylucˇovacej meto´dy. Kompozicˇna´ meto´da umozˇnˇuje rozlozˇit’ zadanu´ funkciu hustoty
na niekol’ko jednoduchsˇ´ıch funkci´ı, ktory´mi sa generovanie zjednodusˇ´ı.
2.5 Testovanie vlastnost´ı genera´torov
Ciel’om testovania genera´torov na´hodny´ch cˇ´ısel je overovanie sˇtatisticky´ch vlastnost´ı gene-
rovanej postupnosti. Moˆzˇe sa jednat’ o potvrdenie nejakej konkre´tnej vlastnosti, cˇi ove-
renie, zˇe postupnost’ generovany´ch cˇ´ısel mozˇno povazˇovat’ za na´hodny´ vy´ber zo su´boru
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na´hodny´ch cˇ´ısel s urcˇity´m pravdepodobnostny´m rozlozˇen´ım. Existuje vsˇak nekonecˇne mno-
ho vlastnost´ı, ktore´ je mozˇne´ testovat’. Pre kazˇdy´ genera´tor je mozˇne´ navrhnu´t’ test, ktory´
skoncˇ´ı neu´spesˇne. Avsˇak pri stu´paju´com pocˇte u´spesˇne zdolany´ch testov rastie aj spokoj-
nost’ s vlastnost’ami dane´ho genera´toru a je mozˇne´ sa aj na za´klade porovnania vy´sledkov
taky´chto testov rozhodovat’ o pouzˇit´ı urcˇite´ho genera´toru pre nejaku´ aplika´ciu.
V dnesˇnej dobe existuje niekol’ko sa´d sˇtatisticky´ch testov, ktore´ patria medzi naj-
pouzˇ´ıvanejˇsie pri overovan´ı vlastnost´ı genera´torov pseudona´hodny´ch cˇ´ısel (napr. Diehard,
Dieharder, Crush, sada NIST. . . ). Overovat’ vlastnosti je mozˇne´ aj teoreticky, v tejto pra´ci
sa na overenie pouzˇil χ2 test dobrej zhody. Tento test sa pouzˇ´ıva na overenie, zˇe generovana´
postupnost’ zodpoveda´ dane´mu rozlozˇeniu [11] [1] [16].
Postup je mozˇne´ pop´ısat’ v nasledovny´ch krokoch:
• Vygenerujeme su´bor hodnoˆt v danom rozlozˇen´ı, ktory´ budeme kontrolovat’
• Vytvor´ıme su´bor hodnoˆt so spra´vnymi parametrami a tvarom
• Porovna´me oba su´bory hodnoˆt, a to vy´pocˇtom hodnoty testu χ2
• Vyhodnot´ıme vy´sledok testu na za´klade zvolenej hladiny vy´znamnosti
Pri generovan´ı sa vytvor´ı vel’ky´ su´bor n hodnoˆt (napr. 10 000) a rozdel´ıme ho do
m rovnaky´ch, navza´jom disjunktny´ch tried. Pocˇty v jednotlivy´ch triedach oznacˇ´ıme Nj .
Obvykle sa n vol´ı tak, aby pocˇetnost’ v kazˇdej triede bola Nj > 5 (nie vzˇdy sa to vsˇak da´
dosiahnut’).
Kontrolny´ su´bor moˆzˇeme z´ıskat’ napr. vyuzˇit´ım distribucˇnej funkcie dane´ho rozlozˇenia
F (x). Pocˇetnosti nj , ktore´ zodpovedaju´ triedam delenia kontrolovane´ho su´boru hodnoˆt,
urcˇ´ıme ako su´cˇin pocˇtu generovany´ch hodnoˆt n a rozdielu hodnoˆt distribucˇnej funkcie F (x)
v krajny´ch bodoch j-tej triedy oboru hodnoˆt na´hodnej velicˇiny, takzˇe:
nj = n[F (x1 + j∆x)− F (x1 + (j − 1)∆x)]
∆x = x2−x1m predstavuje vel’kost’ tried. V pr´ıpade, zˇe nepozna´me distribucˇnu´ funkciu,
moˆzˇeme vyuzˇit’ funkciu hustoty dane´ho rozlozˇenia, kde pocˇetnost’ v j-tej triede z´ıskame:
nj =
x1+(j−1)∆x∫
x1+j∆x
f(x) dx
Vypocˇ´ıtame hodnotu testu dobrej zhody, cˇ´ım porovna´me oba su´bory hodnoˆt:
χ2 =
m∑
j=1
(Nj − nj)2
nj
, pre nj > 5
kde Nj su´ pocˇetnosti overovane´ho su´boru hodnoˆt a nj pocˇetnosti kontrolne´ho su´boru.
Vy´pocˇet realizujeme pre hodnoty nj > 5.
Dˇalˇs´ım doˆlezˇity´m pojmom je stupenˇ vol’nosti, ktory´ je definovany´ ako ν = m−1, cˇizˇe stupenˇ
vol’nosti je o 1 mensˇ´ı ako pocˇet tried rozdelenia. Po vypocˇ´ıtan´ı vy´sledku χ2 a urcˇen´ı stupnˇov
vol’nosti (do vy´pocˇtov vsˇak nezahr´nˇame tie katego´rie, pri ktory´ch je teoreticky´ pocˇet cˇ´ısel,
ktore´ do nej ”padnu´“ mensˇ´ı ako 5; takto je potrebne´ zn´ızˇit
’ aj pocˇet stupnˇov vol’nosti o pocˇet
vyradeny´ch katego´ri´ı) moˆzˇeme v sˇtatisticky´ch tabul’ka´ch alebo vy´pocˇtom [21] urcˇit’ hladinu
vy´znamnosti, ktorej ta´to vypocˇ´ıtana´ hodnota zodpoveda´. Na zacˇiatku ma´me hypote´zu,
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ktoru´ testujeme na urcˇitej hladine vy´znamnosti (obvykle 0.01-0.05). Pri urcˇen´ı hladiny
vy´znamnosti hodnoty χ2 moˆzˇeme teda genera´tor oznacˇit’ za vyhovuju´ci, ak urcˇena´ hladina
vy´znamnosti je va¨cˇsˇia ako 0.95.
Alebo je mozˇne´ postupovat’ tak, zˇe opa¨t’ testujeme hypote´zu na zvolenej hladine vy´znamnos-
ti (napr. p), ktora´ tvrd´ı, zˇe generovana´ postupnost’ ma´ dane´ rozlozˇenie. Urcˇ´ıme kvantil xp
pre tu´to hladinu vy´znamnosti a pocˇet stupnˇov vol’nosti (znova z tabuliek, alebo si pomoˆzˇeme
dostupny´mi na´strojmi na jeho vy´pocˇet) a porovna´me tieto dve hodnoty. Ak χ2 ≤ xp danu´
hypote´zu nezamietame, v opacˇnom pr´ıpade ju zamietame na danej hladine vy´znamnosti.
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Kapitola 3
Architektu´ra genera´toru
na´hodny´ch cˇ´ısel
Na´vrh architektu´ry samotne´ho genera´toru vycha´dza z informa´ci´ı uvedeny´ch v predosˇlej
kapitole a pre samotnu´ implementa´ciu bol zvoleny´ LFSR register. Implementa´cia prebehla
v jazyku VHDL. V tejto cˇasti si pribl´ızˇime roˆzne varianty, ktory´mi je mozˇne´ implementa´ciu
realizovat’.
3.1 LFSR register s paralelny´m vstupom a vy´stupom
Pre implementa´ciu tohto typu registru bolo potrebne´ si pripravit’ ako za´kladny´ stavebny´
prvok klopny´ obvod typu D. Tento komponent obsahuje sˇtandardne vstupny´ a vy´stupny´
da´tovy´ port, vstup hodinove´ho signa´lu a naviac povol’ovac´ı vstup. Tento prvok pracuje
s na´stupnou hranou hodinove´ho signa´lu.
Z tohto klopne´ho obvodu je potom mozˇne´ vytvorit’ samotny´ register. Medzi jeho vstupne´
porty patria INPUT, ktore´ho sˇ´ırka je dana´ sˇ´ırkou registru, cˇizˇe n je pocˇet bitov registru a
za´rovenˇ predstavuje stupenˇ primit´ıvneho polyno´mu, podl’a ktore´ho bol dany´ LFSR register
vytvoreny´. Signa´ly FILL ENABLE a SHIFT ENABLE su´ riadiacimi signa´lmi. Prvy´ z nich je
pouzˇity´ pri inicializa´cii registru a druhy´ povol’uje posun registru a ty´m aj zmenu stavu cele´ho
LFSR. Pri inicializa´cii musia byt’ oba signa´ly akt´ıvne. Cˇinnost’ je synchronizovana´ hodi-
novy´m signa´lom. Vy´stupne´ porty su´ OUTPUT a VALID, ktory´ urcˇuje platnost’ vy´stupny´ch
da´t. Po inicializa´cii, t.j. po zmene u´rovne signa´lu FILL ENABLE z logickej 1 do logickej
0 sa signa´l platnosti aktivuje a osta´va akt´ıvny natrvalo. Vyuzˇitie signa´lu VALID je potom
pop´ısane´ v cˇasti 4.
Na obra´zku 3.1 je zobrazena´ vnu´torna´ sˇtruktu´ra 4-bitove´ho LFSR registru, ktory´ je
vytvoreny´ podl’a primit´ıvneho polyno´mu 1 + x3 + x4. Ked’zˇe v tomto pr´ıpade sa jedna´
o paralelny´ spoˆsob zapojenia, pre inicializa´ciu, pr´ıpadne d’alˇsie vlozˇenie hodnoty do re-
gistru, je pred kazˇdy´m klopny´m obvodom zaradeny´ multiplexor, ktory´ na za´klade signa´lu
FILL ENABLE prep´ına hodnoty z portu INPUT a vy´stupu pr´ıslusˇne´ho klopne´ho obvodu.
Hodnota signa´lu VALID je ovla´dana´ procesom vnu´tri defin´ıcie architektu´ry, takzˇe nie je
v obra´zku zobrazeny´.
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Obra´zok 3.1: Sˇtruktu´ra paralelne´ho LFSR (externe´ zapojenie)
3.2 LFSR register so se´riovy´m vstupom a vy´stupom
Variant so se´riovy´m vstupom a vy´stupom je mozˇne´ realizovat’ podobne ako paralelnu´ verziu.
V tomto pr´ıpade odpadne nutnost’ zaradenia multiplexorov pred kazˇdy´m klopny´m obvodom
— pouzˇije sa jediny´ pred prvy´m z nich, aby bolo mozˇne´ se´riovo inicializovat’ obsah registru
a za´rovenˇ viest’ spa¨tnu´ va¨zbu z posledne´ho cˇlenu do prve´ho. V rozhran´ı samotne´ho kom-
ponentu teda dosˇlo iba k zmena´m signa´lov INPUT a OUTPUT, ktore´ su´ v tomto pr´ıpade
jednobitove´. Vnu´torna´ sˇtruktu´ra je v princ´ıpe zhodna´ s obra´zkom 3.1 azˇ na zmeny pop´ısane´
v tomto odseku.
Omnoho zauj´ımavejˇsou alternat´ıvou vocˇi pouzˇitiu klopny´ch obvodov typu D moˆzˇe byt’
pre realiza´ciu na cˇipe Virtex, resp. Spartan, vyuzˇitie priamo stavebny´ch prvkov dostupny´ch
na cˇipe [27] [28] [9]. Za´kladny´m konfigurovatel’ny´m prvkom na ty´chto cˇipoch su´ tzv. CLB
bloky (Configurable Logic Blocks). Pocˇet blokov za´vis´ı od konkre´tnej verzie cˇipu, na-
pr. na cˇipe Spartan-3 umiestnenom na platforme FITkit sa ich nacha´dza 192.
Kazˇdy´ z ty´chto konfigurovatel’ny´ch blokov pozosta´va zo 4 tzv. slices. Slice je tvoreny´
dvoma 4-vstupovy´mi logicky´mi funkcˇny´mi genera´tormi, multiplexormi, dvoma u´lozˇny´mi
elementmi a carry logikou. Funkcˇny´ genera´tor potom moˆzˇe byt’ naprogramovany´ ako 4-
vstupova´ Look-up tabul’ka, ako 16-bitova´ distribuovana´ SelectRAM+ pama¨t’ cˇi ako 16-
bitovy´ posuvny´ register s mozˇnost’ou zmeny jeho d´lzˇky v ra´mci ty´chto 16 bitov.
Obra´zok 3.2: Sche´ma SRL16E registru
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Pre stavbu LFSR registru je teda mozˇne´ vyuzˇit’ pra´ve tieto posuvne´ registre (SRL —
Shift Register LUT ). Tento register je 4-bitovy´ a je mozˇne´ z´ıskat’ hodnotu l’ubovol’ne´ho bitu
na za´klade zadanej 4-bitovej adresy. Konfigura´ciou adresy je mozˇne´ nastavit’ d´lzˇku registru.
Hodnota adresy moˆzˇe byt’ nastavena´ staticky, ale moˆzˇe byt’ aj dynamicky zmenena´. Posun
registru sa uskutocˇnˇuje v kazˇdom cykle hodinove´ho signa´lu. K dispoz´ıcii su´ dve primit´ıva
— SRL16 a SRL16E. Obe obsahuju´ jednobitovy´ da´tovy´ vstup a vy´stup, vstup hodinove´ho
signa´lu a 4-bitovy´ adresovy´ vstup. SRL16E obsahuje naviac povol’ovac´ı vstup hodinove´ho
signa´lu (ClockEnable).
Na obra´zku 3.2 je zobrazena´ zjednodusˇena´ sche´ma SRL16E posuvne´ho registru. Q0 –
Q15 je 16 SRAM buniek zapojeny´ch ako 16-bitovy´ posuvny´ register. Pr´ıslusˇny´ multiplexor
slu´zˇi na urcˇenie bunky, hodnota ktorej sa bude prena´sˇat’ na vy´stup na za´klade definovanej
adresy.
Obra´zok 3.3: Pr´ıklad zapojenia s vyuzˇit´ım SRL16E registrov
Obra´zok 3.3 zna´zornˇuje pr´ıklad realiza´cie LFSR registru definovane´ho polyno´mom 1 +
x20 + x41. Tentokra´t je pouzˇita´ Galoisova sche´ma. Je dobre´ si uvedomit’ nastavenie adre-
sovy´ch bitov na jednotlivy´ch registroch — pre zjednodusˇenie je na obra´zku 3.4 uvedena´
sˇtandardna´ sche´ma s vyuzˇit´ım klopny´ch obvodov a vyznacˇeny´ spoˆsob, aky´m je mozˇne´ ten-
to na´vrh realizovat’ pomocou SRL registrov. Z doˆvodu udrzˇania prehl’adnosti je sche´ma
zjednodusˇena´ a su´ vynechane´ niektore´ signa´ly, podstatny´ je spoˆsob vyznacˇenia cˇast´ı cele´ho
registru, ktore´ je mozˇne´ zahrnu´t’ do jedne´ho SRL registru.
Obra´zok 3.4: Poˆvodny´ register
V literatu´re [13] [2] [3] je mozˇne´ na´jst’ mierne odliˇsne´ varianty zapojenia, v tejto pra´ci
vsˇak nad’alej budeme uvazˇovat’ doteraz prezentovane´ spoˆsoby, ktore´ su´ pomerne priamocˇiare
a jednoduche´.
Vyuzˇitie SRL registrov vsˇak so sebou prina´sˇa aj nevy´hodu v podobe straty pr´ıstupu
k jednotlivy´m bitom vytvorene´ho registru. To je vsˇak vyva´zˇene´ efekt´ıvnou implementa´ciou
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a v pr´ıpade implementa´cie se´riove´ho variantu LFSR registru sa ta´to nevy´hoda stra´ca u´plne.
Preto je dobre´ dopredu zvazˇovat’ pozˇiadavky a mozˇnosti, ktore´ su´ dostupne´ v danej situa´cii.
3.3 Viacna´sobny´ LFSR
V tejto cˇasti si pribl´ızˇime mozˇnosti zlepsˇenia vlastnost´ı generovanej postupnosti pomocou
LFSR registra dosiahnuty´m pomocou jednoduche´ho vylepsˇenia v architektu´re. Vy´hodou
je, zˇe nie je potrebne´ menit’ na´vrhovy´ pr´ıstup pri konsˇtrukcii LFSR registra pop´ısane´ho
v predcha´dzaju´cich cˇastiach — za´kladom je sta´le ten isty´ register.
Obra´zok 3.5: Sche´ma MLFSR
Insˇpira´cia pre tento spoˆsob pocha´dza z pra´ce Petra Martina [14], ktory´ porovna´val
sˇtatisticke´ vlastnosti roˆznych typov genera´torov, medzi ktory´mi bol aj LFSR. Ako uka´zal,
tak sˇtandardny´ LFSR register trp´ı, podobne ako linea´rny kongruentny´ genera´tor, za´vislos-
t’ou po sebe nasleduju´cich generovany´ch hodnota´ch. Jednoduchy´m spoˆsobom je vsˇak mozˇne´
dosiahnut’ vy´razne´ zlepsˇenie sˇtatisticky´ch vlastnost´ı. Jeho vy´sledky uka´zali, zˇe v testoch
Diehard, ktore´ vykonal, patril medzi jeden z najlepsˇ´ıch.
Princ´ıp je zalozˇeny´ na tom, zˇe sa vyuzˇije n LFSR registrov d´lzˇky m, ktore´ sa zapoja
paralelne, pricˇom najvysˇsˇ´ı bit kazˇde´ho z nich potom slu´zˇi pre vytvorenie pseudona´hodne´ho
cˇ´ısla, ktore´ ma´ d´lzˇku pra´ve n bitov. Princ´ıp prehl’adne demonsˇtruje obra´zok 3.5. Za´kladom
je v tomto pr´ıpade LFSR register so se´riovy´m vstupom a vy´stupom, ked’zˇe na vy´stup slu´zˇi
iba jeden najvysˇsˇ´ı bit z kazˇde´ho registru. Taky´mto spoˆsobom sa v kazˇdom takte hodi-
nove´ho signa´lu vytva´ra jedno pseudona´hodne´ cˇ´ıslo zlozˇene´ z hodnoˆt vy´stupu jednotlivy´ch
LFSR registrov, pricˇom generovane´ hodnoty maju´ lepsˇie sˇtatisticke´ vlastnosti v porovnan´ı
s pouzˇit´ım jedine´ho LFSR registru. Tento genera´tor sa oznacˇuje v literatu´reMultiple LFSR,
skra´tene MLFSR.
Pre implementa´ciu bola zvolena´ sˇtruktu´ra MLFSR n×n, tzn. pocˇet bitov generovanej hod-
noty je rovne´ pocˇtu (stupnˇu) vsˇetky´ch pouzˇity´ch LFSR registrov. Jednotlive´ LFSR registre
su´ vytvorene´ podl’a jedne´ho polyno´mu a musia byt’ inicializovane´ odliˇsny´mi hodnotami.
3.4 Genera´tor VHDL ko´du pre LFSR registre
Z praktickej stra´nky pra´ce bol navrhnuty´ a implementovany´ core genera´tor pre generovanie
VHDL ko´du pre LFSR. Genera´tor je naprogramovany´ v jazyku C a umozˇnˇuje generovanie
vsˇetky´ch typov LFSR registrov uvedeny´ch v predcha´dzaju´cich cˇastiach. Vstupom programu
su´ jednotlive´ parametre, ktore´ urcˇuju´ typ pozˇadovane´ho LFSR. Vytvorenie ko´du pre regis-
ter je dane´ uveden´ım primit´ıvneho polyno´mu v bina´rnej podobe. Tento program umozˇnˇuje
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generovanie LFSR registru l’ubovol’nej d´lzˇky a zvolene´ho typu dane´ho vol’bou pr´ıslusˇny´ch
parametrov.
Vy´sledok cˇinnosti programu je produkovany´ na sˇtandardny´ vy´stup. Vy´stup je vo forme
VHDL ko´du, ktory´ obsahuje vsˇetky potrebne´ komponenty pre zostavenie LFSR registru.
Z doˆvodu jednoduchosti pri riesˇen´ı vy´stupu bola zvolena´ alternat´ıva, kedy su´ vsˇetky po-
trebne´ komponenty umiestnene´ do jedne´ho su´boru. Dˇalˇsou vlastnost’ou tohto programu je
mozˇnost’ generovania obvodu testbench pre zvoleny´ LFSR register. Vy´stup programu je
mozˇne´ presmerovat’ do samostatny´ch su´borov a na´sledne sa takto daju´ vytvorene´ LFSR
registre jednoducho a ry´chlo testovat’. Pred samotny´m testovan´ım je vsˇak potrebne´ vlozˇit’
pocˇiatocˇne´ hodnoty pre inicializa´ciu registrov na vymedzene´ miesto v generovanom ko´de.
Vy´stup programu bol riadne otestovany´ simulacˇny´mi experimentmi v ModelSime (po-
rovna´vali sa pozˇadovane´ hodnoty s hodnotami generovany´mi ako vy´stupy simula´cie) pre kazˇ-
dy´ typ LFSR registru a jeho varianty. Generovany´ ko´d je syntetizovatel’ny´, avsˇak je nutne´
poznamenat’, zˇe v ko´de sa vyuzˇ´ıvaju´ priamo insˇtancie primit´ıv, ktore´ su´ za´visle´ na pouzˇitom
cˇipe, cˇo v konecˇnom doˆsledku moˆzˇe mat’ dopad na prenositel’nost’ take´hoto ko´du. V ko´de
sa vyuzˇ´ıva sˇtruktura´lny pr´ıstup k prepojeniu za´kladny´ch komponent, preto bol zvoleny´ ten-
to variant insˇtancovania komponent, ktory´ umozˇnˇuje jednoduchy´ na´vrh. Synte´za ko´du bola
vykonana´ v aplika´cii ISE WebPack. Uka´zˇka vy´stupu — pouzˇity´ch hardwarovy´ch zdrojov
je dostupna´ v cˇasti 6.2.
Na za´ver je dobre´ si vsˇimnu´t’, zˇe pri na´vrhu architektu´ry sa obiˇslo pouzˇitie resetu,
cˇi uzˇ asynchro´nneho alebo synchro´nneho. Pouzˇitie asynchro´nneho resetu vedie k horsˇej
optimaliza´cii pri synte´ze obvodu a takisto moˆzˇu vznikat’ proble´my so spra´vnym cˇasovan´ım
opera´ci´ı [25]. Program v zdrojovom tvare je umiestneny´ na prilozˇenom CD me´diu spolu
so su´borom Makefile. Spoˆsob pouzˇitia programu je podrobne pop´ısany´ v pr´ılohe B.
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Kapitola 4
Transforma´cie rozlozˇen´ı
V ra´mci tejto pra´ce bola zvolena´ transforma´cia do exponencia´lneho rozlozˇenia. Pouzˇitou
meto´dou je meto´da inverznej transforma´cie, pomocou ktorej bolo mozˇne´ dosiahnut’ jedno-
duchu´ implementa´ciu. Teoreticke´ vy´chodiska´ su´ zhruba pop´ısane´ v cˇasti 2.4, ta´to kapitola
obsahuje podrobnejˇs´ı popis transforma´cie do exponencia´lneho rozlozˇenia a jej hardve´rovu´
implementa´ciu.
Pri vyuzˇit´ı meto´dy inverznej transforma´cie [4] vycha´dzame zo znalosti distribucˇnej fun-
kcie. Pre distribucˇnu´ funkciu exponencia´lneho rozlozˇenia plat´ı
F (t) =
{
0 t < 0
1− e−λt t ≥ 0
Vsˇeobecne sa pri transforma´cii najprv postupuje tak, zˇe sa vygeneruje cˇ´ıslo p z intervalu
(0, 1). Tu´to hodnotu p nadobu´da distribucˇna´ funkcia v bode tp. Tento bod sa nazy´va p-
kvantil. Takzˇe distribucˇna´ funkcia predstavuje prostriedok, pomocou ktore´ho je mozˇne´
prejst’ medzi hodnotami pravdepodobnosti z intervalu (0,1) a hodnotami, ktore´ nadobu´da
na´hodna´ velicˇina X v konkre´tnom rozlozˇen´ı. Na obra´zku 4.1 je zna´zorneny´ tento princ´ıp.
Obra´zok 4.1: Distribucˇna´ funkcia exponencia´lneho rozlozˇenia
Ked’zˇe plat´ı, zˇe p = F (tp), nasˇou u´lohou je vypocˇ´ıtat’ hodnotu tp. Postupuje sa klasicky
— vyjadr´ıme inverznu´ podobu funkcˇne´ho predpisu, cˇizˇe:
p = 1− e−λt ⇒ tp = − 1
λ
· ln(1− p)
Prakticka´ realiza´cia vyply´va z uvedene´ho postupu. Pre implementa´ciu bol zvoleny´ po-
stup, pri ktorom sa definicˇny´ obor rozdel´ı sa urcˇity´ pocˇet intervalov a pre hranicˇne´ body
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intervalov, medzi ktory´mi je rovnaka´ vzdialenost’ sa urcˇia funkcˇne´ hodnoty. Tieto vy´znacˇne´
hodnoty sa na´sledne ulozˇia do pama¨ti a ostatne´ hodnoty, ktore´ ”padnu´“ do vnu´tra nie-
ktore´ho z intervalov, sa dopocˇ´ıtaju´ linea´rnou interpola´ciou.
Postup tohto vy´pocˇtu je vsˇeobecne zna´zorneny´ na obra´zku 4.2, kde ma´me interval (a, b)
pozna´me funkcˇne´ hodnoty f(a), f(b) a potrebujeme vypocˇ´ıtat’ f(c).
Obra´zok 4.2: Linea´rna interpola´cia
Plat´ı, zˇe 4AY B ∼ 4AXC, a teda:
f(b)− f(a)
b− a =
f(c)− f(a)
c− a
Jednoduchou u´pravou dostaneme hl’adanu´ hodnotu f(c):
f(c) =
f(b)− f(a)
b− a (c− a) + f(a) (4.1)
Ked’zˇe pri tomto postupe je potrebne´ uchova´vat’ isty´ pocˇet hodnoˆt v pama¨ti, pri imple-
menta´cii boli vyuzˇite´ tzv. BlockRAM pama¨te [26], ktore´ su´ dostupne´ na cˇipe FPGA. Ich
vy´hodou je predovsˇetky´m to, zˇe sa daju´ vhodne konfigurovat’ pre danu´ aplika´ciu. Je mozˇne´
si zvolit’ sˇ´ırku ukladany´ch da´t, ktora´ ovplyvnˇuje mnozˇstvo polozˇiek ulozˇitel’ny´ch v pama¨ti,
je mozˇne´ vyuzˇit’ fakt, zˇe dovol’uju´ konfigura´ciu v podobe dvojportovy´ch pama¨t´ı a takto
umozˇnˇuju´ pr´ıstup k da´tam cez dvojicu neza´visly´ch portov a ine´. Pocˇet a umiestnenie tohto
druhu pama¨te je opa¨t’ za´visle´ na pouzˇitom cˇipe a jeho verzii.
Pri konecˇnej realiza´cii bola vyuzˇita´ konfigura´cia, pri ktorej sa pouzˇilo 9 bitov na ad-
resa´ciu, cˇ´ım mozˇno adresovat’ 512 32-bitovy´ch hodnoˆt. Pri spoˆsobe generovania pseudona´-
hodny´ch hodnoˆt v tejto pra´ci bolo nutne´ sa zaoberat’ ich reprezenta´ciou. LFSR genera´torom
vieme z´ıskat’ 2n − 1 celocˇ´ıselny´ch hodnoˆt pre dany´ stupenˇ n. Preto je potrebne´ pri trans-
forma´cii tieto hodnoty normalizovat’, na´sledne transformovat’ a opa¨t’ previest’ do zˇelane´ho
intervalu celocˇ´ıselny´ch hodnoˆt. Pouzˇity´ genera´tor je 16-bitovy´ MLFSR. Z generovanej hod-
noty sa pouzˇije horny´ch 9 bitov na adresovanie hodnoˆt z BlockRAM pama¨ti, dolny´ch 7
bitov sa vyuzˇije pri spresnˇovan´ı vy´pocˇtu pri linea´rnej interpola´cii. Dl´zˇka kroku v tomto
pr´ıpade je 128 (hodnoˆt). Pri prevode a vy´pocˇte transformovany´ch hodnoˆt je nevyhnutne´
pracovat’ s cˇ´ıslami s pohyblivou desatinnou cˇiarkou. Preto pri urcˇovan´ı hodnoˆt, ktore´ sa
ulozˇia do pama¨ti, bol vytvoreny´ kra´tky program v jazyku C, ktory´ tento vy´pocˇet zrealizuje
a na´sledne na sˇtandardny´ vy´stup vyp´ıˇse cˇast’ VHDL ko´du, ktory´m sa vykona´ pocˇiatocˇna´
inicializa´cia BlockRAM pama¨ti. To je d’alˇsia z jej vy´hod — pama¨t’ je mozˇne´ inicializovat’
uzˇ pri jej insˇtancovan´ı v zdrojovom ko´de pri vytva´ran´ı ciel’ovej aplika´cie.
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Obor funkcˇny´ch hodnoˆt inverznej podoby distribucˇnej funkcie exponencia´lneho roz-
lozˇenia lezˇ´ı v intervale (0,∞), preto je nutne´ stanovit’ urcˇitu´ hornu´ hranicu pre transformo-
vane´ hodnoty. Pri transforma´cii je opa¨t’ vhodne´ si zvolit’ nejaky´ celocˇ´ıselny´ interval, na ktory´
sa vypocˇ´ıtane´ desatinne´ hodnoty prevedu´. V tomto pr´ıpade bol zvoleny´ pre jednoduchost’
interval 0-65535, v ktorom bude genera´tor vypocˇ´ıtane´ hodnoty produkovat’. Pri vy´pocˇtoch
sa teda z´ıskane´ desatinne´ hodnoty prepocˇ´ıtaju´ na celocˇ´ıselne´ hodnoty v intervale (0, 65535).
Je zrejme´, zˇe pri ty´chto vy´pocˇtoch docha´dza k nepresnostiam, ktore´ je nutne´ brat’ do u´vahy.
V su´hrne teda generovanie hodnoˆt spocˇ´ıva najprv v rozdelen´ı intervalu na 512 cˇast´ı,
hranicˇne´ hodnoty ty´chto intervalov sa normalizuju´ a transformuju´ pomocou inverznej po-
doby distribucˇnej funkcie exponencia´lneho rozlozˇenia a na´sledne sa prepocˇ´ıtaju´ na hodnoty
vo zvolenom celocˇ´ıselnom intervale. Tieto hodnoty sa ulozˇia do pama¨ti a pomocou nich
sa pocˇ´ıtaju´ ostatne´ hodnoty. Na adresovanie ty´chto hodnoˆt sa pouzˇije horny´ch 9 bitov
generovane´ho cˇ´ısla z MLFSR genera´toru a dolny´ch 7 bitov pri vy´pocˇte konecˇnej hodnoty.
Obra´zok 4.3: Sche´ma transformacˇne´ho bloku
Obra´zok 4.3 zobrazuje sche´mu obvodu, ktory´ transformuje generovane´ hodnoty na vstu-
pe INPUT[15:0] na hodnoty v exponencia´lnom rozlozˇen´ı (v tomto konkre´tnom pr´ıpade).
Na tento vstup su´ privedene´ vy´stupy genera´toru produkuju´ceho cˇ´ısla v rovnomernom roz-
lozˇen´ı. Hodnota sa zo vstupu ulozˇ´ı do prve´ho registru. Pri na´stupnej hrane hodinove´ho
signa´lu sa horny´mi 9 bitmi z tejto hodnoty zaadresuje pama¨t’ cˇ. 1, pricˇom sa za´rovenˇ ta´to
hodnota inkrementuje o hodnotu 1 a nˇou sa zaadresuje pama¨t’ cˇ. 2. Ty´mto spoˆsobom je
dosiahnute´ z´ıskanie krajny´ch hodnoˆt pr´ıslusˇne´ho intervalu, do ktore´ho pripada´ generovana´
hodnota tak, aby bolo mozˇne´ realizovat’ vy´pocˇet uvedeny´ v predcha´dzaju´cich odsekoch.
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Pri generovan´ı pseudona´hodny´ch hodnoˆt moˆzˇe nastat’ situa´cia, kedy obsah horny´ch 9
bitov z celkovy´ch 16 budu´ tvorit’ same´ jednotky. V tom pr´ıpade by mohol nastat’ proble´m
pri inkrementa´cii tejto hodnoty, pretozˇe by po tejto opera´cii pretiekla a z pama¨ti cˇ. 2 by
sa z´ıskala nespra´vna hodnota, ktora´ by negat´ıvne ovplyvnila hodnotu konecˇne´ho vy´sledku.
Preto je za vy´stup tejto pama¨ti zaradeny´ multiplexor ovla´dany´ vy´sledkom opera´cie lo-
gicke´ho su´cˇinu jednotlivy´ch bitov adresy. Dˇalˇs´ı vstup multiplexoru tvor´ı dopredu vy-
pocˇ´ıtana´ konsˇtanta, ktora´ obsahuje maxima´lnu celocˇ´ıselnu´ funkcˇnu´ hodnotu inverznej po-
doby distribucˇnej funkcie (pri rozdelen´ı intervalu sa pocˇ´ıtaju´ funkcˇne´ hodnoty pre jednotlive´
hranicˇne´ body, zacˇ´ına sa 0, spolu s maxima´lnou hodnotou je ty´chto hodnoˆt 513 a ty´mto
spoˆsobom je mozˇne´ z´ıskat’ aj poslednu´ — maxima´lnu hodnotu). Z´ıskane´ hodnoty z oboch
pama¨t´ı sa privedu´ na vstup bloku, ktory´ vypocˇ´ıta ich rozdiel (cˇitatel’ zlomku v rovnici
4.1). Vy´sledok rozdielu je privedeny´ na vstup bloku, ktory´ realizuje opera´ciu podielu.
Ta´to opera´cia je s vy´hodou vykonana´ ako opera´cia bitove´ho posunu, ked’zˇe d´lzˇka intervalu
je zvolena´ ako mocnina cˇ´ısla 2. Vy´sledok po tomto kroku sa ulozˇ´ı do registru, z ktore´ho
sa v nasleduju´com takte hodinove´ho signa´lu privedie na vstup bloku realizuju´ceho na´sobenie
(vid’ rovnica 4.1) Dˇalˇsou vstupnou hodnotou je dolny´ch 7 bitov z vy´stupu genera´toru. Pre-
tozˇe hodnoty, s ktory´mi sa pocˇ´ıta, su´ 16-bitove´ (ale v tomto pr´ıpade ulozˇene´ na 32 bitoch)
a navysˇe po opera´cii podielu, nie je nutne´ menit’ da´tovu´ sˇ´ırku vy´stupu z tohto komponentu.
Vy´sledok na´sobenia sa opa¨t’ ulozˇ´ı do nasleduju´ceho registru.
V d’alˇsom takte hodinove´ho signa´lu sa hodnoty ulozˇene´ v registroch privedu´ na vstup
scˇ´ıtacˇky, ktora´ reprezentuje poslednu´ fa´zu vy´pocˇtu. Pred vy´stupom z cele´ho transfor-
macˇne´ho bloku je zaradeny´ posledny´ register.
Pouzˇitie vsˇetky´ch registrov na uchovanie cˇiastkovy´ch hodnoˆt celkove´ho vy´sledku pred roˆz-
nymi fa´zami vy´pocˇtu umozˇnilo zret’azene´ spracovanie vy´sledku bez nutnosti pouzˇitia ne-
jake´ho riadiaceho prvku, ktory´ by ovla´dal jednotlive´ komponenty. Takto je mozˇne´ v kazˇdom
takte hodinove´ho signa´lu z´ıskavat’ na vy´stup vypocˇ´ıtane´ hodnoty. Ked’zˇe z´ıskanie prvy´ch
spra´vnych vy´sledkov trva´ urcˇitu´ dobu (je potrebne´ zahrnu´t’ dobu na inicializa´ciu genera´toru
a dobu prechodu medzi jednotlivy´mi stupnˇami spracovania), je privedeny´ na vstup trans-
formacˇne´ho bloku VALID IN signa´l z genera´toru indikuju´ci platnost’ generovany´ch hodnoˆt.
Tento signa´l je potom privedeny´ na vstup posuvne´ho registru, kde pocˇet bitov sa zhoduje
s pocˇtom registrov medzi jednotlivy´mi stupnˇami spracovania konecˇne´ho vy´sledku. V oka-
mihu, kedy sa platna´ hodnota tohto signa´lu dostane na vy´stup transformacˇne´ho bloku,
bude za´rovenˇ na vy´stupe prva´ platna´ transformovana´ hodnota.
Na vy´stup cele´ho tohto komponentu su´ navysˇe vyvedene´ vstupy BlockRAM pama¨t´ı.
Vstup CLK slu´zˇi ako vstup hodinove´ho signa´lu a su´ n´ım ovla´dane´ pama¨te a registre v jed-
notlivy´ch stupnˇoch spracovania vy´sledku. Obe pama¨te su´ nakonfigurovane´ ako dvojpor-
tove´, jeden port je mozˇne´ vyuzˇit’ na pr´ıpadny´ za´pis novy´ch hodnoˆt, druhy´ port slu´zˇi len
na z´ıskavanie hodnoˆt vnu´tri komponentu. Niektore´ vy´stupy pama¨t´ı nie su´ vyuzˇite´ — napr.
vy´stup paritny´ch bitov, cˇi da´tovy´ vy´stup z jedne´ho z dvojice portov. Port ENABLE slu´zˇi
ako vstup signa´lu povol’uju´ceho cˇinnost’ pama¨t´ı a jednotlivy´ch registrov. Pri jeho neakt´ıvnej
u´rovni nie je mozˇne´ pracovat’ s pama¨t’ou a takisto jednotlive´ registre uchova´vaju´ svoj ak-
tua´lny stav. Na za´pis do pama¨t´ı a privedenie externej adresy slu´zˇia porty WRITE ENABLE,
ADDRESS[8:0] a RAM DATA[31:0]. Posledny´m signa´lom je SSR (Synchronous Set Reset),
ktory´ uvedie za´chytne´ registre vy´stupov pama¨t´ı do stavu uvedene´ho parametrom SRVAL
pri insˇtancovan´ı.
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Kapitola 5
Implementa´cia do pr´ıpravku
FITkit
V ra´mci prakticke´ho overenia funkcˇnosti bola vykonana´ implementa´cia navrhnute´ho ge-
nera´toru a bloku realizuju´ceho transforma´ciu do pr´ıpravku FITkit. Pri implementa´cii sa
vyuzˇili uzˇ hotove´ dostupne´ komponenty, pomocou ktory´ch je mozˇne´ vytvorit’ funkcˇny´ ce-
lok. Prepojovac´ı syste´m [17] tvoria komponenty, ktore´ umozˇnˇuju´ vytvorit’ vnu´tri FPGA
cˇipu zbernicu dovol’uju´cu komunika´ciu medzi mikrokontrole´rom a zariaden´ım pripojeny´m
k tejto zbernici. Z hotovy´ch komponentov ide predovsˇetky´m o radicˇ SPI, ktore´ho u´lohou je
realizovat’ prevod SPI protokolu na internu´ se´riovu´ zbernicu. Dˇalˇsou je SPI dekode´r, ktory´
deko´duje adresu ciel’ove´ho zariadenia a poskytuje paralelne´ rozhranie pre pripojenie ne-
jake´ho zariadenia a preva´dza ho na internu´ se´riovu´ komunika´ciu, cˇ´ım umozˇnˇuje obojsmernu´
komunika´ciu. Pocˇet taky´chto SPI dekode´rov najcˇastejˇsie zodpoveda´ pocˇtu pouzˇity´ch jed-
notlivy´ch zariaden´ı, ale za´rovenˇ aj pocˇtu jednotlivy´ch adresovy´ch priestorov vyhradeny´ch
pre tieto zariadenia. Sche´ma aplika´cie je na obr. 5.1.
Obra´zok 5.1: Blokova´ sche´ma aplika´cie
V demonsˇtracˇnej aplika´cii boli pouzˇite´ 2 SPI dekode´ry, jeden pre radicˇ LCD displeja a
druhy´ pre samotny´ genera´tor. Ked’zˇe komunika´cia s MCU prebieha cez SPI, je potrebne´
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zvolit’ adresovy´ priestor pre pouzˇite´ SPI dekode´ry. Okrem ine´ho je potrebna´ vol’ba d’alˇs´ıch
genericky´ch parametrov pre tieto komponenty. SPI dekode´r pre radicˇ LCD displeja ma´
nasleduju´ce parametre:
• DATA WIDTH = 8 bitov
• ADDR WIDTH = 8 bitov
• ADDR OUT WIDTH = 1 bit
• BASE ADDR = 16#00#
Dˇalˇs´ı SPI dekode´r slu´zˇi na obsluhu samotne´ho genera´toru na´hodny´ch cˇ´ısel a ma´ tieto
parametre:
• DATA WIDTH = 16 bitov
• ADDR WIDTH = 8 bitov
• ADDR OUT WIDTH = 1 bit
• BASE ADDR = 16#90#
Na vnu´tornu´ SPI zbernicu moˆzˇe byt’ pripojeny´ l’ubovol’ny´ pocˇet SPI dekode´rov, preto
pre spra´vne adresovanie ciel’ove´ho zariadenia je potrebne´ vhodne volit’ sˇ´ırku adresovej cˇasti
zbernice (ADDR WIDTH) a ba´zovu´ adresu. Parameter ADDR OUT WIDTH mus´ı byt’ va¨cˇsˇ´ı
ako nula a uda´va sˇ´ırku adresnej zbernice, ktoru´ ma´ pripojene´ zariadenie k dispoz´ıcii. Hod-
noty tohto a za´rovenˇ d’alˇsieho parametru DATA WIDTH moˆzˇu byt’ zvolene´ podl’a potreby
pripojene´ho zariadenia. Ked’zˇe genera´tor pouzˇity´ v tejto aplika´cii pouzˇ´ıva 16 bitovu´ sˇ´ırku
da´t, bola zvolena´ pr´ıslusˇna´ hodnota. Pri adresovan´ı sa vyuzˇ´ıva hodnota ba´zovej adresy,
pricˇom do u´vahy sa pri porovna´van´ı berie najvysˇsˇ´ıch ADDR WIDTH - ADDR OUT WIDTH
bitov. Uvedene´ parametre umozˇnˇuju´ jednoznacˇnu´ adresa´ciu oboch pripojeny´ch zariaden´ı.
V tejto aplika´cii je pouzˇite´ ovla´danie pripojene´ho genera´toru prostredn´ıctvom MCU.
MCU precˇ´ıta aktua´lnu generovanu´ hodnotu na vy´stupe bloku pocˇ´ıtaju´ceho transforma´cie a
tu´to hodnotu prevedie na ret’azec, ktory´ sa na´sledne zobraz´ı na displeji. Cˇ´ıtanie a zobrazo-
vanie hodnoˆt je realizovane´ v cykle a nie je nutny´ za´sah uzˇ´ıvatel’a. Pocˇiatocˇna´ inicializa´cia
registru prebehne po nahran´ı konfigura´cie FPGA prostredn´ıctvom MCU. Ked’zˇe zvoleny´
genera´tor je 16-bitovy´ MLFSR, je tento spoˆsob ry´chlejˇs´ı ako manua´lna inicializa´cia napr.
cez termina´l. Na´vod na pouzˇitie tejto aplika´cie je uvedeny´ v pr´ılohe D.
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Kapitola 6
Dosiahnute´ vy´sledky
6.1 Test dobrej zhody
Pri vykonan´ı tohto testu vycha´dzame z teoreticky´ch vy´chod´ısk uvedeny´ch v cˇasti 2.5. Pri si-
mula´cii cˇinnosti transformacˇne´ho obvodu bolo zaznamenany´ch 10000 hodnoˆt, ktore´ boli
rozdelene´ do 20 tried. Podobne sa urcˇil su´bor kontrolny´ch da´t vyuzˇit´ım vy´pocˇtu pomocou
distribucˇnej funkcie exponencia´lneho rozlozˇenia. Vsˇetky hodnoty su´ zaznamenane´ v ta-
bul’ke 6.1.
j nj Nj i ni Nj
1 8236 8173 11 1 0
2 1436 1493 12 2 0
3 265 273 13 2 0
4 41 50 14 1 0
5 0 9 15 1 0
6 2 2 16 0 0
7 1 0 17 2 0
8 2 0 18 2 0
9 0 0 19 3 0
10 1 0 20 2 0
Tabul’ka 6.1: Prehl’ad pocˇetnost´ı pre oba kontrolovane´ su´bory hodnoˆt
Hodnoty z kontrolne´ho su´boru boli zaokru´hlene´ na cele´ cˇ´ısla. Na zacˇiatku stanov´ıme
hypote´zu H0: generovana´ postupnost’ hodnoˆt ma´ exponencia´lne rozlozˇenie. Na za´klade
uvedeny´ch hodnoˆt vypocˇ´ıtame χ2.
m∑
j=1
(Nj − nj)2
nj
= 4, 962
Horna´ hranicam predstavuje vsˇeobecne pocˇet tried, ale z vy´pocˇtu boli vynechane´ vsˇetky
cˇleny, kde nj < 5. Pocˇet stupnˇov vol’nosti je teda 3 (ν = 4 − 1). Pri vol’be hladiny
vy´znamnosti 0,05 dosta´vame zodpovedaju´ci kvantil χ20,95(3) = 7,815. Na za´klade porovna-
nia ty´chto dvoch vy´sledkov nezamietame hypote´zu H0.
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6.2 Spotreba zdrojov na cˇipe
V tabul’ke 6.2 su´ zobrazene´ informa´cie o nutny´ch hardve´rovy´ch zdrojoch pre implementa´ciu
genera´toru a bloku, ktory´ realizuje transforma´ciu rozlozˇenia. Pouzˇity´ typ genera´toru je 16-
bitovy´ MLFSR vytvoreny´ pouzˇit´ım SRL16E registrov. U´daje su´ z´ıskane´ z aplika´cie ISE
WebPack a ako ciel’ovy´ cˇip bol v tomto pr´ıpade zvoleny´ Spartan-3E.
Transformacˇny´ obvod MLFSR genera´tor
Slices 91 70
Slice Flip Flops 139 1
4-vstupove´ LUT 149 129
max. frekvencia 105,445 MHz 187,793 MHz
Tabul’ka 6.2: Hardve´rove´ zdroje nutne´ pre realiza´ciu
V nasleduju´cich tabul’ka´ch je uvedeny´ prehl’ad nutny´ch zdrojov na realiza´ciu MLFSR
registru pri vyuzˇit´ı D-klopny´ch obvodov a SRL16E registrov. Vsˇetky MLFSR genera´tory
maju´ Galoisovu podobu a pr´ıslusˇne´ dvojice su´ vytvorene´ podl’a rovnake´ho polyno´mu.
MLFSR16 D MLFSR32 D MLFSR64 D
Slices 60 120 311
Slice Flip Flops 113 197 405
4-vstupove´ LUT 97 227 526
max. frekvencia 275,179 MHz 275.179MHz 275.179 MHz
Tabul’ka 6.3: Pozˇiadavky na zdroje pre varianty MLFSR genera´torov s vyuzˇit´ım D-klopny´ch
obvodov
MLFSR16 SRL MLFSR32 SRL MLFSR64 SRL
Slices 69 154 371
Slice Flip Flops 1 1 1
4-vstupove´ LUT 129 289 705
max. frekvencia 187,793 MHz 187,793 MHz 187,793 MHz
Tabul’ka 6.4: Pozˇiadavky na zdroje pre varianty MLFSR genera´torov s vyuzˇit´ım SRL16E
registrov
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Kapitola 7
Za´ver
V ra´mci tejto pra´ce bola nasˇtudovana´ problematika generovania na´hodny´ch cˇ´ısel. Boli pri-
bl´ızˇene´ vlastnosti najpouzˇ´ıvanejˇs´ıch genera´torov, pop´ısane´ meto´dy transforma´cie rozlozˇen´ı
a overovania vlastnost´ı genera´torov pseudona´hodny´ch cˇ´ısel. Z´ıskane´ informa´cie su´ zhrnute´
v kapitole Teoreticky´ rozbor.
Na za´klade nasˇtudovany´ch informa´ci´ı bol navrhnuty´ obvod pre generovanie na´hodny´ch
cˇ´ısel zalozˇeny´ na genera´tore typu LFSR. Ked’zˇe je mozˇne´ realizovat’ viacero variantov tohto
typu genera´toru, bola vykonana´ implementa´cia core genera´toru v jazyku C. Vytvoreny´ co-
re genera´tor je konfigurovatel’ny´ pomocou sady parametrov a umozˇnˇuje vytvorit’ genera´tor
pseudona´hodny´ch cˇ´ısel presne podl’a pozˇiadaviek uzˇ´ıvatel’a. Je mozˇne´ zadat’ primit´ıvny
polyno´m v bina´rnej reprezenta´cii, podl’a ktore´ho sa vytvor´ı ciel’ovy´ LFSR register. Dˇalˇsou
mozˇnost’ou je vol’ba medzi externou a internou sche´mou genera´toru, paralelny´m cˇi se´riovy´m
rozhran´ım. Takisto je mozˇne´ vygenerovat’ na´sobny´ LFSR register, ktory´ produkuje postup-
nost’ na´hodny´ch cˇ´ısel s lepsˇ´ımi sˇtatisticky´mi vlastnost’ami v porovnan´ı s pouzˇit´ım samos-
tatne´ho LFSR registru. V neposlednom rade umozˇnˇuje generovanie testbench obvodu pre
LFSR genera´tor urcˇeny´ ostatny´mi zadany´mi parametrami. Vy´stupom programu je VHDL
ko´d popisuju´ci sˇtruktu´ru dane´ho obvodu. Prakticka´ implementa´cia je pop´ısana´ v kapitole
Architektu´ra genera´toru na´hodny´ch cˇ´ısel.
Na´sledne bol navrhnuty´ obvod realizuju´ci transforma´ciu do exponencia´lneho rozlozˇenia,
ktory´ ma´ zret’azenu´ architektu´ru. Cˇinnost’ tohto obvodu spolu so samotny´m genera´torom
bola overena´ simula´ciou v ModelSime. Za´rovenˇ bola vykonana´ implementa´cia tohto obvodu
pre platformu FITkit vo forme jednoduchej demonsˇtracˇnej aplika´cie. Popis tohto obvodu a
aplika´cie do pr´ıpravku FITkit obsahuju´ kapitoly Transforma´cie rozlozˇen´ı a Implementa´cia
pre platformu FITkit. Z vy´sledkov z´ıskany´ch synte´zou bol vypocˇ´ıtany´ test dobrej zho-
dy pre vygenerovanu´ postupnost’, pricˇom na za´klade vy´sledku tohto testu sa nezamietla
hypote´za s tvrden´ım, zˇe generovana´ postupnost’ ma´ exponencia´lne rozlozˇenie.
Spolu so synte´zou obvodu boli zaznamenane´ i pozˇiadavky na zdroje nutne´ pre hard-
ve´rovu´ implementa´ciu. Maxima´lna frekvencia, ktoru´ je mozˇne´ dosiahnut’ obvodom reali-
zuju´cim transforma´ciu je priblizˇne 105 MHz a pre tento obvod sa spotrebuje 91 slices na
ciel’ovom cˇipe. Pre porovnanie sa vykonala synte´za na´sobny´ch LFSR registrov pre roˆzne
da´tove´ sˇ´ırky. Vsˇetky z´ıskane´ u´daje su´ prehl’adne zhrnute´ v kapitole Dosiahnute´ vy´sledky.
Mozˇny´m nadviazan´ım na vy´sledky dosiahnute´ v tejto pra´ci moˆzˇe byt’ na´vrh zlozˇitejˇs´ıch
genera´torov vycha´dzaju´cich z princ´ıpov podobny´ch cˇinnosti LFSR registru, cˇi implementa´-
cia komplexnejˇs´ıch genera´torov, ktore´ nie su´ bezˇne navrhovane´ pre FPGA (napr. Mersenne
Twister), pricˇom zriedka sa variant tohto spoˆsobu realiza´cie objav´ı, avsˇak aj podl’a zis-
teny´ch informa´ci´ı sa najcˇastejˇsie jedna´ o komercˇne´ riesˇenia, ktore´ nie su´ vol’ne dostupne´.
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Pritom by hardve´rova´ implementa´cia take´hoto genera´toru mohla byt’ vel’mi zauj´ımavou
vol’bou pre niektore´ prakticke´ pouzˇitia. Takisto je mozˇne´ zamerat’ sa na odliˇsne´ meto´dy
transforma´cie rozlozˇen´ı, pre ktore´ existuje mnozˇstvo pokrocˇily´ch algoritmov, cˇi zamerat’ sa
na postupy, ktory´mi je mozˇne´ generovat’ postupnost’ na´hodny´ch cˇ´ısel priamo v pozˇadovanom
rozlozˇen´ı a prispoˆsobit’ tieto meto´dy pre implementa´ciu do cˇipu FPGA.
Vypracovanie tejto pra´ce znamenalo vy´razne´ preh´lbenie poznatkov z oblasti generovania
pseudona´hodny´ch cˇ´ısel, obozna´menia sa s vyuzˇit´ım FPGA pri obvodovom na´vrhu ty´chto
genera´torov a zdokonalenia znalost´ı jazyka VHDL.
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Pr´ıloha A
Prehl’ad primit´ıvnych polyno´mov
n vy´stup z n vy´stup z n vy´stup z n vy´stup z
3 3,2 45 45,44,42,41 87 87,74 129 129,124
4 4,3 46 46,45,26,25 88 88,87,17,16 130 130,127
5 5,3 47 47,42 89 89,51 131 131,130,84,83
6 6,5 48 48,47,21,20 90 90,89,72,71 132 132,103
7 7,6 49 49,40 91 91,90,8,7 133 133,132,82,81
8 8,6,5,4 50 50,49,24,23 92 92,91,80,79 134 134,77
9 9,5 51 51,50,36,35 93 93,91 135 135,124
10 10,7 52 52,49 94 94,73 136 136,135,11,10
11 11,9 53 53,52,38,37 95 95,84 137 137,116
12 12,6,4,1 54 54,53,18,17 96 96,94,49,47 138 138,137,131,130
13 13,4,3,1 55 55,31 97 97,91 139 139,136,134,131
14 14,5,3,1 56 56,55,35,34 98 98,87 140 140,111
15 15,14 57 57,50 99 99,97,54,52 141 141,140,110,109
16 16,15,13,4 58 58,39 100 100,63 142 142,121
17 17,14 59 59,58,38,37 101 101,100,95,95 143 143,142,123,122
18 18,11 60 60,59 102 102,101,36,35 144 144,143,75,74
19 19,6,2,1 61 61,60,46,45 103 103,94 145 145,93
20 20,17 62 62,61,6,5 104 104,103,94,93 146 146,145,87,86
21 21,19 63 63,62 105 105,89 147 147,146,110,109
22 22,21 64 64,63,61,60 106 106,91 148 148,12
23 23,18 65 65,47 107 107,105,44,42 149 149,148,40,39
24 24,23,22,17 66 66, 65,57,56 108 108,77 150 150,97
25 25,22 67 67,66,58,57 109 109,108,103,102 151 151,148
26 26,6,2,1 68 68,59 110 110,109,98,97 152 152,151,87,86
27 27,5,2,1 69 69,67,42,40 111 111,101 153 153,152
28 28,25 70 70,69,55,54 112 112,110,69,67 154 154,152,27,25
29 29,27 71 71,65 113 113,104 155 155,154,124,123
30 30,6,4,1 72 72,66,25,19 114 114,113,33,32 156 156,155,41,40
31 31,28 73 73,48 115 115,114,101,100 157 157,156,131,130
32 32,22,2,1 74 74,73,59,58 116 116,115,46,45 158 158,157,132,131
33 33,20 75 75,74,65,64 117 117,115,99,97 159 159,128
34 34,27,2,1 76 76,75,41,40 118 118,85 160 160,159,142,141
35 35,33 77 77,76,47,46 119 119,111 161 161,143
36 36,25 78 78,77,59,58 120 120,113,9,2 162 162,161,75,74
37 37,5,4,3,2,1 79 79,70 121 121,103 163 163,162,104,103
38 38,6,5,1 80 80,79,43,42 122 122,121,63,62 164 164,163,151,150
39 39,35 81 81,87 123 123,121 165 165,164,135,134
40 40,38,21,19 82 82,79,47,44 124 124,87 166 166,165,128,127
41 41,38 83 83,82,38,37 125 125,124,18,17 167 167,161
42 42,41,20,19 84 84,71 126 126,125,90,89 168 168,166,153,151
43 43,42,38,37 85 85,84,58,57 127 127,126
44 44,43,18,17 86 86,85,74,73 128 128,126,101,99
Tabul’ka A.1: Prehl’ad cˇlenov primit´ıvnych polyno´mov, ktory´mi je mozˇne´ dosiahnut’ maxima´lnu perio´du 2n−1 pre
stupenˇ polyno´mu n. Ako spa¨tnova¨zbovu´ funkciu mozˇno pouzˇit’ XOR alebo XNOR. Prevzate´ z [12].
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Pr´ıloha B
Pouzˇitie core genera´toru
Pouzˇitie programu pre generovanie VHDL ko´du pre jednotlive´ varianty LFSR genera´toru
je dane´ nasleduju´cimi parametrami:
lfsr -p XX...XX -F|-G [-S|-SRL [-M]] [-T]
Povinne´ parametre su´ -p, za ktory´m nasleduje bina´rna reprezenta´cia polyno´mu, podl’a
ktore´ho sa vytvor´ı pozˇadovany´ LFSR register. Spoˆsob prevodu do bina´rnej podoby je uve-
deny´ v cˇasti 2.3.2. Je nutne´ poznamenat’, zˇe takto sa vytvor´ı LFSR register, v ktorom budu´
vstupy do spa¨tnova¨zbovej funkcie dane´ jednotkovy´mi bitmi v tejto bina´rnej reprezenta´cii,
pricˇom prvy´ a posledny´ bit je vzˇdy nutne 1. Najviac vy´znamny´ bit vytvorene´ho registru je
najpravejˇs´ı bit.
Dˇalˇs´ı povinny´ parameter je jeden z dvojice -F alebo -G, ktory´ urcˇuje typ sche´my gene-
rovane´ho registru. Parameter -F reprezentuje Fibonacciho (externu´) sche´mu a parameter
-G Galoisovu (internu´ sche´mu).
Implicitne sa generuje LFSR register s paralelny´m vstupom a vy´stupom, parametrami
-S a -SRL je mozˇne´ generovat’ se´riovy´ variant. Pouzˇitie parametru -SRL vedie k pouzˇitiu
SRL16E registrov pri vytva´ran´ı vnu´tornej sˇtruktu´ry LFSR registru.
Volitel’ny´ parameter -M je mozˇne´ pouzˇit’ iba v pr´ıpade pouzˇitia jedne´ho z parametrov -S
alebo -SRL. Tento parameter dovol’uje generovat’ na´sobny´ LFSR register (MLFSR). Rozhra-
nie take´hoto genera´toru je paralelne´, ale interne je zostaveny´ z n jednoduchy´ch se´riovy´ch
LFSR registrov stupnˇa n (dane´ polynomia´lnou reprezenta´ciou). Sˇtruktu´ra jednotlivy´ch re-
gistrov so se´riovy´m vstupom a vy´stupom je urcˇena´ vol’bou parametrov -S a -SRL a vsˇetky
reprezentuju´ jeden a ten isty´ primit´ıvny polyno´m. Vstup a vy´stup kazˇde´ho z nich je pri-
pojeny´ na jeden bit paralelne´ho vstupu a vy´stupu cele´ho MLFSR. Inicializa´cia sa realizuje
na´sobny´m privedeny´m pocˇiatocˇnej hodnoty na vstup, pricˇom jednotlive´ bity pocˇiatocˇnej
hodnoty sa postupne vkladaju´ do jednotlivy´ch registrov.
Parametrom -T je mozˇne´ vygenerovat’ testbench pre register dany´ ostatny´mi paramet-
rami. Do vytvorene´ho ko´du je potrebne´ na zvy´raznene´ miesto doplnit’ pocˇiatocˇne´ hodnoty,
ktory´m sa register inicializuje. Na´sledne je mozˇne´ cˇinnost’ vytvorene´ho obvodu simulovat’
napr. v programe ModelSim. Uvedene´ parametre je mozˇne´ pouzˇit’ v l’ubovol’nom porad´ı.
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Pr´ıloha C
Uka´zˇky priebehu cˇinnosti
Na obra´zku C.1 je zobrazeny´ u´sek priebehu cˇinnosti navrhnute´ho obvodu generuju´ceho cˇ´ısla
v exponencia´lnom rozlozˇen´ı. Na tomto obra´zku su´ viditel’ne´ cˇasove´ okamzˇiky, kedy skoncˇila
inicializa´cia genera´toru MLFSR a dobou, ktora´ uplynula od vygenerovania prve´ho platne´ho
transformovane´ho cˇ´ısla.
Obra´zok C.1: Priebeh cˇinnosti obvodu realizuju´ceho transforma´ciu
Obra´zok C.2 zobrazuje uka´zˇku prechodu medzi stavmi jedne´ho 3-bitove´ho LFSR re-
gistru s internou sche´mou. Tento register bol vytvoreny´ podl’a primit´ıvneho polyno´mu
1 + x2 + x3 (bina´rne 1011) a ma´ podl’a ocˇaka´van´ı perio´du 23 − 1 = 7. Oba obra´zky boli
z´ıskane´ simula´ciou v programe ModelSim.
Obra´zok C.2: Priebeh cˇinnosti jedne´ho LFSR registru
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Pr´ıloha D
Pouzˇitie aplika´cie pre FITkit
V prvom rade je nutne´ mat’ uzˇ nainsˇtalovane´ ovla´dacˇe a ostatne´ aplika´cie potrebne´ pre u´s-
pesˇnu´ preva´dzku pr´ıpravku FITkit. Postup insˇtala´cie je dostupny´ na internetovy´ch stra´n-
kach venovany´m FITkitu [17]. Potom stacˇ´ı z ty´chto stra´nok stacˇ´ı stiahnut’ obsah naj-
novsˇieho SVN, kde su´ nadefinovane´ vsˇetky potrebne´ za´kladne´ komponenty a ostatne´ zdro-
jove´ su´bory pre pra´cu s mikrokontrole´rom. V hlavnom adresa´ri SVN je potrebne´ vytvorit’
novy´ adresa´r, do ktore´ho sa rozbal´ı obsah komprimovane´ho su´boru rng.tar.gz umiestnene´ho
na CD pr´ılohe tejto pra´ce.
Preklad aplika´cie
Je potrebne´ sa presunu´t’ do adresa´ra sw a zadat’ pr´ıkaz make. Doˆjde k automaticke´mu pre-
kladu programu, ked’zˇe v adresa´ri je pripraveny´ Makefile. Nahranie prelozˇene´ho programu
do MCU sa vykona´ pr´ıkazom make load.
Dˇalˇs´ım krokom je synte´za obvodu a vytvorenie konfiguracˇne´ho su´boru pre FPGA. Je
potrebne´ sa vra´tit’ o adresa´r o u´rovenˇ vysˇsˇie a prejst’ do adresa´ra top. Podobne ako
v predcha´dzaju´com pr´ıpade, vyuzˇije sa pr´ıtomny´ su´bor Makefile a pr´ıkazom make sa au-
tomaticky vykona´ synte´za obvodu.
Nahranie konfigura´cie do FPGA
Postacˇ´ı spustit’ obl’´ubeny´ spra´vne nakonfigurovany´ termina´l a vytvorit’ spojenie. Po vy-
tvoren´ı spojenia zadat’ pr´ıkaz prog FPGA a vybrat’ v za´vislosti na konkre´tnom termina´li
mozˇnost’ zaslania su´boru. Vsˇobecne sa tento krok vykona´ vybrat´ım vol’by ”File transfer“,
potom sa potvrd´ı vy´ber pr´ıslusˇne´ho protokolu, v tomto pr´ıpade sa zvol´ı ”XMODEM“ a
vyberie sa konkre´tny su´bor, ktory´ sa na´sledne odosˇle. Je potrebne´ zvolit’ su´bor output.bin,
ktory´ sa vytvoril po u´spesˇnej synte´ze v adresa´ri top nasˇej aplika´cie. Po u´spesˇnom prenose
MCU automaticky vlozˇ´ı pocˇiatocˇne´ hodnoty do genera´toru a na displeji sa pravidelny´ch
cˇasovy´ch okamzˇikoch budu´ objavovat’ generovane´ hodnoty v exponencia´lnom rozlozˇen´ı.
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