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ABSTRACT 
Optical and Micro-Structural Characterization of MBE Grown 
Indium Gallium Nitride Polar Quantum Dots 
Rami Tarek El Afandy 
Gallium nitride and related materials have ushered in scientific and 
technological breakthrough for lighting, mass data storage and high power 
electronic applications.  These III-nitride materials have found their niche in blue 
light emitting diodes and blue laser diodes. Despite the current development, there 
are still technological problems that still impede the performance of such devices. 
Three-dimensional nanostructures are proposed to improve the electrical and 
thermal properties of III-nitride optical devices. This thesis consolidates the 
characterization results and unveils the unique physical properties of polar indium 
gallium nitride quantum dots grown by molecular beam epitaxy technique. 
In this thesis, a theoretical overview of the physical, structural and optical 
properties of polar III-nitrides quantum dots will be presented. Particular emphasis 
will be given to properties that distinguish truncated-pyramidal III-nitride quantum 
dots from other III-V semiconductor based quantum dots. The optical properties of 
indium gallium nitride quantum dots are mainly dominated by large polarization 
fields, as well as quantum confinement effects. Hence, the experimental 
investigations for such quantum dots require performing bandgap calculations 
taking into account the internal strain fields, polarization fields and confinement 
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effects. The experiments conducted in this investigation involved the transmission 
electron microscopy and x-ray diffraction as well as photoluminescence 
spectroscopy. 
The analysis of the temperature dependence and excitation power dependence 
of the PL spectra sheds light on the carrier dynamics within the quantum dots, and 
its underlying wetting layer. A further analysis shows that indium gallium nitride 
quantum dots through three-dimensional confinements are able to prevent the 
electronic carriers from getting thermalized into defects which grants III-nitrides 
quantum dot based light emitting diodes superior thermally induced optical 
properties compared to other nanostructures. Excitation power dependent PL 
measurements reveal an increase in the excitonic confinements and hence higher 
quantum efficiencies compared to lower dimensional nanostructures. Finally it is 
argued that such characteristics allows quantum dots based InGaN structures to 
become potentially a strong candidate for high quantum efficiency white solid-state 
light emitting diodes and ultra-violet/blue laser diode operating at room 
temperature. 
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I. Chapter I: -Introduction 
I.1 History of blue LED 
In order to fully appreciate the current advances in gallium nitride (GaN) 
technology, it was inevitable to start by giving a brief history about the several 
developments which occurred during the past century in the pursuit of GaN blue 
Light Emitting Diode (LED). 
The first electroluminescence (EL) report dates back to 1923 where the 20-
year-old Russian scientist O. Lossev took the first EL photograph of blue light 
emitting SiC particles originally manufactured for sandpaper grit that accidentally 
contained p-n junctions [1]. There were a number of researches till the late 1960s 
where they were able to grow SiC p-n junction devices to create blue LEDs but the 
efficiency was no more than 0.005% (20,000 electron to 1 photon) due to the 
indirect bandgap of SiC which impedes further advancements in this material 
system for blue LEDs. 
Around 1954, researchers were able to grow III-V semiconductors by 
growing an ingot, slicing it into wafers, polishing the wafers and doping them into p-
n junctions by vapor phase epitaxy (VPE) or liquid phase epitaxy (LPE) which 
allowed them to grow the first infra-red LED from GaAs in 1962 [2]. Later in the 
same year, N. Holonyak and S. Bevacqua at General Electric demonstrated the first 
visible red LED from GaP based LED on GaAs substrate [3]. Due to the high 
efficiency red LEDs made by III-V semiconductors, researchers started looking for 
materials of similar properties to create blue LEDs.  
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Back then, at the Radio Corporation of America (RCA), a color television 
leading company at that time that was manufacturing standard cathode ray tube, J. 
Tietjen, the director of the Materials Research Division, wanted to manufacture a flat 
television that people can “hung it like a painting on a wall” and thus, he challenged 
a young researcher called Herbert Maruska to grow single crystal GaN which would 
be the ground for making blue LEDs [4]. In 1969, Maruska succeeded in growing the 
first GaN single crystal on sapphire [5]. The wafer was unintentionally n-doped and 
unfortunately using the available analytical tools at that time, they couldn’t know 
the reason for that. For the next couple of years, they were making significant 
achievements in the development of materials for blue LEDs. However, the project 
was cancelled in 1974 since the RCA Corporation was collapsing as its revenues 
were decreasing. After the collapse of RCA, very few were working on GaN till in 
1989, I. Akasaki from Nagoya in Japan solved the p-doping problem using 
magnesium doping activated by electron beam irradiation [6]. The latest 
breakthrough in blue LEDs is when Shuji Nakamura developed a blue and green GaN 
heterostructures LEDs with efficiencies exceeding 10% [7]. 
I.2 Why III-Nitrides 
AlN, GaN and InN crystallize into a wurtzite crystal with a direct bandgap 
semiconductor unlike other compounds such as Si, GaP and InP that form indirect 
bandgap semiconductors. Figure 1 shows the difference in band structure between 
direct and indirect bandgaps. In direct bandgap material, the conduction band 
minima coincides with the valence band maxima and thus when an electron relaxes 
from the conduction to valence bands, it doesn’t need to change its momentum and 
18 
 
thus emits a photon (light quanta). However, for indirect bandgap materials, the 
bands do not coincide and thus, an electron needs to emit a phonon (vibration 
quanta) and a photon to conserve both its momentum and energy respectively 
before relaxing down to the valence band. Since the relaxation process in direct 
bandgap materials is a two particle process while for indirect materials it’s a three 
particle process, it is less probable to happen. This is why direct bandgap materials 
have radiative efficiencies around 3 orders of magnitude higher than radiative 
efficiencies of indirect bandgap material. These phonons heat up the crystal which 
may create damages within the structure. Thus, for optical purposes, direct bandgap 
are the main type of semiconductors used. 
 
Figure 1. Energy-momentum diagram of a) direct and b) indirect bandgap semiconductor. 
 Figure 2 shows another unique property of the III-nitride semiconductors. 
They possess bandgaps much larger than most of the other direct bandgap 
semiconductors. The color of III-arsenide based LEDs can go up to orange and that 
of III-phosphide based LEDs can go up to green, however, none of the direct 
semiconductors in Figure 2 can reach blue, violet or even the ultraviolet except the 
III-nitride lasers. One of the practical applications for blue LEDs is optical media 
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storage. Figure 3 shows a schematic of how data is being read/written from an 
optical storage media. The maximum possible amount of written data is equal to the 
physical space available for writing divided by the physical space needed to write 
one bit where the latter is approximately equal to the smallest spot size that a laser 
can get focused to. Unfortunately, there is a physical limitation on that spot size 
since focused laser beams cannot converge to a spot of infinitesimal size as the 
energy density in this case will get to infinity. The beam converges to a spot of a 
finite radius and then it starts diverging where this spot is the laser diffraction limit 
and is given by the Abbe diffraction limit equation (Equation ‎I.1). 
 
Figure 2. Bandgap Energy versus Lattice constant for several semiconductors used  in photonic devices. 
      
     
        
 ‎I.1 
The Abbe diffraction limit shows that as the wavelength decreases, the laser 
beam could be focused to mush smaller spots. So, shorter wavelength lasers (blue 
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and violet) can be focused to smaller areas than longer wavelength lasers (red) 
which causes an increase in storage density for optical media. In order to appreciate 
such an increase in the storage capacity, DVDs are compared with Blu-ray Discs in  
 
Figure 3. Difference in storage capacity between systems using red (long wavelength) and blue (short 
wavelength) lasers. 
 Laser Diode 
material 
Wavelength 
Minimum Spot 
size 
Storage capacity 
DVD AlGaInP 657nm ~328nm 5GB/layer 
Blu-ray 
Disk 
InGaN 405nm ~202nm 25GB/layer 
Table 1. Comparison between the storage capacity of the DVD and the Blu-ray disk. 
Another important property of III-Nitrides is that they cover the whole 
visible range from 0.7 eV for InN (infrared) till 3.4eV for GaN (Ultraviolet) as shown 
in Figure 2. This unique characteristic makes them a viable source for creating red, 
blue and green LEDs over the same chip which makes the creation of white light 
possible [8]. Incandescent light bulbs, which are the main current illumination 
source, are inefficient as they need 60 Watts to generate one lumen [9]. Lumen is a 
unit of intensity which takes into account the sensitivity of the human eye at 
different wavelengths. The incandescent light bulb depends on black body radiation 
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where the tungsten filament is heated up to 4000K at which it emits the spectrum 
shown in Figure 4,a. Most of the emitted energy lies within the infrared range which 
is the main reason behind its low efficiency. Compact fluorescent bulbs, need less 
energy to generate one lumen; however the problem is that these bulbs contain 1% 
mercury which is an environmental hazard (Table 2). White LEDs on the other hand, 
designed by assembling red, blue and green LEDs on the same chip, only need 6 to 8 
Watts to generate one lumen. Such a higher radiative efficiency is due to the ability 
to engineer the emission wavelength to make it lie within the visible spectrum and 
thus diminishing radiation in the infrared regime (Figure 4,b).  
 White LED 
Incandescent 
light bulb 
Compact fluorescent 
bulb 
Energy to generate one lumen 
(W) 
6-8 60 13-15 
Heat energy emitted(W) 0.9963 24.9 8.79 
Table 2. comparison between white LED, incandescent and compact fluorescent bulb. 
 
Figure 4. comparison between the emission curves of a) the blackbody radiating incandescent light bulb 
and b) the white LED. 
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This report is divided into two distinct parts: 
Part 1 Theoretical:  A theoretical overview of III-Nitrides Quantum Dot physics 
will be presented in Chapter 2 starting by the physical properties of III-Nitrides 
themselves then it will focus on the Quantum dot hetero-structure. By means of 
equations, Chapter 3 will give more detailed analysis of the physical, structural and 
optical properties of the QD hetero-structure. Particular emphasis will be given to 
properties that distinguish truncated-pyramidal polar III-Nitride QD from other III-
V semiconductor based QDs. 
Part 2 Experimental: Chapter 4 describes the sample under characterization 
while Chapter 5 presents analysis of the X-Ray Diffraction (XRD) measurements in 
order to give an estimate of the average indium concentration within the QDs. 
Chapter 6 starts by giving an overview about photoluminescence then describes the 
experimental setup used. Finally, Chapter 7 is a thorough analysis of the 
photoluminescence (PL) measurements where experimental data are backed up by 
theoretical models. 
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Part I: THEORETICAL 
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II. Chapter II: -Structure of III-Nitride Quantum Dots 
II.1 III-Nitrides Crystal Structure 
When growing III-nitride structures, it is still very expensive to use bulk III-
Nitride substrate since III-Nitrides are not naturally occurring compounds. Instead, 
they are grown over pseudo substrates such as Sapphire, SiC or GaAs. As an 
example, a GaN free standing wafer from Kymatech, one of the leading III-Nitride 
wafer companies, costs $100 per square centimeter while a GaN grown on sapphire 
wafer only costs $0.3 per square centimeter [10]. Such a huge ratio in price 
encouraged researchers to work on pseudosubstrate wafers. For our case, we will 
focus on GaN since this is the barrier material for the QD sample under 
investigation. 
Depending on the pseudosubstrate used, GaN can crystallize in two different 
forms; Wurtzite or zincblende crystal structure (Figure 5). For Sapphire (     ) 
substrate, the GaN thin film acquires a Wurtzite structure and on the other hand, it 
acquires a zincblende structure if grown on GaAs substrate. The reason is that, the 
substrate (either the wurtzite sapphire or the zincblende GaAs) can transfer its 
structure symmetries to the grown GaN thin film. The type of the crystal structure is 
important to be known since it affects several fundamental quantities such as the 
material bandgap, phonon modes, melting point and many others [11].  
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Figure 5. a) Wurtzite and b) Zinc blende Crystal structure [12], [13]. 
For wurtzite crystal phase, there can be several growth directions (directions of 
stacking the unit lattice) depending on the substrate used as well as its orientation. 
Figure 6 shows the 3 most common growth planes for the Wurtzite GaN crystal. 
(   ̅ ) a-plane GaN are grown on (  ̅  ) r-plane sapphire, (  ̅  ) m-plane GaN are 
grown on (  ̅  ) m-plane 4H-SiC or m-plane 6H-SiC and (    ) c-plane GaN are 
grown on (    ) c-plane sapphire as published in [14], [15] and [16] respectively. 
For a reason that will be explained in the next chapter, the c-direction is a polar 
direction while   and   directions are nonpolar which makes them more desired 
for production. The sample under characterization is GaN grown along c-direction 
on sapphire pseudosubstrate. From now on, whenever referred to QDs, polar QDs 
grown along the c-directions are meant unless stated otherwise. 
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Figure 6. Wurtzite crystal directions. 
II.2 III-Nitride Quantum Dots Growth 
Quantum Dots (QDs) are made from a small bandgap active region surrounded 
from three directions by a large bandgap barrier. From Figure 2, ternary III-Nitride 
QDs can be grown either with an AlGaN active region with AlN barrier, an InGaN 
active region with InGaN active region or a combination of them. We shall only deal 
with InGaN QDs surrounded by a GaN matrix. There are several well established 
mechanisms that form nano-heterostructures without resorting to etching 
techniques; Volmer-Weber, Frank-van der Merwe and Stranski Krastanov (SK) 
where the later is the most commonly growth mode used to create the 3D QDs [17]. 
SK growth mode depends on the strain fields created by lattice mismatches between 
the QD material and the barrier material and thus, it works for the III-Nitride system 
due to the present large lattice mismatches. Figure 7 shows a step by step what 
happens in the QD SK growth mode. 
Figure 7 starts by showing a thick layer (around 5.2um in our sample) of GaN 
upon which the InGaN QDs will grow (a). The SK process starts by depositing InGaN 
on top of the GaN. When the amount of InGaN deposited is less than one monolayer 
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(ML), the InGaN occurs as small islands on top of the GaN matrix (b). However, if 
more InGaN got deposited, till one whole ML was added, a thin film of InGaN will be 
formed on top of the GaN (c). Even though the lattice constant of bulk InGaN is 
different than that of bulk GaN, the InGaN layer gets pseudomorphically strained 
since the InGaN film is only one layer thick. This means that the InGaN basal plane 
lattice constant crystal lattice (a in Figure 5) got compressed in order to fit on 
smaller the GaN crystal lattice. This means that an internal strain field within is 
Monolayer is generated giving rise to strain energy. If another InGaN got deposited, 
it will also get pseudomorphically strained and thus causing an increase in the strain 
energy. 
The process can be seen as a competition between two different energies, the 
strain energy which increases with the internal strain fields and surface energy that 
it trying to keep the surface area as small as possible (a smooth two dimensional 
thin film). Till now, the strain energy is less than the surface energy causing a 2D 
growth mode. However, when more InGaN is deposited, the strain energy increases 
rapidly and it gets larger than the surface energy and thus adatoms start forming 3d 
islands in order to reduce the internal strain energy however on the expense of 
increasing the surface energy (e and f). At this point, 3D growth mode is stable 
which show that the strain energy decrease is higher than the surface energy 
increase. This is similar to what happens when water is sprayed on a sheet of glass. 
Instead of forming a thin water layer, it forms small water droplets to decrease its 
internal energy (strain plus surface energy). If more InGaN was to be added, the dots 
will get bigger but the sample will not undergo 2d growth anymore. In order to 
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create a 3d confinement, the QDs have to be buried under a GaN matrix (g) and thus 
the indium flux stops and the dots start being capped with GaN. The addition of 
more GaN causes the adatoms to stick to the grooves between the QD trying to 
crease the large surface energy (h). More GaN is added till a smooth layer appears 
again on surface (i) where the process can either stop or repeated again to grow 
several other QD sheets. This top sheet is called the capping layer while these QDs 
are said to be capped QDs 
 
Figure 7. (a-i) Stranski-Krastanov growth mode. 
The number of layers of InGaN that need to be added before inducing the 3d 
growth mode is dependent upon the indium concentration. For a large indium 
concentration, there is a larger lattice mismatch which causes the strain energy to 
increase faster and thus raising the internal energy of the system which causes an 
earlier 3d formation in order to reduce the internal energy. However, for lower 
indium concentrations, the lattice mismatch is smaller as well as the associated 
strain field. Thus, more InGaN layers need to be deposited before the slowly 
increasing strain energy precedes the surface energy for a 3d growth mode to be 
energetically more favorable. The InGaN thin film that was deposited underneath 
the quantum dots is known as the wetting layer and its presence will affect the 
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optical and electrical properties of the QDs as will become apparent later while 
analyzing the photoluminescence emission spectra.  c-plane QDs formed in the SK 
growth mode often acquire the shape of a truncated pyramid with a hexagonal base 
as in Figure 8 with the top and bottom facets are along the (    ) plane and the six 
side facets are along the (  ̅  ). 
 
Figure 8. c-plane polar truncated pyramidal Quantum Dot with a hexagonal cross section. 
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III. Chapter III: -Properties of InGaN QD 
III.1  Quantum Dot Recombination  
In order to appreciate the optical and electrical enhancement due to the 
quantum dot three dimensional confinements, we present a comparison between 
Bulk materials and lower dimensional structures such as quantum wells (QWs), 
wires and dots (QDs). We will first calculate the density of energy states available 
for the carriers to occupy.  
III.1.1 Density of States 
Electrons situated at the minimum of the conduction band behave as free 
particles due to the approximated parabolic Energy-Momentum dispersion relation 
at the band minimum given by 
  
    
   
 
  
   
[  
    
    
 ] ‎III.1 
Assuming the electron is confined within a three-dimensional box of dimensions 
(         , the boundary conditions dictate the electron wavelength must vanish at 
the boundaries and thus 
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Since momentum is related to wavelength by  
  
  
 
 ‎III.3 
then 
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And thus 
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] ‎III.5 
An electron (or hole) confined within a region can only acquire certain momentum 
and energy levels. For bulk materials, where          are the crystal dimensions, 
the spacing between the different energy (or momentum) states is very small and 
instead of working with discrete states it practically becomes a continuous range of 
energies and momentums. In this case, it is more convenient to work with a density 
of energy states. First, we will construct a 3 dimensional n-space as in Figure 9 
where each red dot represents an allowable momentum state. The axes of this space 
are the integers in equation ‎III.2. 
 
Figure 9. Density of states. 
The number of available states inside a sphere of radius n where   √            
is 
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 ‎III.6 
The first term is the volume of the sphere, the 2 factor is to account for two states at 
each point (due to opposite electron spins) and the 
 
 
 factor is to only count positive 
integers (only the first quadrant). Substituting   as a function of   from ‎III.5 into 
‎III.6, we get 
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 ‎III.7 
Now, since       is the density of states per unit volume in the n-space up to a 
certain  , then we can write it in the form of  
        ∫       
 
 
 ‎III.8 
Where      is the density of states (the number of states per unit volume). Then we 
can write      as 
     
 
 
 
      
  
 ‎III.9 
Finally, taking the derivative of        with respect to   and then devided by the 
volume (    ), we get the final density of states 
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  ‎III.10 
For a well,      and       are defined as the number of states per unit areas and 
thus 
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and 
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‎III.12 
 
Where u is the unit step function. Thus, confinement in one dimension changes the 
density of state from its parabolic dependence on the energy to a step like 
dependence. Creating confinements in extra dimensions reduces the density of 
states till it reaches a delta function in the 3D confinement regime (0-dimensional 
system as the QDs). Figure 10 shows the density of states as a function of energy for 
3D, 2D, 1D and 0D Quantum system. 
 
Figure 10. Density of State (DOS) for several degrees of confinements. 
Carriers (electrons and holes) can travel through the conduction or valence bands 
freely. However, an electron in the conduction band and a hole in the valence can get 
attracted by coulomb forces and travel together through the structure as a single 
entity. This entity is called an exciton. For a structure to introduce quantum 
confinements its dimensions have to be comparable with the excitonic Bohr radius 
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in the bulk material. The Bohr radius of an exciton      is half the distance between 
an electron and hole (Figure 11). 
 
Figure 11. Exciton (e-h pair) in GaN crystal. 
Excitonic Bohr radius in GaN was measured by P. Ramvall      . to be around 2.8nm 
and thus for a structure to have a confinement effect, it should be around that 
number [18]. The QD sample that is under characterization has QDs with an 
estimated average height of 3nm and thus they are considered to be quantum 
confinement nano-structures. One main consequence of carrier confinement that is 
apparent in Figure 10 is that the first available position with the lowest energy for 
an electron to occupy has shifted upward. Thus the photoluminescence (PL) 
spectrum from QDs is blue shifted compared to the bulk spectra. This effect will be 
taken into consideration later when analyzing the PL emission. 
III.2 Structural Properties 
When growing an epistructure formed of compounds of different lattice 
constants, structural defects such as line and point faults, tend to form at the layer 
interface. These defects act as nonradiative traps that decrease the radiative 
efficiency of a device (this is discussed in bit more details in the next section). So it 
becomes inevitable to analyze the behavior of strain fields with the QD as well as the 
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surrounding barrier matrix. As previously discussed, if an epilayer of a different 
lattice constant than the surrounding matrix is thin enough the crystal can 
elastically relax (contracts or expands) in order by matching its lattice constant to 
that of the surrounding material. In a 3D structure, stress, the force applied by unit 
area, is define by the following matrix 
  [
         
         
         
] ‎III.13 
 
 
Where diagonal terms represent stresses perpendicular to the crystal and 
the rest represent stresses parallel to the as shown in Figure 12. This stress causes 
strain (lattice deformations) within the crystal lattice which given by stress matrix 
  [
         
         
         
] ‎III.14 
When a force is applied (stress) upon the crystal the atoms get shifted 
(strain). Stress and strain matrices are related to each other by the stiffness tensor 
(assuming the material didn’t cross the elastic limit) which is a 4th order tensor that 
Figure 12. Stress components in 3D. 
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contains 81 different elements [19]. In matrix notation, the stress-strain relation can 
be written as  
      ‎III.15 
which can be rewritten in the components form as 
    ∑        
   
 
‎III.16 
Many special forms can be derived from the generalized equation above 
where special symmetries and relations between the different strain components 
are assumed (normal, shear, hydrostatic, biaxial). 
Since, strain relaxation acts as the main driving force in the formation of 
quantum dots in the Stranski-Krastanov growth mode, it is essential to predict the 
equilibrium dot dimensions. As will appear later, in Group III Nitrides QDs, strain 
plays a far more critical role in their optical properties due to the piezoelectric 
nature of the Group III-Nitride QDs. Wu      ., used the Valence Force Field (VFF) 
model, which provides a microscopic atomistic approach to compute the three 
dimensional strain distribution in Wurtzite InGaN QDs embedded in a GaN matrix 
[8]. They assumed the dots to have a truncated pyramidal shape with a hexagonal 
base. The resulting internal strain field is shown in Figure 13. Usually, a common 
approximation for the internal strain field is to assume that the dot is suffering from 
biaxial strain given by the                     and     where, 
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and 
                        . ‎III.17 
According to the biaxial strain approximation, There are equal stresses acting 
on the epilayer from the both lateral dimensions (hence the name, biaxial) and there 
are no vertical applied stresses. However, the crystal response to that stress is a 
change in the lateral dimensions accompanied by an opposite change in the vertical 
direction. The InGaN lateral lattice constant (        is strained to fit perfectly on 
the GaN substrate which causes an increase in the energy of the InGaN lattice. For 
the lattice to decrease its internal energy, it changes its normal lattice constant 
(        and thus roughly conserving its lattice volume. Thus, when there is a 
compressive (tensile) strain in the lateral directions, a tensile (compressive) strain 
appears in the normal direction.  
 
 
This is obvious in Figure 13, where regions that appear in red in     appear in blue 
in    . Since, the InGaN QDs have a larger lattice constant than the GaN surrounding 
matrix; we might have expected that the strain field within the QD would be 
Figure 13. a) lateral and b) normal strain components of the internal strain field. Positive 
(blue) values represent compressive strain while negative (red) values represent tensile 
strain [21]. 
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compressive. However, in contrast to the biaxial approximation, Figure 13 shows 
that the filed inside the QD changes over a wide range from compressive to tensile 
strain. This is due to the stress created by the barrier constrains on the QD lateral 
surfaces. This deviation from the biaxial approximation diminishes as the QD 
becomes wider and shorter. Secondly, the biaxial strain model predicts that the 
internal strain only changes along the c-axis but is constant along the lateral 
directions which is not the case in Figure 13 since the strain fields vary laterally. 
This biaxial approximation will significantly simplify our analysis later. Also, the 
biaxial approximation over-predicts the values of inner compressive strain than 
experimentally measured, which is due to the elastic release of the QD internal 
energy as a an external strain field in the surrounding matrix. This is seen in at the 
boundary of the QDs in Figure 13, where there is a tensile strain travelling away 
from the QD. Actually, this explains the vertical correlation in QD positions when 
growing several QD layers as in Figure 14 where the tensilely strained matrix, 
provides nucleation areas for the formation of the QDs [20].  
 
 
Figure 14. Vertically stacked QDs [18]. 
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For this vertical correlation to occur, the inter-layer distance should be small 
enough for the strain field not to vanish. All the previous assumptions will be 
explained in more detailed later while analyzing the transmission electron 
microscopy (TEM) images, the X-Ray diffraction measurements and PL spectroscopy 
in the experimental part. 
III.3 Optical Properties  
As slightly explained in ‎III.1.1, an electron and a hole can be bound together 
by Coulomb force and travel freely in the semiconductor as a quasi-particle called an 
exciton. Excitons go through a radiative decay when the electron and hole 
recombine through emitting a photon of energy equal to their energy separation. 
The exciton radiative lifetime (the amount of time before which the exciton 
radiatively decays) is the inverse of the radiative decay rate. It is given by 
   
    
     
     
  
 ‎III.18 
Where    is the optical transition angular frequency,   is the refractive index,   is 
the electron free mass and   is the excitonic oscillator strength.   is given by 
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 ‎III.19 
Where    is the energy separation between the electron and the hole and    and 
   are the time dependent hole and electron wave function. They represent the 
probability to find a carrier in a certain position at a certain time. They are given by 
         
 
    
    ̅   ̅      ‎III.20 
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     represents the time independent electron or hole wavefunction and thus 
rewriting equation ‎III.19 we get, 
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  ‎III.22 
The first Delta function in ‎III.22 dictates that for a transition to happen, the electron 
and hole momentum have to be equal the second Delta function dictates that the 
emitted photon should have an energy equal to the energy separation between the 
electron and hole (simply dictating momentum and energy conversion). The last 
term is called the overlap integral which represents the probability of finding the 
electron and hole at physically the same space. Since the QD creates a high degree of 
confinement for the exciton, the overlap integral in ‎III.22 is expected to significantly 
increase in QD structures compared to bulk structures. Thus the exciton oscillator 
strength should increase causing a decrease in the exciton radiative lifetime which 
creates a faster excitonic recombination rate. Faster excitonic recombination rate 
means higher radiative efficiency from the nanostructure. This is one of the main 
reasons why QD structures have superior optical characteristics over bulk and 
lower confinement regimes such as QWs and quantum wires. 
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Figure 15. QD discrete energy levels. The allowed transitions (on the left) when the overlapp integral is 
close to one and the forbidden transitions (on the right) when the overlapp integral is close to zero. 
Figure 15 shows the value of the overlap integral for several QD radiative 
transitions. The transitions on the left have an overlap integral close to one since the 
electron and hole have the same wavefunction and thus these excitons have a short 
radiative lifetime. These are called allowed transitions.  However, excitons formed 
from electrons and holes occupying different energy states (the transitions on the 
right), the overlap integral is nearly zero due to the orthogonality of the 
wavefunctions inside a QD and thus, these transitions are very improbable. These 
are called forbidden transitions. Thus, in our analysis, we will assume that excitonic 
PL peaks are mainly formed from the allowed transitions. 
This exciton confinement proves to play an even bigger role in III-Nitrides 
nanostructures. Due to the large lattice mismatch between InN and GaN (Table 4), 
growing InGaN heterostructures over GaN creates a huge internal strain fields that 
often relax through creating dislocations. Also, growing the GaN on sapphire 
substrate creates v defects. In InGaN/GaN heterostructures on sapphire substrate, 
the dislocation density is usually of the order of         [21]. In a perfect crystal, 
each atom is bonding with its neighbors however, for atoms in the dislocation areas; 
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they have many unbounded electrons creating dangling bonds. In the band diagram, 
these dangling bonds create electronic traps represented by energy states that lie 
within the bandgap of the material.   
 
Figure 16. Radiative relaxation of the carriers within the QD by emitting a photon (left), nonradiative 
relaxation within the trap states by emitting phonons (right) and carier thermalization from the QD 
states to nearby rap (arrow with a red cross on top) 
When an electron falls into one of these traps, it undergoes a series of emissions of 
phonons till it relaxes down to the valence band (Figure 16, right). These phonons 
are quanta of lattice vibrations (exactly as the photons are for electromagnetic 
fields). Phonon emission is undesirable within for semiconductor crystals since they 
cause the crystal heating (they are vibrational fields) and they also increase the 
number of defects when present in huge numbers. The rate at which the electrons 
undergo a non-radiative relaxation (through phonon emissions) is given by 
             ‎III.23 
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Where    is the electron capture cross section,    is the carrier thermal velocity,    
is the trap density (          for InGaN/GaN heterostructures) and   is the carrier 
concentration. The inverse of this rate gives the non-radiative lifetime 
    
 
   
 ‎III.24 
This lifetime for InGaN/GaN is very short, due to the huge defects density and thus 
the material structure is optically inefficient. However when QDs are grown, they 
create a high degree of excitonic confinement as explained earlier and thus when an 
exciton is captured by a dot, beside that its oscillator strength increases which 
reduces its radiative lifetime, it becomes very hard for it to escape the QD and go to 
the nonradiative traps since the energy needed for such transitions is much higher 
than the available thermal energy at room temperature (25meV). An important 
quantity used to describe the performance of materials is the internal quantum 
efficiency which is defined as the ratio of useful carriers (those ending up in a 
radiative recombination) to the total number of carrier and it’s given by 
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 ‎III.25 
So to sum up, QDs increase the radiative life time through high degree of excitonic 
confinement and at the same time, they decrease the non-radiative life time through 
preventing carriers from being captured by defects and thus their internal quantum 
efficiency is much higher than bulk material or lower confinement regimes [22]. As 
the temperature increases, the number of phonons within the material     
increases according to 
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These phonons scatter electrons (giving them energies and momentums to escape 
the QD confinement into the barrier) and if an electron and a hole are to recombine 
radiatively, they might get scattered before doing so and thus, increasing the 
temperature, increases the radiative lifetime which decreases the internal quantum 
efficiency of materials. QDs, since they create a strong 3D confinement for the 
excitons, the luminescence from QD material should have a smaller dependence on 
temperature compared to the bulk or QW structures.  
 
Figure 17. Bulk, QW, QD temperature dependent PL 
Widmann      ., calculated the integrated PL intensity of bulk GaN, GaN/AlN QW 
and GaN/AlN multiple QDs as shown in Figure 17 [23]. As it is obvious, the 
integrated PL from the QD sample does not suffer from a decrease due to the 
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increase temperature. Such a characteristic enables the QDs to be a strong candidate 
for the development of efficient LEDs or LDs at room temperature. 
III.4 Internal Polarization Electric Fields 
One of the most unique characteristics of III-nitrides is the existence of giant 
built-in polarization induced electric fields. These fields exist for two main reasons, 
i.e. (i) inherent to the wurtzite crystal structure (spontaneous) and (ii) induced by 
the internal strain field (piezoelectric). Detailed calculations of the polarization 
charges will be given later in Chapter ‎0 while here only the conceptual background 
will be presented. 
III.4.1 Spontaneous Polarization: 
  As explained in Section ‎II.1, the most common crystal lattice that group III-
Nitrides takes is the wurtzite crystal. Wurtzite crystal belongs to a space group that 
lacks inversion symmetry or in other words is non-centrosymmetric. 
Centrosymmetry means that for every point situated at (     ) there exists a similar 
one at (        ). As shown in the wurtzite crystal of Figure 5, group III elements 
(Al, Ga, In) occupy lattice points represented by yellow spheres while the nitrogen 
occupies lattice points represented by gray spheres. Al, Ga and In have a bigger atom 
than nitrogen since nitrogen only has 2 orbits while Al, Ga and In have 3, 4 and 5 
orbits respectively. Thus, when they form covalent bonds, the shared electrons 
aren’t equally distributed among the bonding atoms. electrons spend more time on 
the nitrogen side than on the Group III elements side making nitrogen slightly 
negative and the other elements slightly positive. In other words, nitrogen is more 
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electronegative than group III elements. If we constructed crystal planes that only 
occupy Nitrogen and other that only occupy group III elements, there would be a 
slightly positive charge on the group III elements planes and a slightly negative 
charge on the nitrogen planes. A built in polarization induced electric field will exist 
in between the planes. However, due to the non-Centrosymmetry of the Wurtzite 
crystal, as explained earlier, the electric field between the two crystal planes do not 
cancel out through the crystal and keep adding up and thus, group III nitrides suffer 
from an internal spontaneous polarization which induces a built-in electric field 
(BEF). These planes are perpendicular to the c-axis and thus it is a polar axis. Hence, 
QD with top and bottom planes perpendicular to the c-axis are called polar QDs 
while QDs grown across lateral directions are called non-polar QDs. This 
spontaneous electric field causes the conduction and valence bands to bend creating 
a constant force on the electron and the hole. This band bending will accelerate 
electrons and holes in opposite directions which decreases the overlap integral 
(Figure 18). As explained in section ‎III.3, a decrease in the overlap integral decreases 
the internal quantum efficiency of the material. 
  
Figure 18. Under the effect of a built-in electric field induced by spontaneous polarization, the 
conduction and valence bands bend as shown causing the electron and hole to accelerate in opposite 
directions which causes excitonic dissociation. 
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III.4.2 Piezoelectric Polarization: 
Unlike spontaneous polarization that is a phenomenon inherent to the crystal 
structure inconsiderate of the actual device structure, piezoelectric polarization 
does not appear in the perfect unstrained crystal of a group III-nitride, however, it is 
still affected by the crystal structure. Between any two closely spaced atoms, there 
are repulsive (coulomb) and attractive (electronic lower energy states) forces and 
thus, the inter-atomic distance is the distance at which the repulsive cancel out the 
attractive forces. In a crystal system, where each atom is interacting with several 
neighboring atoms, the position atoms end up occupying is the position at which 
there is a cancellation of the all the different forces from the different neighbors. 
However, when a crystal gets distorted by means of an external force, the atoms re-
arrange themselves according to the new crystal shape. If the new arrangement 
gives rise to an internal polarization, then the material possesses a piezoelectric 
character and an internal BEF is induced. In Figure 5, which shows a representation 
of the GaN wurtzite crystal, there is a shaded pyramid with four gallium (slightly 
positive) atoms at its four corners and one nitrogen atom (slightly negative) at its 
center. Figure 19 shows this triangle under no external stresses (a) and under 
different external stresses (b and c). In the case of the hydrostatic stress (Figure 
19,b), where forces are applied from all directions, the ratio between the different 
inter-atomic distances (Ga-N and N-N) didn’t change and thus the crystal lattice 
didn’t change. It just got compressed or expanded. However, in the case of biaxial 
strain, where only lateral stresses do exist and the normal stresses are equal to zero. 
The base of the triangle shrinks (in case of compressive strain) while the top atom 
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moves further away in order to preserve the lattice volume. Now the slightly 
negatively charge nitrogen in the middle feels an increased repulsion from the base 
and a decreased repulsion from the top and thus, in order to decrease the internal 
energy, it moves upward to a new equilibrium position (Figure 19,c). Since the 
atoms are slightly charged, this change in position gives a rise to piezoelectric 
polarization which induces a BEF. 
 
Figure 19 Equilibrium positions of atoms within (a) an unstrained (b) hydrostatically strained and (c) 
biaxially strained crystal lattice. 
Unlike hydrostatic strain, a biaxial strain can give rise to piezoelectricity in a crystal 
made of non-neutral atoms. Towards the end of the experimental part, we shall 
discuss how these different strain types (biaxial or hydrostatic) change the optical 
properties of the QD sample under investigation. Since as previously shown in 
Section ‎III.2, QDs grown in the SK mode suffer from strong internal strain fields; we 
should expect them to have strong piezoelectric polarization in the III-nitride QD 
nanostructures.  
III.4.3 The Quantum Confined Stark Effect (QCSE): 
As explained earlier, when an external electric field is applied III-nitride 
structures, band bending occurs which increases the exciton radius (or even causes 
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its dissociation) and thus decreasing the radiative decay probability. However, since 
QD main functionality is to act as a quantum confinement structure to increase the 
electron-hole overlap, the effect of electric fields on excitons confined within the QD 
barriers should be given particular attention. Figure 20, (a) shows the band diagram 
of a QD with the ground state electron and hole probabilities (red). The electron 
wavefunction maximum coincides with the hole wavefunction maximum and thus, 
the overlap integral (from Section ‎III.3) is maximized. When an external electric field 
is applied, the bands start to bend as in Figure 20 (b). This bending causes the 
electron and hole to move in opposite directions. Different from what happens in 
bulk material, where they completely dissociate, the 3d confinement of the QD 
structure prevents such dissociation. However, they still get pushed in opposite 
directions but within the QD. Figure 20, (b) shows how their wavefunction maxima 
don’t overlap anymore and thus, the overlap integral decreases causing a decrease 
in the radiative rate.  
The band bending energy    is equal to 
            ‎III.27 
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Figure 20. QD band diagram (black lines) with the associated electron and hole wavefunctions (red 
lines), (a) with and (b) without an external applied electric field 
 The more the electric field increases, the more the carriers are pushed 
towards the sides. It is apparent in Figure 20(b), that the portions of the electron 
and hole wavefunctions that lie outside the dot become more and more significant 
when the value of the intensity electric field increases. The increase of this portion 
means that there is a higher probability that the carriers would be found outside the 
QD; in other words the carriers would leak from the QD. Practical electric fields can 
reach       , and thus for a 10nm wide QD, the energy difference is around 
100meV. In III-nitrides, the conduction band energy barrier (  ) is around 2eV and 
thus, external fields aren’t practically enough to significantly increase the leakage 
probability. 
From Section ‎III.2, we discussed how QDs are suffering from biaxial strain 
and approximated the strain field to be only varying along the c-axis. Based on the 
previous approximation, we can assume that the piezoelectric polarization is only 
along the c-axis. Since spontaneous polarization by definition is along the polar c-
axis, then in calculating the effect of polarization on the QD dynamics, we can 
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assume that they only suffer from polarizations along the c-axis. Andreev      ., 
simulated the internal polarization field within an Gan/AlN QD and the prediction of 
their model is shown in Figure 21 [24]. 
 
Figure 21. contour plots of the calculated values for the electrostatic potential in a QD [24] 
From the contour plot of the electric potential in Figure 21 above, we can see 
that variations along lateral direction are very minute compared to variation along 
the c-axis which justifies our assumption. On top of that, the height to base diameter 
ratio of our dots is much smaller than the ratio in the simulated dot and thus ours 
are more elongated which allows the biaxial model to give more representative 
results. It’s worth noting that the difference in potential between the top and the 
bottom of the QD is around 1.6eV which creates a strong separation of the electron 
and hole pair. So for simplicity, we would assume that polarization charges take the 
form in Figure 22 (a); A positive and negative sheets of polarization charge are 
present on the top and bottom of the QD respectively. This geometry is very similar 
to charged parallel plate capacitor. The potential generated from such a structure 
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(    ) is shown in Figure 22 (b). Outside the dot, the potential decays as we move 
away from the charged polarization sheets and within the dot, it decays linearly 
from the positive to the negative charged planes. If     is added to the confinement 
potential (     ), the total potential (    ) will look as in Figure 22 (b). 
 
Figure 22. (a) Sheets of polarization charges around the QD. (b) Potential that arises due to polarization 
sheets, due to quantum confinement and their summation (the band bending due to QCSE). 
This change in the potential makes the QD top acts as a deep electron well and the QD 
bottom acts as a deep hole well.  Figure 23 shows the calculated electron and hole 
probabilities from their wavefunctions in a hexagonal QD under the effect of built-in electric 
field [25]. 
 
Figure 23. Electron (red) and hole (blue) wavefunctions in a QD under QCSE [25] 
Not only does the QCSE affect the radiative recombination rate of the 
electron-hole pair in the QD, but it also has a huge effect on the emission 
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wavelength. As shown in Figure 20, the energy separation between the electron and 
hole pair occupying the conduction and valence band ground states respectively, 
gets smaller when an external electric field is applied. This decrease in energy (red 
shift), has been observed by many research groups for QDs as well as QWs as in [26] 
and [27] respectively. This red shift causes the QDs to emit at energies well below 
the bulk material bandgap [28]. Thus, the spectrum covered by InGaN can now even 
go to longer wavelengths than that of the bulk InN. 
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Part II: EXPERIMENTAL 
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IV. Chapter IV: -Sample description 
Figure 24 shows the sample structure of the InGaN/GaN QDs. It consists of a 
GaN substrate grown on sapphire with two embedded QD sheets. The embedded QD 
sheet is responsible for emitting the PL spectrum. The structure is grown along the 
Polar c-direction [0001] which makes the QDs take the shape of a truncated 
pyramid with a hexagonal base. The Sample is grown by a molecular beam epitaxy 
(MBE) system. 
 
Figure 24. Sample structure: two sheets of InGaN QD embedded in GaN grown on sapphire. 
The transmission electron microscope (TEM) images were taken of the sample and 
the images are shown in Figures 25-27. Figure 25 shows a cross sectional image of 
the QD sample where the [0001] direction is upward. The two QD layers are the two 
black strips running from right to left. The black dotted region on the top is just 
some material added to the top of the sample for TEM imaging. The TEM image 
contrast is determined by mainly two quantities; the Indium composition and the 
strain field. A spot that is darker than its surrounding means that either its indium 
composition is higher than its surrounding or it is under compressive strain. The 
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black and white shades between the two InGaN QD sheets are believed not to be due 
to differences in the indium compositions but rather, they are due to the internal 
strain fields. This assumption can be supported by analyzing the shape of these 
shades. Just on top of the embedded QD layer, they look bright due to the tensile 
strain in the GaN capping layer caused by the larger lattice constant of the InGaN 
layer. As it moves to upward, it starts getting darker since the capping layer is 
relaxing to its original lattice constant values. The bottom of Figure 25, is dark which 
is the GaN substrate, however, when it approaches the InGaN QDs sheet, it starts 
getting brighter, this is due to the small increase of the GaN basal lattice constant in 
order to relieve some of the strain generated within the QDs. Such an effect is not 
considered in the biaxial strain model since it assumes that the QDs are fully 
pseudomorphically relaxed to match the basal lattice constant of the substrate. 
In order to differentiate whether the image contrast is due to difference in 
Indium composition or due to internal strain fields, different TEM images have to be 
taken where the image is not reconstructed from all the diffraction spots. Manolaki 
     . managed to get TEM images for InGaN quantum wells using different 
diffraction spot and found out that the [0002] dark field image is strain sensitive 
and the [0001] dark field image is composition sensitive [29]. 
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Figure 25. cross sectional TEM images showing the embedded (lower sheet) as well as surface (upper 
sheet) InGaN QD sheets. Contrast changes in between the two sheets are due to strain fields.  [0001] axis 
it pointing upward. 
Figure 26 shows a clearer example of the strain field across the two InGaN layers. It 
shows that it was generated in the embedded QD layer and then travelled upward 
along the [0001] direction towards the surface QD layer. 
 
Figure 26. cross sectional TEM image. 
Finally, Figure 27 shows a cross sectional High Resolution TEM image 
(HRTEM) of a single QD. Even if the QD structure does not take the perfect shape of 
a truncated hexagonal pyramid, we still can identify the inclined surfaces 
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constituting the QD. As it is apparent, the QDs are not perfectly shape and the 
Indium composition within them is not homogeneous and thus, it should be 
expected that the calculations of the emission energies wouldn’t match exactly the 
experimental data. 
 
Figure 27. Cross sectional high resolution TEM (HRTEM) image of a single QD showing the imperfect 
pyramidal shape and the inhomogeneous indium composition within the QD. 
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V. Chapter V: -X Ray Diffraction (XRD) measurements 
In order to calculate the InGaN bandgap, internal piezoelectric fields, 
confinement energies, and most of the related optical and physical properties, we 
need first to get an estimate of the average indium concentration within the QDs and 
thus we resorted to XRD. When x-rays fall onto the sample, they are reflected at 
different angles by different crystal planes. These reflected beams interfere together 
while leaving the sample causing either a constructive or a destructive interference. 
According to Bragg’s law, constructive interference appears from the (000 ) planes 
when, 
     
  
  
 ‎V.1 
Where   is the fourth miller index of a hexagonal crystal (hkil),   is the incedence 
angle,   is the x-ray wavelength and d is the interplanar distance (Figure 28). 
 
Figure 28 X-ray diffraction 
Since every material has its own inter-planar distance, one way of getting the 
Indium concentration is to search for a peak of the InGaN and then using Vegard’s 
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law, we can interpolate from the inter-planar distances of GaN and InN to get the 
Indium concentration. Unfortunately, this only works for unstrained InGaN, since by 
definition strain fields are changes in the inter-planar distances. According to 
Pereira      ., two different assumptions can be made in order to get the Indium 
concentration from XRD peaks [30]. 
If the thickness of the InGaN epilayer is larger than the critical thickness, it 
can be assumed that the layer is fully relaxed to its original unstrained lattice 
constants. Thus, we can assume that           and, assuming a linear 
interpolation, the indium concentration can be calculated from Vegard’s law as, 
  
           
         
 ‎V.2 
Where    is the measured lattice constant derived from Bragg’s law. This would only 
give an approximate value of x since till now, the lattice constants of III-nitrides 
semiconductors are still debatable. 
 The other case is when the InGaN epilayer is thinner than the critical 
thickness and thus it can be assumed to be pseudomorphically strained. In 
pseudomorphic growth, a biaxial strain model is assumed as explained in Chapter 2. 
So we can assume that            . Indium composition can be calculated by 
solving Hooke’s law, 
             
                
                
                 ‎V.3 
Where     which are the stiffness coefficients (sometimes called the elastic 
constants) are linearly interpolated from the bulk GaN and InN. 
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                                ‎V.4 
                                ‎V.5 
Unfortunately, there are discrepancies in the published results about these stiffness 
constants which will cause a certain degree of uncertainties. 
In order to know which assumption gives a better estimate of indium concentration, 
we need to know the critical thickness of an InGaN epilayer grown on GaN substrate. 
Figure 29 shows two different models for predicting the InGaN critical thickness 
(solid circles and squares) as well as some experimental results. The height of our 
quantum dot sheet is around 3 nm and thus, if it is compared to the experimental 
results by Akasaki      . (the solid triangles), we can assume that we are still below 
the critical thickness and thus a biaxial strain model can be assumed [31].  
 
Figure 29. Different calculated (solid squares and circles) and experimentally measured (solid triangles) 
values of the critical thickness for  InxGa1-xN grown over GaN as a function of indium composition x [32]. 
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Figure 30. XRD experimental configuration (left). XRD spectrum (right) showing diffraction from the 
GaN (0002) and the (0004) planes. 
Figure 30 above shows the XRD spectrum where the [0001] direction was facing the 
X-ray source direction. Two scattering peaks are clearly apparent one is at       
(attributed to the (0002) plane of GAN) and the other is at      (attributed to the 
(0004) plane). 
 
Figure 31. XRD resolved peaks(P1 34.5 ; P2 33.34 ; P3 33.08 ; P4 31.14 ;P5 35.22 ). 
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Figure 31 shows a magnified version of the XRD data from    to     where we 
resolved the spectrum into several peaks. Three scattered peaks (P2 at       , P3 at 
       and P4 at       ) below the [0002] GaN peak become apparent. We 
attributed P2 and P3 to be from the InGaN [0002] planes. A Matlab code was written 
to solve the above equations in order to calculate the indium concentration from the 
X-Ray peaks. A main problem that we faced is the discrepancies in the values of the 
lattice constants, electron and hole effective masses, the energy bandgaps and the 
stiffness constants for both GaN and InN among the published results. The values 
used in our calculations are shown in Table 4 [33]. Running our Matlab program, we 
got a value of          for           and a value of          for 
          which lies within our expected range. These values have two main 
sources of errors: the discrepancies in the values of constants and the assumption of 
the biaxial strain field. The biaxial strain field assumes that there is no strain in the 
substrate and that the InGaN epilayer pseudomorphically relaxed to the substrate 
which is not the case as previously discussed in the TEM section. Actually, the value 
we get from the Indium composition is highly dependent on the value of the strain 
in the surrounding matrix. Different estimated indium compositions corresponding 
to different external strain estimations are tabulated in Table 3. Even though the 
changes in the indium compositions are in the thousandth digit, these minute 
difference can create uncertainties up to 80meV in the energy calculations  
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Strained value of                                    
     (Biaxial approx.) 0.270 0.223 
            0.274 0.227 
            0.278 0.230 
Table 3 estimated indium composition dependence on estimated strain value 
The fourth broad peak, P4, is attributed to the (0002) plane of InN which 
shows that during the growth of the QD sample, Indium segregation has occurred 
where clusters of nearly pure InN were formed. Such an effect is common to III-
Nitrides due to the large lattice mismatch between the InN and GaN which cause the 
formation of InN clusters more energetically favorable [34]. Peak 5 in Figure 31 is 
attributed to the (10 ̅3) plane of sapphire (     ) which is scattered around       . 
 
  
                                       (
 
  ⁄ )    (
 
  ⁄ ) 
Aluminum 
Nitride 
(AlN) 
6.2 3.111 4.978 - - - - 
Gallium 
Nitride 
(GaN) 
3.507 3.189 5.180 101 405 -0.20 0.29 
Indium 
Nitride 
(InN) 
0.7 3.545 5.703 97 237 -0.23 0.39 
Table 4 III/Nitrides basic parameters 
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VI. Chapter VI: -Photoluminescence  
VI.1 Theory of Photoluminescence 
There are several ways to characterize a sample like measuring its vibrational 
modes, crystal orientations, chemical compositions, luminescent signal and much 
more. In this chapter, we will focus on maybe the most common way to characterize 
a semiconductor; its luminescent spectrum. There are several ways to induce a 
structure to become luminescent; one can shine light on it (photoluminescence), 
bombard it with an electron beam (cathodeluminescence), pass current through it 
(electroluminescence), heat it (thermoluminescence) or in many other ways. Due to 
the availability of equipments, we resorted to photoluminescence (PL). Figure 32 
shows the Energy-wave number diagram of a typical direct bandgap semiconductor 
showing the main general processes happening during a PL measurement. 
 
Figure 32. Process of Photoluminescence: (a) A photon generates an electron hole pair in the material 
then (b) the carriers relax to the band minimum through phonon emissions and finally (c) they 
recombine radiatively by emitting a photon of energy lower than the absorbed photon. 
We only showed the conduction band, and two valence bands (heavy hole and 
light hole bands). We start the PL by irradiating a sample with a light of a certain 
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angular frequency (  ). An electron present in the valence band may gain energy by 
absorbing the photon’s energy to move up to the conduction band (a). This 
transition has to be a vertical one (only change in energy but no change in the 
electrons momentum) since photons momentum is negligibly small. The electron 
then starts relaxing down to lower energy states (b). As the electron relaxes, it loses 
small amounts of energy (moving down) as well as losing much of its momentum 
(moving right) and thus it emits phonons. This keeps happening till it reaches the 
bottom of the conduction band (or the top of the valence band for holes) where it 
recombines with a hole in the valence band emitting the energy difference in a form 
of photon of angular frequency    (c). Thus the emitted signal is the fingerprint of 
the energy bandgap of the material. Varying the intensity of the excitation signal, or 
the temperature of the sample, we might know lots about the internal processes just 
from the luminescence spectra. Much of this will be explained later while analyzing 
the PL data. 
Electrons in the bulk structure don’t have to reach the bottom of the 
conduction band to recombine since there are less available rooms at the bottom 
than upward (see the density of states for bulk materials in Figure 10), and thus 
electrons do pile up on top of each other and recombine from higher energy levels. 
However, for a quantum dot system, the energy and momentum spectrums are not 
continuous and thus electrons can only take specific energies and momentums 
before recombining with holes. Figure 33 shows some of the different relaxation 
mechanisms that take place during PL from a QD. 
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Figure 33. QD dynamics. Interband absorption     , followed by relaxation into the wetting layer, 
where the carrier can either radiatively recombine or relax to the QD excited states. At each states it can 
either radiatively recombine with a hole or relax down to lower energies. 
A photon of energy      creates an electron hole pair in the GaN matrix where 
     has to be larger than the GaN bandgap (     ).For the rest of the discussion, 
we shall focus solely on the electron dynamics baring in mind that similar processes 
happen for the valence band hole. Having a non-zero momentum this electron starts 
diffusing in the crystal till it encounters the wetting layer (made from InGaN in our 
case) where It relaxes down to the wetting layer (WL) energy (WL CB) by emitting 
phonons. It then either recombines radiatively with another hole in the WL valence 
band (WL VB) by emitting a photon of energy      or it relaxes down to the QD 
excited states. From now on, the electron only sees discrete energy states and not an 
energy continuum (as the case of bulk GaN). Once it reaches this state of definite 
energy and momentum, it emits a phonon of energy              and 
68 
 
momentum                where      and      are the electron’s wave 
number at the second and first excited states respectively. When it reaches the first 
excited state, it has two different paths that it can undergo, either to further relax to 
the ground states by emitting a phonon (             and              ) 
or to recombine with a hole in the first excited and emit an photon (          
     and                 ). A similar process happens to the second excited 
stated where it can radiatively recombine however, the probability is much less. If 
an electron made it to the ground state, it will get stuck there till it radiatively 
recombines with a ground state hole emitting a photon of energy            . 
The time spent at a certain state before the carrier moves to another state is known 
as the state lifetime which will be important later in the following discussion. The PL 
signal from a QD should look as in Figure 34,a (only emissions from the QD are 
shown). 
 
Figure 34. broadening mechanism: a) delta function of zero linewidth, b) homogeneous broadening 
creates a Lorentzian profile, c) inhomogeneous broadening creates a Gaussian profile, d) the envelope of 
several Gaussian profiles. 
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However, there can never be a signal of zero linewidth due to the energy-time 
uncertainty principle which states 
       ‎VI.1 
Where    is the linewidth of the emitted signal, and    is the time available to 
measure the signal which is basically the carrier lifetime at that state. So if there is a 
state where the carrier doesn’t relax that fast (   ), the linewidth of the optical 
transition from that state will decrease (   ) and vice versa. This kind of 
broadening is called homogeneous broadening since it appears from systems all 
having the same very structure and it transforms the emission from a delta function 
profile into a Lorentzian profile given by equation ‎VI.2, where    is the Full Width at 
Half Maximum (FWHM). The emission profile would then look as in Figure 34, b. 
     
  
            ⁄   
 ‎VI.2 
The WL, which is a homogenous structure, has this emission profile; 
however, for QDs the profile is even broader. As will be discussed later, emission 
energy is dependent on indium composition, internal strain and QD size. The way 
QDs are grown (in the SK mode) introduces lots of inhomogeneities in all of the 
previously mentioned factors. Thus each dot emits at a slightly different energy than 
the other. Then measured PL will be the summation of all the different PL signals 
from the different dot ensembles (Figure 34,c). This is called an inhomogeneous 
broadening since it is called by systems of different radiating profiles and the 
luminescence then takes the form of a Gaussian distribution given by equation ‎VI.3 
where    shows how inhomogeneous the sample is and    is the mean value the 
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emission peak. Due to the peak broadening, the different peaks might interfere and 
we end up reading the envelope signal of all of them (presented by the blue curve in 
Figure 34,d. 
     
  
  
√      
 (
    
   ⁄
)
 
    
 ‎VI.3 
  
VI.2 Experimental Setup 
 
Figure 35. PL measurements experimental setup. 
Figure 35 above shows the Block diagram of the experimental setup used to 
measure the PL signal from the InGaN QDs.  The excitation signal was generated by 
means of the coherent semiconductor cube laser of 376nm wavelength and 16mW 
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maximum power. An iris is placed in front of the laser to decrease stray light in the 
PL measurements. A chopper then chops the continuous laser beam into small beam 
chunks. The need of the chopping system will become apparent later.  The chopped 
light is guided inside the JANIS cryogenic chamber where it hits the sample that can 
be cooled down till the Nitrogen boiling point (78K). A Plano-convex condenser 
collimates the light where it travels till it meets another Plano-convex lens that 
focuses it inside the Monochromator. The two Plano-convex lenses are made from 
UV fused silica to allow a high transmittance in the short wavelength range. The 
Monochromator, with the photodiode, measure the spectrum of the emitted signal. 
Since the PL signal is usually very week, a Lock-in system had to be used. The 
embedded figures (a-d) in Figure 35 explain the need of this Lock-in system through 
showing the modulation spectrum of the signal. 
a) The emitted laser is a continuous wave and thus its spectrum lies in the DC part.   
b) The chopper shifts the modulation spectrum of the excitation signal to higher 
frequencies by chopping into small light chunks. The noise signal up to this point is 
negligible due to the high power of the coherent laser signal. 
c) After the sample gets excited, it emits spontaneous photons of much lower power 
than the excitation signal. At this point, since the white Gaussian noise integrated 
power could be units of magnitude larger than the spontaneous emission integrated 
power, the Signal to Noise Ratio (SNR) could be in the range of     . 
d) The lock in amplifier multiplies the input signal     with a sine wave of frequency 
equal to that of the reference signal’s frequency     and thus moving the signal back 
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to DC (     while moving the peak of the Gaussian noise to higher frequencies away 
from DC. Another signal is generated by multiplying     by a   
 shifted     which 
generates (   ). It then applies a low pass filter on both signals which removes most 
of the white noise and thus significantly increasing the SNR by a couple orders of 
magnitude (      and      ) (Figure 36).  
      
 
 
             ‎VI.4 
      
 
 
              
   ‎VI.5 
Since the output will be affected by the phase difference between    and    , the 
output signal is calculated as  
            √     
       
  ‎VI.6 
and thus eliminating the phase difference dependence. 
e) The Lock in amplifier then sends the signal to the Computer via a GPIB port. 
 
A LAB View program that controls the monochromator is adjusted so that 
after it instructs the monochromator to change the wavelength reading, it reads the 
output signal from the Lock-in amplifier. Figure 37 shows the optical path inside the 
Monochromator [35]. As the light enters through the entrance slit, it is collimated by 
Figure 36. Lock in Amplifier block diagram. 
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a convex mirror onto a grating. The light is then is dispersed by the diffraction 
grating where each wavelength leaves at a different angle. The light is then focused 
once again and leaves the monochromator via the exit slit. The system is designed 
such that the light falling on the exit slit is an image of that at the entrance slit. The 
grating is then rotated to select which wavelength will exit through the slit. The 
entrance of the monochromator is characterized by means of an acceptance angle 
described by an F number as shown in Figure 38 where in the paraxial 
approximation the F number is given by     
 
 
. A wider acceptance angle means 
that light will fall outside the grating which creates stray light in the 
Monochromator while a narrower acceptance angle means a decrease in system 
efficiency. 
 
 
For the choice of the lens system that collect the PL signal and focus it in the 
Monochromator, two Plano convex lenses are used. The diameters and foci points 
were optimized for the current system. A condenser is used to collimate the 
spontaneous emission. This lens was chosen with the smallest F/# possible to 
Figure 37. Optical path of the light as it enters the monochromator, gets scattered by the grating and exists [32]. 
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collect as much light as possible; however, since the cryogen chamber only offers a 
narrow window to access the sample emission, this creates a limitation on the 
condenser lens dimensions. A Second focusing lens is positioned to focus light 
through the monochromator entrance slit. This lens has an F/# equal to that of the 
monochromator entrance slit to fill the entrance cone and it had to have a diameter 
equal to that of the condenser to collect the entire collimated beam. Figure 38 
(right) shows the above described lens system. 
 
Figure 38. Entrance slit (left), condenser and focusing lens (right) [35]. 
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VII. Chapter VII: - Photoluminescence Data analysis 
VII.1 Macro-Photoluminescence 
Using the experimental set up described in Chapter ‎VI, we measured the macro-
PL spectrum for the InGaN Quantum dots as shown in Figure 39. It is called a macro 
PL because the laser beam is not focused to cover few microns. 
 
Figure 39. Photoluminescence from the QD sample at room temperature (300K) with an excitation laser 
energy equal to 3.3eV (376nm wavelength). The peak is centered at 2.19eV (566nm wavelength – 
yellowish orange) with a FWHM of 420meV. 
As can be seen, the emission is a very broad signal with a full width at half 
maximum (FWHM) of about 420meV. This is due to the inhomogeneous broadening 
due to the different QD dimensions as well as different Indium compositions as 
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revealed by the FRTEM images (Figure 27). The inhomogeneity effect is amplified 
since the Laser spot covers a relatively huge area. Measuring the signal at different 
temperatures and excitation powers caused no observable change (other than 
intensity increase) which made us conclude that the signal is too broad for any 
useful measurements. Thus, in order to get more representative signal of the 
sample, we resorted to micro-photoluminescence instead. The rest of the report is 
concerned with analyzing the micro-PL spectrum. 
VII.2 Micro-Photoluminescence 
Due to the large inhomogeneity in the Indium composition and the Quantum 
dot structure, we resorted to micro-photoluminescence (µPL) for more descriptive 
data. For performing µPL measurements, we used to the LabRam ARAMIS micro 
Raman microscope from Horiba. It performs photoluminescence by means of an 
objective situated on top of the sample where both the laser excitation and the 
photoluminescence signals pass through it. Throughout this chapter, we collected 
the PL data using three different configurations as shown in Figure 40. Each of these 
different positions has its own advantages and disadvantages and will be explain 
within the context. 
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Figure 40. µPL a) at horizontal position, b) inclined     with respect to the optical axis and c) at vertical 
position 
 The excitation signal energy used is supposed to be larger than the GaN 
bandgap so that we let the carriers relax into the QD from the surrounding GaN 
matrix, however, due to some defective optics; we had to use laser excitation energy 
smaller than that of GaN. This will not allow us to inject any carriers into the GaN, 
however, they will be directly injected into the Wetting Layer (WL) excited states 
where they will relax down to the QD and then radiatively recombine. The laser 
wavelength used is 473nm (                     ⁄        ). Figure 41 shows 
the luminescence signal from the sample at the horizontal position. 
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 Figure 41. µPL at Room temperature. 
VII.2.1 Frequency oscillation 
A very clear attribute of the µPL in Figure 41 is the frequency oscillations 
that are most obvious from 1.9eV to 2.3eV. These oscillations have been recognized 
to be the result of the formation of a cavity like structure in the sample. As shown in 
Figure 24, the sample contains a 5-7 um of Silicon doped Gallium Nitride. Due to the 
change in the refractive index at the GaN/air interface and the Si:GaN/sapphire 
interface, an intrinsic microcavity is formed which creates the above ripples [36]. 
Depending on the wavelength of the emitted light, constructive interferences will 
form when the phase of the electro-magnetic field, after a round trip, matches its 
original phase, which is similar to the Fabry-Perot geometry. Thus, we can write, 
 
  
    
                                        ‎VII.1 
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where m is the mode number,    is the free space wavelength and L is the cavity 
length. Rewriting the previous equation in a more useful form for our calculations, 
we get  
     
  
 
 
 
   
 
‎VII.2 
Taking the derivative of the left term with respect to m, we get 
 (
        
  
)
  
 
 
 
 
‎VII.3 
Thus, if we graphed
     
  
, with respect to m, the slope would be the inverse of the 
microcavity length.  To plot the results, we need first to calculate         which is 
dependent on the wavelength. Billeb      ., devised an empirical formula to calculate 
the refractive index of the Si doped GaN [37]. 
        √ *   (
  
      
)+    ‎VII.4 
Where they found a best fit with the values of       ,         and         . 
Plugging the energies values corresponding to the maximum peaks in Figure 41, and 
plotting them versus the mode number, we constructed Figure 42. 
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Figure 42. Fabry Perrot modes 
Figure 42 shows the different Fabry-Perot modes of the sample. Getting the inverse 
of the slope of this line, we get a value of        for the cavity thickness, which lies 
within the range of the expected GaN layer thickness. Thus, we can safely assume 
that the frequency ripples are due to phase selection of the Fabry-Perot mode and 
not something inherent to the PL emission spectrum of the InGaN/GaN QDs.  
VII.2.2 Luminescence peak origin 
From the µPL in Figure 41, two broad peaks can be easily recognized, one at 
around 1.8eV and another at 2.2eV. These two peaks are believed to be the PL signal 
from the heterostructures (due to their broad spectrum). The other sharp peaks are 
not attributed to the heterostructures PL signal since they do not reflect the 
inhomogeneity within the system. We attributed the high energy peak to the WL 
(described in section ‎II.2) and the low energy peak to the QDs. This assumption 
proposes that the indium concentration in the WL is less than that in the QD and 
thus the higher energy emission. Even though they were both grown under the same 
growth conditions, WLs ends up with having a lower indium composition that the 
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QDs. Right after the growth crosses the critical thickness, some of the indium 
content from the WL starts drifting towards the QDs under the effect of a strain 
induced migration [38].  Qianghua Xie      ., described a model that explains the 
vertical correlation between the dots that can as well explains the Indium migration 
from the WL to the QDs [39]. When the growth procedure starts by depositing a thin 
layer of InGaN on top of GaN, the layer gets biaxially strained causing a uniform 
internal strain (Figure 43,a). As the growth proceeds, the layer gets thicker which 
increases the internal strain energy. Once the critical thickness is reached (internal 
strain energy becomes larger than surface energy) and 3d growth starts, the strain 
is not uniform anymore since the QDs are more relaxed than the WL (Figure 43, a,b). 
Thus the strain energy within the QDs is less than that within the WL. In other 
words, the lattice constant of the QDs is closer to the lattice constant of InGaN more 
than the WL’s lattice constant is and thus, it becomes more energetically favorable 
for Indium to get incorporated within the QDs. This inhomogeneity in the strain field 
causes Indium to migrate from the wetting layer to the QDs causing a blue shift in 
the WL and a red shift in the QDs PL spectra. For this reason, we assumed that the 
high energy peak belongs to the WL and the low energy peak belongs to the QDs 
(refer to section ‎II.2 for a detailed description of internal energies during growth). 
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Figure 43. strain energy at (a) one ML InGaN, (b) several MLs but still below the critical thickness and (c) 
after the QD formation. The strain field at (c) causes the indium atoms to migrate from the WL to the 
QDs. 
As previously discussed in chapter ‎0, XRD measurements revealed two InGaN 
compositions within our sample and thus it can be safely assumed that the low 
Indium composition peak (@         ) belongs to the WL and the high Indium 
composition peak (@         ) belongs to the QDs. 
Another observation that led us to conclude that the low energy peak belongs 
to the QDs is the difference in their FWHM. The low energy peak is much broader 
than the high energy peak. Even though, according to the respective energy states 
density, QDs should emit a much narrower peak than the WL (refer to section 
‎III.1.1), however, due to the randomness in the QD size and Indium composition, the 
QD peak was inhomogeneously broadened and their emission FWHM became much 
wider than that of the WL [40]. Thus, it can be safely postulated that the low energy 
peak belongs to QDs and the high energy peak to the WL. Further measurements 
will support this hypothesis. 
VII.2.3 Determination of sharp peaks 
The sharp peaks present in the PL signal as introducing much error 
especially in the low energy QD peak and thus we decided to know their origin in 
order to remove them. We measured the luminescence from the sample in the 
vertical position but instead of shining the laser on the QD sheet, it was shined on 
the sapphire substrate and thus, the signal solely comes from the sapphire with no 
signal from the QD or the WL. The results are shown in Figure 44.  
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Figure 44. µPL, Sapphire region. The sharp peaks are attributed to chromium impurities present in the 
sapphire substrate. 
The sharp peaks still exist which demonstrates that they are emanating from the 
Sapphire and not from the InGaN QD sheet as expected. The inset in Figure 44, 
shows a focused image of the two peaks present at 1.78eV and 1.79 eV. These peaks 
were attributed to Chromium (    ) impurities that can be present in Sapphire 
substrates [41]. The spectrum also shows some short and relatively wide peaks that 
are present around the two sharp ones. These short and relatively broad peaks are 
recognized in the horizontal micro-PL in Figure 41. During all of our measurements, 
in order to completely remove the effect of the sapphire emissions we had to 
measure the PL data of the sapphire, at different temperatures and subtract them 
from the corresponding horizontal µPL. The result is shown in Figure 45. After the 
removal of the sapphire peaks, we can clearly see the frequency oscillations in the 
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lower energy peak and now the low energy part of the PL signal represents the true 
PL emission from the QD sheet. 
Since diffraction fringes are introducing lots of errors, we decided to use a 
different PL geometry that will eliminate cavity effects. According to Namvar      ., 
if the PL optical axis get inclined at an approximate angle of     (Brewster angle) for 
GaN, with respect to the surface normal axis, the Fabry Perrot interferences will be 
eliminated [42], (Figure 40,b). However, since getting the PL signal at this exact 
angle is challenging, we positioned the sample at an approximate angle. Also using 
the vertical position eliminates the frequency oscillations since the cavity length is 
too long to create any fringes (Figure 40,c). However, these positions were 
experimentally more challenging that the horizontal position since the laser spot 
needs to be aligned to shine over the QD sheet and thus we only gathered room 
temperature data since cooling cryogen system induces continuous vibration which 
makes it even trickier to gather the PL data. Only the horizontal position was used 
for low temperature PL. 
VII.2.4 Emission energy calculations 
In the previous chapters, we got introduced to several parameters that define 
the emission energy from a quantum confinement heterostructures. In section ‎I.2, 
we described how the indium content in a certain structure affects its emission 
energy, while in section ‎III.1, we explained how confining the exciton within the QD 
causes a blue shift in the emission energy of quantum structure and finally, in 
section ‎III.4 we described the red shift effect of internal polarization fields on the 
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emission energy. Through the calculations below, we will try to make some rough 
calculations that fit the experimental results from the QDs as well as the WL PL. 
Quantum dot ground transition emission energy can be expressed as 
            ‎VII.5 
where    is the bulk bandgap,    is the energy increase due to quantum 
confinement and    is the Energy decrease due to the built-in polarization induced 
electric fields which includes both the spontaneous and the piezoelectric 
polarizations [43]. An extra term should be subtracted from the emission energy 
which is the exciton binding energy. Exciton binding energy for a 3nm height and 
5nm width quantum dot was calculated to be around 45meV [44]. Since the exciton 
binding energy decreases with increasing dot dimensions, for a 40nm width QD, the 
exciton binding energy would be too small compared the the broadening in the 
signal (           ). 
In this section, we will try to give an estimate for each of the emission energy 
components. 
To calculate the bulk bandgap, we will use the Vegard’s law to interpolate the 
bandgap of          . So  
  
                 
       
            ‎VII.6 
where an extra term nonlinear term (known as the bowing term) was added to 
accommodate for the misfit. According to McCluskey at al, a bowing parameter of 
3eV best fits the experimental data at an indium concentration of 0.25 [45]. From 
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XRD measurements, we assumed that the QDs have an average indium composition 
of        . The values used for the bandgap of GaN and InN are presented in 
Table 4. The calculated bulk bandgap energy for         is 
  
                                                            
For the wetting layer, we will use        , 
  
                                                            
 In order to calculate bandgap enhancement energy which arises due to the 
confinement of the carrier wavefunctions, we used 
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) ‎VII.7 
where   
  and   
  are the effective mass of the electron and hole in the InGaN 
respectively while   and   are the height and the width of the quantum dot 
respectively. The effective masses are linearly approximated from the bulk effective 
masses of Indium and Gallium nitride [43]. 
    
       
 |
   
          
 |
   
 ‎VII.8 
So, using equation ‎VII.8,   
         where    is the electron mass. For the hole 
effective mass, III-Nitride compounds have several valence band, each with its own 
hole effective mass. According to Winkelnkemper      ., the confined hole ground 
state is predominantly A type while the confined hole first excited state is 
predominantly B type [46]. So using the A band to calculate the hole effective mass, 
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we get   
         . Plugging in all the calculated constants back into equation 
‎VII.7, we get  
                    
                     
To calculate the effect of polarization on band to band transition energy, the Built in 
Electric Field (BEF) is first calculated by 
   
   
         
         
   
        
 ‎VII.9 
Where    
       and    
      are the spontaneous and piezoelectric polarization due to 
the InGaN epilayer successively, while    
    is the spontaneous polarization due to 
the GaN substrate [33]. For calculating    
      ,  equation ‎VII.10 was used which is 
developed by Bernardini      . to describes the spontaneous Polarization inside the 
ternary alloy.  
   
                                         ‎VII.10 
Plugging the values of   we get    
               |
  
                 and 
   
               |
  
                [47]. 
For    
     , it can be related to the applied strain by 
   
           (       )         ‎VII.11 
  
   
               ‎VII.12 
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               ‎VII.13 
Where    
        is the piezoelectric polarization in the direction of i,     are the strain 
field components and     are the piezoelectric constants [8]. As previously 
discussed, we will assume a biaxial strain model just for simplicity, and thus we get 
   
            
           
      
     
        
        
 
           
      
 ‎VII.14 
 
   
           
          ‎VII.15 
This biaxial approximation should give more accurate results for the WL than the 
QD as will be explained later in this chapter. Instead of going through all the 
calculation steps, the piezoelectric fields were calculated to be equal to  
   
               |
  
               
   
               |
  
               
Since we previously declared that we will assume the QD (the same case for the WL) 
to act as a parallel plate capacitor and thus, the energy shift due to polarization field 
is given by 
       
Where F is the BEF given by equation ‎VII.9. we then get 
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Now adding up all the energy shifts we get,  
            
            
These values should not be used as exact numbers since there are large errors due 
to approximations in our calculations as well as some assumptions about missing 
data. For example, as described in chapter ‎0, a small change in the assumed lateral 
lattice constant gives a huge change in the assumed indium composition. Williams 
     ., predicted that a 2nm increase in dot height, for 15% Indium composition 
causes a decrease of 300meV in the emission energy [48].  
VII.2.5 Temperature Dependent micro-Photoluminescence 
In order to have a better insight on the behavior of the photoluminescence, 
we decided to perform temperature dependent µPL (TD-µPL). Liquid nitrogen was 
used to cool down the QD sample to 78K (just 0.64K about nitrogen’s boiling point). 
The PL signal was measured at different temperature intervals from 78K(-195 C) to 
333K(+60 C) in the horizontal position and the results are shown in Figure 45. 
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Figure 45. Temperature dependent µPL (TD- µPL) from 313K till 78K. At 313K, the dominant peak is 
from the low energy spectrum while as the temperature decreases the high energy peak becomes more 
dominant. 
At low temperature, the emission from the WL emission is much higher than the 
QD emission. As the temperature increases, both emissions are decreasing however, 
the WL emission decreases faster than the QD till at 313K the WL emission is a equal 
to the QD. Actually, at some other points, the WL emission decreased even below the 
QD emission ( Figure 52, excitation power =1% maximum). 
Sugisaki      ., developed a so called thermal activation model to explain the 
thermal quenching for the QD emission [49]. The developed model is based on data 
from Indium Phosphide quantum dots, however, the same should apply here since 
the model only considered the dot confinement effect as the driving force and 
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neglected the dot material. Figure 46 shows the expected carrier transitions within 
the activation model. It starts by positioning the electron in the excited state     
and then it lets it to relax down to the ground state     at a rate I. When it reaches 
the ground state, it should relax radiatively down to the valence band     through 
emitting a photon. However, once at the ground state, the electron migh interact 
with phonons (lattice vibrations) and thus, it might get scattered into a nearby 
trap(   ) where it will relax non-radiatively through emitting a series of phonons 
or a combination of photons and phonons.  
 
Figure 46. Thermal activation model.     excited state,     ground state,     valence band,     
nearby nonradiative trap. 
The mean number of phonons present at a certain temperature is given by 
    
 
 
  
     
 ‎VII.16 
and thus, at high temperature, there are lots of phonons which strengthen electron-
phonon interactions and will thermalize a large number of electrons to the non-
radiative traps. However, at low temperatures, the electron-phonon interactions are 
weak and more electrons will take part in spontaneous emission and thus increasing 
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the photoluminescent signal. The main difference between QDs and the WL is the 
confinement regime. QDs generate a 3D confinement and thus, for a carrier to get 
thermalized into a non-radiative defect, it has to be close enough to the QD. 
However, for the WL, carriers are free to move in the lateral directions and thus, 
they can easily get scattered by a phonon into a non-radiative defect decreasing the 
internal quantum efficiency.   
Writing the rate equation for the carrier we get 
  
  
     exp ( 
 
   
)  
 
 
 ‎VII.17 
Where E is the thermal activation energy,   is the Boltzman constant, I is the 
relaxation rate of the electron from     to    ,  is the electron lifetime and   is a 
constant indicating the efficiency of the thermal distribution [50]. Solving ‎VII.17 for 
a cw operation (    ⁄   ) we get 
     
    
      ( 
 
   
)
 
‎VII.18 
Where a is just a constant. In order to test if our data fits the above model, we used 
the OriginPro 8.5 software in order to estimate the QD and WL spontaneous 
emission. Figure 47 shows the fitting curves for the photoluminescent signal at 78K. 
we used a Gaussian fitting for the QD emission due to the large size fluctuations 
which inhomogeneously broaden the signal and a Lorentzian fitting for the WL since 
more or less, it is a homogenous structure (refer to section ‎VI.1 for the broadening 
mechanisms). 
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Figure 47. QD peak (left) is fitted best by a Gaussian distribution and WL Peak (right) is fitted best by a 
Lorentzian distribution. The small peaks are of unknown origin. 
As can be seen, the curve is fitted with two broad peaks and three other small and 
narrower curves. We didn’t search for the origin of these small peaks as they are 
irrelevant to our current investigation. The program was unable to reach a small 
error value between the main curve and the fitting curve due to the oscillations 
present everywhere and thus, we were not able to get firm data measurements. 
Thus, we should not use these data into calculations however; we will use them to 
show general trends. We repeated the above fitting procedure for different 
temperatures from 78k up to 313k.  
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Figure 48. solid square and triangles:  integrated area of the fitting curves. The lines: the thermal 
activation model fitting for the temperature dependence of the integrated intensity. 
Figure 48, the solid triangles and squares show the integrated area of the PL fitting 
curve for the QD and the WL PL spectrum respectively. As previously mentioned 
these results will only be used to demonstrate general trends. The continuous lines 
in Figure 48 are fitting curves constructed by equation ‎VII.18. From Figure 48, we 
can see that equation ‎VII.18 reconstructs the results and thus the model shows a 
good agreement with the result suggesting that the main reason for the decrease of 
the photoluminescence signal is the thermalization of the carrier into non-radiative 
nearby trap by means of phonon scattering. It can be clearly seen the WL signal is 
dropping much faster than the QD signal which suggests that carriers occupying the 
WL energy states easily get thermalized to non-radiative traps than those occupying 
the QD energy states which agrees with the expected results from the confinement 
effects. Thus, the QD show higher quantum efficiencies than the WL which is a QW 
like structure. Such high quantum efficiencies make them a strong candidate in 
manufacturing high power LEDs at room temperature. 
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VII.2.6 Power Dependent Vertical micro Photoluminescence (PD-µPL) 
In order to understand more the carrier dynamics within the QD structure, 
we decided to measure the µPL at different excitation powers. At first glance, we 
might assume that the emission energy should not be dependent on the excitation 
power since increasing the excitation power simply means injecting more carriers 
and the emission energy is solely dependent on the material and heterostructures 
dimensions. However, one attribute that characterizes III-Nitride quantum dots is 
the emission peak energy dependence on the excitation power. Figure 51 shows the 
µPL signals at different excitations power in the vertical position where a slight red 
shift is observed at increasing excitation power. 
 
Figure 49. power dependent at PL 78k, vertical position. A slight blue shift is observed at increasing 
excitation densities. The percentages in the lengend are realtive to the maximum excitation power 
density used. 
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Such a red shift has been previously recorded for GaAlN/AlN as well as for 
InGaN/GaN Quantum structures [51], [52].  As previously explained, the internal 
polarization fields within the QD heterostructures creates a BEF which causes the 
conduction and the valence bands to bend causing a red shift in the emission. 
Increasing the excitation power causes more photogenerated carriers to get injected 
inside the quantum dot.  Ranjan      ., created a model that would take into 
consideration the photogenerated free carriers and their model perfectly matched 
the observed blue shift [53]. The current accepted reason for the blue shift is that it 
is not an actual blue shift but it is a rather decrease in the red shift due to 
polarization induced BEF. If there was only one electron hole pair that would 
recombine in the dot, they would experience the full internal BEF that caused a 
redshift. However, if there was another electron hole pair in the excited states or 
other free carriers around the QD, their electrostatic field would screen some of the 
BEF and thus the band bending decreases causing an observable blue shift as 
explained in Figure 50 (a-c). 
 
Figure 50. The overlap integral and the emission energy in the case of a) no carrier screening, modest 
carrier screening and strong carrier screening. 
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 As the number of free-carriers increases, the built-in electric field will get more 
screened causing an increase in the emission energy.  Figure 51 shows the measured 
peak position dependence upon the excitation power density at 78Kelvin. 
 
Figure 51. peak shift versus excitation power for the QD emission 
VII.2.7 Power Dependent micro Photoluminescence at Brewster Angle 
Another manifestation of the Quantum confined stark effect is the decrease of 
the overlap integral between the electron and the hole occupying the ground state of 
the QD (refer to section ‎III.4.3 for more detailed discussion). Thus, it is expected that 
as the excitation power is decreased (less free carriers are injected), there will be 
less screening of the BEF causing the overlap integral to decrease which causes a 
decrease in the luminescent intensity. Such an effect would be hard to examine since 
decreasing the excitation power means that there are less dots being populated by 
carriers which would also decrease the PL intensity and thus, it would be difficult to 
only extract the decrease due to the spatial overlap. Thus, we would compare two 
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structures under the same conditions where one would be suffering from a stronger 
QCSE than the other. Figure 52 shows the different PL emissions measured at 
different excitation powers at 298 Kelvin taken at the Brewster angel configuration. 
As it is clear, at low excitation power, the main peak comes from the Quantum Dot 
and as the power increases, the Wetting layer emission power increases faster than 
the QD emission till it eventually gets to higher intensities. Since the phonon density 
is not dependent on the excitation power, the effect of confinement, where the QD 
keep the carriers away from being thermalized into the non-radiative centers 
cannot explain such a behavior since all curves are measured at the same 
temperature.  
 
Figure 52. PD-µPL with 70  inclination at Room Temperature (normalized with respect the QD 
emission). 
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One of the main differences, beside carrier confinement, between QDs and WLs is 
the type of strain present within such structures. Figure 53 shows the different 
stresses acting on the QD and the WL. 
The wetting layer, which can be represented by a thin slab of infinite surface 
area, suffers from what can be approximated to a perfect biaxial strain. The bulk 
GaN lower and upper cladding, both are trying to compress it so that it fits in the 
smaller lattice constant of GaN. However, for a quantum dot, the case is a bit 
difference since stress is not only acting on the top and bottom surfaces but also on 
the side walls and thus, there is a higher degree of isotropy than the WL. Even if the 
stress acting on the QD is not purely hydrostatic (equal from all directions, refer to 
section ‎III.4.2), it can be assumed that stress acting upon QDs is closer to the 
hydrostatic approximation than stress acting upon the WL which is closer to the 
biaxial approximation [54]. 
 
Figure 53. a) A representation of a QD sitting on a WL. The external stress acting upon b) the QD (b) and 
c) the WL 
As explained in section ‎III.4.2, hydrostatic strain cannot generate piezoelectricity 
however, biaxial strain can. So it is expected that the increase of the QD strain 
isotropy, would cause the QDs to suffer from less internal polarization fields and 
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thus, the quantum confined stark effect is less pronounced in QDs than the WL [55]. 
Such an effect was not considered in the bandgap calculations in section ‎VII.2.4, 
since both of them were assumed to be suffering from biaxial strain and thus in the 
calculations, the piezoelectric field for the QD was higher than that for the WL.  
Based upon the previous assumption, the faster decrease in the high energy peak 
intensity in Figure 52 is due to the decrease in the screening of the QCSE by the 
generated free carriers.  A decrease in the low energy peak belonging to the QDs is 
also observed but at a smaller rate which shows that QDs also suffer from QCSE and 
that the QD strain is not purely hydrostatic in nature. Such an observation is 
supported by the PD-uPL from the lateral direction (Figure 49) that showed a blue 
shift with increasing power and by the cross sectional HRTEM images (Figure 27) 
that showed the imperfect QD structure. 
The difference in the density of the states between the QD and the WL may 
also be the reason behind this excitation power dependence. QDs, which create 3D 
confinement has much fewer density of states than the WL that only creates a 1D 
confinement (refer to section ‎III.1.1 for relation between confinement and energy 
state density). When  excitation powers increase, QDs have all their discrete energy 
states filled and cannot accommodate more carriers causing their emission  to 
saturate. However, the WL which is similar to a QW, has, much more energy states 
and thus can accommodate more electrons than the QD [22]. Thus, the WL emission 
starts taking over the QD emission at higher energy power. Since no huge red shift is 
observed in the WL, then the intensity decrease is more due to saturation than 
QCSE. This can be easily resolved by increasing the QD density within the sample as 
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this extra number of QDs will accommodate more carriers and thus preventing the 
saturation effect from happening at low powers.  
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VIII. Conclusion 
In conclusion, we have investigated the effect of temperature and power 
changes on the Quantum Dot photoluminescence emission where it was compared 
with the Wetting Layer emission. We presented the physics underlying many of the 
phenomena of the InGaN material and especially when it forms quantum dots. We 
explained the effect of internal polarization fields over the emission energy and 
intensity. We developed a simple model that should calculate the emission energy of 
both the Quantum dot and the underlying wetting layer. This model took into 
account the value of the strain field applied as well as the quantum confinement 
created by the heterostructures. We also showed how different types of strains can 
change the dynamics of the QD and create different responsivity toward 
temperature and excitation power changes.  
In order to get better estimates of the QD/WL emissions, a more rigid model 
should be built. First of all, the value of the internal strain should be exactly known 
since, especially in III-Nitrides,  it is one of the main players in determining the 
emission bandgap. Maybe the most famous model is the Valence Force Field (VFF) 
model, which provides an approach to compute the three dimensional strain 
distribution in Wurtzite InGaN Quantum Dots embedded in a GaN matrix. After 
getting the exact three dimensional piezoelectric field from the internal strain field, 
the built in electric field should then be calculating by using integrals above all the 
QD and not just assuming the parallel plate capacitor approximation.  
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For a better estimate of the QD and the WL dimensions from the TEM images, 
we need to get images only constructed from the 0001 diffraction spot which is a 
composition sensitive spot for III-Nitrides. Raman studies should tell us more about 
the internal strain fields since Raman studies measure the vibrational modes within 
the crystal which is inherently related to the internal strain fields. From these two 
measurements, we should get a far better estimate of the strain field within the QD, 
the WL and the surrounding barrier. The next step would be to fabricate an LED 
from this QD sample and then start characterizing its electrical as well as its electro-
optical properties (electroluminescence). 
The InGaN Quantum dots under characterization have showed superior 
temperature dependent optical properties over 2D structures such as the Wetting 
Layer. This enables the QD light emitting diodes to be used as efficient light sources 
at room temperature. The emission of the Quantum Dots were lower than that of the 
Wetting Layer; however, if a higher density of QDs were grown, it is possible to 
increase the QD emission over the WL emission at even lower temperatures. Even 
though the QDs used were emitting at around the orange/red domain, mainly due to 
the large indium composition, the Photoluminescence spectrum can be pushed 
towards the blue domain by incorporating less indium or using the AlGaN/AlN 
system instead of InGaN/GaN. This would make it possible to create efficient solid 
state white light at room temperature. 
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