We prove that tangent cones at singular boundary points of a two-dimensional current almost area minimizing are unique. Following the ideas exposed by White in [8] , the result is achieved by combining a suitable epiperimetric inequality and an almost-monotonicity formula for the mass at boundary points.
Introduction
Let T be an m-dimensional area minimizing integer rectifiable current in R m+n and let (ι x,r ) ♯ T denote the push-forward of T via the map ι x,r : R m+n → R m+n given by z → z−x r . By using monotonicity formula one can show that the blow-ups (ι x,r ) ♯ T converge, up to subsequences, as r → 0 to some cone T x , i.e. an integral area-minimizing current such that (ι 0,r ) ♯ T x = T x , for every r > 0 (see, for instance, [7] ).
It is natural to wonder whether the tangent cone T x is uniquely determined, or it depends on the choice of the subsequence r k → 0. This question about the structure of the singularities of minimal surfaces has turned out to be particularly challenging and an answer has been given only in some particular situations. When m = 1, uniqueness of tangent cones has been established in [1] . For higher dimensions a possible approach is to use an epiperimetric inequality, see for instance [8, 3, 4, 6] The case when m = 2 has been covered by B. White in the seminal paper [8] . The author provides a proof of the uniqueness of tangent cones for two-dimensional area-minimizing currents. In particular it is shown that every tangent cone satisfies an epiperimetric inequality (see [8, Definition 2] and compare it with our Lemma 3.2 in Section 3). A tangent cone T x satisfies an epiperimetric inequality provided the difference of the mass in a ball B between T x and that of a minimal surface H is bounded by the difference of the masses of T and the cone generated by the boundary of H, namely
whenever ∂H ∈ I 1 (∂B) is sufficiently close to ∂(T B).
A crucial step for the proof of uniqueness is to show a decay of the flat distance between T and an area minimizing cone, by combining the epiperimetric inequality and the monotonicity formula.
In [3] , White's technique has been suitably adapted for the case almost (area) minimizing two dimensional currents, and the same result of uniqueness of tangent cones at singular point has been established in this more general setting.
In this paper we consider boundary points of two-dimensional almost-minimizing currents and, by relying on the ideas and computations exposed in [8] and [3] , we prove that, again, tangent cones are uniques.
Before stating our main theorem let us give the exact definition of almostminimizers we will make use of. Definition 1.1. An m-dimensional integer rectifiable current T in R m+n with boundary Γ will be called almost (area) minimizing at x ∈ spt(T ) if there are constants C 0 , r 0 , α 0 > 0 such that (1.1) T (B r (x)) ≤ (1 + C 0 r α0 ) T + ∂Q (B r (x)) for all 0 < r < r 0 and all integral (m + 1)-dimensional currents Q supported in B r (x). The current is called almost (area) minimizing in a open set U if the current T is almost (area) minimizing at each x ∈ spt(T ) ∩ U .
For such currents, in Section 4, we will show the following Theorem 1.1. Assume that T is a two-dimensional integer rectifiable current in R 2+n with C 1,α -boundary Γ. If T is almost (area) minimizing in some open set U , then, for every x ∈ U ∩ Γ, there exists a unique area minimizing cone S such that 0 ∈ ∂S and
in the sense of currents.
To prove Theorem 1.1 we closely follow the strategy explained in [8] and [3] . In particular, in Section 2, we derive an almost monotonicity formula (see Proposition 2.3) for boundary points which will allow us to deal with blow-ups and to prove the decay of some flat norm along the blow up sequence.
In Section 3, we establish an epiperimetric inequality for almost minimizing currents by adapting White's construction of a comparison surface.
In Section 4, we finally show how to combine the results obtained in the first part of the paper in order to prove a refined version of Theorem 1.1.
In Section 5, (see Lemma 5.2) we explain how to slightly modify a rectifiable curve to obtain new ones with bounded Lipschitz constants, taking the same boundary values, and preserving symmetries.
We conclude the paper by showing three instances of currents satisfying the assumptions of Definition 1.1, compare also with the examples provided in [3] .
We refer to the booktexts [5] and [7] for the notations and the basic definitions. In particular, we will use the short hand notation T x,r for (ι x,r ) ♯ T and only T r if x = 0. The euclidean distance from a point y will be denoted by d y i.e. d y (x) := |x − y|. In case of y = 0 we will only write d i.e. d(x) = d 0 (x). We will use a couple of times the projection i onto the sphere i.e. i(x) = x |x| . Finally, we recall the definition of the flat distance between T, S ∈ I m (B R+1 ), compare [7, Section 6.7],
Almost Monotonicity at boundary points
Since the results presented in this section are not affected by the dimension of the current, we will present them in full generality. Throughout this section, then, T will be an m-dimensional almost-minimizing current in R m+n .
The following observation concerning the existence of a diffeomorphism that straightens the boundary will be a helpful tool throughout all the arguments.
Then there exists a function φ : B r1 (x) → B r1 (x) and constants C 1 , α 1 depending on n, m, Γ with the properties that (i) φ(x) = x and φ(∂B r ) = ∂B r for all 0 < r < r 1 ;
Proof. We will use the notation x = (y, z) ∈ R m−1 × R n+1 , furthermore we fix a small angle 0 < θ < π 8 . Let Φ 1 be smooth approximation of
10 and |z| ≤ sin(θ)|x| or |z| ≥ sin(3θ)|x|. Now let Φ(x) := |x|Φ 1 ( x |x| ) its one-homogenous extension. Note that Φ is smooth outside of 0 and Lipschitz continuous on R n+m and Φ : ∂B r ∩ {|z| ≤ sin(θ)r} → ∂C sin(θ)r ∩ {|z| ≤ sin(θ)r} is a smooth diffeomorphism. Here C sin(θ)r denotes the cylinder {|y| = sin(θ)r}. If ǫ 1 > 0 is sufficient small, we ensure that spt(G γ ) ⊂ {|z| ≤ sin( θ 4 )|x|}. Furthermore Φ maps Γ 0 into Γ 0 . Fix a non-negative smooth function η with η = 1 for t ≤ sin( θ 4 ) and η = 0 for t ≥ sin( θ 2 ). Now we define the smooth diffeomorphism F (x) := y, z + η |z| |x| γ(y) . Since y → F (y, 0) is a parametrization of G γ we have that
Since F satisfies the bounds (iii) we conclude that ψ satisfies similar bounds. Its inverse φ = ψ −1 has the desired properties.
In the proof of the almost monotonicity formula the following small observation on measures is helpful.
Let µ be a (non-negative) Radon measure on R n and f be a C 1 function on the interval [a, b]; then the following identity holds true
Proof. Note that since the function t → µ(B t ) is monotone increasing, it is a BV function and its derivate d dt µ(B t ) is a non-negative measure for which the fundamental theorem of calculus holds. Furthermore since the chain rule holds for BV functions, we have that
Rearranging and integrating between a and b gives
Let us consider the last integral. Since f ′ is continuous we can apply Fubini's theorem and obtain
By combining the above identity with (2.2), it then follows the validity of (2.1).
We are now in position to state and prove the boundary version of the almost monotonicity formula.
Proof. After translation we can assume that x = 0. Let φ denote the map constructed in Lemma 2.1. In particular, by the construction of φ we have
where d(x) = |x|, as explained. By classical slicing theory we have that, for almost every t, the slice T, d, t is integral, [7, sec. 28] and satisfies
Hence we deduce that for a.e. t < r 1
This implies that H :
. By the almost minimizing property of T we deduce that for a.e. t < min{r 0 , r 1 } that
We have |∇ T d|(x) = |x T | |x| , where ∇ T d denotes the gradient of d along the approximate tangent plane T and T denotes the projection onto the approximate tangent plane. Thus by slicing theory we have for a.e. 0 ≤ a
We will denote the non-negative Radon measure on RHS by µ i.e.´ϕ dµ = ϕ |x T | |x| d T . In particular by the above identity we have for a.e. t that
where µ ′ (B t ) denotes the distributional derivative of t → µ(B t ). Hence we conclude that for a.e. t ≤ r 3 < min{r 0 , r 1 }
.
Integrating the above inequality from 0 < s < r < r 3 and applying Lemma 2.2 we conclude 
where i x (y) := y−x |y−x| . Proof. As before we may assume without loss of generality that x = 0. Since spt( T, d, r ) ⊂ ∂B r , we have
We note that, for r < s < r 3 ,
So we can estimate
and
The second term is directly bounded by (2.3). The first part can be bounded by
The second term in (2.7) can be bounded using the regularity of Γ. By direct computations one obtains that |x ⊥ | ≤ C|x| 1+α1 hence
White's Epiperimetric inequality and its generalizations for boundary points
In this section we prove a generalization of White's epiperimetric inequality at boundary points. The argument is very close to White's original one [8] and the argument presented in [3, Lemma 3.3]. Let us denote by Γ 0 the line R × {0} ∈ R n+2 . We recall the characterization of 2-dimensional area minimizing cones with boundary [2, Lemma 3.18] Lemma 3.1 (Characterization of 2 dimensional area minimizing cones with boundary). Let T 0 be an integral 2-dimensional locally area-minimizing current in R 2+k with (ι 0,r ) ♯ T 0 = T 0 for every r > 0 and
(a) π + is a closed oriented half-plane; (b) the π i 's are all oriented 2-dimensional planes which can only meet at the origin; (c) the coefficients θ i 's are all natural numbers; (d) if π + ∩ π i = {0}, then π + ⊂ π i and they have the same orientation.
Before we will prove this "new" boundary adaption of the "classical" version, we want to indicate how to use it to close the argument. We can almost verbatim follow [3] . We use a compactness argument to generalize the above lemma to:
There is a constant ǫ 4 > 0 with the property: T is an almost minimizing cone in a neighbourhood U of 0 as in definition 1.1. There are positive constants
Proof. We argue by contradiction. So we find a sequence T k being almost mini-
where T k := T k r k , but failing to satisfy (3.2). Note that T k is now almost minimizing in B 4 , for each k sufficiently large.
By assumption we have T k → S in the flat metric topology on B 2 which is equivalent to T k ⇀ S in B 2 , [7, Theorem 6.7.1] . Hence by the lower semicontinuity of mass
Thus by the almost minimality of T k in 0 we deduce that
. So lim sup k→∞ T k (B s ) ≤ S (B s ) and in combination with the above that T k → S on B 2 in the sense of measures. Since S is a cone, we have S (∂B r ) = 0, for all r, and therefore lim k→∞ T k (B r ) = S (B r ) for all r < 2. Now the failure of (3.2) implies that
The almost monotonicity formula in the interior, [3, Proposition 2.1], combined with (2.3) implies that T k (B r (x)) ≥ cr 2 for all x ∈ B 2 and 0 < r < 1. This density lower bound entails, by standard arguments, that spt(T k ) converges to spt(S) in the Hausdorff sense on B 2 . Let φ be the map described in Lemma 2.1, and set
Recall that, thanks to the properties of φ, we have
In particular this implies that spt(Z k ) → spt(S) in the Hausdorff sense on B 2 and
So (a2) and (a3) in Lemma 3.2 hold, for sufficiently large k. It remains to show (a1). As noticed before, we have lim sup k M( R k , d, s ) + M( Q k , d, s ) = 0 for almost every s < 2. Since
We may use the homotopy formula to estimate the flat distance between Z k and
For each k large enough, we may then apply Lemma 3.2 and obtain H k ∈ I 2 (B 1 ) satisfying (3.1). By construction of φ k we deduce that
k . This is a contradiction if ǫ 4 < ǫ 1 for sufficiently large k.
Proof of Lemma 3.2. By the previous classification lemma, 3.1, we have that the support of R is either the disjoint union of N equatorial circles of ∂B 1 and one half circle, or the disjoint union of N + 1 equatorial circles of ∂B 1 depending which option in (d) applies:
is sufficient small with respect to the distance of the equatorial circles/ half-circle Z splits as well: in both cases we get Z = Z 0 + N i=1 Z i with ∂Z i = 0 for i ≥ 1 and ∂Z 0 = ∂R = ∂R 0 . Hence we can consider each pair Z i , R i separately. The cases i ≥ 1 correspond to the interior situation, i.e. [3, proof of Lemma 3.3]. Thus, without loss of generality, from now on we assume that
where Γ 0 is the oriented equatorial circle π ∩ ∂B 1 and Γ + 0 the oriented half circle Γ 0 ∩ π + .
Step 1: Reduction to Lipschitz winding curves: Let us introduce some notation. Given a two dimensional subspace τ we will denote with p τ the orthogonal projection of R n+2 onto τ . We will denote C r (τ ) the cylinder p −1 τ (B r ∩ τ ). Let P(x) := x |x| be the projection onto ∂B 1 . If we restrict P to ∂C 1 (τ ), it becomes an invertible diffeomorphism from ∂C 1 (τ ) onto ∂B 1 \ τ ⊥ . We will denote its inverse by P −1 τ . A direct computation gives that for x ∈ ∂B 1 and dist(x, τ ) < ǫ 1 that τ ) ). Furthermore in the proof we will use the general notion of excess. Recall that the cylindrical excess of any current T with respect to the plane τ with orientation τ is given by
Given any curve Z ∈ ∂B 1 we define its excess to be
Generally the cylindrical excess of T is then given by E(T ) := min τ E(T, τ ) and equivalent for curves Z by E(Z) := min τ E(Z, τ ). Fur currents T with ∂T = Γ 0 or curves with ∂Z = ∂R we let
Note that this is well defined since if ∂Z = ∂R we have ∂(0× ×Z) ∞ = Γ 0 . It is simple to see that under the assumptions (a1) -(a3) any minimum point τ for (0 × ×Z) ∞ in E ♭ must be close to π.
We may decompose Z into its indecomposable components, see [5, 4.2 .25] i.e.
where each Z i is a closed Lipschitz curve for i ≥ 1 and ∂Z 0 = ∂R and
|pπ(x)| then we have by the constancy theorem
where θ i ∈ Z for all i. But due to (a1) and (a2) we have θ i ≥ 0 for all i and N i=0 θ i = Q. In particular this implies that each component Z i satisfies (a2) and (a3). It is sufficient to prove (3.1) for each Z i separately and sum it over i. As already noted in [3] , if θ i = 0 for some i ≥ 1, we can use the isoperimetric inequality to prove (3.1) i.e. let H such that ∂H = Z i and
It follows by a standard argument 1 that each Z i satisfies as well (a1) with R replaced by θ i Γ 0 for i ≥ 0 and R = θ 0 Γ 0 + Γ + 0 for i = 0 and ǫ ′ 1 > 0 in place of ǫ 1 , where ǫ ′ 1 ↓ 0 as ǫ 1 ↓ 0. In summary we can assume without loss of generality that in addition to (a1) -(a3) we have either (a4) R = θ Γ 0 for some integer θ > 0.
in the sense of currents. But since weak convergence implies flat norm convergence we may assume choosing ǫ 1 > 0 sufficient small that each component itself satisfies (a1).
The first case, (a4) -(a6), corresponds to the interior situation and had been proven in [3, Lemma 3.3] . It remains to consider the second case, (a7) -(a9) 2 .
We set
We may extend X 1 to [−M(Z), 0] by reflecting it along Γ 0 i.e. X 1 (−t) = (e −iθ1(−t) , −y 1 (−t)). As a consequence we may apply Lemma 5.2 and obtain for any δ > 0 a function
Next observe that if τ 2 minimizes E ♭ ((0 × ×Z 2 ) ∞ , τ 2 ) then we have using that by (b1) we have (0 × ×Z 2 ) ∞ (B 1 ) ≥ π 4 and so |τ − τ 2 | 2 ≤ CE ♭ ((0 × ×Z 2 ) ∞ , τ ) < Cǫ for some geometric constant C. In particular if we combine it with (b1), we conclude that the Lipschitz constant of P −1 τ2 • P : ∂C 1 (τ ) → ∂C 1 (τ 2 ) is bounded by (1 + Cǫ) hence X 3 := P −1 τ2 • P • X 2 is a Lipschitz curve in ∂C 1 (τ 2 ) which still can be parametrised over ∂B 1 ∩ τ 2 . After a rotation we may assume that τ 2 = R 2 × {0}. In particular we have X 3 (t) = (e it , y 3 
for (r, t) ∈ Ω :=]0, 1[×]0, (2θ 0 + 1)π[. In particular the graph of f corresponds to (0 × ×Z 3 ). We define the linear map l 0 (x, y) = a 2θ0+1 y from τ 2 → τ ⊥ 2 and denote by τ l the associated plane. Note that Γ 0 ⊂ τ 2 and since |a 2θ0+1 | ≤ ǫ we have |τ 2 − τ l | ≤ Cǫ. By elementary consideration 3 there is a constant 0 < c < 1 such that
where T (x) denotes the oriented tangent plane of the graph of f at the point (re it , f (r, t)). A direct computation using the Fourier expansion of f and h shows that there is a constant c 0 = c 0 (θ 0 ), compare with [8, Proposition 2.4], that
Combining it with (3.5) and (b3) we conclude that
Hence, if S 1 is the graph of h i.e. S 1 = G h ♯ Ω , we conclude by using the expansion for the area that
We can use the isoperimetric inequality to find a current S 2 ⊂ C 1 (τ 2 ) such that
Now we define the competitor current for ρ = 1 − Cǫ fixed as
Hence we have
We may choose ǫ > 0 small enough such that ((1 + ǫ) 2 + CE − c 0 ) ≤ (1 − c0 2 ). Then we may conclude by appealing to the following computation
This proofs (3.1) because
3 if A, B : R 2 → R 2 ⊥ linear maps given, and τ A , τ B denote the associated planes i.e. τ A = e 1 +Ae 1 ∧e 2 +Ae 2 |e 1 +Ae 1 ∧e 2 +Ae 2 | then one has
Boundary tangent cones and proof of Theorem 1.1
In fact, in this section, we will prove the following more accurate version of Theorem 1.1:
Assume further that ∂T U = Γ U for a C 1,α1 -boundary Γ and x ∈ Γ. Then there are 2-dimensional planes {π i } N i , π intersecting only in 0, natural numbers
Moreover, there are currents T i ∈ I 2 (B ǫ4 (x)), i = 0, . . . , N such that
is the unique tangent cone of T 0 and θ i π i is the unique tangent cone of T i at x.
Proof of Theorem 4.1. After translation we may assume without loss of generality that x = 0.
Step 1: Blowup and compactness of the set of tangent cones. Due to the almost monotonicity, (2.3), the family {T r } r>0 is uniformly bounded in mass on every compact subset K ⊂ R 2+n i.e. lim sup r→0 T r (K) < ∞. In particular for any sequence r k → 0 we apply the compactness theorem of integral currents,[7, Theorem 6.3.3 & 6.8.2] , to extract a subsequence (not relabelled) r k such that T r k converges in flat norm to an integral current S i.e.
(4.3)
d BR (T r k , S) → 0 for all R > 0.
We will show now that (i) S is 2-dimensional area minimizing cone with ∂S = Γ 0 ; (ii) T r k (B R ) → S (B R ). We will call S a tangent of T in 0.
Since ∂T r k = Γ r k and after a possible rotation Γ r k → Γ 0 in C 1,β for all β < α 1 , we deduce that ∂S = Γ 0 . The fact that S is locally area minimizing follows by the lower semicontinuity of the mass and the almost minimality in B R of the currents T r k . To show (ii), we follow the arguments of Proposition 3.3. Fix R > 0 and note that due to (4.3), passing to a further subsequence if necessary, we may assume that
we deduce as before by the almost minimality of T in 0 that
Together with the lower semi-continuity we have shown (ii). In particular from (ii) and remark 2.1 we deduce for all s > 0 that . By the arguments above there exists a radius 0 < r * ≤ ǫ such that for every r < r * we have T r ∈ B ǫ i 2 (S i ) for some i. Furthermore for a.e. 0 < s < r * we have T s , d, 1 ∈ I 1 (∂B 1 ). But since due to corollary 2.4 the map s → T s , d, 1 is continuous we deduce that T s , d, 1 ∈ I 1 (∂B 1 ) for every 0 < s < r * . In conclusion T r satisfies the assumptions of Proposition 3.3 and we deduce the existence of an H r ∈ I 2 (∂B 1 ) satisfying (3.2). Scaling back and multiplying by r 2 we obtain
Step 2: decay of the spherical excess: Now we follow [8, Theorem 3]: Set f (r) := T (B r ) − Θ 0 r 2 . The function r → T (B r ) is monoton and therefore it has non-negative distributional derivative. Hence f (r) is as well differentiable a.e. with a non-negative singular part of its distributional derivative. Choose α 5 > 0 such that 3α 5 ≤ α 4 and (1 +
Integrating in r and using the short hand notation e(r) := f (r) ω2r 2 we get Step 3: decay of the flat norm: We simply combine (4.6) with (2.6) to deduce that for s 2 ≤ r ≤ s < r * we have (choosing α 5 if necessary smaller)
By iteration on dyadic scales we conclude for all 0 < r < s < r * (4.7)
Step 4: Proof of (4.1) and (4.2): This step is almost identical with [3, Theorem 3.1, Step 3] . But since we need to take care of the boundary part we present the whole argument for the convenience of the reader.
Let us fix 0 < r < s < r * and ǫ > 0. Furthermore we define the function f (t, x) := |x| t . Note that f is smooth on the set t ≥ ǫ. Consider the current Q ǫ := ([ǫ, 1] × T ) {r ≤ f < s}. By the slicing formula we deduce that
where R a = δ a × T B sa \ B ra for a > 0. We claim that for any 0 < ρ < r * we have
Assuming the claim holds true we can argue as follows: Since for H(t, x)
Let us estimate the mass of the single pieces:
where we used (4.7) in the last step. For every 0 < a ≤ 1 we have again by (4.7)
Finally we estimate R Γ as H ♯ Q ǫ using
By combing all the estimates and taking the limit ǫ → 0, we can conclude that (4.1) holds true. It remains to prove (4.8). It is sufficient to check the identity on differential forms of type ω 1 = α(t)dt ∧ w 1 and
We will present the idea for ω 1 the calculation for ω 2 is analogous. For a smooth approximation of the identity η δ we have
where we used that
Finally (4.2) follows from (4.1) by the lower density bound, which is for instance a consequence of the inner monotonicity formula, see [3, Proposition 2.1]. Since Γ r → Γ 0 uniformly in C 1,α1 we have only to consider points in spt(T r ) \ spt(Γ r ). Let y ∈ spt(T r )\spt(Γ r )∩B 1 2 and let ρ := dist(y, spt(S)). Note that ρ < 1 2 . Choose Q, R such that T r − S = R + ∂Q and R (B 1 ) + Q ≤ 2d B1 (T r , S) ≤ 2C 5 r α5 . By the slicing theory we may fix ρ
Hence by our choice of ρ we have 
Step 5: Decomposition and proof of (i) -(iii): This step follows by the very same argument as in [3, Theorem 3.1, Step 4].
Lipzschitz approximation
In this section we prove a small modification of White's Lipschitz approximation in [8] . We need to ensure that our Lipschitz approximation preserves the boundary data. We will obtain it as corollary from the fact that we are able to produce Lipschitz approximations that preserve symmetries.
Although our treatment is very close to White's original approach we give a complete account to it.
Suppose Z is a rectifiable curve in ∂C 1 , i.e. Z = X ♯ [0, L] . Since p • X : [0, L] → S 1 is continuous there is a lift θ : [0, L] → R, unique if we assume that θ(0) ∈ [0, 2π[, such that p•X(t) = e iθ(t) for all t. As a consequence we may consider instead of X the curve x(t) = (θ(t), y(t)) ∈ R × R n−2 . From now on we will denote with small letters, like x(t) = (θ(t), y(t)) the lifted curves and with capital letters like X(t) the curve in ∂C 1 .
We equip R × R n−2 with the euclidean metric ds 2 e = dθ 2 + dy 2 and the metric (5.1)
The following lemma lists some estimates on geodesics in R × R n−2 with respect to the metric h.
Proof. The geodesic is the unique minimizer of the the energy
where the infimum is taken over all curves t → z(t) with z(t i ) = x(t i ). The Euler Lagrange equation is the classical equation for geodesics i.e.
The weak formulation is given by
We claim that|y| 2 ≥ 0. This can be seen using v = ϕy for a nonnegative ϕ ∈ C 1 c ([t 1 , t 2 ]) in the weak formulation: note that since y∧y = 0 we haveh(θ, y)(ẋ, y) = 0 and since y →h is two homogeneous we have ∂ l h ij y l = ∂ lhij y l = 2h ij .
Combining these we have
· yφ.
In conclusion, we have shown that t → |y| 2 is subharmonic hence (i) follows. By direct computations one has Γ θ θθ = 0 and Γ θ θi = y i 1+|y| 2 . Hence by (5.2), Young's inequality and (i) we may estimatë
Recall that t → |ẋ| 2 h is constant and hence H(x) = (t 2 − t 1 )|ẋ| 2 h . Thus we conclude (ii) from the mean value theorem thaṫ
|y(t i )| From now on we will consider closed curves i.e. let X be a closed Lipschitz curve in ∂C 1 of length L. After a re-parametrisation, we may assume that X is parametrised by arc-length with respect to the metric |·| h i.e. if x(t) is the corresponding lift to R × R n−2 we have
Recall that by the constancy lemma and the fact that X is closed we have that p • X ♯ [0, L] = Q S 1 , for some Q ∈ N. In particular this implies for the lift x(t) that
and x(t) extends to a L-periodic function in the sense that (2) m := sup t |y(t)| ≤ ǫ 0 . then for each C E L < δ 2 ≤ 1 − ǫ 0 there existsỹ : R → R n−2 , Q-periodic such that if x(t) := (t,ỹ(t)),X(t) := (e it ,ỹ(t)) one has 
Note that by our choice of δ we have |O ∩ [0, L]| < 1 if a, b / ∈ O we have
Hence we conclude that |X(b) − X(a)| ≤´b a |ẋ| e ≤´b a |ẋ| h ≤ (b − a) and therefore combined with (5.4)
Now letx be the unique minimizer of
As an open set O is the disjoint union of open intervals i.e.
Furthermore if x satisfies the axial symmetry we have f (t) = f (−t) and so O = −O. But this implies now that the minimizerx will satisfies as well x(−t) = −x(t).
Note that we havex(t) = x(t) if t / ∈ O and on a interval ]a i , b i [,x is a constant speed geodesic between the points x(a i ), x(b i ). As a consequence of Lemma 5.1, (i), we conclude that sup t |ỹ| ≤ sup t |y| = m. Using the minimality ofx its consequential constant speed property on intervals ]a i , b i [ we have
Furthermore from Lemma 5.1, (ii), we conclude that for each t ∈]a i , b i [ and (5.4) we haveθ
This is equivalent to
Together with (5.5) and ǫ 0 sufficient small, we conclude thatx(t) is a Lipschitz graph over R satisfying (iii) and hence we may find the claimed re-parametrisation x(t) = (t,ŷ(t)). 
Remarks on semi-calibrated and spherical cross section of an area-minimizing cones
In [3] authors showed that, in particular, the following three interesting instances imply the almost (area) minimality of the current: area minimizing inside a Riemannian manifold, semicalibrated currents and spherical cross-sections of minimizing currents. For the convenience of the reader let us recall their definition: R m+n , and 0 × ×T is area minimizing. The almost minimality in the sense of Definition 1.1 now follows from the following proposition. The reader should compare with the interior situation covered in [3] and note that only minor modifications are needed. Proposition 6.1. Under the assumptions of Definition 6.1 and ∂T U = Γ U , with Γ ⊂ Σ a m − 1-dimensional C 1,α -submanifold, we have that T is almost minimimzing in the sense of Definition 1.1. Additionally when cases (b) or (c) apply, then, for any Q supported in B r (x) (6.1)
T (B r (x)) ≤ T + ∂Q (B r (x)) + C Q (B r (x)).
Furthermore the first variation formulas for any vector field X ∈ C 1 c (U, R m+n tangent to Γ has the following expressions, respectively, it had been shown that (6.1) holds. In its proof it was not used that ∂T U = 0. Now it remains to show that it implies almost minimality. We may assume that M(∂Q) < 2 T (B r (x)) otherwise (1.1) holds trivially. Furthermore replacing Q by x × ×∂Q we may assume that M(Q) ≤ r m+1 M(∂Q). Hence we conclude M(Q) ≤ r m+1 M(∂Q) ≤ 2 m+1 r T (B r (x)). So we can reabsorb it on the left hand side in (6.1) to deduce that (1 − Cr) T (B r (x)) ≤ T + ∂Q (B r (x)) .
It remains to conclude the first variation formulas: case (a) is classical, see for instance [7] . case (c) is a special case of (a) since A ∂BR (v, w) = − x R 2 v · w. Finally we give a short proof for the case (b). Let ϕ t be the flow generated by X hence we conclude using the fact that T is semicalibrated by ω that for all t (ϕ t ) ♯ T (B r (x)) − T (B r (x)) ≥ T B r (x)(ϕ ♯ t ω − ω) . The left hand side is t δT (X) + o(t). By the definition of the Lie-derivative, have ϕ ♯ t ω −ω = t L X ω +o(t). Hence we conclude that t δT (X) ≥ t T B r (x)(L X ω)−o(t).
This holds for all small t so δT (X) = T B r (x)(L X ω). Since L X ω = (dω) X − d(ω X) we have T B r (x)(L X ω) = T ((dω) X) − Γ(ω X) .
Note that since X is tangent to Γ we have that Γ(ω X) = 0. This concludes the proof.
