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Part-of-Speech (POS) Tagging Bahasa Indonesia Menggunakan Algoritma Viterbi   Nitin Sabloak1, Bebeto Agung Hardono2, Derry Alamsyah3 1,2STMIK GI MDP; Jl. Rajawali No.14, +62(711)376400/376300 3Program Studi Teknik Informatika, STMIK GI MDP Palembang e-mail: *1nitin.sabloak@mhs.mdp.ac.id, 2bebetoag.mhs.mdp.ac.id, 3derry@mdp.ac.id   Abstrak Part-of-Speech (POS) tagging, yang juga disebut sebagai pelabelan kelas kata, adalah suatu proses yang memberikan label kelas kata secara otomatis pada suatu kalimat. Pelabelan kata dapat dilakukan berbasis aturan (rule based) dan probabilitas (probability-based) dari sebuah model yang dibangun. Beberapa penelitian POS tagging pada bahasa Inggris memiliki nilai akurasi yang tinggi. Bahasa Indonesia memiliki struktur yang lebih kompleks dari bahasa Inggris. Hal ini dilandasi oleh berbagai budaya yang melatarbelakangi bangsa Indonesia. Penelitian POS tagging berbasis rule-based sudah memberikan hasil yang baik untuk bahasa Indonesia, sementara penggunaan berbasis probabilitas mengalami kendala. Sementara itu, POS tagging berbasis probabilitas untuk bahasa Inggris memiliki hasil yang baik. Penelitian ini melakukan POS tagging berbasis probabilitas dengan menggunakan algoritma Viterbi pada teks bahasa Indonesia. Data korpus yang digunakan berasal dari Dinakaramani et al (2014). Metode yang digunakan untuk mendapatkan tingkat akurasi adalah dengan menggunakan 10-fold cross validation. Hasil penelitian ini menunjukkan bahwa akurasi rata-rata POS tagging yang didapatkan sebesar 93,23018%.   Kata kunci—Part-of-Speech (POS) Tagging, Algoritma Viterbi, 10-fold cross validation   Abstract  Part-of-Speech (POS) tagging, referred to as labeling class of words, is a process that gives the word class labels automatically on a sentence. Word labeling can be done by using rule-based and probability-based from a built model. Some POS tagging studies on the English language has a high accuracy. Indonesian has a more complex structure than the English language as it comes from a variety of culture. Studies of POS tagging by using rule-based produce good results for Indonesian text, however the use of probability-based encounter some problems. Meanwhile, a probability-based POS tagging for English text have good results. This research will use a probability-based POS tagging by using the Viterbi algorithm on Indonesian text. The corpus is taken from Dinakaramani et al (2014). The method used to measure level of accuracy is 10-fold cross validation. The results of this research showed that the average accuracy obtained at 93.23018%.  Keywords—Part-of-Speech (POS) Tagging, Viterbi Algorithm, 10-fold cross validation   1. PENDAHULUAN  art-of-speech (POS) tagging, yang juga disebut sebagai pelabelan kelas kata, adalah suatu proses yang memberikan label kelas kata secara otomatis pada suatu kata dalam kalimat [1]. Part-of-Speech Tagging merupakan bagian dari Natural Language Processing dalam P
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menentukan kelas kata. Hasil penelitian Part-of-Speech Tagging pada dokumen dapat digunakan sebagai dasar penelitian dalam Natural Languange Processing lainnya, seperti: Language Generator, Information Retrieval, Text Summarization, Question and Answering, dan Machine Translation. Pelabelan Kata dapat dilakukan berbasis aturan (rule-based) dan probabilitas (probability-based) dari sebuah model yang dibangun. Rule-based tagging dilakukan dengan cara top-down, yaitu melakukan konsultasi dengan ahli linguistik untuk mendefinisikan aturan-aturan yang biasa digunakan manusia. Sedangkan probability-based tagging dilakukan dengan cara bottom-up, yaitu menggunakan korpus sebagai training data untuk menentukan secara probabilistik tag yang terbaik untuk sebuah kata dalam sebuah konteks [2]. Beberapa penelitian tentang POS Tagging pada bahasa Inggris memiliki nilai akurasi yang tinggi. A Maximum Entropy Model for Part-Of-Speech Tagging [3] dengan nilai akurasi 96,6%, TnT: a Statistical Part-Of-Speech Tagger [4], serta Modeling a Modern POS Tagger using HMM and Viterbi Algorithm [5] dengan nilai akurasi 96,35%. Sementara itu bahasa Indonesia memiliki struktur yang lebih kompleks dari bahasa Inggris. Hal ini dilandasi oleh berbagai budaya yang melatarbelakangi bangsa Indonesia. Berbagai penelitian untuk POS Tagging dalam bahasa Indonesia telah dikembangkan dan memiliki hasil yang baik seperti:  Hidden Markov Models dan Rule Based untuk dokumen bahasa Indonesia [6] dengan nilai akurasi 92,2%, Brill Tagger untuk dokumen bahasa Indonesia [7] dengan nilai akurasi 99,75%, serta Conditional Random Field dan Transformation Based Learning untuk Bahasa Indonesia [8] dengan nilai akurasi 86,24%. POS Tagging dengan menggunakan rule-based menghasilkan hasil yang baik untuk bahasa Indonesia, sementara penggunaan berbasis probabilitas mengalami kendala. Dalam penelitian [9] menggunakan model Unsupervised Hidden Markov Model yang memungkinkan pelabelan kelas kata tanpa adanya teks training. Proses evaluasinya menggunakan algoritma Baum-Welch dan Forward, sedangkan dalam proses decoding digunakan algoritma Viterbi. Rata-rata akurasi terbaik yang didapat hanya sebesar 14,52%. Sementara itu, POS Tagging berbasis probabilitas untuk bahasa Inggris memiliki hasil yang baik seperti yang ditunjukkan oleh penelitian [5]. Maka dari itu, penelitian ini menerapkan algoritma Viterbi dalam POS Tagging bahasa Indonesia dengan menggunakan data korpus dari [10]. Model yang digunakan adalah Supervised Hidden Markov Model, yaitu dengan melakukan training terlebih dahulu sehingga dapat menghasilkan tingkat akurasi yang lebih baik.   2. METODE PENELITIAN  2.1 Studi Literatur  2.1.1 Penelitian Terkait Tahap ini melakukan pencarian jurnal yang berhubungan dengan penelitian yang dilakukan. Penelitian yang dipelajari adalah penelitian yang berkaitan dengan algoritma Viterbi dan POS Tagging baik pada dokumen bahasa Indonesia dan bahasa Inggris. Penelitian [7] mengimplementasikan Brill Tagger ke dalam sebuah sistem untuk dapat membantu proses POS-Tagging terhadap dokumen Bahasa Indonesia. 
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Data set yang digunakan adalah 100 dokumen artikel berita, 80 dokumen untuk proses training dan 20 dokumen untuk proses pengujian. Program aplikasi POS-Tagging dengan implementasi Brill Tagger mencapai nilai keakuratan 98,65%. Akurasi meningkat menjadi 99,75% setelah mengalami penyesuaian aturan leksikal dan kontekstual. Sementara itu, penelitian [8] menghasilkan suatu aplikasi Part of Speech Tagger untuk Bahasa Indonesia dengan memanfaatkan tiga metode yaitu Conditional Random Fields, Transformation Based Learning, dan kombinasi kedua metode ini. Hasil tagging tertinggi dengan metode Conditional Random Fields mencapai 80,21%, dengan metode Transformation Based Learning 90,08%, dan dengan kombinasi kedua metode 86,24%. Maka metode Transformation Based Learning yang paling cocok diterapkan dalam Part of Speech Tagger untuk Bahasa Indonesia. Dalam penelitian [9] menggunakan metode Unsupervised Hidden Markov Model untuk menentukan jenis kata Bahasa Indonesia. Penelitian ini menggunakan metode Unsupervised Hidden Markov Model yaitu memberikan notasi teks tanpa adanya teks training. Unsupervised Hidden Markov Model dibagi menjadi dua proses utama yaitu evaluation/training dan decoding. Proses evaluation/training menggunakan algoritma Baum-Welch dan Forward untuk  mencari probabilitas π, probabilitas transisi dan probabilitas emisi yang digunakan untuk pencarian notasi kata. Algoritma Baum-Welch memungkinkan sistem untuk melakukan estimasi probabilitas awal dan algoritma Forward berguna untuk mendapatkan probabilitas yang paling optimal. Didapatkan rata-rata akurasi terbaik adalah 14,52%. Penelitian [5] menggunakan Hidden Markov Models (HMM) untuk merancang dan membangun suatu POS Tagger dengan korpus bahasa Inggris. Akurasi POS Tagger dengan HMM mencapai 96,3%. Penelitian [6] menggabungkan antara Hidden Markov Model dan Rule Based agar dapat menghasilkan pelabelan dengan tingkat akurasi yang lebih baik dari pelabelan kelas kata yang hanya menggunakan metode Hidden Markov Model. Pelabelan kelas kata mencapai 100% untuk teks yang ada di dalam korpus. Namun, penelitian belum bisa membedakan kata yang memiliki kelas kata ganda dan belum bisa memberikan pelabelan untuk kata yang tidak terdapat dalam korpus. Penelitian [11] merancang suatu Part-of-Speech Tagger untuk Bahasa Indonesia dengan menggunakan dua metode probabilistik, yaitu Conditional Random Fields (CRF) dan Maximum Entropy. Akurasi metode Maximum Entropy lebih baik dibandingan dengan metode Conditional Random Fields (CRF). Penelitian [12] menggabungkan beberapa metode untuk meningkatkan akurasi POS Tagger berbasis HMM untuk Bahasa Indonesia. Untuk teks yang sebagian (15%) diambil di luar korpus, akurasi mencapai 96,5%, akurasi 99,4% untuk teks dalam korpus, serta 80,4% untuk teks yang berada di luar korpus. Penelitian [13] menjelaskan proses POS Tagger untuk Bahasa Indonesia dengan menerapkan pendekatan Rule-Based. Sistem memecah dokumen menjadi token-token, juga mempertimbangkan ekspresi dengan makna ganda serta mengenali entitas bernama. Penelitian ini mencapai akurasi 79% pada korpus sebanyak 250.000 token yang telah di-tag sebelumnya secara manual. Penelitian [10] merancang dan membangun suatu tag set untuk POS Bahasa Indonesia dan korpus Bahasa Indonesia yang sudah diberi tag secara manual. Hasilnya adalah suatu tag set Bahasa Indonesia yang terdiri dari 23 tag dan sebuah korpus Bahasa Indonesia yang terdiri dari 250.000 token leksikal yang telah diberi tag secara manual. Penelitian [14] menguji apakah performa POS Tagging dapat ditingkatkan dari level yang sekarang, yaitu 97,3% akurasi token (56% akurasi kalimat) untuk mendekati 100% akurasi. Masih adanya kesalahan dalam proses POS Tagging 
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mengindikasikan suatu batas yang menghalangi untuk mencapai akurasi mendekati 100%.  Kesepuluh penelitian terkait ini menjadi informasi tambahan yang telah membantu dalam mengetahui proses-proses dalam melakukan penelitian, penggunaan korpus, serta metode-metode yang sudah digunakan dalam penelitian untuk mendapatkan label kata. 
2.1.2 Hidden Markov Model (HMM) Model Markov Tersembunyi atau yang lebih dikenal sebagai Hidden Markov Model (HMM) adalah sebuah model statistic dari sebuah sistem yang diasumsikan sebuah proses Markov dengan parameter yang tak diketahui, dan tantangannya adalah menentukan parameter-parameter tersembunyi (state) dari parameter-parameter yang dapat diamati (observe) [15]. Secara umum elemen yang terdapat pada HMM menurut [16] yaitu: 1. Himpunan Hidden Sate : ܵ = {ܵ1, ܵ2, … , ܵܰ}                           (1) dan N adalah jumlah hidden state pada model, dengan distribusi probabilitas State Translation :  ܣ={ܽ݅,݆}                            (2) dimana 1 ≤݅,݆ ≤ ܰ ܽ݅=ܲ[ݍݐ+1=݆ܵ|ݍݐ=ܵ݅]                                                                                        (3)                                                                                                                                                                                                   (4)   Sehingga                (5)                                2. Himpunan Observation State : ܸ={ݒ1,ݒ2,…,ݒܯ}                                                                                           (6) dan M adalah jumlah observation state pada model, dengan distribusi probabilitas State Emission : ܤ={ܾ݆(݇)}                                                                                                     (7) dimana, 1 ≤ ݆ ≤ ܰ, 1 ≤ ݇ ≤ ܯ  ܾ
݆(݇)=ܲ[ݒ݇ ݌ܽ݀ܽ ݐ | ݍݐ=݆ܵ]                                            (8)                                                                                                                                                                                                                                                                                                                                           (9)                                             
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                                                                                                                           (10)      3. Distribusi probabilitas Initial State ߨ={ߨ݅}               (11) dimana 1≤݆≤ܰ  ߨ݅=[ݍݐ=1=ܵ݅]                                             (12)              Selanjutnya HMM dinyatakan dalam bentuk ߣ=(ܣ,ܤ,ߨ) dengan λ sebagai model, A sebagai matriks transisi, B matriks emisi, dan ߨ nilai probabilitas awal pada tiap hidden state.  2.1.3 Algoritma Viterbi Algoritma Viterbi adalah algoritma dynamic programming untuk menemukan kemungkinan rangkaian status yang tersembunyi (biasa disebut Viterbi path) yang dihasilkan pada rangkaian pengamatan kejadian, terutama dalam lingkup HMM [17]. Langkah-langkah dalam algoritma Viterbi untuk menentukan barisan state terbaik, yaitu [18] : 1. Tahap Inisialisasi  menjadi urutan observasi dimana  adalah simbol  
observasi pada waktu t. [16] δ1(i) =πi ⋅bi (O1) ,                  1≤ i ≤ N                                (13) ψ1(i) =0                      (14) 2. Tahap Rekursi 
 2 ≤ t ≤ T ,  1 ≤ j ≤ N              (15) 
             2 ≤ t ≤ T ,  1 ≤ j ≤ N              (16) 
3. State terbaik pada waktu T (QT)                      (17) 
                    (18) 
 4. Barisan state terbaik pada t = T-1, T-2, …, 1 
      t = T −1,T − 2,...,1                             (19) 
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2.2 Pengumpulan Data  Tahap ini mengumpulkan data yang berkaitan dengan kebutuhan penelitian seperti data set untuk proses training dan testing. Data set diambil dari http://bahasa.cs.ui.ac.id/ yang mendapat lisensi dari “The Creative Commons Attribution-Non Commercial-ShareAlike 4.0 International”. Data set terdiri dari 10.000 kalimat dan sekitar 250.000 kata.  2.3 Perancangan Langkah penelitian ditunjukkan pada Gambar 3.1. Model HMM yang digunakan untuk training pada sistem adalah model ergodic yang memungkinkan perpindahan dari satu state ke setiap state lainnya, seperti ditunjukkan pada Gambar 3.2. 
 Gambar 2.1 Diagram Langkah Penelitian              Gambar 2.2 Ergodic HMM Model 
Model HMM ini terdiri dari tiga proses, yaitu inisialisasi, transisi, dan emisi. Inisialisasi merupakan proses mendapatkan jumlah label (tags) dari masing-masing kata yang terdapat pada data training.  Dalam melakukan inisialisasi, perlu dimasukkan kata berlabel dan label kata. Kata berlabel merupakan kumpulan kalimat yang sudah diberi label. Dan label kata adalah jenis – jenis label yang terdapat dalam data set. Dalam melakukan model ini, terdapat 23 label kata dalam data set. Hasil dari inisialisasi diberi lambang π. Transisi adalah suatu proses mencari label (tags) kata setelah label kata tersebut. Transisi didapatkan dengan memasukkan kata berlabel dan label kata pada sistem. Hasil dari transisi diberi lambang a.  Emisi merupakan proses mencari jumlah kata dari masing – masing label (tags) yang terdapat pada data training. Dalam mendapatkan emisi, perlu dimasukkan kata berlabel, label kata, dan kamus kata yang berasal dari database. Kamus kata merupakan kumpulan kata yang terdapat pada data set. dalam melakukan model ini, terdapat 16.291 kata pada data set. Hasil dari emisi diberi lambang b.  Model yang didapatkan digunakan sebagai proses untuk melakukan pengujian. Database yang digunakan saat pengujian adalah kata, kata berlabel, dan model HMM. Kata merupakan kata yang dimasukkan pada Viterbi untuk didapatkan label yang diprediksi oleh Viterbi. Kata dibagi menjadi 2, yaitu kata yang dijadikan proses training, dan kata yang tidak dijadikan proses training.  
Start 
CC CD Z 
badut politikus ditantang baca tulis 
Transisi (a) 
Emisi (b) 
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Kata berlabel adalah kumpulan kata yang ada pada data set yang terdiri dari kata beserta labelnya yang digunakan untuk membandingkan label kata terprediksi dengan label kata pada data set. Sedangkan model HMM adalah data training untuk membantu mendapatkan kata terprediksi, yang terdiri dari inisialisasi, transisi, dan emisi.  Viterbi merupakan proses yang digunakan untuk mendapatkan kata berlabel terprediksi, dimana harus dimasukkan kata, dan model HMM yang terdiri dari inisialisasi, transisi, dan emisi. Hasil dari Viterbi berupa kata berlabel terprediksi, digunakan untuk menghitung akurasi, yang didapat dari perbandingan antara label dari data set, dengan label hasil Viterbi.  Terdapat dua akurasi yang dicari, yaitu akurasi precision, merupakan akurasi yang tidak dilakukan training, dan akurasi recall, merupakan akurasi dari data training.  2.4 Implementasi Tahap ini merealisasikan sistem yang telah dirancang, yaitu sistem POS Tagging bahasa Indonesia dengan menggunakan algoritma Viterbi dan MATLAB R2014a sebagai alat bantu  2.5 Evaluasi Tahap ini menguji data dan metode dari sistem yang telah dibuat untuk mengetahui akurasi tag kelas kata yang dihasilkan. Adapun metode evaluasi yang digunakan yaitu k-fold cross validation, yaitu dengan membentuk k subset dari data sets yang ada. Metode ini sudah digunakan pada beberapa penelitian part-of-speech tagging seperti yang dilakukan oleh [11], dimana digunakan dua metode evaluasi k-fold, yaitu 5-fold dan 10-fold. Hasilnya menunjukkan metode 10-fold menghasilkan tingkat akurasi yang lebih tinggi. Maka dari itu, dalam penelitian ini digunakan 10-fold cross validation. Berikut adalah skema dari 10-fold cross validation, seperti ditunjukkan pada Gambar 3.4.            Sumber : [19] 
Gambar 2.3 10-Fold Cross Validation 
Sesuai dengan konsep dari [20], sebanyak 10.030 kalimat dibagi menjadi 10 bagian, masing-masing berjumlah 1.0003 kalimat sebagai test data, sedangkan sisanya sebagai training data. Masing-masing test data dan training data dihitung tingkat akurasinya. Lalu, dilakukan pergantian test data secara random. Setelah pengujian yang ke-10, dicari nilai rata-rata dan diukur nilai standar deviasinya dengan rumus dari [21] : 
                                                                              (20) Standar deviasi dipakai untuk menentukan sebaran data dalam sampel, serta seberapa dekat titik data individu ke rata-rata nilai sampel. Suatu nilai deviasi yang besar berarti memiliki varian yang besar serta titik data individu yang jauh dari nilai rata-rata. Sedangkan nilai deviasi yang kecil berarti memiliki varian yang kecil serta titik data individu dekat dari nilai rata-rata.  
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3. HASIL DAN PEMBAHASAN  
Sebelum dilakukan pengujian, terlebih dahulu dilakukan training data. Waktu yang dibutuhkan untuk menyelesaikan satu kali proses training, yaitu sekitar delapan jam. Proses perhitungan emisi terutama memerlukan waktu yang paling lama karena harus mengecek satu per satu kata dalam kamus dengan label (tag) yang ada. Jumlah kata pada kamus adalah 16.291 kata. Setelah melakukan proses training, algoritma Viterbi dimasukkan untuk mendapatkan kata-kata yang berlabel. Hasil label kata dibandingkan dengan data training yang digunakan. Maka didapatkan tingkat akurasi, yaitu berupa akurasi recall maupun akurasi precision. Pengujian dilakukan dengan menggunakan dua cara. Pertama adalah dengan menggunakan 16.290 kata pada kamus yang berasal dari data set. Sementara pengujian yang kedua menambahkan satu kata pada kamus, yaitu ‘zz’ yang khusus untuk kata-kata yang tidak terdapat pada data set. Masing-masing pengujian mencakup pengujian recall dan precision. Pengujian recall adalah pengujian untuk mendapatkan tingkat akurasi data training. Sistem mengingat kembali apa yang sudah diberikan kepada sistem. Hasil pengujian recall dapat dilihat pada Tabel 3.1. Tabel 3.1 Hasil Pengujian Data Recall   Pengujian Jumlah Kata Total Benar Total Salah Akurasi Recall 1 230768 218223 12545 94,5638 % 2 231233 218597 12636 94,5354 % 3 230429 217893 12536 94,5597 % 4 230710 218117 12593 94,5416 % 5 231278 218586 12692 94,5122 % 6 231028 218472 12556 94.5652 % 7 231243 218616 12627 94,5395 % 8 230836 218312 12524 94,5745 % 9 231200 218682 12518 94,5856 % 10 230661 218117 12544 94,5617 % Rata – Rata Akurasi Recall 94,55392 % Standar Deviasi 0,021574718 Tabel 3.1 menunjukkan kesepuluh hasil pengujian recall, masing-masing pengujian berjumlah 9.027 kalimat. Pemilihan kalimat uji dilakukan secara acak. Pengujian recall pertama terdiri atas 230.768 kata yang dijadikan sebagai observation. Hasil yang didapat, yaitu sebesar 94,56% menghasilkan label kata yang sesuai dengan label kata pada korpus. Begitu pula seterusnya sampai dengan pengujian recall kesepuluh. Rata-rata akurasi pengujian recall adalah 94,55392% dengan standar deviasi sebesar 0,02157. Pengujian precision adalah untuk mendapatkan tingkat akurasi data uji. Sistem diberikan kalimat baru yang belum ada pada data training, dan dilihat kebenarannya dengan data aslinya. Hasil pengujian precision dapat dilihat pada Tabel 3.2. Tabel 3.2 Hasil Pengujian Data Precision 
 
Pengujian Jumlah Kata Total Benar Total Salah Akurasi Precision 1 25854 24094 1760 93,1925 % 2 25389 23644 1745 93,1269 % 3 26193 24385 1808 93,0974 % 4 25912 24200 1712 93,3930 % 5 25344 23695 1649 93,4935 % 6 25594 23838 1756 93.1390 % 7 25379 23710 1669 93,4237 % 8 25786 24134 1652 93,5934 % 9 25422 23561 1861 92,6796 % 10 25961 24186 1775 93,1628 % Rata – Rata Akurasi Precision 93,23018 % Standar Deviasi 0,260541273 
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Pengujian yang dilakukan yaitu mengambil sebesar 10% dari total kalimat yang terdapat pada korpus untuk tiap kali pengujiannya (data training), yaitu sebanyak 1.030 kalimat. Hasil pengujian precision pertama yaitu dari 25.854 kata, sistem dapat menjawab dengan benar 24.094 kata atau dengan akurasi sebesar 93,1925%. Begitu pula seterusnya sampai dengan pengujian precision kesepuluh. Rata-rata akurasi pengujian precision adalah 93,23018% dengan standar deviasi 0,26054. Dengan nilai standar deviasi yang kecil, baik pada pengujian recall maupun pengujian precision, dapat disimpulkan bahwa data uji yang digunakan sudah homogeny. Artinya, kesepuluh data uji sudah dapat mewakili pengujian karena nilai akurasinya tidak berbeda jauh dari nilai rata-rata akurasi. Pengujian kedua menambahkan kata ‘zz’ yang dimaksudkan untuk membantu sistem mengenali kata-kata baru dan memprediksinya dengan benar, yaitu sebagai tag ‘X’ (unknown/tidak diketahui). Hasil akurasi yang diberikan pada pengujian kedua sama dengan pengujian pertama.  Proses pemilihan tag awal pada fungsi Viterbi (inisialisasi) dipengaruhi oleh nilai dari probabilitas Initial State (π). Berikut merupakan gambar dari nilai probabilitas inisialisasi, seperti yang terdapat pada Gambar 3.1.             Gambar 3.1 Posterior Probability 
Nilai initial state dari tag X tergolong kecil diantara 23 tag yang ada, sehingga kecil peluang sistem untuk memprediksi kata sebagai tag X. Selain itu, nilai probabilitas state emission turut mempengaruhi proses pemilihan tag awal. Kata-kata yang baru, dihitung sebagai ‘zz’ memiliki nilai emisi yang kecil karena probabilitasnya merupakan probabilitas yang didapatkan dari proses add one smoothing. Hal ini yang menyebabkan hasil akurasi yang diberikan pada pengujian kedua memiliki hasil yang sama dengan pengujian pertama. Tampilan sistem dalam menentukan Part-of-Speech Tagging Bahasa Indonesia dengan menggunakan algoritma Viterbi dapat dilihat pada gambar 3.2. 
          Gambar 3.2 Tampilan Form POS Tagging dan Tentang Kami 
ߨ1 (CC) = 0,0291 
ߨ2 (CD) = 0,0693 
ߨ22 (X) = 0,0016 
ߨ23 (Z) = 0,1026 
Posterior Probability 
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4. KESIMPULAN  Dari hasil penelitian dan pembahasan yang dilakukan, maka dapat disimpulkan bahwa: 1. Algoritma Viterbi dapat digunakan untuk melakukan Part-of-Speech (POS) tagging pada bahasa Indonesia.   2. Probabilitas inisialisasi berpengaruh terhadap label (tag). Nilai probabilitas inisialisasi yang kecil memiliki kemungkinan yang kecil untuk dipilih sebagai label (tag) pada kata. 3. Tingkat akurasi yang dihasilkan pada 10 kali pengujian yang dilakukan menghasilkan akurasi yang tidak jauh berbeda. Dengan rata – rata akurasi adalah 93,23018 % dan standar deviasi sebesar 0,260541273. 4. Penambahan kata ‘zz’ untuk mengelompokkan kata yang tidak terdapat pada korpus (kata asing)  tidak berpengaruh terhadap hasil akurasi.   
5. SARAN 
 
Saran yang dapat direkomendasikan untuk penelitian selanjutnya adalah: 1. Menyimbolkan semua kata asing ke dalam satu simbol atau variabel, sehingga diharapkan mampu meningkatkan probabilitas emisi guna meningkatkan akurasi dari algoritma Viterbi untuk melabelkan kata pada POS tagging. 2. Menggunakan komputer dengan spesifikasi yang lebih tinggi agar proses training dan pengujian dapat dilakukan dengan lebih cepat.   DAFTAR PUSTAKA  [1] Jurafsky, D 2000, Speech and Language Processing An Introduction to Natural Language Processing, Computational Linguistics, and Speech Recognition, Prentice-Hall Inc, New Jersey.  [2] Manurung, R 2016, Tutorial: Pengenalan terhadap POS Tagging dan Probabilistic Parsing, Workshop Nasional INACL, Jakarta.  [3] Ratnaparkhi, A 1996, A Maximum Entropy Model for Part-Of-Speech Tagging, University of Pennsylvania, Philadeplhia.  [4] Brants, T 2000, TnT: a Statistical Part-Of-Speech Tagger, Association for Computational Linguistics.  [5] Shatornaya, A & Vorobiev, A 2014, “Modeling a modern POS Tagger using HMM and Viterbi Algorithm”, Okeanpribor.  [6] Widhiyanti, K & Harjoko, A 2012, POS Tagging Bahasa Indonesia dengan HMM dan Rule Based, Universitas Gadjah Mada, Yogyakarta.  [7] Christanti M., V, Jeanny, P, Endah, P 2012, Implementasi Brill Tagger Untuk Memberikan POS-TAGGING Pada Dokumen Bahasa Indonesia, Universitas Tarumanegara, Jakarta.  [8] Chandrawati, T 2008, Pengembangan Part of Speech Tagger untuk Bahasa Indonesia Berdasarkan Metode Conditional Random Fields dan Transformation Based Learning, Universitas Indonesia, Depok.  
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