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Abstract
This paper considers optimal sequencing of inspections in a model with precedence constraints.
Suppose that a coherent reliability system has n independent components, each of which has
a known prior probability of fault. The true state of each component can be determined by
inspecting it for some cost. The true state of the system can be determined by sequentially
inspecting its components, subject to precedence constraints. The problem addressed in this
paper is to nd an inspection policy that minimizes the total expected inspection cost. Optimal
inspection strategies are presented for series and parallel systems and for certain k-out-of-n
systems when there are parallel-chain precedence constraints among the possible component
inspections. ? 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper addresses the problem of minimizing the expected cost of testing coherent
systems when test sequences must satisfy precedence constraints. A coherent system
consists of n components, each of which may be either faulty or fault-free. The structure
of the coherent system is dened by a set of cut sets such that the system fails if and
only if all the components in at least one cut set are faulty. Thus, to determine whether
a coherent system is functional, its components can be sequentially inspected until either
a cut set of faulty components is found or it is clear that no such cut set can exist. Given
the cost of inspecting each component and the prior probability that it is fault-free,
what adaptive sequence of inspections minimizes the total expected cost of nding
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out whether the system is functional? A substantial literature addresses this problem
(Refs. [3{9]). The additional feature of this paper is that feasible inspection sequences
are required to satisfy certain prespecied constraints. This captures an additional aspect
of many real problems that has not been included in many previous formalisms.
The optimal inspection problem without precedence constraints has been extensively
studied (Refs. [1,3{9]) under various assumptions. Optimal inspection strategies for
series and parallel systems were derived and generalized in [1,4,7]. A series system is
a coherent system for which the whole system is functional if and only if all its com-
ponents are. Inspection continues until a faulty component is found or all components
have been inspected. The optimal inspection sequence in this case is determined by the
inspection cost to fault probability ratio of each component. A parallel system is the
Boolean dual of the series system for which the whole system fails to be functional if
and only if all its components are faulty. Therefore, the optimal inspection sequence
for the parallel system is determined by the cost to fault-free probability ratio of each
component. A more general class of coherent systems is the k-out-of-n system which
functions if and only if at least k out of its n components are fault-free. Optimal in-
spection strategies for k-out-of-n systems were derived and proved in Refs. [3,5]. In
Ref. [6], the optimal inspection problem for general coherent systems was shown to
be NP-hard. An eective heuristic inspection procedure was proposed in Ref. [9]. For
background information about coherent systems, see Ref. [2].
This paper deals with the optimal inspection problem with a certain type of prece-
dence constraint. Section 2 describes the problem more precisely and introduces no-
tation and denitions. Section 3 derives optimal inspection strategies for series and
parallel systems with a specic type of precedence constraint that can be described by
parallel chains. Section 4 extends the result to certain k-out-of-n systems. Section 5
presents conclusions and future research directions.
2. Problem description and denitions
Consider a coherent system with a set of n components N = f1; 2; : : : ; ng. Let xi
be a binary variable indicating the state of component i, i.e., xi = 0 if component
i is faulty and xi = 1 otherwise. The vector x = (x1; x2; : : : ; xn) is called the state
vector, and the state of the system can be expressed as a Boolean function of x, called
the structure function of the system and denoted by (x) ((x) = 1 if the system is
functioning and (x) = 0 otherwise). For example, the structure function of a series
system is (x) = minfx1; x2; : : : ; xng, while the structure function of a parallel system
is (x)=maxfx1; x2; : : : ; xng. The structure function of a k-out-of-n system is given by
(x) = 1 if x1 + x2 +   + xn>k and (x) = 0 otherwise.
The component state variables x1, x2, : : : , xn are assumed to be independent random
variables. Let pi = Prfxi = 1g and qi = Prfxi = 0g, for i = 1; 2; : : : ; n. The true state
of component i can be discovered by inspecting it at a cost ci. Consequently, the true
state of the system can be determined by sequentially inspecting components until the
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value of (x) is determined. An optimal inspection sequence is one that minimizes the
total expected inspection cost.
The optimal inspection sequence for the series system was derived in Refs. [1,4,7]
and can be described as a permutation  satisfying
c(1)
q(1)
6
c(2)
q(2)
6   6 c(n)
q(n)
; (1)
where (i) denotes the ith component in permutation . Similarly, the optimal inspec-
tion sequence for the parallel system is given by a permutation  such that
c(1)
p(1)
6
c(2)
p(2)
6   6 c(n)
p(n)
: (2)
The elegant optimal inspection rule for the k-out-of-n system was rst described in
Ref. [3]. Let Ui = f( j)j16j6ig and Vi = f( j)j16j6ig. Then rst inspecting a
component in the set Uk \ Vn−k+1 results in an optimal inspection procedure for the
k-out-of-n system. Notice that the same rule can be applied to the next component to
inspect because after the previous inspection we must have either a k-out-of-(n−1) or
a (k − 1)-out-of-(n− 1) system, depending upon whether the previous component was
found to be faulty or fault-free. This rule generates a binary decision tree for inspecting
the components rather than a xed permutation of the components. Ref. [5] gives a
compact \block-walking" representation of the optimal procedure.
In reality, inspection procedures must often satisfy certain precedence constraints. For
example, some components may be accessible for inspection only when others have
been removed for inspection. In electronic systems, preconditions for component-level
tests may involve rst testing and setting controls on other components. Let 
 be the
set of all feasible inspection rules, typically implicitly dened by a set of precedence
constraints among the components. A component i is said to have precedence over
component j, denoted by i j, if inspection of component i must occur before inspec-
tion of component j. We seek a feasible inspection rule !2
 that will minimize the
total expected inspection cost.
The precedence constraints considered in this paper can be described as parallel lin-
ear chains. This means that the set of all components N can be partitioned into disjoint
subsets N1; : : : ; Nm such that precedence constraints exist only within each Nl and de-
termine a unique inspection order (called a \chain") within each block Nl. This type of
highly specialized precedence structure may arise in various electrical and civil engi-
neering applications. For example, determining which of various hubbed facilities (nat-
ural gas pipelines, railroad tracks, power lines, telephone cables, etc.) leaving a hub to
examine, and then performing inspection sequentially among stations distributed along
the facility leads naturally to a parallel linear chain inspection problem. In electronic
systems, choosing a board level subsystem to examine and then performing a xed se-
quence of inspections within each board again creates a parallel linear chain structure.
Notice that if there are no precedence constraints among the components, then each
chain Nl contains only one component and m is equal to n. Fig. 1 shows a 5-component
series system with parallel chain precedence constraints, where component 1 must
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Fig. 1. A series system with parallel chain precedence constraints.
be inspected before 3, component 3 must be inspected before 5, and component 2
must be inspected before 4.
For any ordered subset of components I = (i1; i2; : : : ; ij), we dene the working
probability of the set I as
P(I) = pi1pi2   pij ;
which is equal to the probability that all components of I are working, and dene the
expected cost of I with respect to a series structure as
C(I) = ci1 + pi1ci2 +   + pi1   pij−1cij ;
(which is equal to the expected cost of inspecting I until a failure is found or all
components have been inspected). Also dene the R-ratio of the set I as
R(I) =
C(I)
1− P(I) :
Likewise, we dene the failure probability of an ordered set I as
Q(I) = qi1qi2    qij ;
and the expected cost of I with respect to a parallel structure as
D(I) = ci1 + qi1ci2 +   + qi1    qij−1cij :
Also dene the S-ratio of the set I as
S(I) =
D(I)
1− Q(I) :
Finally, for any two ordered subsets I1 and I2, let I1I2 denote the concatenation
of the two sets, which is also an ordered set. These denitions imply the following
properties:
P1: P(I) and Q(I) are independent of the order of I .
P2: P(I1I2) = P(I1)P(I2), and Q(I1I2) = Q(I1)Q(I2).
P3: C(I1I2) = C(I1) + P(I1)C(I2), and D(I1I2) = D(I1) + Q(I1)D(I2).
P4: Let I = I1I2I3. If I = I1 I

2 I

3 minimizes C(I), then I

2 must minimize C(I2). The
property also holds for D(I).
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3. Optimal sequences for series and parallel systems
We shall derive the optimal inspection strategy for the series systems and then state
the optimal strategy for parallel systems by appealing to duality. The following two
lemmas support the main result of this section.
Lemma 1. For any two ordered subsets I1 and I2; C(I1I2)< (or=)C(I2I1) if and only
if R(I1)< (or=)R(I2).
Proof. By Property P3, C(I1I2)6C(I2I1) is equivalent to C(I1)+P(I1)C(I2)6C(I2)+
P(I2)C(I1), which is equivalent to R(I1)6R(I2).
Lemma 2. For ordered subsets I1; I2; : : : ; Ij; if
R(I1)6R(I2)6   6R(Ij); (3)
then
R(I1)6R(I1I2    Ij): (4)
The inequality in (4) is strict if at least one of the inequalities in (3) is strict.
Proof. We prove the result only for j = 2; extension to j> 2 is immediate. Since
R(I1)6R(I2), we have
C(I1)
1− P(I1)6
C(I2)
1− P(I2) =
P(I1)C(I2)
P(I1)− P(I1)P(I2) :
Notice that
a1
b1
6
a2
b2
implies
a1
b1
6
a1 + a2
b1 + b2
:
Thus,
C(I1)
1− P(I1)6
C(I1) + P(I1)C(I2)
1− P(I1) + P(I1)− P(I1)P(I2) =
C(I1I2)
1− P(I1I2) ;
which is R(I1)6R(I1I2). The general case can be proved by using the fact that
a1
b1
6
a2
b2
; : : : ;
a1
b1
6
aj
bj
implies
a1
b1
6
a1 + a2 +   + aj
b1 + b2 +   + bj :
The following procedure breaks each constraint chain Nl into disjoint blocks Nl1; : : : ;
Nlnl , for l=1; : : : ; m. Let I

1 be a partial chain of Nl such that R(I

1 )=minfR(I1)jNl=
I1I2; I1 6= ;g. Let Nl1 = I1 . Remove the rst block Nl1 from Nl and identify the next
block in the same fashion. Continue this process until Nl is partitioned into disjoint
blocks. Then each block Nlj is an ordered subset with R-ratio equal to R(Nlj).
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For the example shown in Fig. 1, there are two chains N1 = (1; 3; 5) and N2 = (2; 4).
For chain N1, we have
R(1) =
3
1− 0:6 = 7:5;
R(1; 3) =
3 + 0:6 2
1− 0:6 0:1 = 4:47;
R(1; 3; 5) =
3 + 0:6 2 + 0:6 0:1 9
1− 0:6 0:1 0:9 = 5:01:
Since R(1; 3)<R(1) and R(1; 3)<R(1; 3; 5), N11=(1; 3). Removing N11 from (1; 3; 5),
we have only one component left, so N12 = (5). Similarly for N2, since
R(2) =
1
1− 0:2 = 1:25<R(2; 4) =
1 + 0:2 4
1− 0:2 0:7 = 2:09;
we have N21 = (2) and N22 = (4).
Now we can present and prove the main result of this section.
Theorem 3. If the blocks Nlj; l=1; : : : ; m; j=1; : : : ; nl are arranged in order of increas-
ing R-ratio without violating the precedence constraints; then the resulting sequence
is optimal for the series system with parallel-chain precedence constraints.
Proof. We rst prove by contradiction that there exists an optimal sequence where each
block Nlj; l=1; : : : ; m; j=1; : : : ; nl; is inspected without any interruption. Suppose to the
contrary that a block B (one of the Nlj’s) is interrupted by subsequences I1; I2; : : : ; Ir
in an optimal sequence, i.e., B = B0I1B1    IrBr . Notice that Ii; i = 1; 2; : : : ; r, must be
from chains other than the one containing B. Hence there is no precedence constraints
between each Ii and each Bj. Since this is hypothesized to be an optimal sequence,
Property P4 and Lemma 1 imply
R(B0)6R(I1)6R(B1)6   6R(Ir)6R(Br):
At least one of these above inequalities must be strict because otherwise the subse-
quences Ii’s can be moved out of block B without aecting the expected cost of the
whole sequence. Thus, R(B0)6R(B1)6   6R(Br) and at least one of the inequalities
is strict. Lemma 2 then implies R(B0)<R(B0B1   Br) = R(B), which contradicts the
denition of block B.
So there exists an optimal sequence where the blocks are inspected without inter-
ruption. By Lemma 1, the blocks in this optimal sequence must be inspected in order
of increasing R-ratio without violating the precedence constraints.
By the theorem, the optimal inspection strategy for the above example is N21; N11; N22;
N12, i.e., (2; 1; 3; 4; 5).
Corollary 4. If there are no precedence constraints among the components; then the
optimal sequence for the series system is given by the permutation  dened in
Eq. (1).
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Similarly, each chain Nl; l = 1; : : : ; m can be partitioned into disjoint blocks Mlj;
j = 1; : : : ; ml according to the S-ratio. The following result can be proved in the same
fashion.
Theorem 5. If the blocks Mlj; l=1; : : : ; m; j=1; : : : ; ml are arranged in order of increas-
ing S-ratio without violating the precedence constraints; then the resulting sequence
is optimal for the parallel system with parallel-chain precedence constraints.
Corollary 6. If there are no precedence constraints among the components; then the
optimal sequence for the parallel system is given by the permutation  dened in
Eq. (2).
4. Results for the k-out-of-n systems
The optimal inspection rule for k-out-of-n systems can be derived under certain con-
ditions on the chain precedence constraints. The results presented here can be viewed
as a generalization of Ben-Dov’s optimal rule proposed in Ref. [3].
Let  be the inspection sequence described in Theorem 5, which is obtained by
rearranging the blocks Mlj; l = 1; : : : ; m; j = 1; : : : ; ml, in order of increasing S-ratio
without violating the precedence constraints. Similarly, let  be the inspection se-
quence described in Theorem 3, which is obtained by rearranging the blocks Nlj; l=
1; : : : ; m; j = 1; : : : ; nl, in order of increasing R-ratio without violating the precedence
constraints. Now redene Ui = f( j) j 16j6ig and Vi = f( j) j 16j6ig. Notice that
Uk \ Vn−k+1 6= ; since jUk j+ jVn−k+1j= n+ 1> jN j. Also notice that if a component
e is in Uk \ Vn−k+1, then all components before e in the same constraint chain must
also be contained in Uk \ Vn−k+1 since  and  are feasible sequences. As a result, it
is always possible to choose a component in Uk \ Vn−k+1 to inspect without violating
the precedence constraints. Inspecting any feasible component in Uk \ Vn−k+1 will re-
sult in an optimal inspection procedure  2 
 under conditions identied next. After
inspection of the rst component, either a k-out-of-(n − 1) or (k − 1)-out-of-(n − 1)
system will remain, depending upon whether the component was found to be faulty or
fault-free. So the same inspection rule can be applied to the resulting new system.
The results of this section use the following denitions and lemmas. Let
Wi=fx j x(i)=1;
Pi
j=1 x( j)=kg and Fi=fx j x(i)=0;
Pi
j=1(1−x( j))=n−k+1g. It is
not hard to see that Wi’s form a partition of the subset of the state vectors fx j(x)=1g
and that Fi’s form a partition of the subset fx j(x)=0g. Notice that Wi= ; for i< k
and that Fi = ; for i<n− k +1. The following intuitively appealing lemma is proved
rigorously in Ref. [5].
Lemma 7. For any x 2 Wi; where k6i6n; the set of components inspected by pro-
cedure  is Ui. Likewise; for any x 2 Fi; where n−k+16i6n; the set of components
inspected by  is Vi.
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Let c(x;!) denote the total inspection cost for state vector x under inspection pro-
cedure !2
. Then the following corollary follows immediately from Lemma 7.
Corollary 8. c(x; ) = c(x; ) for any x 2 fx j(x) = 1g; and c(x; ) = c(x; ) for any
x 2 fx j(x) = 0g.
Lemma 9. If B = I1I2 is one of the blocks Nlj; l=1; : : : ; m; j=1; : : : ; nl; then R(I2)6
R(I1I2)6R(I1). Likewise; if B= I1I2 is one of the blocks Mlj; l=1; : : : ; m; j=1; : : : ; ml;
then S(I2)6S(I1I2)6S(I1).
Proof. By the denition of a block Nlj, we have R(I1I2)6R(I1). Therefore,
C(I1) + P(I1)C(I2)
1− P(I1)P(I2) 6
C(I1)
1− P(I1) ;
which can be shown to be equivalent to
C(I2)
1− P(I2)6
C(I1) + P(I1)C(I2)
1− P(I1)P(I2) :
Thus, R(I2)6R(I1I2).
Similarly, we can show that S(I2)6S(I1I2)6S(I1) if B = I1I2 is one of the blocks
Mlj; l= 1; : : : ; m; j = 1; : : : ; ml.
From Lemma 9, we know that the R-ratio (or S-ratio) of a block would become
smaller after we have inspected some components in the block. So we dene the ~R-ratio
of a block Nlj as ~Rlj = minfR(I2) j I2 6= ;; Nlj = I1I2g and the ~S-ratio of a block Mlj
as ~Slj=minfS(I2) j I2 6= ;; Mlj= I1I2g. We say sequence  satises condition C1 if the
~S-ratio of any block in the sequence is no less than the S-ratio of any block before
it, that comes from a dierent chain. Similarly, we say sequence  satises condition
C2 if the ~R-ratio of any block in the sequence is no less than the R-ratio of any block
before it, that comes from a dierent chain.
Lemma 10. If the sequence  satises condition C1; then  minimizes the quantity
E[c(x;!) j(x)= 1] among all ! 2 
. Likewise; if the sequence  satises condition
C2; then  minimizes the quantity E[c(x;!) j(x) = 0] among all ! 2 
.
Proof. Consider an inspection procedure !2
 that minimizes the quantity
E[c(x;!) j(x)=1]. For any x 2 fx j(x)=1g, ! will eventually nd k−1 fault-free
components. Then ! must look for the kth fault-free component in a fashion that
minimizes the remaining expected cost. At this time, the inspection process needs
to continue until the next fault-free component is actually inspected and found since
! 2 
. (An optimal procedure for just minimizing E[c(x;!) j(x)=1] may stop when
there is only one component left, given that (x)= 1. However, such a procedure will
not be in 
, i.e., it will not be feasible for the original problem.) So the problem
reduces to an inspection problem for a parallel structure composed of the remaining
components. Since the sequence  satises the condition C1, the partial blocks made
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up by the remaining components are still arranged in order of increasing S-ratio with-
out violating the precedence constraints. So if the rst component of the sequence 
has not been inspected so far, it would be optimal to inspect it next. Thus, we can
assume ! will always inspect the component (1). Since ! will always inspect (1),
inspecting it rst will not change the expected cost E[c(x;!) j(x) = 1]. Therefore,
we can further assume !(1) = (1). Using the same argument shows that ! = 2

minimizes the quantity E[c(x;!) j(x) = 1].
Similarly, if the sequence  satises condition C2, then it can be shown  minimizes
the quantity E[c(x;!) j(x) = 0] among all ! 2 
.
The following is the main result of this section.
Theorem 11. The inspection procedure  2 
 is optimal for the k-out-of-n system
with parallel-chain precedence constraints under conditions C1 and C2.
Proof. We need to show that the inspection procedure  will minimize the total ex-
pected cost E[c(x;!)] for ! 2 
. By Corollary 8,
E[c(x; )] = Prf(x) = 1gE[c(x; ) j(x) = 1]
+Prf(x) = 0gE[c(x; ) j(x) = 0]
= Prf(x) = 1gE[c(x; ) j(x) = 1]
+Prf(x) = 0gE[c(x; ) j(x) = 0]:
Then by Lemma 10, for any inspection procedure ! 2 
, it is true that
E[c(x; ) j(x) = 1]6E[c(x;!) j(x) = 1]
and
E[c(x; ) j(x) = 0]6E[c(x;!) j(x) = 0]:
Therefore, for any ! 2 
, we have E[c(x; )]6E[c(x;!)].
Corollary 12. If there are no precedence constraints among the components; then the
optimal inspection procedure for the k-out-of-n system is given by the Ben-Dov’s rule
described in Section 2:
5. Conclusion
This paper has considered the problem of minimizing the expected cost of inspect-
ing a coherent system under parallel-chain precedence constraints. Optimal inspection
sequences have been derived for the series and parallel systems and also for k-out-of-n
systems satisfying certain conditions. These results extend the previous known results
reported in Refs. [1,3,4,7].
The optimal inspection rule for the general k-out-of-n systems under parallel-chain
precedence constraints is not yet known. The inspection rule described in Section 4 can
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still be applied in the general case but the blocks may need to be rearranged after each
inspection in order of increasing R-ratio or S-ratio. We conjecture that this inspection
rule is also optimal for the general case.
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