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Einleitung
Die fru¨heste Geometrie bescha¨ftigte sich, wie uns die alte Ueberlieferung
lehrt, mit der Messung und Vertheilung der La¨nderei, woher sie
”
Feldmes-
sung“ genannt ward. Der Gedanke einer Messung na¨mlich ward den Aegyp-
tern an die Hand gegeben durch die Ueberschwemmung des Nil. Denn viele
Grundstu¨cke, die vor der Flussschwelle offen dalagen, verschwanden beim
Steigen des Flusses und kamen erst nach dem Sinken desselben wieder zum
Vorschein, und es war nicht immer mo¨glich, u¨ber die Identita¨t derselben zu
entscheiden. Dadurch kamen die Aegypter auf den Gedanken einer solchen
Messung des vom Nil blosgelegten Landes;...
schreibt Heron von Alexandria in seiner Einleitung zur Geometrie (Heronis Alexandr.
geometric. et stereometr. reliquiae ed. Hultsch pag. 138 [Bre]).
Die Bestimmung des Fla¨cheninhalts geometrischer Figuren war demnach eine wichtige
Aufgabe seit den Anfa¨ngen der Geometrie. Fu¨r Rechtecke ließ sich der Fla¨cheninhalt
recht einfach als Produkt der beiden Seitenla¨ngen bestimmen. Ausgehend von einem
intuitiven Begriff des Fla¨cheninhalts hat man festgestellt, dass kongruente Figuren den
selben Fla¨cheninhalt besitzen. Zerschneidet man eine Figur in zwei oder mehr Teile, so
ist der Fla¨cheninhalt der Figur gleich der Summe der Fla¨cheninhalte der einzelnen Teile.
Diese beiden Eigenschaften kann man dazu ausnutzen, um den Inhalt anderer Figuren
zu bestimmen.
Kann man eine Figur derart in einzelne Stu¨cke zerlegen, dass man aus diesen Teilen
eine andere Figur zusammensetzen kann, so spricht man von zueinander zerlegungsglei-
chen Figuren. Zwei zueinander zerlegungsgleiche Figuren mu¨ssen denselben Fla¨chenin-
halt aufweisen. Solche Fla¨chenverwandlungen wurden von den alten Griechen ausfu¨hr-
lich studiert. Beispielsweise hat Euklid in seinen Elementen [Euk, I,47] einen Beweis
des Satzes des Pythagoras angegeben, der auf solchen Fla¨chenverwandlungen beruht.
Genauer hat er gezeigt, dass das Quadrat u¨ber der Hypothenuse eines rechtwinkli-
gen Dreiecks zerlegungsgleich ist zu der Vereinigung der beiden Quadrate u¨ber den
Katheten. [Mai, SS]
Die Frage, ob inhaltsgleiche Polygone auch stets zerlegungsgleich sind wurde erst 1832
vonWolfgang Bolyai positiv beantwortet. Ein Jahr spa¨ter bewies P. Gerwien den gleichen
Satz, den er auch auf spha¨rische Polygone u¨bertrug.
Der Satz von Bolyai und Gerwien warf natu¨rlich sofort die Frage auf, ob im Raum ein
analoger Satz gilt. Der Versuch, einen entsprechenden Satz fu¨r den dreidimensionalen
Raum zu beweisen fu¨hrte jedoch zu Schwierigkeiten, die zu Zweifeln an der Richtig-
keit der allgemeinen Aussage Anlass gaben. David Hilbert hat dies deshalb in seinem
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beru¨hmten Vortrag auf dem Internationalen Mathematikerkongress in Paris im Jahre
1900 als drittes seiner 23 Probleme aufgegriffen. Nur ein Jahr spa¨ter gelang es seinem
Schu¨ler Max Dehn das Problem zu lo¨sen, indem er bewies, dass ein Wu¨rfel und ein
inhaltsgleiches regula¨res Tetraeder nicht zerlegungsgleich sind.
Mit der Entwicklung der Mengenlehre setzte sich immer mehr die Auffassung durch,
dass geometrische Figuren Punktmengen sind. Dies machte es erforderlich, den Begriff
der geometrischen Figur genauer zu fassen. Insbesondere erwiesen sich die Randpunkte
als problematisch. Zerschneidet man etwa eine Figur, so erhebt sich die Frage zu welchem
der Teile die Schnittmenge geho¨rt.
Zur Lo¨sung dieses Problems bieten sich zwei verschiedene Wege an. Zum einen kann
man fordern, dass alle Teile einer Zerlegung disjunkt voneinander sind. Dies fu¨hrt zum
Begriff der disjunkten Zerlegung bzw. der disjunkten Zerlegungsgleichheit. Es ist dabei
jedoch erforderlich recht allgemeine Punktmengen als Teile zuzulassen.
Eine andere Mo¨glichkeit besteht darin, die Forderung, dass die Teile disjunkt von-
einander sind, dahingehend abzuschwa¨chen, dass es genu¨gt, dass das Innere der Teile
jeweils disjunkt ist. Die Randpunkte bleiben also unberu¨cksichtigt. Man spricht in die-
sem Fall von elementaren Zerlegungen bzw. von elementarer Zerlegungsgleichheit. Dieser
Zerlegungsbegriff entspricht dem fru¨her u¨blichen intuitiven Zugang.
Beide Zuga¨nge erwiesen sich als sehr fruchtbar. Ich mo¨chte hier nicht auf die Entwick-
lung der Zerlegungstheorie im 20. Jahrhundert im einzelnen eingehen. Allerdings mo¨chte
ich auf zwei Aspekte hinweisen, die dazu gefu¨hrt haben, dass sich daraus ein weites Feld
interessanter Fragestellungen entwickelt hat.
Zum einen kann man an die einzelnen Zerlegungsteile zusa¨tzliche Bedingungen stellen.
Fu¨r die elementare Zerlegungsgleichheit ist dies sogar notwendig, um nichttriviale Er-
gebnisse zu erzielen (vgl. [HR, Prop. 5]). Damit ha¨ngt auch eng zusammen, auf welche
Teilmengen des euklidischen Raumes man sich bei der Untersuchung der Zerlegungs-
gleichheit beschra¨nkt. Meist betrachtet man dabei dasselbe System von Teilmengen.
Eine andere Mo¨glichkeit der Abwandlung der klassischen Fragestellung besteht dar-
in, die Gruppe der euklidischen Bewegungen durch eine andere Transformationsgrup-
pe zu ersetzen. Der Begriff der Zerlegungsgleichheit beinhaltet also drei verschiedene
Aspekte:
• die Art der Zerlegung (elementar, disjunkt),
• die betrachtete Transformationsgruppe und
• welche Mengen als Zerlegungsteile zugelassen sind.
Zu den verschiedenen Fragestellungen die sich daraus ergeben gab es in den letzten Jahr-
zehnten vielfa¨ltige Untersuchungen. Dabei standen einerseits, wie etwa in den Arbeiten
von Hadwiger [Ha2], weiterhin Polygone und Polyeder im Mittelpunkt des Interesses. An-
dererseits hat man die Untersuchungen auch auf konvexe und noch allgemeinere Mengen
ausgedehnt. Hier sei nur auf das von A. Tarski [Tar] aufgeworfene Problem der Quadra-
tur des Kreises (im zerlegungstheoretischen Sinne) und die u¨berraschende Lo¨sung von
M. Laczkovich [Lac] verwiesen.
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Bei den verschiedenen Ansa¨tzen zeigt sich immer wieder die enge Beziehung zwischen
der Zerlegungsgleichheitsrelation und verschiedenen Inhalts- und Maßbegriffen, wie es
schon im Satz von Bolyai-Gerwien zum Ausdruck kommt. Um die Gemeinsamkeiten
der verschiedenen Zerlegungstheorien von einem abstrakten algebraischen Standpunkt
aus herauszustellen, wurde von E. Hertel der Begriff der Zerlegungsstruktur eingefu¨hrt
[He1, He2]. Es zeigt sich dabei ein enger Zusammenhang zwischen der Zerlegungsgleich-
heit und gewissen Homomorphismen von Zerlegungsstrukturen in abelsche Gruppen bzw.
Halbgruppen [Ja1, Ja3].
Eine andere in der Geometrie verwendete Mengenoperation ist die Minkowskisumme.
In Analogie zur klassischen Zerlegungstheorie kann man damit Minkowskische Zerle-
gungen und Minkowskische Zerlegungsgleichheit definieren (Definition 1.2 bzw. 3.1).
Zwar gibt es bereits einige Arbeiten, die sich mit Minkowskischen Zerlegungen befassen
(vgl. [Sch]), jedoch war die Minkowskische Zerlegungsgleichheit meines Wissens noch
nicht Gegenstand von Untersuchungen.
Deshalb mo¨chte ich mich in dieser Arbeit mit der Minkowskischen Zerlegungsgleich-
heit bescha¨ftigen. Um das Untersuchungsgebiet etwas einzuschra¨nken, mo¨chte ich mich
dabei auf die Zerlegungsgleichheit von Polytopen beschra¨nken. Insbesondere werde ich
auf die Zerlegungsgleichheit von Polygonen genauer eingehen, da sich die Situation im
zweidimensionalen Fall um einiges einfacher darstellt als in ho¨heren Dimensionen. Au-
ßerdem mo¨chte ich mich auf die Gruppe der euklidischen Bewegungen konzentrieren.
Von der Vielzahl mo¨glicher Fragestellungen wird dementsprechend nur ein kleiner Teil
behandelt. Im 4.Kapitel wird dann ein kleiner Ausblick gegeben, in welche Richtungen
die weiteren Forschungen auf dem Gebiet gehen ko¨nnen.
Doch zuna¨chst erst einmal ein kurzer U¨berblick u¨ber die Arbeit. Das 1.Kapitel dient
der Einfu¨hrung der verwendeten Begriffe und Bezeichnungen. Im 2.Kapitel werden
zuna¨chst erst einmal grundlegende Definitionen und Sa¨tze aus der Theorie der kon-
vexen Mengen zur Verfu¨gung gestellt, soweit sie in dieser Arbeit beno¨tigt werden. Es
werden euklidische und spha¨rische Polytope definiert und verschiedene Winkelbegriffe
eingefu¨hrt.
Das 3.Kapitel stellt den Hauptteil der Arbeit dar. Dabei werden zuna¨chst im Ab-
schnitt 3.1 notwendige Bedingungen fu¨r die Minkowski-Zerlegungsgleichheit untersucht.
Da fu¨r zwei zerlegungsgleiche Polytope bzw. konvexe Ko¨rper die Werte fu¨r jedes bewe-
gungsinvariante Minkowski-additive Funktional u¨bereinstimmen mu¨ssen, ist dieser Ab-
schnitt der Untersuchung solcher Funktionale gewidmet. Die mittlere Breite ist sicher
das bekannteste dieser Funktionale. Sie ist fu¨r alle konvexen Ko¨rper definiert.
Speziell fu¨r Polytope gibt es noch weitere derartige Funktionale. Ein Beispiel dafu¨r
sind die Dehnschen Funktionale, die im Abschnitt 3.1.2 genauer untersucht werden.
H. Hadwiger hat in [Ha2, S. 49f] eine Verallgemeinerung der Dehnschen Funktionale
angegeben. Im Abschnitt 3.1.3 zeigt sich, dass einige dieser Hadwigerschen Funktiona-
le auch Minkowski-additiv sind. Aus den Dehnschen bzw. Hadwigerschen Funktionalen
wurde dann im Abschnitt 3.1.4 ein allgemeines Konstruktionsprinzip abgeleitet, um
aus schon bekannten Minkowski-additiven Funktionalen weitere zu gewinnen. Mit Hilfe
eines anderen Konstruktionsverfahrens konnten eine ganze Reihe weiterer bewegungs-
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invarianter Minkowski-additiver Funktionale gefunden werden, die gerade in ho¨heren
Dimensionen weitere notwendige Bedingungen liefern.
Im Abschnitt 3.2 werden wir uns dann den hinreichende Bedingungen fu¨r die Minkow-
ski-Zerlegungsgleichheit zuwenden. Dabei untersuchen wir im Abschnitt 3.2.1 zuna¨chst,
welche Zerlegungen von Polytopen u¨berhaupt mo¨glich sind. Als Hilfsmittel fu¨r die wei-
teren Untersuchungen werden dann im Abschnitt 3.2.2 Kriterien untersucht, wann ein
konvexer Ko¨rper bzw. ein Polytop ein Summand eines anderen ist.
Eine der wichtigen Eigenschaften der Minkowskischen Zerlegungsgleichheit ist die feh-
lende Transitivita¨t. Dies hat zur Folge, dass die im Abschnitt 3.1 betrachteten notwendi-
gen Bedingungen nicht hinreichend sein ko¨nnen. Um trotzdem hinreichende Bedingungen
zu finden, werden im Abschnitt 3.2.3 verschiedene Verallgemeinerungen der Zerlegungs-
gleichheit betrachtet. Dabei werden die in der klassischen Zerlegungstheorie verwendeten
Abschwa¨chungen der Zerlegungsgleichheit auf den Minkowskischen Fall u¨bertragen.
In dem folgenden Abschnitt 3.3 werden wir einen ganz anderen Weg beschreiten,
um notwendige und hinreichende Bedingungen fu¨r die Minkowski-Zerlegungsgleichheit
zu finden. Dabei werden wir die Menge aller Polytope in Zerlegungsklassen einteilen.
Die fehlende Transitivita¨t der Minkowski-Zerlegungsgleichheit hat dabei zur Folge, dass
die einzelnen Zerlegungsklassen nicht disjunkt sind. Mit Hilfe dieser Zerlegungsklassen
wollen wir ein der klassischen Zerlegungstheorie entsprechendes formales Hauptkriterium
entwickeln.
Schließlich werden im Abschnitt 3.4 die Zerlegungstypen von Polygonen genauer un-
tersucht. Insbesondere wird untersucht, fu¨r welche n-Ecke die Zerlegung in unzerlegbare
Polygone eindeutig ist. Diese liegen dann auch nur in einer Zerlegungsklasse. Fu¨r Drei-
und Vierecke ist diese Zerlegung in unzerlegbare Polygone stets eindeutig. Deshalb kann
man Drei- und Vierecke nach den Zerlegungstypen klassifizieren.
Im 4.Kapitel werden schließlich noch einmal die wichtigsten Ergebnisse zusammenge-
fasst und einige noch offene Probleme angeschnitten. Außerdem soll noch ein Ausblick
gegeben werden, um weitere Forschungen auf diesem spannenden Gebiet anzustoßen.
An dieser Stelle mo¨chte ich allen Personen danken, die mich bei dieser Arbeit unterstu¨tzt
haben. Besonderer Dank gilt meinem Betreuer Prof. Dr. E. Hertel, der mir stets mit gu-
ten Ratschla¨gen zur Seite stand.
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1. Definitionen und Bezeichnungen
Mit Ed sei der d-dimensionale euklidische Raum bezeichnet. 〈·, ·〉 sei das Standardskalar-
produkt und ‖·‖ die dazu geho¨rige Norm. Fu¨r den Ursprung wird das Symbol o verwen-
det. Die Elemente von Ed werden einerseits als Punkte bezeichnet, um den geometrischen
Charakter der Untersuchungen zu betonen. Andererseits verwenden wir auch den Be-
griff Vektor, wenn algebraische Operationen angewendet werden. Fu¨r zwei verschiedene
Punkte a, b ∈ Ed bezeichne ab := {x ∈ Ed : x = λa+ (1−λ)b ∧ 0 ≤ λ ≤ 1} die Strecke
mit den Endpunkten a und b. Mit Sd−1 := {x ∈ Ed : ‖x‖ = 1} wird die Einheitsspha¨re
des d-dimensionalen euklidischen Raumes Ed bezeichnet.
Neben den u¨blichen mengentheoretischen Bezeichnungen werden hier folgende weitere
Symbole verwendet:
Bezeichnungen: Seien A,B ⊆ Ed, λ ∈ R und t ∈ Ed. Dann bezeichne
A⊕B := {a+ b : a ∈ A ∧ b ∈ B}
die Minkowskisumme von A und B,
A+ t := A⊕ {t}
die Translation der Menge A um t,
−A := {−a : a ∈ A}
das Bild der Punktspiegelung von A am Ursprung,
λ · A := {λx : x ∈ A}
das Dilatatat der Menge A mit dem Faktor λ,
A ∪· B die disjunkte Vereinigung von A und B,
C = A ∪· B :⇐⇒ C = A ∪B ∧ A ∩B = ∅
A ⊎B die elementargeometrische Summe von A und B,
C = A ⊎B :⇐⇒ C = A ∪B ∧ int(A) ∩ int(B) = ∅
intA das Innere der Menge A,
clA die abgeschlossene Hu¨lle von A und
aff A die affine Hu¨lle von A.
Der Multiplikationspunkt kann bei der Dilatation auch weggelassen werden. Mit Vk(K)
bezeichnen wir das k-dimensionale Volumen einer konvexen Menge K. Fu¨r das k-di-
mensionale Hausdorffmaß auf der Einheitsspha¨re verwenden wir das Symbol σk.
κd und ωd stehen fu¨r das Volumen bzw. die Oberfla¨che der d-dimensionalen Einheits-
kugel. Die Potenzmenge einer Menge M bezeichnen wir mit 2M . Fu¨r eine relle Zahl
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λ ∈ R steht das Symbol ⌈λ⌉ fu¨r die kleinste ganze Zahl, welche gro¨ßer oder gleich λ ist.
R+ := {x ∈ R : x ≥ 0}ist die Menge der nichtnegativen reellen Zahlen.
Die Transformationsgruppen des Ed werden mit kalligraphische Buchstaben bezeich-
net. So verwenden wir das Symbol T fu¨r die Gruppe der Translationen, B fu¨r die eukli-
dischen Bewegungen und H fu¨r die Gruppe der A¨hnlichkeitsabbildungen. Gelegentlich
wird zur genaueren Bezeichnung die Dimension des Raumes als unterer Index an die
Transformationsgruppe angeha¨ngt.
Fu¨r Familien von Teilmengen des Ed verwenden wir Frakturbuchstaben. Mit K(Ed)
bezeichnen wir beispielsweise die Menge der nichtleeren kompakten konvexen Teilmen-
gen des Ed (siehe Definition 2.1 auf Seite 8) und mit P(Ed) die Menge der nichtleeren
Polytope des Ed (siehe Definition 2.4 auf Seite 11).
Definition 1.1: Seien A,B ⊆ Ed und G eine Gruppe von Transformationen des Ed.
Dann heißen A und B a¨quivalent bzgl. G bzw. G-gleich
A
G
=B :⇐⇒
∨
γ∈G
(
γ(A) = B
)
.
Ist speziell G = Bd die Gruppe der euklidischen Bewegungen, so verwenden wir das
Symbol A ∼= B. A und B heißen dann zueinander konguente Punktmengen. Ist G = Hd
die Gruppe der A¨hnlichkeitsabbildungen, so bezeichnen wir die A¨hnlichkeit zweier
Mengen A,B ⊆ Ed mit dem Symbol A ≃ B.
Wir wollen nun den Begriff der Zerlegungsgleichheit einfu¨hren. Die Definition ist dabei
sehr allgemein gehalten. In Definition 3.1 auf Seite 21 wird diese Definition fu¨r die
Minkowskische Zerlegungsgleichheit bzgl. der euklidischen Bewegungen pra¨zisiert und
ein besonderes Symbol dafu¨r eingefu¨hrt.
Definition 1.2: Seien A,B ⊆ Ed und G eine Gruppe von Transformationen des Ed.
Dann heißen A und B zerlegungsgleich bzgl. G unter Verwendung von Teilen des
Typs T
(
T ⊆ 2E
d)
:⇐⇒
A =
n∑
i=1
Ai ∧ B =
n∑
i=1
Bi ∧ Ai, Bi ∈ T ∧ Ai
G
=Bi (i = 1, . . . , n).
Dabei kann das Summenzeichen fu¨r verschiedene (partielle) Operationen von Teilmen-
gen des Ed stehen. Das kann zum Beispiel die disjunkte Vereinigung oder die elemen-
targeometrische Summe sein. Dann sprechen wir von disjunkter bzw. elementarer Zer-
legungsgleichheit. In dieser Arbeit wird speziell die Minkowskische Zerlegungsgleichheit
betrachtet, wobei als Operation die Minkowskisumme verwendet wird.
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2. Grundlegendes aus der Theorie
konvexer Mengen
2.1. Beschreibung konvexer Mengen
In diesem Abschnitt werden einige Definitionen, Bezeichnungen und Sa¨tze aus der Theo-
rie der konvexen Mengen zur Verfu¨gung gestellt, soweit sie in dieser Arbeit beno¨tigt wer-
den. Dabei werde ich mich hauptsa¨chlich auf die Bu¨cher von K. Leichtweiß [Lei] und R.
Schneider [Sch] stu¨tzen. Zuna¨chst wollen wir die Begriffe konvexer Ko¨rper und konvexe
Hu¨lle definieren.
Definition 2.1: (a) Eine Punktmenge K ⊆ Ed heißt konvex, falls zu je zwei Punkten
a, b ∈ K auch die Verbindungsstrecke ab in K liegt. Die Familie aller konvexen
Mengen wird mit K˜(Ed) bezeichnet.
(b) Eine nichtleere kompakte konvexe Menge des Ed heißt konvexer Ko¨rper. Die Familie
der konvexen Ko¨rper des Ed wird mit K(Ed) bezeichnet.
(c) Die konvexe Hu¨lle einer Punktmenge A ⊆ Ed ist definiert als
convA :=
⋂
K∈eK(Ed)
A⊆K
K.
Um fu¨r Punktmengen des Ed einen Dimensionsbegriff einzufu¨hren gibt es in der Litera-
tur verschiedene Ansa¨tze, die auch zu unterschiedlichen Werten der Dimension bestimm-
ter Mengen fu¨hren. Glu¨cklicherweise stimmen die Werte der u¨blichen Dimensionsfunk-
tionen fu¨r konvexe Mengen u¨berein. Deshalb wa¨hlen wir hier einen mo¨glichst einfachen
Zugang. Dabei setzen wir den u¨blichen Dimensionsbegriff fu¨r affine Unterra¨ume voraus.
Definition 2.2: Die Dimension einer konvexen Menge K ∈ K˜(Ed) wird definiert durch
dimK := dim(affK).
Es sollen nun einige Hilfsmittel zur Beschreibung konvexer Mengen bereitgestellt werden.
Definition 2.3: (Beschreibung konvexer Ko¨rper)
Sei K ∈ K(Ed) ein konvexe Ko¨rper.
(a) Stu¨tzfunktion von K: hK : E
d\{o} → R
hK(u) := sup{〈x, u〉 : x ∈ K},
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(b) Stu¨tzhyperebene von K in Richtung u:
HK(u) := {x ∈ E
d : 〈x, u〉 = hK(u)},
(c) Stu¨tzhalbraum von K in Richtung u:
H−K(u) := {x ∈ E
d : 〈x, u〉 ≤ hK(u)},
(d) Stu¨tzmenge bzw. Seite von K in Richtung u:
FK(u) := HK(u) ∩K.
Daraus lassen sich gleich einige Eigenschaften herleiten, deren Beweis recht einfach ist.
Lemma 2.1: (Eigenschaften der Stu¨tzfunktion)
Fu¨r K,L ∈ K(Ed), t, u, v ∈ Ed, u, v 6= o und λ ≥ 0 gilt:
(i) hK+t(u) = hK(u) + 〈t, u〉,
(ii) hK(λu) = λhK(u),
(iii) hK(u+ v) ≤ hK(u) + hK(v),
(iv) hK ≤ hL ⇐⇒ K ⊆ L,
(v) hK = hL ⇐⇒ K = L,
(vi) hλK(u) = λhK(u),
(vii) h−K(u) = hK(−u).
Lemma 2.2: [Sch, Theorem 1.7.5] Fu¨r K,L ∈ K(Ed) und u ∈ Ed\{o} gilt:
(i) hK⊕L(u) = hK(u) + hL(u),
(ii) HK⊕L(u) = HK(u)⊕HL(u),
(iii) FK⊕L(u) = FK(u)⊕ FL(u).
Beweis: (i) Sei u ∈ Ed\{o}. Dann existiert ein x ∈ P mit hP (u) = 〈x, u〉 und ein
y ∈ Q mit hQ(u) = 〈y, u〉. Damit gilt hP (u) + hQ(u) = 〈x, u〉+ 〈y, u〉 = 〈x+ y, u〉.
Da x+y ∈ P⊕Q ist, gilt 〈x+ y, u〉 ≤ hP⊕Q(u) und damit hP (u)+hQ(u) ≤ hP⊕Q(u).
Sei jetzt z ∈ P ⊕ Q. Dann hat z die Darstellung z = x + y mit geeigneten x ∈ P
und y ∈ Q und es gilt 〈z, u〉 = 〈x, u〉+ 〈y, u〉 ≤ hP (u) + hQ(u). Da z beliebig war,
ist hP⊕Q ≤ hP (u) + hQ(u). Somit haben wir hP⊕Q(u) = hP (u) + hQ(u).
(ii) Seien x ∈ HP (u) und y ∈ HQ(u) fu¨r ein festes u ∈ E
d\{o}. Dann ist 〈x, u〉 = hP (u)
und 〈y, u〉 = hQ(u). Damit ergibt sich 〈x+ y, u〉 = 〈x, u〉+〈y, u〉 = hP (u)+hQ(u) =
hP⊕Q(u). Infolge dessen ist x+y ∈ HP⊕Q(u) und es giltHP (u)⊕HQ(u) ⊆ HP⊕Q(u).
Sei jetzt z ∈ HP⊕Q(u) und x ∈ HP (u). Dann definieren wir y := z − x. Damit
gilt 〈y, u〉 = 〈z − x, u〉 = 〈z, u〉 − 〈x, u〉 = hP⊕Q(u) − hQ(u). Mit Teil (i) gilt
〈y, u〉 = hQ(u). Somit ist y ∈ HQ(u) und es gilt HP⊕Q(u) ⊆ HP (u) ⊕ HQ(u).
Insgesamt haben wir HP⊕Q(u) = HP (u)⊕HQ(u).
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(iii) Seien x ∈ FP (u) und y ∈ FQ(u) fu¨r ein festes u ∈ E
d\{o}. Da jeweils x ∈ P
und y ∈ Q gilt, ist auch x + y ∈ P ⊕ Q. Andererseits gilt auch x ∈ HP (u) und
y ∈ HQ(u). Mit Teil (ii) ist dann auch x+y ∈ HP⊕Q(u). Somit ist x+y ∈ FP⊕Q(u).
Sei jetzt z ∈ FP⊕Q(u). Dann gilt 〈z, u〉 = hP⊕Q(u) und z ∈ P ⊕Q. Damit existiert
ein x ∈ P und ein y ∈ Q, sodass z = x + y. Weiter gilt unter Verwendung von
Teil (i) hP (u) + hQ(u) = hP⊕Q(u) = 〈z, u〉 = 〈x, u〉+ 〈y, u〉. Da x ∈ P und y ∈ Q,
gilt auch 〈x, u〉 ≤ hP (u) und 〈y, u〉 ≤ hQ(u). Zusammen mit der obigen Beziehung
ergibt sich dann 〈x, u〉 = hP (u) und 〈y, u〉 = hQ(u). Entsprechend gilt x ∈ HP (u)
und y ∈ HQ(u) und somit auch x ∈ FP (u) und y ∈ FQ(u). q.e.d.
Folgerung 2.1: Fu¨r K ∈ K(Ed), u ∈ Ed\{o} und λ > 0 gilt:
(i) HK(u) = HK(λu),
(ii) FK(u) = FK(λu).
Beweis: Mit der Eigenschaft (ii) aus Lemma 2.1 erha¨lt man
(i) HK(u) = {x ∈ E
d : 〈x, u〉 = hK(u)} = {x ∈ E
d : λ 〈x, u〉 = λhK(u)} = {x ∈ E
d :
〈x, λu〉 = hK(λu)} = HK(λu) und
(ii) FK(u) = {x ∈ K : 〈x, u〉 = hK(u)} = {x ∈ K : λ 〈x, u〉 = λhK(u)} = {x ∈ K :
〈x, λu〉 = hK(λu)} = FK(λu). q.e.d.
Folgerung 2.2: Es gilt folgende Ku¨rzungsregel:∧
K,L,M∈K(Ed)
(
K ⊕M = L⊕M =⇒ K = L
)
(KZR)
Beweis: Seien K,L und M konvexe Mengen des Ed mit K ⊕M = L ⊕M . Dann gilt
natu¨rlich auch fu¨r die Stu¨tzfunktionen hK⊕M = hL⊕M . Mit Lemma 2.2(i) erha¨lt man
hK + hM = hK⊕M = hL⊕M = hL + hM . Damit ergibt sich hK = hL. Da nach Lemma
2.1(v) jede konvexe Menge eindeutig durch ihre Stu¨tzfunktion bestimmt ist, gilt also
K = L. q.e.d.
Diese Ku¨rzungsregel u¨bertra¨gt sich auch auf die Translationsgleichheit.
Folgerung 2.3:∧
K,L,M∈K(Ed)
(
K ⊕M
T
= L⊕M =⇒ K
T
= L
)
(KZRT
=
)
Beweis: Seien K,L und M konvexe Mengen des Ed mit K ⊕M
T
= L ⊕M . Dann gibt
es einen Translationsvektor t ∈ Ed, sodass K ⊕M = L ⊕M + t. Damit erhalten wir
K⊕M = L⊕M + t = (L+ t)⊕M . Mit der Ku¨rzungsregel (KZR) ergibt sich K = L+ t.
Also sind K und L translationsgleich. q.e.d.
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Fu¨r die Dimension der Minkowskisumme konvexer Mengen erhalten wir folgende einfache
Abscha¨tzung:
Lemma 2.3: Fu¨r konvexe Mengen K,L ∈ K(Ed) gilt:
dim(K ⊕ L) ≥ max(dim(K), dim(L)).
Beweis: Es gilt offenbar K + t ⊆ K ⊕ L fu¨r ein t ∈ L. Aus der Monotonie und
Bewegungsinvarianz der Dimension folgt dimK ≤ dim(K ⊕ L). Entsprechend erhalten
wir auch dimL ≤ dim(K ⊕ L) und somit dim(K ⊕ L) ≥ max(dim(K), dim(L)). q.e.d.
Spa¨ter beno¨tigen wir noch eine Aussage zum Verhalten der Minkowskischen Additi-
on unter bestimmten Orthogonalprojektionen. Es gilt jedoch allgemein, dass konvexe
Mengen unter linearen Abbildungen Minkowski-additiv sind.
Lemma 2.4: Es sei ϕ : Ed → Ed eine lineare Abbildung. Dann gilt fu¨r K,L ∈ K(Ed):
ϕ(K ⊕ L) = ϕ(K)⊕ ϕ(L).
Beweis: Es seien K und L konvexe Mengen des Ed und y ∈ ϕ(K ⊕ L). Dann gibt es
ein x ∈ K ⊕ L, sodass ϕ(x) = y ist. Da x ∈ K ⊕ L ist, gibt es ebenfalls ein r ∈ K und
ein s ∈ L, sodass x = r + s ist. Demnach gilt y = ϕ(x) = ϕ(r + s) = ϕ(r) + ϕ(s) ∈
ϕ(K)⊕ ϕ(L). Somit ist ϕ(K ⊕ L) ⊆ ϕ(K)⊕ ϕ(L).
Umgekehrt sei jetzt w ∈ ϕ(K) ⊕ ϕ(L). Dann gibt es ein y ∈ ϕ(K) und ein z ∈ ϕ(L),
sodass w = y + z. Folglich gibt es weiterhin ein r ∈ K mit ϕ(r) = y und ein s ∈ L mit
ϕ(s) = z. Damit erhalten wir w = ϕ(r) + ϕ(s) = ϕ(r + s) ∈ ϕ(K ⊕ L). Somit ist auch
ϕ(K)⊕ ϕ(L) ⊆ ϕ(K ⊕ L). q.e.d.
2.2. Euklidische und spha¨rische Polytope
Definition 2.4: (a) Eine Punktmenge P ⊆ Ed heißt Polytop oder konvexes Polyeder,
falls es die konvexe Hu¨lle einer endlichen Menge M ⊆ Ed ist. Die Menge aller
nichtleeren Polytope des Ed wird mit P(Ed) bezeichnet.
(b) Ein Polytop P ∈ P(Ed) heißt eigentlich, wenn dimP = d ist. Die Familie der
eigentlichen Polytope des Ed bezeichnen wir mit Pd(E
d) (oder kurz Pd).
(c) F heißt k-dimensionale Seite oder kurz k-Seite von P ∈ P(Ed), wenn es eine Stu¨tz-
hyperebene H an P gibt, sodass F = H ∩ P und dimF = k gilt. Die Menge aller
k-dimensionale Seiten von P wird mit Fk(P ) bezeichnet. Die nulldimensionalen Sei-
ten heißen Ecken. Die Menge aller Eckpunkte von P wird auch mit vert(P ) bezeich-
net. Die eindimensionalen Seiten heißen Kanten. Fu¨r k = d−2 heißt F auch Hyper-
kante und fu¨r k = d−1 (Hyper-)Seitenfla¨che. Dazu za¨hlen wir noch die beiden unei-
gentlichen Seiten ∅ und P . Der leeren Menge wird dabei die Dimension dim ∅ = −1
zugeordnet. Es gilt dann fu¨r jedes eigentliche Polytop P : F−1(P ) := {∅} und
Fd(P ) := {P}. Ist P uneigentlich, so ist Fd(P ) := ∅. Fu¨r die Menge aller Seiten
von P verwenden wir das Symbol F(P ) :=
⋃d
k=−1 Fk(P ). Die Menge aller eigentli-
chen Seiten von P bezeichnen wir schließlich mit F∗(P ) :=
⋃d−1
k=0 Fk(P ).
11
(d) Es seien F1, F2 ∈ F(P ) zwei Seiten eines Polytops P ∈ P(E
d). Dann heißt
F := 〈F1 ∪ F2〉 :=
⋂
G∈F(P )
F1∪F2⊆G
G.
die von F1 und F2 erzeugte Seite.
Bemerkung 2.1: (i) Mit F0(P ) werden die Ecken von P bezeichnet. Als nulldimen-
sionale Seiten sind die Ecken eigentlich einpunktige Mengen. Es gilt also F0(P ) ⊆
2E
d
. Mit vert(P ) wird hingegen die Menge der Eckpunkte bezeichnet, es gilt also
F0(P ) = {{a} : a ∈ vert(P )}. Allerdings werden wir diese Unterscheidung nicht
streng beibehalten. So schreiben wir sowohl A ∈ vert(P ), als auch A ∈ F0(P )
und A bezeichnet dabei sowohl den Eckpunkt selbst, als auch die aus dem Eck-
punkt bestehende einpunktige Menge. Aus dem Zusammenhang ist dann jeweils
ersichtlich, was gemeint ist.
(ii) F(P ) bildet mit den beiden Operationen ∩ und 〈· ∪ ·〉 einen Verband.
Spha¨rische Polytope sind zwar nicht Gegenstand dieser Untersuchungen, werden al-
lerdings spa¨ter zur Beschreibung euklidischer Polytope beno¨tigt. Die Definition spha¨ri-
scher Polytope bereitet dabei einige Schwierigkeiten, da auf der Spha¨re Sd−1 keine lineare
Struktur zur Verfu¨gung steht. Außerdem bereitet die Existenz diametral gegenu¨berlie-
gender Punkte einige Probleme. In der Literatur gibt es deshalb verschiedene Ansa¨tze,
die zu wesentlich verschiedenen Definitionen fu¨hren (vgl. etwa [BH]). Der hier gewa¨hlte
Zugang ist speziell an die Erfordernisse dieser Arbeit angepasst, bietet aber auch all-
gemein einige Vorteile. Zuna¨chst werden die Begriffe der spha¨rischen Strecke und der
spha¨risch-konvexen Menge eingefu¨hrt.
Definition 2.5: (a) Fu¨r zwei verschiedene Punkte a, b ∈ Sd−1, die nicht diametral
zueinander liegen, heißt
âb := cone(o, ab) ∩ Sd−1
spha¨rische Strecke oder Bogen zwischen a und b.
Dabei ist cone(o, ab) := {λx ∈ Ed : x ∈ ab, λ ≥ 0} der Projektionskegel von ab mit
dem Ursprung als Scheitelpunkt (vgl. Definition 2.12 auf Seite 16).
(b) Eine PunktmengeK ⊆ Sd−1 heißt spha¨risch-konvex, falls zu je zwei nicht diametral
liegenden Punkten a, b ∈ K auch der Bogen âb zu K geho¨rt. Die Familie aller
spha¨risch-konvexen Mengen wird mit K˜(Sd−1) bezeichnet.
(c) Eine nichtleere kompakte spha¨risch-konvexe Menge des Sd−1 heißt spha¨risch-kon-
vexer Ko¨rper. Die Familie der konvexen Ko¨rper der Spha¨re Sd−1 wird mit K(Sd−1)
bezeichnet.
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(d) Die spha¨risch-konvexe Hu¨lle einer Punktmenge A ⊆ Sd−1 ist definiert als
sconvA :=
⋂
K∈eK(Sd−1)
A⊆K
K.
Bemerkung 2.2: (i) Die ha¨ufig erhobene zusa¨tzliche Forderung, dass eine spha¨risch-
konvexe Menge in einer offenen Halbspha¨re liegen muss, wird hier nicht erhoben.
Es zeigt sich damit eine sta¨rkere Analogie zum Konvexita¨tsbegriff im euklidischen
Raum Ed, wo z. B. alle affinen Unterra¨ume und alle offenen und abgeschlossenen
Halbunterra¨ume konvexe Mengen sind. So sind ebenfalls alle Unterspha¨ren und alle
offenen und abgeschlossenen Unterhalbspha¨ren spha¨risch-konvexe Mengen. Insbe-
sondere ist z. B. ein diametrales Punktepaar als nulldimensionale Unterspha¨re eine
spha¨risch-konvexe Menge.
(ii) Der hier eingefu¨hrte Konvexita¨tsbegriff unterscheidet sich außerdem von der me-
trischen Konvexita¨t, wie sie von K. Menger [Men], J. de Groot [Gro] und anderen
Autoren eingefu¨hrt wurde. Auf der Spha¨re ist in natu¨rlicher Weise ein Abstand
d gegeben (z. B. durch den Winkel zwischen a, b ∈ Sd−1), wodurch (Sd−1, d) zu
einem metrischen Raum wird. Nun kann man zu zwei Punkten a, b ∈ Sd−1) eine
d-Strecke definieren durch [a, b]d := {x ∈ S
d−1 : d(a, b) = d(a, x) + d(x, b)}. Eine
Menge K ⊆ Sd−1 heißt dann d-konvex, wenn zu je zwei Punkten a, b ∈ K auch die
d-Strecke [a, b]d zu K geho¨rt. Da die d-Strecke [a, b]d zweier diametraler Punkte
bereits die ganze Spha¨re ist, ist Sd−1 die einzige Unterspha¨re, die d-konvex ist.
(iii) Da der Durchschnitt spha¨risch-konvexer Mengen wieder eine spha¨risch-konvexe
Menge ist und ferner die ganze Spha¨re Sd−1 konvex ist, ist sconv ein Hu¨lloperator
auf Sd−1. Dies ist nicht bei allen in der Literatur betrachteten Konvexita¨tsbegriffen
auf der Spha¨re der Fall.
Definition 2.6: (a) Eine (d−2)-dimensionale Unterspha¨re S von Sd−1 heißt Stu¨tz-
spha¨re an einen spha¨risch-konvexen Ko¨rper K ⊆ Sd−1, wenn S ∩ K 6= ∅ und K
ganz in einer der beiden von S begrenzten abgeschlossenen Halbspha¨ren enthalten
ist. S ∩K heißt dann Stu¨tzmenge oder Seite von K.
(b) Die Dimension einer spha¨risch-konvexen Menge K ∈ K˜(Sd−1) wird definiert durch
dimK := dim(linK)− 1.
Definition 2.7: (a) Eine Punktmenge P ⊆ Sd−1 heißt spha¨risches Polytop, falls es
die spha¨risch-konvexe Hu¨lle einer endlichen Menge M ⊆ Sd−1 ist. Die Menge aller
nichtleeren Polytope der Spha¨re Sd−1 wird mit P(Sd−1) bezeichnet.
(b) Ein Polytop P ∈ P(Sd−1) heißt eigentlich, wenn dimP = d−1 ist. Die Familie der
eigentlichen Polytope der Spha¨re Sd−1 bezeichnen wir mit Pd−1(S
d−1).
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(c) F heißt k-dimensionale Seite oder kurz k-Seite von P ∈ P(Sd−1), wenn es eine
Stu¨tzspha¨re S an P gibt, sodass F = S ∩ P und dimF = k gilt. Die Menge aller
k-dimensionalen Seiten von P wird mit Fk(P ) bezeichnet. Die nulldimensionalen
Seiten heißen Ecken. Die Menge aller Eckpunkte von P wird auch mit vert(P )
bezeichnet. Die eindimensionalen Seiten heißen Kanten. Fu¨r k = d − 3 heißt F
auch Hyperkante und fu¨r k = d− 2 (Hyper-)Seitenfla¨che. Dazu za¨hlen wir weiter-
hin die beiden uneigentlichen Seiten ∅ und P . Der leeren Menge wird dabei die
Dimension dim ∅ = −1 zugeordnet. Es gilt dann fu¨r jedes eigentliche Polytop P :
F−1(P ) := {∅} und Fd−1(P ) := {P}. Ist P uneigentlich, so ist Fd−1(P ) := ∅. Fu¨r
die Menge aller Seiten von P verwenden wir das Symbol F(P ) :=
⋃d−1
k=−1 Fk(P ).
Die Menge aller eigentlichen Seiten von P bezeichnen wir schließlich mit F∗(P ) :=⋃d−2
k=0 Fk(P ).
Bemerkung 2.3: Nach dieser Definition sind auch Unterspha¨ren und abgeschlossene
Halbspha¨ren von Sd−1 Polytope. Spha¨rische Polytope mu¨ssen also nicht unbedingt Ecken
besitzen. Etwas unscho¨n an dieser Definition ist, dass auch diametrale Punktepaare als
eine Ecke aufgefasst werden. Fu¨r unsere Zwecke ist das aber nicht von Bedeutung.
Wir beno¨tigen nun noch den Begriff des (relativ) offenen spha¨rischen Polytops.
Definition 2.8: (a) Eine Punktmenge P˘ ⊆ Sd−1 heißt (relativ) offenes spha¨risches
Polytop, falls es ein spha¨risches Polytop P ∈ P(Sd−1) gibt, sodass P˘ = rel intP
ist. Die Menge aller nichtleeren offenen Polytope der Spha¨re Sd−1 wird mit P˘(Sd−1)
bezeichnet.
(b) F˘ heißt k-dimensionale Seite oder kurz k-Seite eines offenen spha¨rischen Polytops
P˘ ∈ P˘(Sd−1), wenn es eine k-Seite F ∈ Fk(clP ) gibt, sodass F˘ = rel intF ist.
Die Menge aller k-dimensionale Seiten von P˘ wird mit F˘k(P ) bezeichnet. Ebenso
verwenden wir die Bezeichnungen F˘(P ) :=
⋃d−1
k=−1 F˘k(P ) und F˘∗(P ) :=
⋃d−2
k=0 F˘k(P ).
Bemerkung 2.4: (i) Das relative Innere rel intP ist dabei bzgl. der kleinsten Unter-
spha¨re zu betrachten, die P entha¨lt. Fu¨r nulldimensionale Polytope (also einpunk-
tige Mengen oder diametrale Punktepaare) und ebenso fu¨r die ganze Spha¨re und
alle Unterspha¨ren stimmen dabei die offenen mit den abgeschlossenen Polytopen
u¨berein.
(ii) Fu¨r jedes offene spha¨risches Polytop P˘ ∈ P˘(Sd−1) ist cl P˘ ∈ P(Sd−1). Jedes (abge-
schlossene) spha¨risches Polytop P ∈ P(Sd−1) besitzt folgende Zerlegung in offene
spha¨rische Polytope:
P =
⋃
·
F∈F(P )
rel intF =
⋃
·
F˘∈F˘(rel intP )
F˘ .
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2.3. Winkel und Winkelmaße von Polytopen
2.3.1. Projektionskegel und innere Winkel
Bei den weiteren Untersuchungen von Polytopen treten verschiedene Winkel und Win-
kelmaße auf. Zuna¨chst steht der u¨bliche Winkelbegriff fu¨r Vektoren zur Verfu¨gung.
Definition 2.9: Fu¨r zwei Vektoren u, v ∈ Ed, u, v 6= o ist ϕ ∈ [0, π] die Gro¨ße des
Winkels zwischen u und v :⇐⇒
cosϕ =
〈u, v〉
‖u‖ ‖v‖
. (2.1)
Fu¨r ϕ verwenden wir auch die Bezeichnung ϕ = ∢(u, v).
Damit ko¨nnen wir die Gro¨ße der inneren Winkel von Polygonen definieren.
Definition 2.10: Es sei P ∈ P2(E
2) ein Polygon mit den Ecken A1, . . . , An = A0
(in positivem Umlaufsinn geordnet). Weiter seien ~ai := Ai+1 − Ai (i = 0, . . . , n−1) die
Seitenvektoren von P . Die Gro¨ße des Innenwinkels der Ecke Ai von P ist dann
α(Ai) := ∢(~ai,−~ai−1). (2.2)
Bemerkung 2.5: Die Gro¨ße des Innenwinkels kann man ebenso mit Hilfe der a¨ußeren
Normaleneinheitsvektoren der Seiten von P definieren:
Es sei aˆi der a¨ußere Normaleneinheitsvektor der Seite AiAi+1, (i = 0, . . . , n−1). Dann
gilt fu¨r die Gro¨ße des Innenwinkels der Ecke Ai von P :
α(Ai) = ∢(aˆi,−aˆi−1). (2.3)
Die Beziehung (2.3) la¨sst sich nun verallgemeinern und ermo¨glicht es fu¨r beliebige ei-
gentliche d-dimensionale Polytope den Keilwinkel zu definieren.
Definition 2.11: Es sei P ∈ Pd(E
d) ein eigentliches d-Polytop und F ∈ Fd−2(P ) ei-
ne Hyperkante. F besitzt dann genau zwei (d−1)-dimensionale Seitenfla¨chen F1, F2 ∈
Fd−1(P ), die an F angrenzen (d.h. es gilt F = F1 ∩ F2). u1 und u2 seien die beiden
a¨ußeren Normaleneinheitsvektoren von F1 bzw. F2. Die Gro¨ße des (inneren) Keilwinkels
der Hyperkante F von P ist dann
α(F ) := ∢(u1,−u2). (2.4)
Damit haben wir bisher nur Winkelgro¨ßen definiert. Die Winkel selbst sollen jedoch
als gewisse Punktmengen aufgefasst werden. In der euklidischen Ebene soll unter einem
(nichtgestreckten) Winkel die konvexe Hu¨lle zweier Stahlen mit gemeinsamen Endpunkt
verstanden werden. Fu¨r konvexe Polygone kann dieser mit Hilfe der Projektionskegel
beschrieben werden.
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Definition 2.12: Es sei M ⊆ Ed eine nichtleere Menge und x0 ∈ E
d. Dann heißt
cone(x0,M) = {x ∈ E
d : x = (1− λ)x0 + λy, y ∈M,λ ≥ 0} (2.5)
der Projektionskegel von M bzgl. x0.
Definition 2.13: Es sei P ∈ P2(E
2) ein konvexes Polygon. Fu¨r eine Ecke A ∈ vert(P )
heißt ψ(A) := cone(A,P ) innerer Winkel der Ecke A.
Lemma 2.5: Fu¨r jedes konvexe Polygon P ∈ P2(E
2) gilt fu¨r jede Ecke A ∈ vertP
α(A) = σ1((ψ(A)− A) ∩ S
1). (2.6)
Beweis: Es sei P ∈ P2(E
2) ein Polygon mit den Ecken A1, . . . , An = A0 (in positivem
Umlaufsinn geordnet). Weiter seien ~ai := Ai+1 − Ai (i = 0, . . . , n−1) die Seitenvek-
toren von P . Fu¨r eine Ecke Ai ∈ vertP wird ψ(Ai) durch die Translation um −Ai so
verschoben, dass der Scheitel von ψ(Ai)−Ai im Ursprung liegt. Fu¨r ψ(Ai)−Ai gilt dann
ψ(Ai) − Ai = cone(o, P − Ai) = {x ∈ E
d : x = λy, y ∈ P − Ai, λ ≥ 0}. Damit erhalten
wir
(ψ(Ai)− Ai) ∩ S
1 = {x ∈ Ed : x = λy, y ∈ P − Ai, λ ≥ 0, ‖x‖ = 1}
=
{
x ∈ Ed : x =
y
‖y‖
, y ∈ P − Ai, ‖y‖ > 0
}
.
Das ist nun aber ein Kreisbogen, der von ~ai
‖~ai‖
und − ~ai−1
‖~ai−1‖
begrenzt wird. Fu¨r diesen gilt
dann σ1((ψ(Ai)− Ai) ∩ S
1) = ∢
(
~ai
‖~ai‖
,− ~ai−1
‖~ai−1‖
)
= ∢(~ai,−~ai−1) = α(Ai). q.e.d.
Analog zu Definition 2.13 kann man ebenso Raumwinkel fu¨r Ecken von Polytopen im
Ed einfu¨hren. Dies ero¨ffnet die Mo¨glichkeit fu¨r Raumwinkel Winkelmaße einzufu¨hren.
Definition 2.14: Es sei P ∈ P(Ed) ein Polytop mit dimP > 0 und A ∈ vertP . Dann
heißt
(a) ψ(A) := cone(A,P ) innerer Raumwinkel der Ecke A.
(b) α(A) := σd−1((ψ(A)− A) ∩ S
d−1) die Gro¨ße des inneren Raumwinkels von A.
2.3.2. Normalenkegel und a¨ußere Winkel
Außerdem beno¨tigen wir noch den Begriff des a¨ußeren Winkels.
Definition 2.15: Es sei P ∈ P(Ed) ein Polytop und F ∈ Fk(P ) eine k-dimensionale
Seite von P . Dann heißt
(a) N˘F :=
{
u ∈ Ed\{o} : F = FP (u)
}
der relativ offene Normalenkegel der Seite F
und
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(b) NF :=
{
u ∈ Ed :
∧
x∈F
∧
y∈P
(
〈y − x, u〉 ≤ 0
)}
der (abgeschlossene) Normalenkegel
der Seite F .
Bemerkung 2.6: Fu¨r die beiden uneigentlichen Seiten ∅ ∈ F−1(P ) und P ∈ Fd(P )
eines eigentlichen d-dimensionalen Polytops P ∈ Pd(E
d) gilt N˘∅ = ∅, N∅ = E
d und
N˘P = ∅, NP = {o}. Die ersten drei Behauptungen folgen dabei direkt aus der Definition.
Außerdem ist o ∈ NP , da fu¨r alle z ∈ E
d stets 〈z, o〉 = 0 gilt. Sei nun u ∈ Ed\{o}. Da
P ein eigentliches Polytop ist gibt es eine Kugel K, die ganz in P enthalten ist. Damit
existieren x, y ∈ K ⊆ P mit y− x = µu fu¨r ein µ > 0. Fu¨r das Skalarprodukt 〈y − x, u〉
gilt dann 〈y − x, u〉 = 〈µu, u〉 = µ 〈u, u〉 > 0. Also liegt u nicht in NP .
Der Normalenkegel einer Seite F eines Polytops P besitzt unter anderem folgende Dar-
stellungen:
Lemma 2.6: Es sei P ∈ P(Ed) ein Polytop und F ∈ F(P ) Seite von P . Dann hat NF
folgende a¨quivalente Darstellungen:
NF =
{
u ∈ Ed\{o} :
∧
x∈F
∧
y∈P
(
〈y − x, u〉 ≤ 0
)}
∪ {o}, (2.7)
NF =
{
u ∈ Ed\{o} :
∧
x∈F
(
〈x, u〉 = hP (u)
)}
∪ {o}, (2.8)
NF =
{
u ∈ Ed\{o} : F ⊆ HP (u)
}
∪ {o}, (2.9)
NF =
{
u ∈ Ed\{o} : F ⊆ FP (u)
}
∪ {o}, (2.10)
Beweis: Die Darstellung (2.7) ergibt sich direkt aus Definition 2.15, da fu¨r alle z ∈ Ed
stets 〈z, o〉 = 0 gilt.
Da nach Definition 2.3(i) die Stu¨tzfunktion hP (u) = sup{〈y, u〉 : y ∈ P} ist, gilt fu¨r alle
y ∈ P 〈y, u〉 ≤ hP (u). Daraus ergibt sich 〈y, u〉 ≤ 〈x, u〉 und damit 〈y − x, u〉 ≤ 0. Also
ist {
u ∈ Ed\{o} :
∧
x∈F
(
〈x, u〉 = hP (u)
)}
⊆
{
u ∈ Ed\{o} :
∧
x∈F
∧
y∈P
(
〈y − x, u〉 ≤ 0
)}
Gilt andererseits 〈y − x, u〉 ≤ 0 fu¨r alle x ∈ F und y ∈ P , also auch 〈y, u〉 ≤ 〈x, u〉,
so gilt fu¨r das Supremum sup{〈y, u〉 : y ∈ P} ≤ 〈x, u〉. Da F ⊆ P , erhalten wir
hP (u) = sup{〈y, u〉 : y ∈ P} = 〈x, u〉. Somit gilt ebenso die umgekehrte Inklusion und
wir erhalten die Darstellung (2.8).
Nach Definition 2.3(ii) ist HP (u) = {x ∈ E
d : 〈x, u〉 = hP (u)}. Ist F ⊆ HP (u), so gilt
offensichtlich fu¨r alle x ∈ F , 〈x, u〉 = hP (u) und umgekehrt. Damit erhalten wir die
Darstellung (2.9).
Da stets F ⊆ P gilt, ist F ⊆ HP (u)⇐⇒ F ⊆ FP (u) (= HP (u) ∩ P ). Also gilt auch die
Darstellung (2.10). q.e.d.
Lemma 2.7: Fu¨r jedes Polytop P ∈ P(Ed) und jede Seite F ∈ F(P ) von P ist NF
abgeschlossen.
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Beweis: Es sei (un)
∞
n=1 eine Folge aus NF mit lim
n→∞
un = u. Damit gilt fu¨r jedes un, dass
das Skalarprodukt 〈y − x, un〉 ≤ 0 ist, fu¨r alle x ∈ F und alle y ∈ P . Aus der Stetigkeit
des Skalarproduktes folgt 〈y − x, u〉 =
〈
y − x, lim
n→∞
un
〉
= lim
n→∞
〈y − x, un〉 ≤ 0. Also ist
auch u ∈ NF und somit ist NF abgeschlossen. q.e.d.
Lemma 2.8: Fu¨r zwei Seiten F,G ∈ F(P ) eines Polytops P ∈ P(Ed) mit F ⊆ G gilt
stets NF ⊇ NG.
Beweis: Ist u ∈ NG, so gilt wegen der Darstellung (2.10) G ⊆ FP (u). Da F ⊆ G ist,
erhalten wir F ⊆ FP (u). Somit ist auch u ∈ NF . q.e.d.
Lemma 2.9: Es seien F1, F2 ∈ F(P ) zwei Seiten eines Polytops P ∈ P(E
d) und F :=
〈F1 ∪ F2〉 die von F1 und F2 erzeugte Seite. Fu¨r die Normalenkegel gilt dann NF =
NF1 ∩NF2.
Beweis: Zuna¨chst ist natu¨rlich F1, F2 ⊆ F . Demzufolge gilt nach Lemma 2.8 NF ⊆
NF1 ∩NF2 . Es sei nun u ∈ NF1 ∩NF2 . Dann gilt wegen der Darstellung (2.10) F1, F2 ⊆
FP (u) und damit auch F1 ∪ F2 ⊆ FP (u). Die von F1 und F2 erzeugte Seite von P ist
definiert als
F = 〈F1 ∪ F2〉 =
⋂
G∈F(P )
F1∪F2⊆G
G. (2.11)
Nun ist FP (u) eine der Seiten, die in (2.11) zum Schnitt gebracht werden. Damit erhal-
ten wir die Inklusion F = 〈F1 ∪ F2〉 ⊆ FP (u). Also ist u ∈ NF und es gilt somit die
umgekehrte Inklusion NF1 ∩NF2 ⊆ NF . q.e.d.
Lemma 2.10: Fu¨r jedes Polytop P ∈ P(Ed) und jede k-dimensionale Seite F ∈ Fk(P )
(0 ≤ k < d) von P gilt:
NF = cl N˘F .
Beweis: Wir gehen von der Darstellung (2.10) von NF aus. Offensichtlich ist
{
u ∈
Ed\{o} : F = FP (u)
}
⊆
{
u ∈ Ed\{o} : F ⊆ FP (u)
}
, also auch N˘F ⊆ NF . Es sei
nun u ∈ Ed\{o} und F ⊂ FP (u). Weiter sei v ∈ E
d\{o} ein Richtungsvektor mit
F = FP (v). Fu¨r jeden Punkt x ∈ F gilt dann 〈x, u〉 = hP (u) sowie 〈x, v〉 = hP (v)
und fu¨r jeden Punkt y ∈ P mit y 6∈ F gilt 〈y, u〉 ≤ hP (u) und 〈y, v〉 < hP (v). Wir
betrachten nun den Richtungsvektor (1−λ)u+λv fu¨r λ ∈ (0, 1). Es gilt dann fu¨r x ∈ F :
〈x, (1−λ)u+ λv〉 = (1−λ) 〈x, u〉 + λ 〈x, v〉 = (1−λ)hP (u) + λhP (v). Fu¨r y ∈ P mit
y 6∈ F erhalten wir 〈y, (1−λ)u+ λv〉 = (1−λ) 〈y, u〉+ λ 〈y, v〉 < (1−λ)hP (u) + λhP (v).
Demnach ist F ebenfalls Seite in Richtung (1−λ)u+ λv.
Wir wa¨hlen nun eine Folge (λn)
∞
n=1 aus (0, 1) mit limn→∞ λn = 0, z.B. λn :=
1
n
. Dann ist
F = FP ((1−λn)u+λnv) und somit (1−λn)u+λnv ∈ N˘F fu¨r alle n ∈ N\{0}. Infolgedessen
ist u ∈ cl N˘F . Nach 2.2 (ii) ist FK(u) = FK(λu) fu¨r alle λ > 0, also auch fu¨r alle
Folgeglieder von (λn)
∞
n=1. Da dimF 6= −1, d ist, gibt es stets eine Richtung u ∈ E
d\{o},
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sodass F = FP (u) ist. Somit ist u ∈ N˘F . Folglich ist ebenso o = limn→∞ λnu ∈ cl N˘F .
Wir erhalten also die Inklusion NF ⊆ cl N˘F . Da nach Lemma 2.7 NF abgeschlossen
ist und N˘F ⊆ NF gilt, erhalten wir cl N˘F ⊆ clNF = NF . Insgesamt ergibt sich damit
NF = cl N˘F . q.e.d.
Lemma 2.11: Fu¨r jedes Polytop P ∈ P(Ed) erhalten wir folgende disjunkte bzw. ele-
mentare Zerlegungen des Ed:
(i)
d−1⋃
·
k=0
⋃
·
F∈Fk(P )
N˘F = E
d\{o},
(ii)
⊎
F∈F0(P )
NF = E
d.
Beweis: (i) Zuna¨chst gilt fu¨r zwei verschiedene Seiten F ∈ Fk(P ) und G ∈ Fl(P )
(0 ≤ k, l < d), dass N˘F ∩ N˘G = ∅, da zu jeder Richtung u ∈ E
d\{o} die entspre-
chende Seite in Richtung u eindeutig bestimmt ist. Umgekehrt gibt es natu¨rlich
ebenso zu jeder Richtung u ∈ Ed\{o} eine Seite F ∈ Fk(P ) fu¨r ein k ∈ {0, . . . , d−1}
mit F = FP (u).
(ii) Aus der Aussage (i) und Lemma 2.10 erhalten wir zuna¨chst
d−1⋃
k=0
⋃
F∈Fk(P )
NF = E
d. (2.12)
Sind F,G ∈ F(P ), F,G 6= ∅, zwei Seiten von P mit F ⊆ G, so gilt wegen
Lemma 2.8 NF ⊇ NG. Da jede Seite von P stets einen Eckpunkt entha¨lt, ko¨nnen
wir in der Darstellung (2.12) alle Seiten F weglassen, deren Dimension dimF ≥ 1
ist. Damit erhalten wir ⋃
F∈F0(P )
NF = E
d. (2.13)
Es seien nun F1, F2 ∈ F0(P ), F1 6= F2 zwei Ecken von P und F := 〈F1 ∪ F2〉 die
von F1 und F2 erzeugte Seite. Nach Lemma 2.9 gilt dann NF1 ∩ NF2 = NF . Da
F1 6= F2 ist, kann F keine Ecke sein. Also ist dimF ≥ 1.
Es bezeichne U den zu aff(F ) geho¨renden linearen Unterraum. Dieser la¨sst sich
darstellen als U = aff(F ) − x0 = lin(F − x0) fu¨r ein x0 ∈ F . Es sei nun u ∈ NF .
Dann gilt nach Darstellung (2.8) aus Lemma 2.6 fu¨r alle x ∈ F : 〈x, u〉 = hP (u) =
〈x0, u〉. Damit erhalten wir 〈x− x0, u〉 = 0. Jedes v ∈ U la¨sst sich nun als Li-
nearkombination von Elementen aus F − x0 darstellen: v =
∑n
i=1 λi(xi − x0)
fu¨r gewisse x1, . . . , xn ∈ F und λ1, . . . , λn ∈ R. Fu¨r jedes v ∈ U und jedes
u ∈ NF gilt damit
〈v, u〉 =
〈 n∑
i=1
λi(xi − x0), u
〉
=
n∑
i=1
λi 〈xi − x0, u〉 = 0.
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Also ist u ∈ U⊥ und damit NF ⊆ U
⊥.
Nun gilt fu¨r die Dimension dimU = dimF ≥ 1 und damit dimU⊥ = d− dimU =
d− dimF ≤ d− 1. Da NF ⊆ U
⊥ erhalten wir dimNF = dimU
⊥ ≤ d− 1. Also ist
int(NF1 ∩NF2) = intNF = ∅ und wir erhalten die elementare Zerlegung⊎
F∈F0(P )
NF = E
d.
q.e.d.
Folgerung 2.4: Fu¨r jedes Polytop P ∈ P(Ed) erhalten wir folgende disjunkte bzw.
elementare Zerlegungen der Einheitsspha¨re Sd−1:
(i)
d−1⋃
·
k=0
⋃
·
F∈Fk(P )
(N˘F ∩ S
d−1) = Sd−1,
(ii)
⊎
F∈F0(P )
(NF ∩ S
d−1) = Sd−1.
Definition 2.16: Es sei P ∈ P(Ed) ein Polytop und F ∈ Fk(P ) (0 ≤ k < d) eine
k-dimensionale Seite von P . Dann heißt
δ(F ) := σd−k−1(NF ∩ S
d−1)
die Gro¨ße des a¨ußeren Winkels von F .
Folgerung 2.5: Fu¨r jedes Polytop P ∈ P(Ed) gilt:∑
F∈F0(P )
δ(F ) = ωd.
Beweis: Unter Verwendung von Folgerung 2.4 (ii) und der Additivita¨t von σd−1 erha¨lt
man ∑
F∈F0(P )
δ(F ) =
∑
F∈F0(P )
σd−1(NF ∩ S
d−1) = σd−1
( ⊎
F∈F0(P )
(NF ∩ S
d−1)
)
= σd−1(S
d−1) = ωd. q.e.d.
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3. Minkowskische Zerlegungs-
gleichheit von Polytopen
In diesem Kapitel wird die Minkowskische Zerlegungsgleichheit untersucht. Interessant
ist dabei besonders der Fall, wenn als Tranformationsgruppe die euklidischen Bewegun-
gen betrachtet werden. Als Mengensystem sei dabei die Menge der konvexen Ko¨rper,
also der nichtleeren kompakten und konvexen Teilmengen des Ed, zugrunde gelegt. Das
heißt einerseits sollen die untersuchten Teilmengen des Ed konvexe Ko¨rper sein und an-
dererseits auch die einzelnen Zerlegungsteile. Insbesondere werden wir die Zerlegungs-
gleichheit von Polytopen genauer untersuchen.
Fu¨r diesen Spezialfall sei hier noch einmal eine Pra¨zisierung von Definition 1.2 ange-
geben, wobei ein besonderes Symbol eingefu¨hrt werden soll.
Definition 3.1: Zwei konvexe Mengen A,B ∈ K(Ed) heißenMinkowski-zerlegungsgleich
(bzgl. der euklidischen Bewegungen Bd)
A
z
=B :⇐⇒ A =
n⊕
i=1
Ai ∧ B =
n⊕
i=1
Bi ∧
Ai, Bi ∈ K(E
d) ∧ Ai ∼= Bi (i = 1, . . . , n).
Da Polytope im Minkowskischen Sinne nur in (mo¨glicherweise niederdimensionale) Poly-
tope zerlegt werden ko¨nnen, sind in diesem Falle alle Zerlegungsteile ebenfalls Polytope.
Insbesondere ko¨nnen Polytope nur mit Polytopen zerlegungsgleich sein.
3.1. Notwendige Bedingungen
3.1.1. Die mittlere Breite eines konvexen Ko¨rpers
Eine wichtige Gro¨ße fu¨r konvexe Ko¨rper ist die mittlere Breite. Sie erweist sich als
nu¨tzliches Kriterium fu¨r die Untersuchung der Zerlegungsgleichheit konvexer Ko¨rper
und insbesondere der konvexen Polytope.
Definition 3.2: Sei K ∈ K(Ed) eine konvexe Menge.
(a) Breite von K in Richtung u:
wK(u) := hK(u) + hK(−u),
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(b) mittlere Breite von K:
b(K) :=
2
ωd
∫
Sd−1
hK(u) du,
(c) Steinerpunkt von K:
s(K) :=
1
κd
∫
Sd−1
uhK(u) du.
Bemerkung 3.1: (i) Fu¨r d = 1 ist jede konvexe Menge eine Strecke. Die mittlere
Breite ist dann gleich der La¨nge der Strecke.
(ii) Fu¨r d = 2 ist die mittlere Breite im wesentlichen gleich dem Umfang der konvexen
Menge. Sie unterscheiden sich nur um eine Konstante.
(iii) Betrachtet man k-dimensionale konvexe Mengen im Ed (k < d), so kann man
einerseits die mittlere Breite in einem k-dimensionalen affinen Unterraum des Ed
bestimmen, andererseits aber auch den gesamten Ed der Messung zugrunde legen.
Die Ergebnisse unterscheiden sich dann ebenfalls nur um eine Konstante.
(iv) Fu¨r die Untersuchung Minkowskischer Zerlegungen kommt es auf die translati-
ve Lage der zu untersuchenden Punktmengen und deren Teile nicht an. Deshalb
genu¨gt es, aus jeder A¨quivalenzklasse translationsgleicher Punktmengen einen Re-
pra¨sentanten auszuwa¨hlen. Fu¨r konvexe Ko¨rper kann man zum Beispiel als Vertre-
ter diejenigen konvexen Ko¨rper wa¨hlen, deren Steinerpunkt im Ursprung liegt. Die
Familie dieser konvexen Ko¨rper soll mit Ko(E
d) bezeichnet werden. Entsprechend
wird die Familie der Polytope, deren Steinerpunkt im Ursprung liegt, mit Po(E
d)
bezeichnet.
Lemma 3.1: [Lei, S. 188] bzw. [Sch, S. 42f] Es sei K,L ∈ K(Ed), λ ≥ 0 und γ ∈ Bd.
Dann ist die mittlere Breite
(i) Minkowski-additiv:
b(K ⊕ L) = b(K) + b(L),
(ii) homogen vom Grade 1:
b(λK) = λb(K),
(iii) und bewegungsinvariant:
b(γ(K)) = b(K).
Beweis: (i) und (ii) folgen aus den Eigenschaften der Stu¨tzfunktion.
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(iii) Ist γ eine Translation um t ∈ Ed, so gilt wegen der Eigenschaft (i) aus Lemma 2.1
b(K + t) =
2
ωd
∫
Sd−1
hK+t(u) du
=
2
ωd
( ∫
Sd−1
hK(u) du
︸ ︷︷ ︸
b(K)
+
∫
Sd−1
〈t, u〉 du
︸ ︷︷ ︸
=0
)
.
Da u¨ber die ganze Spha¨re integriert wird und 〈t, u〉 = −〈t,−u〉, ist das zweite
Integral gleich Null. Damit ist b(K + t) = b(K).
Ist γ eine Rotation um den Ursprung o, so gilt hγ(K)(u) = hK(γ
−1(u)). Dann ist
b(γ(K)) =
2
ωd
∫
Sd−1
hγ(K)(u) du
=
2
ωd
∫
Sd−1
hK(γ
−1(u)) du.
Da das Oberfla¨chenmaß auf Sd−1 rotationsinvariant ist, ist b(γ(K)) = b(K).
Ist schließlich γ eine Spiegelung an einer Ebene durch den Ursprung, so erfolgt der
Beweis analog. q.e.d.
Aus diesen Eigenschaften der mittleren Breite folgt unmittelbar
Satz 3.1: Eine notwendige Bedingung fu¨r die Minkowski-Zerlegungsgleichheit zweier
konvexer Ko¨rper K,L ∈ K(Ed) ist die Gleichheit der mittleren Breite.
3.1.2. Die Dehnschen Bedingungen
Sucht man nach weiteren notwendigen Bedingungen, so bieten sich fu¨r Polytope in ho¨her-
en Dimensionen die Dehnschen Bedingungen an. Diese sind wie folgt definiert:
Definition 3.3: Sei f : R → Q eine rational-lineare Funktion mit f(π) = 0. Fu¨r eine
Kante e ∈ Fd−2(P ) bezeichne Vd−2(e) das (d − 2)-dimensionale Volumen der Kante
und α(e) die Keilwinkelgro¨ßen zwischen den beiden anliegenden (d − 1)-dimensionalen
Seitenfla¨chen. Dann heißt
Df (P ) :=
∑
e∈Fd−2(P )
Vd−2(e) · f(α(e))
Dehnsches Funktional (zur Funktion f) von P . Ist P ∈ P(Ed) ein uneigentliches Polytop,
so setzen wir Df (P ) := 0.
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Bemerkung 3.2: Wir fassen also R als Q-Vektorraum (R,+,Q) auf. Dieser ist unend-
lich-dimensional. Eine Hamelbasis von (R,+,Q) kann man allerdings nicht konkret ange-
ben. Deshalb la¨sst sich solch eine rational-lineare Funktion f i. a. nicht explizit angeben.
Da ein Polyeder aber nur endlich viele verschiedene Keilwinkelgro¨ßen besitzt, genu¨gen
fu¨r unsere Zwecke endlich-dimensionale Unterra¨ume von (R,+,Q). Damit ko¨nnen wir
uns auf solche Funktionale f beschra¨nken, die außerhalb eines endlich-dimensionalen
Unterraums von (R,+,Q) verschwinden. Diese lassen sich explizit angeben. Damit la¨sst
sich fu¨r jedes Polyeder das Dehnsche Funktional fu¨r solche f konkret bestimmen.
Die Dehnschen Funktionale besitzen folgende Eigenschaften:
Lemma 3.2: (Eigenschaften der Dehnschen Funktionale) Fu¨r alle Dimensionen
d ≥ 3 und alle rational-linearen Funktionale f : R → Q mit f(π) = 0 gilt:
(i) Df ist bewegungsinvariant:∧
P,Q∈P(Ed)
(
P ∼= Q =⇒ Df (P ) = Df (Q)
)
,
(ii) Df ist additiv bzgl. der elementargeometrischen Summe:∧
P,Q∈P(Ed)
(
Df (P ⊎Q) = Df (P ) +Df (Q)
)
,
(iii) Df ist homogen vom Grade d− 2:∧
P∈P(Ed)
∧
λ>0
(
Df (λ · P ) = λ
d−2 ·Df (Q)
)
.
Beweis: (i) Die Bewegungsinvarianz ergibt sich direkt aus der Definition.
(ii) Der Beweis der Additivita¨t bezu¨glich der elementargeometrischen Summe ist ele-
mentar. Da wir diese Eigenschaft im Folgenden jedoch nicht weiter beno¨tigen, sei
an dieser Stelle darauf verzichtet.
(iii) In die Definition des Dehnschen Funktionals gehen nur die (d− 2)-dimensionalen
Volumina und die Keilwinkelgro¨ßen der (Hyper-)Kanten ein. Die Keilwinkelgro¨ßen
sind jedoch invariant unter A¨hnlichkeitsabbildungen. Da das (d− 2)-dimensionale
Volumenfunktional homogen vom Grade d−2 ist, mu¨ssen es genauso die Dehnschen
Funktionale sein. q.e.d.
Bemerkung 3.3: Damit ist Df (P ) = Df (Q) eine notwendige Bedingung fu¨r die ele-
mentare Zerlegungsgleichheit von Polyedern P und Q. Uns interessiert jedoch haupt-
sa¨chlich, ob die Dehnschen Funktionale Minkowski-additiv sind. Eine erste Antwort
darauf liefert folgendes auf H. Hadwiger [Ha2] zuru¨ck gehendes Lemma:
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Lemma 3.3: (Hadwigersches Lemma) [Ha2, S. 63f] Es sei Φ ein Polyederfunktio-
nal, welches folgende Bedingungen erfu¨llt:
(α)
∧
P∈P(Ed)
∧
τ∈Td
(
Φ(P ) = Φ(τ(P ))
)
, (Φ ist translationsinvariant)
(β)
∧
P,Q∈P(Ed)
(
Φ(P ⊎Q) = Φ(P ) + Φ(Q)
)
, (Φ ist einfach additiv)
(γ)
∧
P∈P(Ed)
∧
λ∈Q+
(
Φ(λ · P ) = λ · Φ(Q)
)
(Φ ist rational-linear).
Dann ist Φ auch Minkowski-additiv:∧
P,Q∈P(E3)
(
Φ(P ⊕Q) = Φ(P ) + Φ(Q)
)
.
Beweis: Da wir an den Stellen, wo wir das Hadwigersche Lemma anwenden ko¨nnen,
die Beweise spa¨ter auf andere Weise fu¨hren, sei an dieser Stelle darauf verzichtet und
stattdessen auf das Buch von Hadwiger [Ha2] verwiesen. q.e.d.
Das Hadwigersche Lemma liefert uns damit schon eine weitere Antwort bei der Suche
nach Minkowski-additiven Funktionalen, denn fu¨r d = 3 erfu¨llen die Dehnschen Funk-
tionale die drei Bedingungen (α), (β) und (γ).
Lemma 3.4: Fu¨r d = 3 ist Df Minkowski-additiv:∧
P,Q∈P(E3)
(
Df (P ⊕Q) = Df (P ) +Df (Q)
)
.
Beweis: Der Beweis folgt einerseits aus dem Hadwigerschen Lemma 3.3, da die Dehn-
schen Funktionale nach Lemma 3.2 fu¨r d = 3 die drei Bedingungen (α), (β) und (γ)
erfu¨llen. Andererseits wird spa¨ter in Lemma 3.11 ein allgemeinerer Satz bewiesen, so-
dass wir an dieser Stelle darauf verzichten ko¨nnen. q.e.d.
Damit sind die Dehnschen Funktionale eine weitere notwendige Bedingung fu¨r die Min-
kowskische Zerlegungsgleichheit.
Satz 3.2: Fu¨r zwei Polyeder P,Q ∈ P(E3) gilt fu¨r alle rational-linearen Funktionen
f : R → Q mit f(π) = 0:
P
z
=Q =⇒ Df (P ) = Df (Q).
Es zeigt sich, dass die Dehnschen Bedingungen fu¨r d > 3 keine notwendigen Bedingungen
mehr darstellen, denn es gilt folgendes Lemma:
Lemma 3.5: Ist ein Polyederfunktional Φ Minkowski-additiv, so ist es auch rational-
homogen vom Grade 1.
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Beweis: Es sei Φ ein Minkowski-additives Polyederfunktional. Sei zuna¨chst n ∈ N.
Dann gilt wegen Lemma 3.16 aus Abschnitt 3.2 fu¨r jedes Polytop P :
n · P =
n⊕
i=1
1
n
· (n · P ) =
n⊕
i=1
P. (3.1)
Unter Ausnutzung der Minkowski-Additivita¨t erhalten wir
Φ(n · P ) = Φ
( n⊕
i=1
P
)
=
n∑
i=1
Φ(P ) = n · Φ(P ). (3.2)
Daraus erhalten wir wiederum fu¨r m ∈ N,m 6= 0 indem wir Q = m · P setzen
Φ
( 1
m
·Q
)
=
1
m
· Φ(Q). (3.3)
Aus 3.2 und 3.3 ergibt sich fu¨r n,m ∈ N,m 6= 0
Φ
( n
m
· P
)
= n · Φ
( 1
m
· P
)
=
n
m
· Φ(P ).
Also ist Φ rational-homogen vom Grade 1. q.e.d.
Bemerkung 3.4: Da die Dehnschen Funktionale nach Lemma 3.2 (iii) homogen vom
Grade d − 2 sind, ko¨nnen sie also fu¨r d > 3 nicht rational-homogen vom Grade 1 sein.
Damit ko¨nnen sie also auch nicht Minkowski-additiv sein.
3.1.3. Die Hadwigerschen Bedingungen
H. Hadwiger hat in [Ha2, S. 49f] eine Verallgemeinerung der Dehnschen Funktionale an-
gegeben. Diese sind wie die Dehnschen Funktionale additiv bzgl. der elementargeometri-
schen Summe. Es wird sich zeigen, dass einige dieser Funktionale auch Minkowski-additiv
sind.
Definition 3.4: Es seien f1, . . . , fk : R → Q, k = 1, . . . ,
⌈
d
2
⌉
− 1 rational-lineare Funk-
tionen mit fi(π) = 0 (i = 1, . . . , k). Fu¨r eine Hyperkante e ∈ Fd−2(P ) bezeichne
α(e) wiederum die Gro¨ße des Keilwinkels zwischen den beiden anliegenden (d − 1)-
dimensionalen Seitenfla¨chen. Mit Ddf1 bezeichnen wir die gewo¨hnlichen Dehnschen Funk-
tionale zu f1:
Ddf1(P ) :=
∑
e∈Fd−2(P )
Vd−2(e) · f1(α(e))
Fu¨r k = 2, . . . ,
⌈
d
2
⌉
− 1 definieren wir nun rekursiv:
Ddf1,...,fk(P ) :=
∑
e∈Fd−2(P )
Dd−2f1,...,fk−1(e) · fk(α(e))
Ddf1,...,fk heißt Hadwigersches Funktional zu f1, . . . , fk. Ist P ∈ P(E
d) ein uneigentliches
Polytop, so setzen wir wieder Ddf1,...,fk(P ) := 0.
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Die Hadwigerschen Funktionale besitzen folgende Eigenschaften:
Lemma 3.6: (Eigenschaften der Hadwigerschen Funktionale) [Ha2, S. 50f] Fu¨r
alle Dimensionen d ≥ 3 und alle rational-linearen Funktionen f1, . . . , fn
(
n =
⌈
d
2
⌉
− 1
)
mit fi(π) = 0 (i = 1, . . . , n) gilt fu¨r k = 1, . . . , n:
(i) Ddf1,...,fk ist bewegungsinvariant:∧
P,Q∈P(Ed)
(
P ∼= Q =⇒ Ddf1,...,fk(P ) = D
d
f1,...,fk
(Q)
)
,
(ii) Ddf1,...,fk ist additiv bzgl. der elementargeometrischen Summe:∧
P,Q∈P(Ed)
(
Ddf1,...,fk(P ⊎Q) = D
d
f1,...,fk
(P ) +Ddf1,...,fk(Q)
)
,
(iii) Ddf1,...,fk ist homogen vom Grade d− 2k:∧
P∈P(Ed)
∧
λ>0
(
Ddf1,...,fk(λ · P ) = λ
d−2k ·Ddf1,...,fk(Q)
)
.
Beweis: (i) Fu¨r k = 1 handelt es sich um die gewo¨hnlichen Dehnschen Funktionale
Ddf1 . Diese sind nach Lemma 3.2(i) bewegungsinvariant fu¨r alle Dimensionen d. Es
seien nun auch die Dd−2f1,...,fk−1 bewegungsinvariant fu¨r alle rational-linearen Funk-
tionen f1, . . . , fk−1. Fu¨r eine weitere rational-lineare Funktion fk ist dann nach
Definition 3.4
Ddf1,...,fk(P ) =
∑
e∈Fd−2(P )
Dd−2f1,...,fk−1(e) · f(α(e)).
Da die Dd−2f1,...,fk−1 bewegungsinvariant sind und dies genauso fu¨r die Keilwinkel gilt,
ist Ddf1,...,fk ebenfalls bewegungsinvariant.
(ii) Der Beweis der Additivita¨t bezu¨glich der elementargeometrischen Summe ist ele-
mentar. Da wir diese Eigenschaft im Folgenden jedoch nicht weiter beno¨tigen, sei
an dieser Stelle darauf verzichtet und auf [Ha2] verwiesen.
(iii) Fu¨r k = 1 handelt es sich wieder um die gewo¨hnlichen Dehnschen Funktionale Ddf1 .
Diese sind nach Lemma 3.2 (iii) homogen vom Grade d − 2 fu¨r alle Dimensionen
d. Es seien nun die Dd−2f1,...,fk−1 homogen vom Grade (d − 2) − 2(k − 1) = d − 2k
fu¨r alle rational-linearen Funktionen f1, . . . , fk−1. Fu¨r eine weitere rational-lineare
Funktion fk ist dann nach Definition 3.4
Ddf1,...,fk(P ) =
∑
e∈Fd−2(P )
Dd−2f1,...,fk−1(e) · f(α(e)).
Die Keilwinkelgro¨ßen sind jedoch invariant unter A¨hnlichkeitsabbildungen. Da die
Dd−2f1,...,fk−1 homogen vom Grade d − 2k sind, muss dies auch fu¨r D
d
f1,...,fk
gelten.
q.e.d.
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Bemerkung 3.5: Damit ist Ddf1,...,fk(P ) = D
d
f1,...,fk
(Q) eine notwendige Bedingung fu¨r
die elementare Zerlegungsgleichheit von Polyedern P und Q. Fu¨r uns interessant ist
jedoch die Tatsache, dass einige der Hadwigerschen Funktionale ebenfalls Minkowski-
additiv sind.
Lemma 3.7: Fu¨r ungerade Dimensionen d (d ≥ 3) ist Ddf1,...,fn
(
n =
⌈
d
2
⌉
− 1 = d−1
2
)
Minkowski-additiv:∧
P,Q∈P(Ed)
(
Ddf1,...,fn(P ⊕Q) = D
d
f1,...,fn
(P ) +Ddf1,...,fn(Q)
)
.
Beweis: Da d ungerade ist, gilt n =
⌈
d
2
⌉
− 1 = d−1
2
. Nach Lemma 3.6 (iii) sind die
Hadwigerschen Funktionale Ddf1,...,fn homogen vom Grade d−2n = d−2
d−1
2
= 1. Außer-
dem sind diese Funktionale nach Lemma 3.6 (i) und (ii) bewegungsinvariant und einfach
additiv. Sie erfu¨llen demnach die Voraussetzungen fu¨r das Hadwigersche Lemma 3.3.
Daher sind sie auch Minkowski-additiv. Wir werden spa¨ter jedoch sehen, dass dieses
Lemma nur ein Spezialfall von Lemma 3.11 ist. q.e.d.
Damit sind diese speziellen Hadwigerschen Funktionale eine weitere notwendige Bedin-
gung fu¨r die Minkowskische Zerlegungsgleichheit.
Satz 3.3: Fu¨r zwei Polytope P,Q ∈ P(Ed) in Ra¨umen ungerader Dimension gilt
fu¨r alle rational-linearen Funktionen f1, . . . , fn
(
n =
⌈
d
2
⌉
− 1 = d−1
2
)
mit fi(π) = 0
(i = 1, . . . , n):
P
z
=Q =⇒ Ddf1,...,fn(P ) = D
d
f1,...,fn
(Q).
Bemerkung 3.6: Alle anderen Hadwigerschen Funktionale sind homogen von ho¨her-
em als ersten Grade. Nach Lemma 3.6 (iii) sind die Ddf1,...,fk mit k ≤
⌈
d
2
⌉
− 1 homo-
gen vom Grade d − 2k. So gilt in geraden Dimensionen d − 2k ≥ d − 2
(⌈
d
2
⌉
− 1
)
=
d − 2
(
d
2
− 1
)
= 2. Ebenso gilt in ungeraden Dimensionen fu¨r diejenigen Funktionale
Ddf1,...,fk mit k <
⌈
d
2
⌉
− 1 = d−1
2
, dass der Homogenita¨tsgrad d − 2k > d − 2
(
d−1
2
)
= 1
ist. Damit ko¨nnen sie auch nicht rational-homogen vom Grade 1 sein. Deshalb sind sie
nach Lemma 3.5 nicht Minkowski-additiv.
3.1.4. Weitere notwendige Bedingungen in ho¨heren
Dimensionen
Dass die Hadwigerschen Funktionale nur fu¨r ungerade Dimensionen eine notwendige
Bedingung fu¨r die Minkowskische Zerlegungsgleichheit liefern, wirft natu¨rlich sofort die
Frage auf, wie sich die Situation in Ra¨umen gerader Dimension darstellt. Auch hier
wird man wohl, zusa¨tzlich zur mittleren Breite, mit weiteren notwendigen Bedingungen
rechnen mu¨ssen. Außerdem blieb selbst in ungeraden Dimensionen von der Vielzahl der
Hadwigerschen Funktionale jeweils nur eins u¨brig, das Minkowski-additiv ist. Man wird
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doch auch in diesem Falle, gerade in ho¨heren Dimensionen, mit weiteren notwendigen Be-
dingungen rechnen mu¨ssen. Dazu werden hier zwei Konstruktionsverfahren vorgestellt,
mit denen man aus bekannten Minkowski-additiven Funktionalen neue gewinnen kann.
Das erste Verfahren ist an die Konstruktion der Dehnschen Funktionale angelehnt.
Definition 3.5: Es sei Φ : P(Ed−2)→ R ein bewegungsinvariantes Polyederfunktional.
Weiter sei f : R → Q eine rational-lineare Funktion mit f(π) = 0. Fu¨r eine Hyperkante
F ∈ Fd−2(P ) bezeichne α(F ) wiederum den Keilwinkel zwischen den beiden anliegenden
(d−1)-dimensionalen Seitenfla¨chen. Dann definieren wir ein Funktional ΞΦf : P(E
d)→ R
indem wir fu¨r ein eigentliches Polytop P ∈ Pd
ΞΦf (P ) :=
∑
F∈Fd−2(P )
Φ(F ) · f(α(F ))
setzen. Ist P ∈ P(Ed) ein uneigentliches Polytop, so setzen wir ΞΦf (P ) := 0.
Direkt aus der Definition ergeben sich einige wichtige Eigenschaften dieser Funktionale.
Lemma 3.8: (i) ΞΦf ist ein bewegungsinvariantes Funktional.
(ii) Ist Φ homogen vom Grade k, so ist auch ΞΦf homogen vom Grade k.
Fu¨r unsere Untersuchungen ist es wichtig festzustellen, unter welchen Bedingungen die
Funktionale ΞΦf Minkowski-additiv sind.
Lemma 3.9: Es sei Φ : P(Ed−2) → R ein Minkowski-additives Polyederfunktional,
welches fu¨r uneigentliche Polytope verschwindet. Weiter sei f : R → Q wieder eine
rational-lineare Funktion mit f(π) = 0.
Dann ist ΞΦf : P(E
d)→ R ein Minkowski-additives Polyederfunktional, welches ebenfalls
fu¨r uneigentliche Polytope verschwindet.
Beweis: Es seien nun A,B,C ∈ P(Ed) drei Polytope mit A ⊕ B = C. Ist C ein unei-
gentliches Polytop, so mu¨ssen A und B ebenfalls uneigentlich sein. Dann gilt natu¨rlich
ΞΦf (C) = 0 = Ξ
Φ
f (A) + Ξ
Φ
f (B).
Sei also C ein eigentliches Polytop. A und B ko¨nnen aber trotzdem uneigentlich sein.
Die zentrale Idee dieses Beweises besteht darin, das Funktional ΞΦf durch Projektionen
auf zweidimensionale Unterra¨ume zu berechnen.
Als Beispiel betrachten wir die in Definition 3.3 auf Seite 23 eingefu¨hrten Dehn-
schen Funktionale fu¨r den dreidimensionalen Raum E3. Fu¨r ein Polytop P ∈ P(E3)
war dieses definiert als
Df (P ) :=
∑
F∈F1(P )
V1(F ) · f(α(F )).
Ist U eine Gerade durch den Ursprung und ΠU : E
3 → U⊥ die Orthogonalpro-
jektion auf die Ebene U⊥, dann ko¨nnen wir fu¨r jede Kante F von P , die parallel
zu U ist, den Keilwinkel sehr leicht aus dem Bild von P unter der Projektion ΠU
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bestimmen. In diesem Fall ist F ′ := ΠU (F ) eine Ecke des Polygons P
′ := ΠU (P )
und α(F ) ist gleich dem Innenwinkel der Ecke F ′.
Ist umgekehrt G′ irgendeine Ecke von P ′, so ist G′ entweder das Bild einer Kante
von P , die parallel zu U ist oder einer Ecke von P . Setzen wir G := Π−1U (G
′) ∩ P ,
so gilt demnachG ∈ F1(P ) oderG ∈ F0(P ). IstG eine Ecke von P , so ist V1(G) = 0
und wir machen keinen Fehler, wenn wir zu folgender Darstellung von Df u¨berge-
hen:
Df (P ) =
∑
U
∑
F ′∈F0(ΠU (P ))
V1(Π
−1
U (F
′) ∩ P ) · f(α(F ′)).
Die Summation ist dabei u¨ber alle Geraden U durch den Ursprung zu fu¨hren, die
eine parallele Kante von P besitzen. Wir definieren nun fu¨r jede Gerade U , die
durch den Ursprung geht
DUf (P ) :=
∑
F ′∈F0(ΠU (P ))
V1(Π
−1
U (F
′) ∩ P ) · f(α(F ′)).
Dann ko¨nnen wir uns darauf beschra¨nken, die Minkowski-Additivita¨t von DUf zu
zeigen. Im allgemeinen Fall entspricht dabei DUf dem Funktional ΨU , das im Fol-
genden eingefu¨hrt wird.
Fu¨r einen k-dimensionalen affinen Unterraum Ak des E
d bezeichne V (Ak) den zugeho¨ri-
gen linearen Unterraum. Fu¨r ein Polytop P ∈ P(Ed) ist dann Ud−2(P ) := {U : U =
V (aff F ), F ∈ Fd−2(P )} die Menge aller (d− 2)-dimensionalen linearen Unterra¨ume, die
parallel zu einer (d− 2)-dimensionalen Seite von P sind. Dann ist
ΞΦf (P ) =
∑
F∈Fd−2(P )
Φ(F ) · f(α(F ))
=
∑
U∈Ud−2(P )
∑
F∈Fd−2(P )
F‖U
Φ(F ) · f(α(F ))
=
∑
U∈Ud−2(P )
ΨU(P ), wobei (3.4)
ΨU(P ) :=
∑
F∈Fd−2(P )
F‖U
Φ(F ) · f(α(F )) ist. (3.5)
Jetzt fixieren wir einen linearen Unterraum U ∈ Ud−2(C). Dann ist das orthogonale
Komplement U⊥ := {y : 〈x, y〉 = 0 fu¨r alle x ∈ U} ein zweidimensionaler Unterraum
des Ed, also eine Ebene. Auf dieser werde eine Orientierung festgelegt. Mit ΠU : E
d → U⊥
bezeichnen wir die Orthogonalprojektion auf U⊥. Dann sind A′ := ΠU(A), B
′ := ΠU(B)
und C ′ := ΠU(C) Polygone. Dabei gilt dann wegen Lemma 2.4, dass C
′ = A′ ⊕B′. Da-
bei ko¨nnen A′ oder B′ durchaus zu einem Punkt oder einer Strecke ausgeartet sein. Den
Fall, dass eines der beiden Polygone zu einem einzelnen Punkt ausgeartet ist, wollen wir
vorla¨ufig ausschließen. Hingegen werden wir den zweiten Fall in unsere Betrachtungen
30
mit einschließen, indem dann A′ oder B′ als
”
Zweieck“ aufgefasst werden. C ′ ist in jedem
Fall ein Polygon mit mindestens drei Ecken. Es sei also A′ ein n-Eck, B′ ein m-Eck und
C ′ ein p-Eck. Dann gilt fu¨r die Eckenzahl von C ′: p ≤ n+m.
Die Eckpunkte von A′ bezeichnen wir mit A′1, . . . , A
′
n, wobei die Nummerierung in po-
sitivem Umlaufsinn erfolgen soll und zyklisch zu verstehen ist, wir also entsprechend
A′n = A
′
0, A
′
n+1 = A
′
1 usw. setzen. Dies werden wir bei den folgenden Bezeichnungen
ebenso handhaben. Mit Ai := Π
−1
U (A
′
i)∩A (i = 1, . . . , n) sind jeweils Seiten von A de-
finiert, fu¨r die gilt A′i = ΠU(Ai). Allerdings ko¨nnen sie auch niederdimensional (dimAi <
d− 2) sein. Mit a′i := A
′
iA
′
i+1 = conv(A
′
i, A
′
i+1) (i = 1, . . . , n) bezeichnen wir die Seiten
von A′. Die zugeho¨rigen Seitenvektoren seien ~ai := A
′
i+1 − A
′
i (i = 1, . . . , n). Fu¨r diese
gilt dann
∑n
i=1~ai = o. Die Menge dieser Seitenvektoren werde mit S(A
′) := {~a1, . . . ,~an}
bezeichnet. Schließlich sei fu¨r eine Seite a′i von A
′ der a¨ußere Normaleneinheitsvektor
(innerhalb der Ebene U⊥) mit aˆi bezeichnet. Die Menge dieser Normaleneinheitsvekto-
ren sei N(A′) := {aˆ1, . . . , aˆn}.
Analoge Bezeichnungen fu¨hren wir fu¨r die Polytope B und C ein. Diese seien hier noch
einmal u¨bersichtlich zusammengestellt:
A′ := ΠU(A) Bild von A unter der Projektion ΠU auf U
⊥,
A′1, . . . , A
′
n Ecken von A
′ im positiven Umlaufsinn,
Ai := Π
−1
U (A
′
i) ∩ A die zu A
′
i geho¨renden Seite von A,
a′i := A
′
iA
′
i+1 Seiten von A
′,
~ai := A
′
i+1−A
′
i die Seitenvektoren von A
′,
S(A′) := {~a1, . . . ,~an} Menge der Seitenvektoren von A
′,
aˆ1, . . . , aˆn die Normaleneinheitsvektoren der Seiten a
′
1, . . . , a
′
n,
N(A′) := {aˆ1, . . . , aˆn} Menge der Normaleneinheitsvektoren von A
′,
B′ := ΠU(B) Bild von B unter der Projektion ΠU auf U
⊥,
B′1, . . . , B
′
m Ecken von B
′ im positiven Umlaufsinn,
Bi := Π
−1
U (B
′
i) ∩B die zu B
′
i geho¨renden Seite von B,
b′i := B
′
iB
′
i+1 Seiten von B
′,
~bi := B
′
i+1−B
′
i die Seitenvektoren von B
′,
S(B′) := {~b1, . . . ,~bm} Menge der Seitenvektoren von B
′,
bˆ1, . . . , bˆm die Normaleneinheitsvektoren der Seiten b
′
1, . . . , b
′
m,
N(B′) := {bˆ1, . . . , bˆm} Menge der Normaleneinheitsvektoren von B
′,
C ′ := ΠU(C) Bild von C unter der Projektion ΠU auf U
⊥,
C ′1, . . . , C
′
p Ecken von C
′ im positiven Umlaufsinn,
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Ci := Π
−1
U (C
′
i) ∩ C die zu C
′
i geho¨renden Seite von C,
c′i := C
′
iC
′
i+1 Seiten von C
′,
~ci := C
′
i+1−C
′
i die Seitenvektoren von C
′,
S(C ′) := {~c1, . . . ,~cp} Menge der Seitenvektoren von C
′,
cˆ1, . . . , cˆp die Normaleneinheitsvektoren der Seiten c
′
1, . . . , c
′
p,
N(C ′) := {cˆ1, . . . , cˆp} Menge der Normaleneinheitsvektoren von C
′.
Die Nummerierung soll dabei so erfolgen, dass C ′1 = A
′
1+B
′
1 gilt. Dies ist stets mo¨glich,
da es nach Lemma 2.2 (iii) zu jeder Ecke C ′k ∈ F0(C
′) auch Ecken A′i ∈ F0(A
′) und
B′j ∈ F0(B
′) gibt, mit C ′k = A
′
i +B
′
j.
Zur Erla¨uterung schauen wir uns ein Beispiel im dreidimensionalen Raum E3 an. C
sei die Minkowskisumme zweier Tetraeder A und B. Jedes der beiden Tetraeder soll
dabei eine Kante besitzen, die zu dem eindimensionalen Unterraum U parallel liegt.
Die Projektion ΠU von A und B auf den zweidimensionalen Unterraum U
⊥ sind
dann die beiden Dreiecke A′ = ΠU (A) und B
′ = ΠU (B). C
′ = ΠU (C) = A
′ ⊕ B′
ist dann ein (eventuell entartetes) Sechseck. Wir wollen weiter annehmen, dass C ′
nicht zu einem Drei-, Vier- oder Fu¨nfeck ausgeartet ist. In Abbildung 1 sind jeweils
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Abbildung 1: Projektion von A,B und C in die Ebene U⊥
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die Bilder der Projektionen von A,B und C in den Unterraum U⊥ dargestellt.
O.B. d.A. sei dabei angenommen, dass die Ecken A′1, B
′
1 und C
′
1 im Ursprung
liegen. Mit diesen Bezeichnungen erhalten wir nun folgende Darstellungen von
DUf (A), D
U
f (B) und D
U
f (C):
DUf (A) =
3∑
i=1
V1(Ai) · f(∢(~ai,−~ai−1)), (3.6)
DUf (B) =
3∑
i=1
V1(Bi) · f(∢(~bi,−~bi−1)), (3.7)
DUf (C) =
6∑
i=1
V1(Ci) · f(∢(~ci,−~ci−1)). (3.8)
Wie man der Abbildung 1 entnehmen kann, gelten fu¨r die Seitenvektoren von
A′, B′ und C ′ die Beziehungen:
~c1 = ~b1, ~c2 = ~b2, ~c3 = ~a1, ~c4 = ~a2, ~c5 = ~b3 ~c6 = ~a3.
Außerdem gelten fu¨r die Eckpunkte von C ′ folgende Beziehungen:
C ′1 = A
′
1 ⊕B
′
1, C
′
2 = A
′
1 ⊕B
′
2, C
′
3 = A
′
1 ⊕B
′
3,
C ′4 = A
′
2 ⊕B
′
3, C
′
5 = A
′
3 ⊕B
′
3, C
′
6 = A
′
3 ⊕B
′
1.
Daraus erhalten wir dann:
C1 = A1 ⊕B1, C2 = A1 ⊕B2, C3 = A1 ⊕B3,
C4 = A2 ⊕B3, C5 = A3 ⊕B3, C6 = A3 ⊕B1.
Die einzelnen Summanden von (3.8) ko¨nnen wir nun folgendermaßen darstellen:
V1(C1) · f(∢(~c1,−~c6)) = V1(A1 ⊕B1) · f(∢(~b1,−~a3))
= V1(A1) · f(∢(~b1,−~a3)) + V1(B1) · f(∢(~b1,−~a3))
V1(C2) · f(∢(~c2,−~c1)) = V1(A1 ⊕B2) · f(∢(~b2,−~b1))
= V1(A1) · f(∢(~b2,−~b1)) + V1(B2) · f(∢(~b2,−~b1))
V1(C3) · f(∢(~c3,−~c2)) = V1(A1 ⊕B3) · f(∢(~a1,−~b2))
= V1(A1) · f(∢(~a1,−~b2)) + V1(B3) · f(∢(~a1,−~b2))
V1(C4) · f(∢(~c4,−~c3)) = V1(A2 ⊕B3) · f(∢(~a2,−~a1))
= V1(A2) · f(∢(~a2,−~a1)) + V1(B3) · f(∢(~a2,−~a1))
V1(C5) · f(∢(~c5,−~c4)) = V1(A3 ⊕B3) · f(∢(~b3,−~a2))
= V1(A3) · f(∢(~b3,−~a2)) + V1(B3) · f(∢(~b3,−~a2))
V1(C6) · f(∢(~c6,−~c5)) = V1(A3 ⊕B1) · f(∢(~a3,−~b3))
= V1(A3) · f(∢(~a3,−~b3)) + V1(B1) · f(∢(~a3,−~b3))
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Die Summanden, in denen V1(A1) vorkommt, lassen sich nun wie folgt zusammen-
fassen:
V1(A1) · f(∢(~b1,−~a3)) + V1(A1) · f(∢(~b2,−~b1)) + V1(A1) · f(∢(~a1,−~b2))
= V1(A1) · f(∢(~a1,−~a3))
Entsprechend lassen sich auch die Summanden, die V1(A3), V1(B1) und V1(B3)
enthalten, zusammenfassen:
V1(A3) · f(∢(~b3,−~a2)) + V1(A3) · f(∢(~a3,−~b3))
= V1(A3) · f(∢(~a3,−~a2))
V1(B1) · f(∢(~b1,−~a3)) + V1(B1) · f(∢(~a3,−~b3))
= V1(B1) · f(∢(~b1,−~b3))
V1(B3) · f(∢(~a1,−~b2)) + V1(B3) · f(∢(~a2,−~a1)) + V1(B3) · f(∢(~b3,−~a2))
= V1(B3) · f(∢(~b3,−~b2))
Fassen wir nun alle Summanden zusammen, so erhalten wir aus (3.8) fu¨r DUf (C)
folgende Darstellung:
DUf (C) =
6∑
i=1
V1(Ci) · f(∢(~ci,−~ci−1))
=
3∑
i=1
V1(Ai) · f(∢(~ai,−~ai−1)) +
3∑
i=1
V1(Bi) · f(∢(~bi,−~bi−1))
= DUf (A) +D
U
f (B)
Da dies fu¨r alle eindimensionalen Unterra¨ume U gilt, erhalten wir daraus die Be-
hauptung Df (C) = Df (A) +Df (B).
Im allgemeinen Fall entspricht DUf das in (3.5) definierte Funktional ΨU . Mit den oben
eingefu¨hrten Bezeichnungen erhalten wir fu¨r ΨU(C) folgende Darstellung:
ΨU(C) =
∑
F∈Fd−2(C)
F‖U
Φ(F ) · f(α(e))
=
p∑
i=1
Φ(Ci) · f(∢(~ci,−~ci−1)). (3.9)
Denn ist F ∈ Fd−2(C) eine (d− 2)-dimensionale Seite von C, die parallel zu U ist,
so ist ΠU(F ) eine Ecke von C
′, also eines der C ′i. Es gilt demnach F = Ci fu¨r ein
i ∈ {1, . . . , p}. Da F senkrecht auf U⊥ und damit auch zu C ′ steht, ko¨nnen wir den
Keilwinkel α(F ) auch im p-Eck C ′ messen. Es gilt dann α(F ) = ∢(~ci,−~ci−1). Ist
umgekehrt C ′j eine Ecke von C
′, so ist Cj gleichwohl eine Seite von C. Falls Cj
(d−2)-dimensional ist, so gilt weiterhin Cj ∈ Fd−2(C) und fu¨r den Keilwinkel von Cj gilt
wieder α(Cj) = ∢(~cj,−~cj−1). Ist andererseits dimCj < d− 2, so ist nach Voraussetzung
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Φ(Cj) = 0. Somit leistet dieser Summand keinen Beitrag bei der Summenbildung in
Gleichung (3.9).
Analog erhalten wir fu¨r ΨU(A) und ΨU(B) entsprechende Darstellungen:
ΨU(A) =
n∑
i=1
Φ(Ai) · f(∢(~ai,−~ai−1)) und (3.10)
ΨU(B) =
m∑
i=1
Φ(Bi) · f(∢(~bi,−~bi−1)). (3.11)
Zur Abku¨rzung fu¨hren wir noch folgende Bezeichnungen ein:
ΨkC :=Φ(Ck) · f(∢(~ck,−~ck−1)) fu¨r k = 1, . . . , p (3.12)
ΨiA :=Φ(Ai) · f(∢(~ai,−~ai−1)) fu¨r i = 1, . . . , n (3.13)
ΨjB :=Φ(Bj) · f(∢(
~bj,−~bj−1)) fu¨r j = 1, . . . ,m. (3.14)
Damit erhalten wir folgende Darstellungen von ΨU(C),ΨU(A) und ΨU(B):
ΨU(C) =
p∑
k=1
ΨkC , ΨU(A) =
n∑
i=1
ΨiA und ΨU(B) =
m∑
i=1
ΨjB. (3.15)
Zuna¨chst sei nun weiterhin N(A′) ∩N(B′) = ∅ vorausgesetzt; es gelte demnach fu¨r alle
Normaleneinheitsvektoren von A′ und B′, dass aˆi 6= bˆj ist fu¨r alle i = 1, . . . , n und
j = 1, . . . ,m. Offensichtlich gilt in diesem Fall p = n+m.
In Definition 2.3 (iv) hatten wir die Seite eines Polytops P in Richtung u mit FP (u)
bezeichnet. Nach Lemma 2.2 (iii) gilt nun fu¨r eine Seite c′k ∈ F1(C
′):
c′k = FC′(cˆk) = FA′(cˆk)⊕ FB′(cˆk).
Nach unserer zusa¨tzlichen Voraussetzung kann cˆk nicht gleichzeitig Normalenvektor von
A′ und B′ sein. Deshalb muss einer der beiden Summanden FA′(cˆk) und FB′(cˆk) ein
Eckpunkt sein. Sei dies FB′(cˆk). Dann ist aber FA′(cˆk) nur ein Translat von c
′
k = FC′(cˆk).
Also ist FA′(cˆk) = a
′
i fu¨r ein i ∈ {1, · · · , n} und damit gilt ~ai = ~ck. Ist umgekehrt FA′(cˆk)
nur ein Eckpunkt von A′, so kann FB′(cˆk) nur ein Translat von c
′
k = FC′(cˆk) sein. Damit
gibt es wiederum ein j ∈ {1, · · · ,m}, sodass FB′(cˆk) = b
′
j. Es gilt folglich
~bj = ~ck. Somit
ist jeder Seitenvektor von C ′ entweder ein Seitenvektor vonA′ oder vonB′. Durch analoge
U¨berlegungen erha¨lt man genauso die Umkehrung, sodass wir S(C ′) = S(A′) ∪· S(B′)
erhalten.
Wir betrachten nun den Fall N(A′) ∩N(B′) 6= ∅. Sei v ∈ N(A′) ∩N(B′). Dann gibt es
Seiten a′i ∈ F1(A
′), b′j ∈ F1(B
′) und c′k ∈ F1(C
′), sodass a′i = FA′(v), b
′
j = FB′(v) und c
′
k =
FC′(v) gelten. Nach Lemma 2.2 (iii) gilt FC′(v) = FA′(v)⊕FB′(v), also auch c
′
k = a
′
i⊕b
′
j.
Daraus ergibt sich aber genauso fu¨r die zugeho¨rigen Seitenvektoren die entsprechende
Beziehung ~ck = ~ai + ~bj. Jetzt definieren wir einen neuen Punkt C˜
′
k+ 1
2
:= C ′k + a
′
i und
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setzen c˜′k := C
′
kC˜
′
k+ 1
2
und c˜′
k+ 1
2
:= C˜ ′
k+ 1
2
C ′k+1. Wir fassen nun das p-Eck C
′ als ein (p+1)-
Eck C˜ ′ auf, indem wir zu den Ecken von C ′ die ausgeartete Ecke C˜ ′
k+ 1
2
hinzunehmen
und die Seiten c′k durch c˜
′
k und c˜
′
k+ 1
2
ersetzen. Diese ausgeartete Ecke besitzt dann die
Winkelgro¨ße ∢(~bj,−~ai) = π. Wir definieren weiterhin C˜k+ 1
2
:= Π−1U (C˜
′
k+ 1
2
)∩C und fassen
C˜k+ 1
2
als ausgeartete (d−2)-dimensionale Seite auf. Genauso fassen wir c˜k := Π
−1
U (c˜
′
k)∩C
und c˜k+ 1
2
:= Π−1U (c˜
′
k+ 1
2
) ∩ C als ausgeartete (d−1)-dimensionale Seiten auf. Fu¨r den
Keilwinkel gilt dann α(C˜k+ 1
2
) = ∢(~bj,−~ai) = π. Schließlich entspreche C˜ dem Polytop C,
wobei diese ausgearteten Seiten mit zu dem Seitenverband F(C˜) geho¨ren sollen. Durch
den U¨bergang von C zu C˜ a¨ndert sich das Funktional ΨU nicht, denn es gilt wegen
Gleichung (3.9):
ΨU(C˜) =
p∑
l=1
Φ(Cl) · f(∢(~cl,−~cl−1)) + Φ(C˜k+ 1
2
) · f(∢(~bj,−~ai))︸ ︷︷ ︸
=f(π)=0
=
p∑
l=1
Φ(Cl) · f(∢(~cl,−~cl−1))
= ΨU(C). (3.16)
Genauso verfahren wir, falls N(A′)∩N(B′) noch weiter gemeinsame Normaleneinheits-
vektoren entha¨lt. Zum Schluss benennen wir C˜ wieder in C um und nummerieren die
Eckpunkte von C ′ wieder neu durch. Fu¨r alle weiteren Betrachtungen spielt es dann
weiter keine Rolle, ob etwa manche der Ecken oder Seiten von C ′ bzw. C ausgeartet
sind.
Wir wollen jetzt voraussetzen, dass S(C ′) = S(A′) ∪· S(B′) gilt. Nach Lemma 2.2 (iii)
gibt es zu jeder Ecke C ′k ∈ F0(C
′) weiterhin Ecken A′i ∈ F0(A
′) und B′j ∈ F0(B
′), mit
C ′k = A
′
i +B
′
j. Außerdem wurde die Nummerierung so gewa¨hlt, dass C
′
1 = A
′
1 +B
′
1 gilt.
Damit gilt jedoch auch Ck = Ai ⊕Bj und C1 = A1 ⊕B1.
Zwischen k, i und j besteht die Beziehung k = i + j − 1. Der Beweis erfolgt mittels
vollsta¨ndiger Induktion nach k. Fu¨r k = 1 ist die Beziehung erfu¨llt, da C ′1 = A
′
1 + B
′
1
ist. Es gelte nun C ′k = A
′
i + B
′
j und k = i+ j − 1 fu¨r ein k ∈ {1, . . . , p}. Dann folgt aus
der Definition von ~ck := C
′
k+1−C
′
k, dass C
′
k+1 = C
′
k +~ck ist. Fu¨r A
′ und B′ erhalten wir
analog A′i+1 = A
′
i + ~ai bzw. B
′
j+1 = B
′
j +
~bj. Es gilt dann entweder ~ck = ~ai oder ~ck = ~bj.
Im ersten Fall ist C ′k+1 = C
′
k+~ck = A
′
i+B
′
j+~ai = A
′
i+1+B
′
j. Im zweiten Fall gilt analog
C ′k+1 = C
′
k + ~ck = A
′
i +B
′
j +
~bj = A
′
i +B
′
j+1. Es gilt also k + 1 = i+ j.
Wie findet man nun zu einem gegebenen k ∈ {1, . . . , p} die passenden i ∈ {1, . . . , n}
und j ∈ {1, . . . ,m}, fu¨r die Ck = Ai ⊕ Bj bzw. C
′
k = A
′
i + B
′
j gilt? Dazu nutzen
wir aus, dass jeder Eckpunkt eines (eigentlichen) Polygons eindeutig durch die bei-
den anliegenden Seiten bestimmt ist. Da C ein eigentliches Polytop ist, ist auch C ′
ein eigentliches Polygon. Damit gilt C ′k = c
′
k−1 ∩ c
′
k. Sind A
′ bzw. B′ nicht zu einer
Strecke entartet, so gilt auch hier A′i = a
′
i−1 ∩ a
′
i bzw. B
′
j = b
′
j−1 ∩ b
′
j. Jetzt unterscheiden
wir vier Fa¨lle:
36
1. Fall: ~ck = ~ai und ~ck−1 = ~bj−1 fu¨r ein i ∈ {1, . . . , n} und j ∈ {1, . . . ,m}.
Dann gilt offenbar
C ′k =C
′
1 +
k−1∑
r=1
~cr = C
′
1 +
i−1∑
s=1
~as +
j−1∑
t=1
~bt = A
′
1 +B
′
1 +
i−1∑
s=1
~as +
j−1∑
t=1
~bt
=A′i +B
′
j.
2. Fall: ~ck = ~bj und ~ck−1 = ~ai−1 fu¨r ein i ∈ {1, . . . , n} und j ∈ {1, . . . ,m}.
Dann gilt ganz analog C ′k = A
′
i +B
′
j.
3. Fall: ~ck = ~ai und ~ck−1 = ~ai−1 fu¨r ein i ∈ {1, . . . , n}.
Dann kann A′ nicht zu einer Strecke ausgeartet sein. Wa¨re A′ zu einer Strecke aus-
geartet, so gilt fu¨r den Winkel ∢(~ai,−~ai−1) = ∢(~ck,−~ck−1) = 0. Also wa¨re auch C
′
zu einer Strecke ausgeartet. Damit gilt A′i = a
′
i−1 ∩ a
′
i. Demnach ist C
′
k = A
′
i + B
′
j
mit j = k − i− 1.
4. Fall: ~ck = ~bj und ~ck−1 = ~bj−1 fu¨r ein j ∈ {1, . . . ,m}.
Analog zum 3.Fall ergibt sich C ′k = A
′
i +B
′
j mit i = k − j − 1.
Wir wollen nun ΨkC genauer bestimmen. Dazu unterscheiden wir wieder die obigen
vier Fa¨lle:
1. Fall: ~ck = ~ai und ~ck−1 = ~bj−1 fu¨r ein i ∈ {1, . . . , n} und j ∈ {1, . . . ,m}.
ΨkC = Φ(Ck) · f(∢(~ck,−~ck−1))
= Φ(Ai ⊕Bj) · f(∢(~ai,−~bj−1))
= Φ(Ai) · f(∢(~ai,−~bj−1)) + Φ(Bj) · f(∢(~ai,−~bj−1))
= Φ(Ai) · f(∢(~ai,−~ai−1)) + Φ(Ai) · f(∢(−~ai−1,−~bj−1))
+ Φ(Bj) · f(∢(~ai,−~bj−1))
= ΨiA + Φ(Ai) · f(∢(−~ai−1,−
~bj−1)) + Φ(Bj) · f(∢(~ai,−~bj−1))
2. Fall: ~ck = ~bj und ~ck−1 = ~ai−1 fu¨r ein i ∈ {1, . . . , n} und j ∈ {1, . . . ,m}.
ΨkC = Φ(Ck) · f(∢(~ck,−~ck−1))
= Φ(Ai ⊕Bj) · f(∢(~bj,−~ai−1))
= Φ(Bj) · f(∢(~bj,−~ai−1)) + Φ(Ai) · f(∢(~bj,−~ai−1))
= Φ(Bj) · f(∢(~bj,−~bj−1)) + Φ(Bj) · f(∢(−~bj−1,−~ai−1))
+ Φ(Ai) · f(∢(~bj,−~ai−1))
= ΨjB + Φ(Bj) · f(∢(−
~bj−1,−~ai−1)) + Φ(Ai) · f(∢(~bj,−~ai−1))
3. Fall: ~ck = ~ai und ~ck−1 = ~ai−1 fu¨r ein i ∈ {1, . . . , n}.
ΨkC = Φ(Ck) · f(∢(~ck,−~ck−1))
= Φ(Ai ⊕Bj) · f(∢(~ai,−~ai−1))
= Φ(Ai) · f(∢(~ai,−~ai−1)) + Φ(Bj) · f(∢(~ai,−~ai−1))
= ΨiA + Φ(Bj) · f(∢(~ai,−~ai−1))
4. Fall: ~ck = ~bj und ~ck−1 = ~bj−1 fu¨r ein j ∈ {1, . . . ,m}.
ΨkC = Φ(Ck) · f(∢(~ck,−~ck−1))
= Φ(Ai ⊕Bj) · f(∢(~bj,−~bj−1))
= Φ(Bj) · f(∢(~bj,−~bj−1)) + Φ(Ai) · f(∢(~bj,−~bj−1))
= ΨjB + Φ(Ai) · f(∢(
~bj,−~bj−1))
Wir betrachten nun das p-Tupel der Seitenvektoren aus S(C ′) (in der natu¨rlichen Rei-
henfolge). Dann entspricht dem ein gewisses (n + m)-Tupel der Seitenvektoren aus
S(A′)∪· S(B′). O.B.d.A. ko¨nnen wir davon ausgehen, dass die Nummerierung der Ecken
so gewa¨hlt wurde, dass ~c1 = ~a1 und ~cn+m = ~bm gilt.
(~c1, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,~cn+m) =
(~a1, . . . ,~ai1 ,
~b1, . . . ,~bj1 ,~ai1+1, . . . ,~ai2 ,
~bj1+1 . . . . . . ,~ail−1+1, . . . ,~an,
~bjl−1+1, . . . ,
~bm)
Nach jeweils einer bestimmten Anzahl von Vektoren ~ai ∈ S(A
′) kommt demzufolge eine
gewisse Anzahl von Vektoren ~bj ∈ S(B
′). Wir wollen annehmen, dass es jeweils l solcher
Blo¨cke aufeinander folgender Vektoren aus S(A′) bzw. S(B′) gibt.
Wir greifen uns nun den h-ten Block mit Vektoren ~aih−1+1, . . . ,~aih aus S(A
′) heraus und
untersuchen die Summe
∑
ΨkC u¨ber k = jh−1 + ih−1 + 1, . . . , jh−1 + ih. Fu¨r h = 1 ist
dabei j0 := i0 := 0 zu setzen. Aus Gru¨nden der U¨bersichtlichkeit werden die einzelnen
Summanden in Tabellenform aufgeschlu¨sselt.
ΣhA :=
jh−1+ih∑
k=jh−1+ih−1+1
ΨkC =
k ~ck−1,~ck Fall
Ψ
ih−1+1
A +Φ(Aih−1+1) · f(∢(−~aih−1 ,−
~bjh−1)) jh−1+ih−1+1
~bjh−1 ,~aih−1+1 1
+Φ(Bjh−1+1) · f(∢(~aih−1+1,−
~bjh−1))+
Ψ
ih−1+2
A +Φ(Bjh−1+1) · f(∢(~aih−1+2,−~aih−1+1))+ jh−1+ih−1+2 ~aih−1+1,~aih−1+2 3
Ψ
ih−1+3
A +Φ(Bjh−1+1) · f(∢(~aih−1+3,−~aih−1+2))+ jh−1+ih−1+3 ~aih−1+2,~aih−1+3 3
...
...
...
ΨihA +Φ(Bjh−1+1) · f(∢(~aih ,−~aih−1))︸ ︷︷ ︸
(∗) (ohne 1. Zeile)
jh−1+ih ~aih−1,~aih 3
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Da f additiv ist, ko¨nnen alle Summanden, die Φ(Bjh−1+1) enthalten, zusammengefasst
werden. Dazu addieren wir Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih)) und ziehen es gleich wieder
ab. Damit erhalten wir
(∗) =Φ(Bjh−1+1) · f(∢(~aih−1+1,−
~bjh−1)) + Φ(Bjh−1+1) · f(∢(~aih−1+2,−~aih−1+1))
+ Φ(Bjh−1+1) · f(∢(~aih−1+3,−~aih−1+2)) + · · ·+ Φ(Bjh−1+1) · f(∢(~aih ,−~aih−1))
+ Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih))− Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih))
=Φ(Bjh−1+1) · f(∢(~aih−1+1,−
~bjh−1) + ∢(~aih−1+2,−~aih−1+1)
+ ∢(~aih−1+3,−~aih−1+2) + · · ·+ ∢(~aih ,−~aih−1) + ∢(−
~bjh−1 ,−~aih))
− Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih)).
Nun bilden die Vektoren~bjh−1 ,~aih−1+1,~aih−1+2, . . . ,~aih ,−
~bjh−1 und v := −
∑ih
i=ih−1+1
~ai die
ih − ih−1 + 3 Seitenvektoren eines (ih− ih−1+3)-Ecks P . Die Innenwinkel von P sind die
oben betrachteten Winkel ∢(~aih−1+1,−
~bjh−1),∢(~aih−1+2,−~aih−1+1), . . . ,∢(~aih ,−~aih−1),
∢(−~bjh−1 ,−~aih). Dazu kommen noch die beiden Innenwinkel ∢(~v,
~bjh−1) und ∢(
~bjh−1 ,−~v).
Diese erga¨nzen sich zu π. Da die Innenwinkelsumme in einem (ih − ih−1 + 3)-Eck
(ih− ih−1 + 1)π ist, ist die Summe der anderen Winkel gleich (ih− ih−1)π. Wir erhalten
demnach
(∗) = Φ(Bjh−1+1) · f((ih − ih−1)π)︸ ︷︷ ︸
=0
−Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih))
= −Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih)).
Fu¨r ΣhA ergibt sich damit
ΣhA =
jh−1+ih∑
k=jh−1+ih−1+1
ΨkC
=
ih∑
i=ih−1+1
ΨiA + Φ(Aih−1+1) · f(∢(−~aih−1 ,−
~bjh−1))
− Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih)).
Nun greifen wir genauso den h-ten Block mit Vektoren ~bjh−1+1, . . . ,
~bjh aus S(B
′) heraus
und untersuchen wiederum die Summe
∑
ΨkC u¨ber k = ih−1+jh−1+1, . . . , ih−1+jh. Fu¨r
h = 1 setzen wir dabei wieder j0 := i0 := 0. Die einzelnen Summanden werden ebenfalls
in Tabellenform aufgeschlu¨sselt.
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ΣhB :=
ih−1+jh∑
k=ih−1+jh−1+1
ΨkC =
k ~ck−1,~ck Fall
Ψ
jh−1+1
B + Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih)) ih−1+jh−1+1 ~aih ,
~bjh−1+1 2
+ Φ(Aih+1) · f(∢(
~bjh−1+1,−~aih))+
Ψ
jh−1+2
B + Φ(Aih+1) · f(∢(
~bjh−1+2,−
~bjh−1+1))+ ih−1+jh−1+2
~bjh−1+1,
~bjh−1+2 4
Ψ
jh−1+3
B + Φ(Aih+1) · f(∢(
~bjh−1+3,−
~bjh−1+2))+ ih−1+jh−1+3
~bjh−1+2,
~bjh−1+3 4
...
...
...
ΨjhB + Φ(Aih+1) · f(∢(
~bjh ,−
~bjh−1))︸ ︷︷ ︸
(∗) (ohne 1. Zeile)
ih−1+jh ~bjh−1,
~bjh 4
Jetzt ko¨nnen wir alle Summanden, die Φ(Aih+1) enthalten, zusammenfassen. Dazu ad-
dieren wir Φ(Aih+1) · f(∢(−~aih ,−
~bjh)) und ziehen es sogleich wieder ab. Zusammen mit
entsprechenden Winkelbetrachtungen wie oben ergibt sich dann
(∗) =Φ(Aih+1) · f(∢(
~bjh−1+1,−~aih)) + Φ(Aih+1) · f(∢(
~bjh−1+2,−
~bjh−1+1))
+ Φ(Aih+1) · f(∢(
~bjh−1+3,−
~bjh−1+2)) + · · ·+ Φ(Aih+1) · f(∢(
~bjh ,−
~bjh−1))
+ Φ(Aih+1) · f(∢(−~aih ,−
~bjh))− Φ(Aih+1) · f(∢(−~aih ,−
~bjh))
=Φ(Aih+1) · f(∢(
~bjh−1+1,−~aih) + ∢(
~bjh−1+2,−
~bjh−1+1)
+ ∢(~bjh−1+3,−
~bjh−1+2) + · · ·+ ∢(
~bjh ,−
~bjh−1) + ∢(−~aih ,−
~bjh))
− Φ(Aih+1) · f(∢(−~aih ,−
~bjh)).
=Φ(Aih+1) · f((jh − jh−1)π)︸ ︷︷ ︸
=0
−Φ(Aih+1) · f(∢(−~aih ,−
~bjh))
=− Φ(Aih+1) · f(∢(−~aih ,−
~bjh)).
Fu¨r ΣhB erhalten wir damit
ΣhB =
ih+jh∑
k=ih+jh−1+1
ΨkC
=
jh∑
j=jh−1+1
ΨjB + Φ(Bih−1+1) · f(∢(−
~bjh−1 ,−~aih))
− Φ(Aih+1) · f(∢(−~aih ,−
~bjh)).
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Fu¨r ΨU(C) erhalten wir nun folgende Darstellung:
ΨU(C) =
p∑
k=1
ΨkC =
l∑
h=1
(
ΣhA + Σ
h
B
)
=
l∑
h=1
( ih∑
i=ih−1+1
ΨiA + Φ(Aih−1+1) · f(∢(−~aih−1 ,−
~bjh−1))
− Φ(Bjh−1+1) · f(∢(−
~bjh−1 ,−~aih))
+
jh∑
j=jh−1+1
ΨjB + Φ(Bih−1+1) · f(∢(−
~bjh−1 ,−~aih))
− Φ(Aih+1) · f(∢(−~aih ,−
~bjh))
)
= ΨU(A) + ΨU(B) +
l∑
h=1
(
Φ(Aih−1+1) · f(∢(−~aih−1 ,−
~bjh−1))
)
−
l∑
h=1
(
Φ(Aih+1) · f(∢(−~aih ,−
~bjh))
)
Durch eine Indexverschiebung heben sich fast alle Summanden gegenseitig auf. Beachtet
man weiter, dass i0 = j0 = 0 festgelegt wurde und außerdem il = n und jl = m ist, so
erha¨lt man
ΨU(C) = ΨU(A) + ΨU(B) + Φ(A1) · f(∢(−~a0,−~b0))
− Φ(An+1) · f(∢(−~an,−~bm))
Da wir die Indizierung zyklisch betrachten, ist An+1 = A1,~an = ~a0 sowie ~bm = ~b0, und
wir erhalten
ΨU(C) = ΨU(A) + ΨU(B).
Wir wollen jetzt noch den Fall behandeln, der am Anfang ausgeschlossen wurde; dass
eines der beiden Polygone A′ oder B′ zu einem Punkt ausgeartet ist. O.B.d.A. nehmen
wir an, B′ sei zu einem Punkt ausgeartet. Dann muss A′ ein eigentliches Polygon sein,
denn sonst wa¨re C ′ ein uneigentliches Polygon und damit wa¨re ebenso C uneigentlich.
Dieser triviale Fall wurde ganz am Anfang behandelt.
Wenn B′ nur ein einzelner Punkt ist, dann ist C ′ nur ein Translat von A′ und die
Seitenvektoren von C ′ stimmen mit denen von A′ u¨berein. Fu¨r die Eckpunkte von C ′
und A′ gilt dann C ′i = A
′
i + B
′ fu¨r alle i = 1, . . . , n(= p). Entsprechend gilt somit fu¨r
die zugeho¨rigen Seiten Ci = Ai + B fu¨r alle i = 1, . . . , n(= p). Damit erhalten wir fu¨r
ΨU(C) mit der Darstellung (3.9):
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ΨU(C) =
n∑
i=1
Φ(Ci) · f(∢(~ci,−~ci−1))
=
n∑
i=1
Φ(Ai ⊕B) · f(∢(~ci,−~ci−1))
=
n∑
i=1
Φ(Ai) · f(∢(~ai,−~ai−1)) + Φ(B)
n∑
i=1
f(∢(~ci,−~ci−1))
=
n∑
i=1
Φ(Ai) · f(∢(~ai,−~ai−1)) + Φ(B)f
( n∑
i=1
∢(~ci,−~ci−1)
)
Da die Winkel ∢(~c1,−~c0), . . . ,∢(~cn,−~cn−1) gerade die Innenwinkel des n-Ecks C
′ sind,
ist die Winkelsumme gleich (n−2)π. Damit ergibt sich
ΨU(C) =
n∑
i=1
Φ(Ai) · f(∢(~ai,−~ai−1)) + Φ(B) f((n−2)π)︸ ︷︷ ︸
=0
=
n∑
i=1
Φ(Ai) · f(∢(~ai,−~ai−1))
=ΨU(A).
Da B uneigentlich ist, gilt ΨU(B) = 0. Damit erhalten wir in diesem Fall ebenfalls
ΨU(C) = ΨU(A) + ΨU(B).
Insgesamt erhalten wir mit Darstellung (3.4):
ΞΦf (C) =
∑
U∈Ud−2(C)
ΨU(C),
=
∑
U∈Ud−2(C)
ΨU(A) +
∑
U∈Ud−2(C)
ΨU(B). (3.17)
Ist nun einerseits U ∈ Ud−2(C), aber U 6∈ Ud−2(A), so gibt es offensichtlich
keine (d − 2)-dimensionale Seite von A, die parallel zu U ist. Dann ist nach (3.5)
ΨU(A) = 0.
Ist andererseits U ∈ Ud−2(A), so gibt es eine (d−2)-dimensionale Seite E ∈ Fd−2(A)
von A, die parallel zu U ist. Dann gibt es einen Normaleneinheitsvektor u ∈ U⊥ fu¨r den
E = FA(u) gilt. Da dimU
⊥ = 2 ist, gibt es sogar unendlich viele Einheitsvektoren, die das
erfu¨llen. Davon sei einer so gewa¨hlt, dass dimFB(u) < d− 1 ist. Dies ist immer mo¨glich,
da der (a¨ußere) Normaleneinheitsvektor einer (d−1)-dimensionalen Seite eindeutig be-
stimmt ist und es nur endlich viele solcher Seiten gibt. Dann gilt nach Lemma 2.2 (iii)
FA(u)⊕ FB(u) = FC(u). Damit ist wegen Lemma 2.3 dimFC(u) ≥ d− 2.
Nun wa¨hlen wir noch einen zweiten, von u verschiedenen Normaleneinheitsvektor v,
fu¨r den ebenfalls gilt E = FA(u) = FA(v) und FB(u) = FB(v). Damit gilt weiterhin
FC(u) = FC(v). Diese Seite von C liegt somit in zwei verschiedenen (d−1)-dimensionalen
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Ebenen, denn es gilt FC(u) ⊆ HC(u) und FC(v) ⊆ HC(v). Also liegt FC(u) = FC(v)
ebenfalls im Durchschnitt von HC(u) und HC(v). Da der Durchschnitt zweier verschiede-
ner (d−1)-dimensionalen Ebenen (d−2)-dimensional ist, erhalten wir dimFC(u) ≤ d−2,
demzufolge ist dimFC(u) = d− 2. Somit besitzt auch C eine (d−2)-dimensionale Seite,
die parallel zu U ist.
Damit ko¨nnen wir in der Summendarstellung 3.17 u¨ber Ud−2(A) statt u¨ber Ud−2(C)
summieren. Entsprechende U¨berlegungen gelten natu¨rlich genauso fu¨r B. Wir erhalten
also
ΞΦf (C) =
∑
U∈Ud−2(A)
ΨU(A) +
∑
U∈Ud−2(B)
ΨU(B)
= ΞΦf (A) + Ξ
Φ
f (B). q.e.d.
Ausgehend von diesem Konstruktionsprinzip werden wir nun ein neues System von Funk-
tionalen einfu¨hren, indem wir bei der Konstruktion der Hadwigerschen Funktionale das
Volumen durch die mittlere Breite ersetzen.
Definition 3.6: Es seien wiederum f1, . . . , fk : R → Q, k = 1, . . . ,
⌈
d
2
⌉
− 1 rational-
lineare Funktionen mit fi(π) = 0 (i = 1, . . . , k). Fu¨r eine Hyperkante e ∈ Fd−2(P )
sei α(e) erneut die Gro¨ße des Keilwinkels zwischen den beiden anliegenden (d− 1)-
dimensionalen Seitenfla¨chen. Mit bk(e) bezeichnen wir die mittlere Breite einer k-dimen-
sionalen Seite e ∈ Fk, gemessen in dem k-dimensionalen Unterraum aff(e). Wir definieren
nun:
Edf1(P ) :=
∑
e∈Fd−2(P )
bd−2(e) · f(α(e)) (3.18)
Fu¨r k = 2, . . . ,
⌈
d
2
⌉
− 1 definieren wir dann rekursiv:
Edf1,...,fk(P ) :=
∑
e∈Fd−2(P )
Ed−2f1,...,fk−1(e) · f(α(e)). (3.19)
Ist P ∈ P(Ed) ein uneigentliches Polytop, so setzen wir wieder Edf1,...,fk(P ) := 0. Fu¨r die
mittlere Breite selbst fu¨hren wir noch die Bezeichnung Ed(P ) := bd(P ) ein.
Diese neuen Funktionale haben nun ebenfalls einige scho¨ne Eigenschaften:
Lemma 3.10: (Eigenschaften der Funktionale Edf1,...,fk) Fu¨r alle Dimensionen
d ≥ 3 und alle rational-linearen Funktionen f1, . . . , fn
(
n =
⌈
d
2
⌉
− 1
)
mit fi(π) = 0
(i = 1, . . . , n) gilt fu¨r k = 1, . . . , n:
(i) Edf1,...,fk ist bewegungsinvariant:∧
P,Q∈P(Ed)
(
P ∼= Q =⇒ Edf1,...,fk(P ) = E
d
f1,...,fk
(Q)
)
,
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(ii) Edf1,...,fk ist homogen vom Grade 1:∧
P∈P(Ed)
∧
λ>0
(
Edf1,...,fk(λ · P ) = λ · E
d
f1,...,fk
(P )
)
.
Beweis: (i) Zuna¨chst ist nach Lemma 3.1 (iii) die mittlere Breite Ed bewegungsinva-
riant. Damit ist die Behauptung sogar fu¨r k = 0 erfu¨llt. Es seien nun die Ed−2f1,...,fk−1
bewegungsinvariant fu¨r alle rational-linearen Funktionen f1, . . . , fk−1. Fu¨r eine wei-
tere rational-lineare Funktion fk ist dann nach Definition 3.6 (3.18) bzw. (3.19)
Edf1,...,fk(P ) =
∑
e∈Fd−2(P )
Ed−2f1,...,fk−1(e) · f(α(e)).
Da die Ed−2f1,...,fk−1 bewegungsinvariant sind und dies genauso fu¨r die Keilwinkel-
gro¨ßen gilt, ist Edf1,...,fk ebenfalls bewegungsinvariant.
(ii) Nach Lemma 3.1 (ii) ist die mittlere Breite Ed homogen vom Grade 1. Also ist die
Behauptung wieder sogar fu¨r k = 0 erfu¨llt. Es seien nun die Ed−2f1,...,fk−1 homogen
vom Grade 1 fu¨r alle rational-linearen Funktionen f1, . . . , fk−1. Fu¨r eine weitere
rational-lineare Funktion fk ist dann nach Definition 3.6 (3.18) bzw. (3.19)
Edf1,...,fk(P ) =
∑
e∈Fd−2(P )
Ed−2f1,...,fk−1(e) · f(α(e)).
Die Keilwinkelgro¨ßen sind jedoch invariant unter A¨hnlichkeitsabbildungen. Da die
Ed−2f1,...,fk−1 homogen vom Grade 1 sind, muss dies weiterhin fu¨r E
d
f1,...,fk
gelten.
q.e.d.
Bemerkung 3.7: Aus den Gleichungen (3.18) bzw. (3.19) der Definition 3.6 erhalten
wir folgende explizite Darstellung:
Edf1,...,fk(P ) :=
∑
ek∈Fd−2(P )
∑
ek−1∈Fd−4(ek)
· · ·
∑
e1∈Fd−2k(e2)
bd−2k(e1)·
· f1(α(e1)) · · · fk−1(α(ek−1)) · fk(α(ek)). (3.20)
Lemma 3.11: Fu¨r ungerade Dimensionen d (d ≥ 3) ist Edf1,...,fn
(
n =
⌈
d
2
⌉
− 1 = d−1
2
)
Minkowski-additiv:∧
P,Q∈P(Ed)
(
Edf1,...,fn(P ⊕Q) = E
d
f1,...,fn
(P ) + Edf1,...,fn(Q)
)
.
Fu¨r diese gilt dann auch Edf1,...,fn = D
d
f1,...,fn
.
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Beweis: Zuna¨chst ist nach Lemma 3.1 (i) die mittlere Breite Ed = bd fu¨r alle d ≥
1 Minkowski-additiv. Fu¨r d = 1 sind die einzigen uneigentlichen Polytope die leere
Menge und einzelne Punkte. Fu¨r diese verschwindet jedoch die mittlere Breite. Also
ist die Behauptung fu¨r d = 1 bzw. n = 0 erfu¨llt. Es seien nun die Ed−2f1,...,fn−1 eben-
falls Minkowski-additiv fu¨r alle rational-linearen Funktionen f1, . . . , fn−1 mit fi(π) = 0
(i = 1, . . . , n − 1). Fu¨r uneigentliche Polytope P ∈ P(Ed−2) sei Ed−2f1,...,fn−1(P ) = 0.
fn sei nun eine weitere rational-lineare Funktion mit fn(π) = 0. Dann ist nach Lemma 3.9
Edf1,...,fn ebenfalls Minkowski-additiv und es gilt E
d
f1,...,fn
(P ) = 0 fu¨r alle uneigentlichen
Polytope P ∈ P(Ed).
Fu¨r d = 3 ist nach Bemerkung 3.1 die mittlere Breite einer Kante e ∈ F1(P ) gleich
der La¨nge derselben, demnach gilt b1(e) = V1(e). Somit ist E
3
f1
= D3f1 = Df1 gleich
dem Dehnschen Funktional. Aus demselben Grund sind fu¨r ungerade Dimensionen d die
Funktionale Edf1,...,fn = D
d
f1,...,fn
fu¨r n =
⌈
d
2
⌉
− 1 = d−1
2
, also gleich den entsprechenden
Hadwigerschen Funktionalen. q.e.d.
Bemerkung 3.8: Vorerst offen bleiben muss die Frage, ob die Funktionale Edf1,...,fk auch
fu¨r n 6=
⌈
d
2
⌉
−1 bzw. fu¨r gerade Dimensionen Minkowski-additiv sind. Zumindest erfu¨llen
sie nach Lemma 3.10 (ii) die nach Lemma 3.5 dazu notwendige Bedingung rational-
homogen vom Grade 1 zu sein.
Da jedoch die mittlere Breite nur fu¨r d = 1 fu¨r alle uneigentliche Polytope verschwindet,
kann Lemma 3.9 nur fu¨r diesen Fall angewendet werden. Dies ergibt genau die in Lemma
3.11 behandelten Funktionale.
Fu¨r die Frage nach notwendigen Bedingungen fu¨r die Minkowskische Zerlegungsgleich-
heit ergibt sich also folgender
Satz 3.4: Fu¨r zwei Polytope P,Q ∈ P(Ed) in Ra¨umen ungerader Dimension gilt
fu¨r alle rational-linearen Funktionen f1, . . . , fn
(
n =
⌈
d
2
⌉
− 1 = d−1
2
)
mit fi(π) = 0
(i = 1, . . . , n):
P
z
=Q =⇒ Edf1,...,fn(P ) = E
d
f1,...,fn
(Q).
Um weitere Minkowski-additive Funktionale zu finden fu¨hren wir nun ein weiteres Kon-
struktionsverfahren ein.
Definition 3.7: V (Ak) sei der zu einem k-dimensionalen affinen Unterraum Ak des E
d
geho¨rende lineare Unterraum. Fu¨r ein Polytop P ∈ P(Ed) ist dann Uk(P ) := {U : U =
V (aff F ), F ∈ Fk(P )} die Menge aller k-dimensionalen linearen Unterra¨ume, die parallel
zu einer k-dimensionalen Seite von P sind. Es sei Φ : P(Ek) → R ein bewegungsinva-
riantes und Minkowski-additives Polyederfunktional, welches fu¨r uneigentliche Polytope
verschwindet (d.h. Φ(P ) = 0, falls dimP < k). Dann definieren wir ein Funktional
ΨΦ : P(Ed)→ R durch
ΨΦ(P ) :=
∑
U∈Uk(P )
∫
U⊥∩Sd−1
Φ(FP (u)) du.
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Dabei ist Φ(FP (u)) in einem k-dimensionalen affinen Unterraum zu bestimmen, der
FP (u) entha¨lt. Ist dimFP (u) > k, so setzen wir Φ(FP (u)) = 0.
Lemma 3.12: (i) ΨΦ(P ) hat auch folgende Darstellung:
ΨΦ(P ) =
∑
F∈Fk(P )
Φ(F ) · δ(F ),
wobei δ(F ) das Maß des a¨ußeren Winkels von F ist.
(ii) Fu¨r k = d−1 vereinfacht sich die Darstellung fu¨r eigentliche Polytope P ∈ Pd zu
ΨΦ(P ) =
∑
F∈Fd−1(P )
Φ(F ).
(iii) Ist P ∈ P(Ed) uneigentlich, so erha¨lt man fu¨r k = d−1
ΨΦ(P ) = 2 · Φ(P ).
Ist dabei dimP < d− 1, so ist ΨΦ(P ) = 0.
Beweis: (i) Da P nur endlich viele Seiten besitzt, nimmt Φ(FP (u)) nur endlich viele
Werte an. Φ(FP (u)) ist dabei fu¨r jede Seite F ∈ F(P ) konstant auf dem relativ
offenen Normalenkegel N˘F := {u ∈ E
d\{o} : F = FP (u)}. Diese bilden nach
Lemma 2.11 (i) eine disjunkte Zerlegung des Ed\{o}:
d−1⋃
·
k=0
⋃
·
F∈Fk(P )
N˘F = E
d\{o}.
Damit erhalten wir des weiteren eine Zerlegung fu¨r die (d−k−1)-dimensionalen
Spha¨re U⊥ ∩ Sd−1:
d−1⋃
·
k=0
⋃
·
F∈Fk(P )
(N˘F ∩ U
⊥ ∩ Sd−1) = U⊥ ∩ Sd−1.
Indem wir noch beachten, dass Φ(F ) = 0 ist, falls dimF 6= k gilt, erhalten wir fu¨r
ΨΦ folgende Darstellung:
ΨΦ(P ) =
∑
U∈Uk(P )
∫
U⊥∩Sd−1
Φ(FP (u)) du
=
∑
U∈Uk(P )
∑
F∈Fk(P )
F‖U
Φ(F ) · σd−k−1(N˘F ∩ U
⊥ ∩ Sd−1).
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Da F parallel zu U liegt, gilt N˘F ⊆ U
⊥ und es ergibt sich
ΨΦ(P ) =
∑
F∈Fk(P )
Φ(F ) · σd−k−1(N˘F ∩ S
d−1).
Durch U¨bergang von N˘F zur abgeschlossenen Hu¨lle cl N˘F = NF a¨ndert sich das
Maß σd−k−1(N˘F ∩ S
d−1) nicht. Unter Beru¨cksichtigung von σd−k−1(NF ∩ S
d−1) =
δ(F ) erha¨lt man
ΨΦ(P ) =
∑
F∈Fk(P )
Φ(F ) · δ(F ).
(ii) Jede (d− 1)-dimensionale Seitenfla¨che F ∈ Fd−1(P ) eines eigentlichen Polytops
P ∈ Pd besitzt nur einen einzigen Normaleneinheitsvektor. Da fu¨r k = d−1 das
Maß σd−k−1 = σ0 das Za¨hlmaß ist, ist δ(F ) = σ0(NF ∩ S
d−1) = 1. Somit erhalten
wir mit Teil (i)
ΨΦ(P ) =
∑
F∈Fd−1(P )
Φ(F ).
(iii) Ist dimP = d − 1, so ist P selbst die einzige (d−1)-dimensionale Seite von P .
Bezeichnet U den zu aff P geho¨renden linearen Unterraum, so ist NP = U
⊥. Es gilt
daher dimNP = dimU
⊥ = 1. Fu¨r NP ∩ S
d−1 gilt deshalb σ0(NP ∩ S
d−1) = ω0 = 2.
(ω0 ist die Oberfla¨che der 0-dimensionalen Einheitsspha¨re.) Also gilt in dem Fall
ΨΦ(P ) = 2 · Φ(P ).
Ist dimP < d− 1, so ist nach Definition 3.7 ΨΦ(P ) = 0. q.e.d.
Direkt aus der Definition 3.7 bzw. der Darstellung aus Lemma 3.12 ergeben sich einige
wichtige Eigenschaften der Funktionale:
Lemma 3.13: (i) ΨΦ ist ein bewegungsinvariantes Funktional.
(ii) Ist Φ homogen vom Grade h, so ist ΨΦ ebenfalls homogen vom Grade h.
(iii) Ist Φ nichttrivial, so gibt es stets uneigentliche Polytope P ∈ P(Ed), (dimP = k)
mit ΨΦ(P ) 6= 0.
Fu¨r uns wichtig ist noch die Eigenschaft der Minkowski-Additivita¨t.
Lemma 3.14: ΨΦ : P(Ed)→ R ist ein Minkowski-additives Polyederfunktional.
Beweis: Es seien wiederum A,B,C ∈ P(Ed) drei Polytope mit A ⊕ B = C. Da Φ
Minkowski-additiv ist, gilt wegen Lemma 2.2 (iii) fu¨r alle u mit dimFC(u) ≤ k:
Φ(FC(u)) = Φ(FA(u)) + Φ(FB(u)).
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Ist jedoch dimFC(u) > k fu¨r ein u ∈ E
d\{o}, so ist zwar Φ(FC(u)) = 0, aber fu¨r
Φ(FA(u)) und Φ(FB(u)) gilt dies im allgemeinen nicht, da durchaus dimFA(u) = k bzw.
dimFB(u) = k gelten kann. Sei nun F ∈ F(C) mit dimF > k. Dann ist Φ(FC(u))
konstant auf der Menge N˘F := {u ∈ E
d\{o} : F = FC(u)}. Ist VF der zu aff(F )
geho¨rende lineare Unterraum, so gilt N˘F ⊆ V
⊥
F . Da dimVF = dimF > k ist, gilt
fu¨r die Dimension von N˘F : dimNF ≤ dimV
⊥
F < d − k und damit dim(N˘F ∩ S
d−1) ≤
dim(V ⊥F ∩ S
d−1) < d − k − 1. Somit ist σd−k−1(N˘F ∩ S
d−1) = 0. N˘F ∩ S
d−1 ist damit
eine Nullmenge bzgl. σd−k−1 und spielt demnach bei der Integration keine Rolle. Wir
erhalten also
ΨΦ(C) =
∑
U∈Uk(C)
∫
U⊥∩Sd−1
Φ(FC(u)) dσd−k−1(u) (3.21)
=
∑
U∈Uk(C)
∫
U⊥∩Sd−1
(
Φ(FA(u)) + Φ(FB(u))
)
dσd−k−1(u)
=
∑
U∈Uk(C)
∫
U⊥∩Sd−1
Φ(FA(u)) du+
∑
U∈Uk(C)
∫
U⊥∩Sd−1
Φ(FB(u)) du (3.22)
Ist U ∈ Uk(C), aber U 6∈ Uk(A), so gilt fu¨r alle v ∈ U
⊥ ∩ Sd−1: Ist dimFA(v) < k oder
dimFA(v) > k, so ist Φ(FA(v)) = 0. Ist andererseits dimFA(v) = k, so setzen wir F :=
FA(v), und wir betrachten den offenen Normalenkegel N˘F := {u ∈ E
d\{o} : F = FA(u)}.
Da F nicht parallel zu U ist, gilt N˘F 6⊆ U
⊥. Damit erhalten wir fu¨r die Dimension von
NF ∩ U
⊥ ∩ Sd−1 die Abscha¨tzung dim(NF ∩ U
⊥ ∩ Sd−1) < dim(U⊥ ∩ Sd−1) = d− k − 1.
Demzufolge ist NF ∩ U
⊥ ∩ Sd−1 eine Nullmenge bzgl. σd−k−1. Somit erhalten wir∫
U⊥∩Sd−1
Φ(FA(u)) dσd−k−1(u) = 0. (3.23)
Analog erhalten wir, falls U ∈ Uk(C), aber U 6∈ Uk(B)∫
U⊥∩Sd−1
Φ(FB(u)) dσd−k−1(u) = 0. (3.24)
Folglich ko¨nnen wir bei der Summenbildung in der Darstellung (3.22) all jene Summan-
den weglassen, fu¨r die U 6∈ Uk(A) bzw. U 6∈ Uk(B) gilt.
Ist umgekehrt U ∈ Uk(A) oder U ∈ Uk(B), aber U 6∈ Uk(C), so erhalten wir entsprechend
zu Gleichung (3.23) bzw. (3.24)∫
U⊥∩Sd−1
Φ(FC(u)) dσd−k−1(u) = 0. (3.25)
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Damit ko¨nnen wir bei der Summenbildung in der Darstellung (3.22) die entsprechenden
Summanden hinzunehmen, fu¨r die U ∈ Uk(A) oder U ∈ Uk(B), aber U 6∈ Uk(C) ist. Es
gilt demnach
ΨΦ(C) =
∑
U∈Uk(A)
∫
U⊥∩Sd−1
Φ(FA(u)) du+
∑
U∈Uk(B)
∫
U⊥∩Sd−1
Φ(FB(u)) du
= ΨΦ(A) + ΨΦ(B). q.e.d.
Geht man von einem Minkowski-additiven Funktional Φ aus, welches fu¨r uneigentliche
Polytope verschwindet, so liefern beide Konstruktionsmethoden stets wieder Minkowski-
additive Funktionale. Allerdings besitzt nur das nach der ersten Methode gewonnene
Funktional ΞΦf die Eigenschaft, dass es fu¨r uneigentliche Polytope verschwindet. Des-
halb kann nur die erste Methode iterativ angewendet werden. Auf die so gewonnenen
Funktionale kann dann die zweite Methode angewandt werden. Dies wollen wir nun fu¨r
die Funktionale Edf1,...,fn (n =
d−1
2
) tun.
Definition 3.8: V (Ak) sei wieder der zu einem k-dimensionalen affinen Unterraum Ak
des Ed geho¨rende lineare Unterraum. Fu¨r ein Polytop P ∈ P(Ed) ist dann Uk(P ) :=
{U : U = V (aff F ), F ∈ Fk(P )} die Menge aller k-dimensionalen linearen Unterra¨ume,
die parallel zu einer k-dimensionalen Seite von P sind. Fu¨r ungerade k < d und n = k−1
2
definieren wir
Gd,kf1,...,fn(P ) :=
∑
U∈Uk(P )
∫
U⊥∩Sd−1
Ekf1,...,fn(FP (u)) du.
Da die Funktionale Gd,kf1,...,fn nach dem Konstruktionsprinzip von Definition 3.7 gebildet
sind, erhalten wir aus den Lemmata 3.13 und 3.14 gleich die wichtigsten Eigenschaften.
Lemma 3.15: (Eigenschaften der Funktionale Gd,kf1,...,fn) Fu¨r alle Dimensionen
d ≥ 4, alle ungeraden Zahlen k < d und alle rational-linearen Funktionen f1, . . . , fn
(n = k−1
2
) mit fi(π) = 0 (i = 1, . . . , n) gilt:
(i) Gd,kf1,...,fn ist bewegungsinvariant:∧
P,Q∈P(Ed)
(
P ∼= Q =⇒ G
d,k
f1,...,fn
(P ) = Gd,kf1,...,fn(Q)
)
,
(ii) Gd,kf1,...,fn ist homogen vom Grade 1:∧
P∈P(Ed)
∧
λ>0
(
Gd,kf1,...,fn(λ · P ) = λ ·G
d,k
f1,...,fn
(P )
)
,
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(iii) Gd,kf1,...,fn ist Minkowski-additiv:∧
P,Q∈P(Ed)
(
Gd,kf1,...,fn(P ⊕Q) = G
d,k
f1,...,fn
(P ) +Gd,kf1,...,fn(Q)
)
.
Damit liefern die Funktionale Gd,kf1,...,fk weitere notwendige Bedingungen fu¨r die Min-
kowskische Zerlegungsgleichheit. Insbesondere erhalten wir damit Kriterien, die auch in
Ra¨umen mit gerader Dimension anwendbar sind.
Satz 3.5: Fu¨r zwei Polytope P,Q ∈ P(Ed), (d ≥ 4) gilt fu¨r alle ungeraden k < d und
alle rational-linearen Funktionen f1, . . . , fn (n =
k−1
2
) mit fi(π) = 0 (i = 1, . . . , n):
P
z
=Q =⇒ Gd,kf1,...,fn(P ) = G
d,k
f1,...,fn
(Q).
Bemerkung 3.9: Zu den Ergebnissen dieses Abschnitts kann man auch auf andere Wei-
se gelangen, indem man die engen Beziehungen zwischen Minkowski-additiven Funktio-
nalen und Bewertungen ausnutzt. Einerseits ist jede Minkowski-additive Funktion eine
Bewertung. Unter gewissen zusa¨tzlichen Bedingungen sind andererseits, wie etwa das
Hadwigersche Lemma 3.3 zeigt, auch Bewertungen Minkowski-additiv. Zur Theorie der
Bewertungen sei auf die Artikel von McMullen und Schneider [MS, McM] verwiesen.
Der hier gewa¨hlte Ansatz verfolgt das Ziel, auf direktem Wege ohne den Umweg u¨ber
die Theorie der Bewertungen zu Ergebnissen zu gelangen. So konnten eine ganze Reihe
Minkowski-additiver Funktionale gefunden werden, die fu¨r konkrete Polytope leicht be-
stimmt werden ko¨nnen. Des weiteren wurden zwei Konstruktionsverfahren angegeben,
mit denen man neue Minkowski-additive Funktionale konstruieren kann.
3.2. Hinreichende Bedingungen
3.2.1. Zerlegungen von Polytopen
Um hinreichende Bedingungen fu¨r die Minkowski-Zerlegungsgleichheit von Polytopen zu
finden, wollen wir zuna¨chst untersuchen, welche Zerlegungen von Polytopen u¨berhaupt
mo¨glich sind. Immer mo¨glich ist die triviale Zerlegung in homothetische Kopien:
Lemma 3.16: Jedes konvexe Polytop P ∈ P(Ed) gestattet fu¨r alle n ∈ N, n ≥ 1 folgende
Zerlegung:
P =
n⊕
i=1
(λiP + ti) fu¨r alle λi ∈ [0, 1] (i = 1, . . . , n) mit
n∑
i=1
λi = 1
und alle ti ∈ E
d (i = 1, . . . , n) mit
n∑
i=1
ti = o.
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Beweis: Sei x ∈ P und die λi und ti wie oben. Dann la¨sst sich x darstellen als
x =
( n∑
i=1
λi
)
· x+
n∑
i=1
ti =
n∑
i=1
( λix︸︷︷︸
∈λiP
+ti).
Damit ist x ∈
⊕n
i=1 (λiP + ti).
Sei jetzt z ∈
⊕n
i=1 (λiP + ti). Dann existieren x1, . . . , xn ∈ P , sodass z sich darstellen
la¨sst als
z =
n∑
i=1
(λixi + ti) =
n∑
i=1
λixi +
n∑
i=1
ti︸ ︷︷ ︸
=o
=
n∑
i=1
λixi︸ ︷︷ ︸
∈P
.
Damit ist z eine Konvexkombination von Punkten aus P . Da P konvex ist, gilt
z ∈ P . q.e.d.
Interessant sind jetzt diejenigen Polytope, die keine anderen Zerlegungen zulassen.
Definition 3.9: (a) Q ∈ P(Ed) heißt Summand von P ∈ P(Ed), wenn ein Polytop
R ∈ P(Ed) existiert, sodass P = Q⊕R ist.
(b) Ein Summand Q eines Polytopes P ∈ P(Ed) heißt maximaler Summand, wenn fu¨r
kein λ > 1 λ ·Q ein Summand von P ist.
(c) P ∈ P(Ed) heißt unzerlegbar, wenn P nur die Zerlegungen aus Lemma 3.16 besitzt.
Lemma 3.17: [Sch, S. 145] Jeder Summand von P ∈ P(Ed) ist Durchschnitt einer
Familie von Translaten von P .
Beweis: Sei P = Q⊕R. Wir behaupten: Q =
⋂
r∈R(P − r). Dazu genu¨gt es zu zeigen,
dass P =
⋂
r∈R(P − r) ⊕ R gilt. Fu¨r alle r ∈ R liegt natu¨rlich der Nullpunkt o in
R − r. Daher gilt fu¨r alle r ∈ R : Q ⊆ Q ⊕ (R − r) = (Q ⊕ R) − r. Damit gilt
dies ebenso fu¨r den Durchschnitt: Q ⊆
⋂
r∈R(Q ⊕ R − r) =
⋂
r∈R(P − r). Demnach ist
P = Q⊕R ⊆
⋂
r∈R(P − r)⊕R.
Sei nun x ∈
⋂
r∈R(P − r) ⊕ R. Dann existiert natu¨rlich ein y ∈
⋂
r∈R(P − r) und ein
z ∈ R, sodass x = y + z. Somit gilt fu¨r alle r ∈ R, dass y ∈ P − r. Wa¨hlen wir speziell
r = z, so erhalten wir y ∈ P − z. Infolge dessen ist x = y+ z ∈ (P − z)+ z = P und wir
erhalten
⋂
r∈R(P − r)⊕R ⊆ P . q.e.d.
Fu¨r d = 2 gilt sogar die Umkehrung von Lemma 3.17:
Lemma 3.18: [Sch, Theorem 3.2.3] Fu¨r konvexe Polygone P ∈ P(E2) ist jeder nicht-
leere Durchschnitt von Translaten von P ein Summand von P .
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Beweis: Sei Q =
⋂
t∈T (P + t) 6= ∅. Da P ein konvexes Polygon ist, la¨sst es sich stets
darstellen als Durchschnitt von (endlich vielen) Halbebenen:
P =
k⋂
i=1
H−ui,αi , wobei H
−
ui,αi
= {x ∈ E2 : 〈ui, x〉 ≤ αi}.
Es gilt dann
Q =
⋂
t∈T
(P + t) =
⋂
t∈T
(
k⋂
i=1
H−ui,αi + t
)
=
⋂
t∈T
k⋂
i=1
H−
ui,αi+〈ui,t〉
=
k⋂
i=1
⋂
t∈T
H−
ui,αi+〈ui,t〉
=
k⋂
i=1
H−ui,αi+βi , wobei βi := inft∈T
〈ui, t〉 .
Sei x ∈ P . Dann existiert ein t ∈ E2, sodass Q + t ⊆ P und x ∈ Q + t. Damit
gilt fu¨r alle q ∈ Q : q + t ∈ P bzw. t ∈ P − q. Folglich liegt t im Durchschnitt
aller P − q : t ∈
⋂
q∈Q(P − q). Somit ist x ∈ Q ⊕
⋂
q∈Q(P − q) und damit ist
P ⊆ Q⊕
⋂
q∈Q(P − q).
Sei umgekehrt x ∈ Q⊕
⋂
q∈Q(P − q). Dann existiert ein y ∈ Q und ein z ∈
⋂
q∈Q(P − q),
sodass x = y+ z. Damit gilt fu¨r alle q ∈ Q : z ∈ P − q und speziell fu¨r q=y erhalten wir
z ∈ P − y. Somit ist x = z + y ∈ (P − y) + y = P . Insgesamt ist P = Q⊕
⋂
q∈Q(P − q).
Daraus folgt, dass Q ein Summand von P ist. q.e.d.
Bemerkung 3.10: Fu¨r d ≥ 3 ist die Aussage von Lemma 3.18 im allgemeinen falsch.
Dazu betrachte man zum Beispiel eine Pyramide mit quadratischer Grundfla¨che im E3.
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Abbildung 2: Die Kante K ist Durchschnitt der Pyramide P mit
einem um t verschobenem Exemplar P + t
In Abbildung 2 ist eine solche Pyramide P mit einem um eine Kantenla¨nge verschobenem
Exemplar P + t zu sehen. Der Durchschnitt dieser beiden Pyramiden ist die Kante K
von P . Wenn wir annehmen, dass K ein Summand von P ist, so gibt es ein Polytop
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Q ∈ P(E3), sodass P = K ⊕ Q gilt. Insbesondere hat dann die Spitze s der Pyramide
P eine Darstellung s = k + q mit k ∈ K und q ∈ Q. Dann mu¨sste jedoch K + q ⊆ P
gelten. Dies ist jedoch offensichtlich nicht der Fall. (Man vergleiche dazu Definition 3.10
und Lemma 3.21 auf Seite 57, wo ein Kriterium fu¨r Summanden angegeben ist.)
Lemma 3.19: (i) Ist ein Polygon Q ∈ P(E2) ein Summand von P ∈ P(E2), so
ist jede Normalenrichtung einer Seite von Q auch Normalenrichtung einer Seite
von P .
(ii) Ist eine Strecke S ein Summand von einem Polygon P ∈ P(E2), so besitzt P ein
Paar paralleler Seiten, die auch zu S parallel sind.
Beweis: Folgerung aus Lemma 2.2 (iii). q.e.d.
Lemma 3.20: (i) Strecken und Dreiecke sind unzerlegbar.
(ii) Jedes konvexe Polygon la¨sst sich in Strecken und Dreiecke zerlegen.
Beweis: (i) Fu¨r Strecken ist die Aussage klar. Da ein Summand eines Dreiecks ein
Polygon sein muss, welches dieselben Normalenvektoren besitzt, kann es nur ein
Dreieck sein, welches homothetisch zum Ausgangsdreieck ist. Demnach besitzt je-
des Dreieck nur die triviale Zerlegung aus Lemma 3.16.
(ii) Der Beweis erfolgt mittels vollsta¨ndiger Induktion u¨ber die Eckenzahl.
Der Induktionsanfang fu¨r n = 2 und n = 3 ist trivial. Nehmen wir an, dass sich
jedes Polygon mit ho¨chstens n− 1 Ecken in Strecken und Dreiecke zerlegen la¨sst.
Um fu¨r n-Ecke die Behauptung zu beweisen, mu¨ssen wir zwei Fa¨lle unterscheiden.
1. Fall: Das n-Eck P besitzt ein Paar paralleler Seiten.
x1
x2
xk−1
x′2
x′k−1 vkxk = x
′
k
·
·
·
·
·
·
xn−1
= x′n−1 x0 = xn = o v1
r
r
r
r
r
r
r
r
r
r
r
q
q
q
ﬀ
-
Abbildung 3: n-Eck mit einem Paar paralleler Seiten
x1, . . . , xn = x0 seien die Eckpunkte von P in positivem Umlaufsinn geordnet und
vi := xi − xi−1 (i = 1, . . . , n) seien die Seitenvektoren von P . Dann ist natu¨rlich
xi = x0 + v1 + · · ·+ vi (i = 1, . . . , n) und es gilt
∑n
i=1 vi = o.
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O.B.d.A. sei x0 = o und v1 = −λvk mit 0 < λ ≤ 1, d. h. die Seiten(-vektoren)
v1 und vk liegen parallel und es gilt |v1| ≤ |vk|. Dann ist die Strecke x0x1 ein
Summand von P . Jetzt definieren wir die Eckpunkte eines neuen Polygons P ′
durch x′i := xi − v1 fu¨r i = 1, . . . , k − 1 und x
′
i := xi fu¨r i = k, . . . , n. Es gilt nun
x′1 = x1 − (x1 − x0) = x0 = xn = x
′
n. Also fallen die beiden Eckpunkte x
′
1 und
x′n zusammen. Damit besitzt P
′ := conv{x′1, . . . , x
′
n−1} ho¨chstens n− 1 Ecken. Ist
λ = 1, so fallen ebenso die Ecken xk−1 und xk zusammen und P
′ ist nur ein (n−2)-
Eck. Damit haben wir das Polygon P zerlegt in P = x0x1 ⊕ P
′. P ′ la¨sst sich nach
der Induktionsvoraussetzung in Strecken und Dreiecke zerlegen und damit ebenso
P .
2. Fall: Das n-Eck P besitzt kein Paar paralleler Seiten.
Wie im 1. Fall seien x1, . . . , xn = x0 die Eckpunkte von P in positivem Umlaufsinn
y
x2
x1
xk−1x
′
k−1 vkxk = x
′
k
·
·
· ··
·
x0
= xn
w
v2
v1
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r
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r
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ﬀ
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Abbildung 4: n-Eck ohne Seite, die parallel zu vk ist
geordnet und vi := xi − xi−1 (i = 1, . . . , n) die Seitenvektoren von P . Dann ist
wieder xi = x0 + v1 + · · ·+ vi (i = 1, . . . , n) und es gilt
∑n
i=1 vi = o.
Weiter sei xk−1xk eine beliebige Seite von P und x1 sei der Eckpunkt mit dem
gro¨ßten Abstand von der Geraden g(xk−1, xk) durch xk−1 und xk. Dann gibt es
weiter keinen Eckpunkt, der denselben Abstand von dieser Geraden besitzt und x0
oder x2 besitzen den zweitgro¨ßten Abstand von der Geraden g(xk−1, xk). O.B.d.A.
sei dies x0. y sei nun der Schnittpunkt der Parallelen zu g(xk−1, xk) durch den
Punkt x0 mit der Seite x1x2 und w := y−x0 (vgl. Abbildung 4). Jetzt mu¨ssen wir
wiederum zwei Fa¨lle unterscheiden:
Fall 2.1: |w| ≤ |vk|.
O.B.d.A. sei x0 = o. Dann ist das Dreieck △x0x1y ein Summand von P . Jetzt
definieren wir die Eckpunkte eines neuen Polygons P ′ durch x′i := xi − w fu¨r
i = 2, . . . , k−1 und x′i := xi fu¨r i = k, . . . , n. Damit besitzt P
′ := conv{x′2, . . . , x
′
n}
ho¨chstens n − 1 Ecken. Ist |w| = |vk|, so fallen ebenso die Ecken xk−1 und xk
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zusammen und P ′ ist nur ein (n− 2)-Eck. Damit haben wir das Polygon P zerlegt
in P = △x0x1y ⊕ P
′. P ′ la¨sst sich nach der Induktionsvoraussetzung in Strecken
und Dreiecke zerlegenraussetzung in Strecken und Dreiecke zerlegen und damit
auch P .
Fall 2.2: |w| > |vk|.
Dann gibt es einen Punkt y0 ∈ x0x1 und einen Punkt y1 ∈ x1x2 mit der Eigenschaft,
xk
v1
x0
x1
y1y0 = o
w
w′
x2
v2
y
·
·
·
·
·
·
xk−1vk
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r
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r
r
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r
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Abbildung 5: n-Eck – Situation im Fall 2.2
dass w′ := y1 − y0 = −vk. O.B.d.A. sei y0 = o. Dann ist das Dreieck △y0x1y1 ein
Summand von P . Jetzt definieren wir die Eckpunkte eines neuen Polygons P ′ durch
x′i := xi −w
′ fu¨r i = 2, . . . , k− 1 und x′i := xi fu¨r i = k, . . . , n. Dann ist x
′
k−1 = x
′
k
und P ′ := conv{y0, x
′
2, . . . , x
′
n} ist ein (n − 1)-Eck. Damit haben wir das Polygon
P zerlegt in P = △y0x1y1 ⊕ P
′. P ′ la¨sst sich nach der Induktionsvoraussetzung in
Strecken und Dreiecke zerlegen und damit auch P . q.e.d.
Bemerkung 3.11: (i) Fu¨r d ≥ 3 lassen sich die unzerlegbaren Polytope nicht in der
Art charakterisieren.
(ii) Die Zerlegung eines Polygons in Strecken und Dreiecke ist nicht eindeutig, wie
Abbildung 6 zeigt.
Ein regula¨res Sechseck la¨sst sich einerseits in zwei gleichseitige Dreiecke zerlegen
mit jeweils derselben Seitenla¨nge wie das Sechseck. Andererseits la¨sst es sich auch
in drei Strecken mit der La¨nge der Seiten des Sechsecks zerlegen. Da Strecken und
Dreiecke unzerlegbar sind, la¨sst sich dieses Sechseck also auf zwei verschiedene
Arten in unzerlegbare Polygone zerlegen.
(iii) Besitzt ein Polytop P ∈ P(Ed) eine Zerlegung P =
⊕n
i=1 Pi, so besitzt λ · P
fu¨r λ ≥ 0 die Zerlegung λ · P =
⊕n
i=1(λ · Pi). Nach Lemma 3.16 besitzt jedes
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Abbildung 6: Zwei mo¨gliche Zerlegungen eines regula¨ren Sechsecks
Polytop fu¨r jedes µ ∈ [0, 1] die triviale Zerlegung P = µ · P ⊕ (1 − µ) · P . Be-
sitzt P nun eine weitere Zerlegung P =
⊕m
j=1Qj, so ist fu¨r jedes µ ∈ [0, 1] auch
P =
⊕n
i=1(µ · Pi)⊕
⊕m
j=1((1− µ) ·Qj) eine Zerlegung von P . Somit besitzt jedes
Polytop, welches zwei verschiedene Zerlegungen besitzt, bereits eine ganze Schar
verschiedener Zerlegungen.
(iv) Da sich ein gleichseitiges Dreieck in trivialer Weise in zwei zu ihm a¨hnliche Drei-
ecke zerlegen la¨sst (vgl. Lemma 3.16), ist ein regula¨res Sechseck Minkowski-zer-
legungsgleich zu einem gleichseitigen Dreieck, dessen Seitenla¨nge doppelt so lang
ist wie die des Sechsecks. Andererseits ist das Sechseck ebenso Minkowski-zerle-
gungsgleich zu einer Strecke der dreifachen Seitenla¨nge des Sechsecks. Da aber
Strecken und Dreiecke unzerlegbar sind, ko¨nnen sie nicht zerlegungsgleich sein.
Damit ist die Minkowski-Zerlegungsgleichheit nicht transitiv, und somit keine Kon-
gruenzrelation. Um diesen Nachteil zu beheben, kann man verschiedene Verallge-
meinerungen der Zerlegungsgleichheit untersuchen. Dies wird in Abschnitt 3.2.3
durchgefu¨hrt.
3.2.2. Kriterien fu¨r Summanden von Polytopen
Wir wollen nun noch Kriterien untersuchen, wann ein konvexer Ko¨rper bzw. ein Polytop
ein Summand eines anderen ist.
Definition 3.10: Es seien K,L ∈ K(Ed) zwei konvexe Ko¨rper. Man sagt L gleitet frei
in K genau dann, wenn fu¨r jeden Randpunkt x ∈ bdK ein Translationsvektor t ∈ Ed
existiert, sodass x ∈ L+ t ⊆ K.
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Allgemein bekannt ist etwa das folgende Kriterium:
Lemma 3.21: [Sch, Theorem 3.2.2] Es seien K,L ∈ K(Ed) zwei konvexe Ko¨rper. Dann
ist L genau dann ein Summand von K, wenn L frei in K gleitet.
Beweis: Es sei L ein Summand von K. Demnach gibt es ein M ∈ K(Ed), sodass K =
L⊕M . Sei weiter x ein Randpunkt von K. Dann gibt es ein l ∈ L und ein t ∈M , sodass
x = l + t. Folglich ist x ∈ L+ t ⊆ L⊕M = K.
Umgekehrt gleite nun L frei in K. Dann existiert fu¨r jedes x ∈ bdK ein Translati-
onsvektor t ∈ Ed, sodass x ∈ L + t ⊆ K. Damit gibt es fu¨r jedes l ∈ L ein k ∈ K mit
l+ t = k bzw. t = k− l. Also gilt t ∈
⋂
l∈L(K− l). Definieren wir nunM :=
⋂
l∈L(K− l),
so ist x ∈ L ⊕M . Da dies fu¨r jeden Randpunkt x ∈ bdK gilt, erhalten wir bdK ⊆
L ⊕M . Außerdem sind L und M und damit auch L ⊕M konvexe Mengen. Also gilt
K ⊆ L⊕M .
Ist nun y ∈ L ⊕ M , so gibt es ein l˜ ∈ L und ein m ∈ M mit y = l˜ + m. Da
m ∈ M =
⋂
l∈L(K − l) ist m ∈ K − l˜. Infolge dessen ist y = l˜ + m ∈ K und
damit ist weiterhin K ⊇ L ⊕ M . Somit gilt K = L ⊕ M und L ist ein Summand
von K. q.e.d.
Definition 3.11: Fu¨r jedes Polytop P ∈ P(Ed) definieren wir eine Funktion
ξP : S
d−1 → R durch
ξP (u) :=
{
V1(FP (u)) : FP (u) ∈ F1(P ),
0 : sonst.
Bemerkung 3.12: (i) Fu¨r ein Polytop P ∈ P(Ed) gilt genau dann ξP ≡ 0, wenn P
eine einpunktige Menge ist.
(ii) ξP ist fu¨r jede Seite F ∈ F(P ) konstant auf N˘F ∩ S
d−1. Und zwar ist genau dann
ξP (u) > 0, wenn FP (u) eine Kante ist. Da fu¨r eine Kante F ∈ F1(P ) das zugeho¨rige
spha¨rische Polytop N˘F ∩ S
d−1 (d − 2)-dimensional ist, verschwindet ξP (u) fast
u¨berall bzgl. σd−1. Allerdings hat die Menge W := {u ∈ S
d−1 : ξP (u) > 0} stets
ein positives und endliches (d−2)-dimensionales Maß (falls P keine einpunktige
Menge ist).
(iii) Jede solche Funktion ξP bewirkt eine Zerlegung Z(P ) der Spha¨re S
d−1: Z1(P ) sei
die Menge aller Zusammenhangskomponenten von W = {u ∈ Sd−1 : ξP (u) > 0}.
Die Elemente von Z1(P ) sind dann offene (d−2)-dimensionale spha¨rische Polytope
und es gilt Z1(P ) = {N˘F ∩ S
d−1 : F ∈ F1(P )}. Fu¨r k = 2, . . . , d− 1 entha¨lt Zk(P )
die (d−k−1)-dimensionalen Seiten der Elemente von Z1(P ), also Zk(P ) := {F˘ ∈
F˘d−k−1(A˘) : A˘ ∈ Z1(P )}. Fu¨r Zk(P ) gilt ebenfalls Zk(P ) = {N˘F ∩ S
d−1 : F ∈
Fk(P )}. Schließlich sei Z0(P ) die Menge aller Zusammenhangskomponenten von
Sd−1\ cl(W ). Fu¨r diese gilt ebenso Z0(P ) = {N˘F ∩ S
d−1 : F ∈ F0(P )}. Damit ist
Z(P ) :=
⋃d−1
k=0 Zk(P ) eine disjunkte Zerlegung der Einheitsspha¨re:
Sd−1 =
⋃
·
A˘∈Z(P )
A˘.
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Diese Zerlegung stimmt mit der Zerlegung von Lemma 2.4 (i) u¨berein. Damit kann
man diese Zerlegung allein aus Kenntnis der Funktion ξP gewinnen.
Ordnet man jeder eigentlichen Seite F ∈ F∗(P ) die Menge N˘F∩S
d−1 auf der Spha¨re
zu, so erha¨lt man eine Bijektion χ zwischen F∗(P ) und Z(P ) bzw. zwischen Fk(P )
und Zk(P ) fu¨r k = 0, . . . , d− 1.
Satz 3.6: Fu¨r zwei Polytope P,Q ∈ P(Ed) gilt stets ξP⊕Q(u) = ξP (u) + ξQ(u) fu¨r fast
alle u ∈ Sd−1 bzgl. σd−2 (bis auf ho¨chstens (d−3)-dimensionale spha¨rische Polytope).
Beweis: Wir unterscheiden nach der Dimension der Seiten verschiedene Fa¨lle.
1. Fall: dimFP⊕Q(u) = 0.
Demzufolge ist FP⊕Q(u) eine Ecke und es gilt ξP⊕Q(u) = 0. Damit mu¨ssen FP (u) und
FQ(u) Ecken sein und wir erhalten ξP⊕Q(u) = 0 = ξP (u) + ξQ(u).
2. Fall: dimFP⊕Q(u) = 1.
Ist FP⊕Q(u) eine Kante, so sind FP (u) und FQ(u) Ecken oder Kanten. Sind sowohl FP (u)
als auch FQ(u) Kanten, so muss die Richtung der Kanten mit der Richtung der Kante
FP⊕Q(u) u¨bereinstimmen. Fu¨r die La¨nge der Kanten gilt dann ξP⊕Q(u) = V1(FP⊕Q(u)) =
V1(FP (u)) + V1(FQ(u)) = ξP (u) + ξQ(u). Ist eine der beiden Seiten FP (u) oder FQ(u)
eine Ecke, also z. B. FQ(u), so ist V1(FQ(u)) = 0 und V1(FP⊕Q(u)) = V1(FP (u)). Deshalb
gilt ebenfalls ξP⊕Q(u) = ξP (u) + ξQ(u).
3. Fall: dimFP⊕Q(u) ≥ 2.
Fu¨r jede Seite F ∈ Fk(P ⊕ Q) ist dim(N˘F ) = d − k und dim(N˘F ∩ S
d−1) = d − k − 1.
Setzen wir F := FP⊕Q(u), so gilt fu¨r die Dimension von N˘F ∩ S
d−1 die Ungleichung
dim(N˘F ∩S
d−1) ≤ d−3. N˘F ∩S
d−1 ist folglich ein ho¨chstens (d−3)-dimensionales offenes
spha¨risches Polytop, also eine Nullmenge bzgl. σd−2. q.e.d.
Satz 3.7: Ein Polytop Q ∈ P(Ed) ist genau dann ein Summand von P ∈ P(Ed), wenn
ξQ(u) ≤ ξP (u) fu¨r fast alle u ∈ S
d−1 bzgl. σd−2 (bis auf ho¨chstens (d−3)-dimensionale
spha¨rische Polytope) gilt.
Beweis: Die Notwendigkeit der Bedingung folgt direkt aus Satz 3.6, da stets
ξQ(u) ≥ 0 gilt.
Fu¨r die Hinla¨nglichkeit verwenden wir Lemma 3.21 und zeigen, dass Q frei in P gleitet.
Sei ξQ(u) ≤ ξP (u) fu¨r fast alle u ∈ S
d−1 bzgl. σd−2. Wir zeigen zuna¨chst, dass es fu¨r jede
Ecke x ∈ vertP einen Translationsvektor t ∈ Ed gibt, sodass x ∈ Q + t ⊆ P gilt. Da
x eine Ecke von P ist, gibt es einen Richtungsvektor v ∈ Sd−1, sodass x = FP (v) gilt.
Damit ist χ(x) = N˘FP (v) ∩ S
d−1 ∈ Z0(P ) ein offenes (d−1)-dimensionales spha¨risches
Polytop. Aus der Voraussetzung ξQ(u) ≤ ξP (u) fu¨r fast alle u ∈ S
d−1 bzgl. σd−2 folgt
N˘FP (v)∩S
d−1 ⊆ N˘FQ(v)∩S
d−1 ∈ Z0(Q). Somit ist y := FQ(v) eine Ecke von Q. Durch eine
Translation um den Vektor t := x− y kann man stets erreichen, dass y auf x abgebildet
wird. Deshalb sei hier o. B. d.A. x = y vorausgesetzt.
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Jedes Polytop la¨sst sich als Durchschnitt seiner Stu¨tzhalbra¨ume darstellen. Fu¨r P
bzw. Q erhalten wir damit die Darstellungen
P =
⋂
u∈Sd−1
H−P (u) und Q =
⋂
u∈Sd−1
H−Q(u).
Sei nun w ∈ Sd−1 ein beliebiger Richtungsvektor. Dann genu¨gt es zu zeigen, dass
H−Q(w) ⊆ H
−
P (w). Wir wollen noch voraussetzen, dass v so gewa¨hlt wurde, dass v und w
nicht diametral zueinander liegen und dass v̂w∩A = ∅ fu¨r alle A ∈ Zk(P ) bzw. A ∈ Zk(Q)
(k ≥ 2). Der Bogen v̂w treffe demnach nur (d−1)- und (d−2)-dimensionale Polytope der
Zerlegungen Z(P ) und Z(Q). Dies la¨sst sich stets erreichen, da v ∈ N˘x ∩ S
d−1 beliebig
gewa¨hlt werden kann.
Dann ist fu¨r jedes u ∈ v̂w mit u 6= w FP (u) entweder eine Ecke oder eine Kante. Be-
zeichnen wir die Menge dieser Ecken und Kanten von P mit F˜(P ) := {FP (u) : u ∈ v̂w ∧
u 6= w}, so liegen fu¨r jede solche Kante A ∈ F˜(P )∩ F1(P ) auch die beiden Ecken von A
in F˜(P ). Die Ecken aus F˜(P ) ko¨nnen wir zu einer Folge x0, x1, x2, . . . , xn ordnen, sodass
die Kanten A1, A2, . . . , An mit Ai := xi−1xi einen zusammenha¨ngenden Kantenzug bil-
den. Diesen ko¨nnen wir ebenso durch die Kantenvektoren ~ai := xi − xi−1 (i = 1, . . . , n)
beschreiben. Dabei ist x0 = x und xn ist eine Ecke der Seite FP (w).
Da der Winkel zwischen den Vektoren w und ~ai (i = 1, . . . , n) stets kleiner als
π
2
ist, gilt fu¨r das Skalarprodukt 〈~ai, w〉 > 0. Da xn eine Ecke von FP (w) ist, gilt fu¨r die
Stu¨tzfunktion hP (w) = 〈xn, w〉 und H
−
P (w) hat die Darstellung H
−
P (w) := {z ∈ E
d :
〈z, w〉 ≤ 〈xn, w〉}.
Die Ecken x1, . . . , xn besitzen nun Darstellungen xi = FP (vi) (i = 1, . . . , n) mit
geeigneten Richtungsvektoren v1, . . . , vn ∈ v̂w. Weiter setzen wir v0 := v. Dann ist
yi := FQ(vi) (i = 0, . . . , n) stets eine Ecke von Q. Speziell ist also y0 = y(= x).
Aus der Voraussetzung ξQ(u) ≤ ξP (u) mit Ausnahme ho¨chstens (d−3)-dimensionale
spha¨rischer Polytope folgt, dass jede Kante in F˜(Q) := {FQ(u) : u ∈ v̂w ∧ u 6= w}
auch einer Kante in F˜(P ) entspricht. Die einander entsprechenden Kanten ko¨nnen al-
lerdings unterschiedliche La¨ngen besitzen. Außerdem kann es in F˜(P ) weitere Kanten
geben.
Da fu¨r jede Richtung u ∈ Sd−1 fu¨r die FP (u) eine Ecke von P ist, auch FQ(u) ei-
ne Ecke von Q ist, gilt NFP (u) ⊆ NFQ(u). Damit sind durch y0, . . . , yn alle Ecken aus
F˜(Q) erfasst. Allerdings ko¨nnen durchaus einige der y0, . . . , yn zusammenfallen. De-
finieren wir wieder Bi := yi−1yi fu¨r i = 1, . . . , n, so erhalten wir einen Kantenzug
B1, . . . , Bn zwischen den Ecken y = y0 und yn ∈ vertFQ(w). Allerdings ko¨nnen eini-
ge der Kanten B1, . . . , Bn zu einzelnen Punkten entartet sein. Fu¨r die La¨nge der Kan-
ten gilt jedoch stets V1(Ai) ≥ V1(Bi) fu¨r alle i = 1, . . . , n. Damit gibt es Faktoren
λ1, . . . , λn ∈ [0, 1], sodass V1(Bi) = λi · V1(Ai) gilt. Bezeichnen wir die Kantenvektoren
mit ~bi := yi − yi−1 (i = 1, . . . , n), so gilt entsprechend ~bi = λi · ~ai. Da yn eine Ecke von
FQ(w) ist, gilt fu¨r die Stu¨tzfunktion hQ(w) = 〈yn, w〉 und H
−
Q(w) hat die Darstellung
H−Q(w) := {z ∈ E
d : 〈z, w〉 ≤ 〈yn, w〉}. Fu¨r xn und yn haben wir die Darstellungen
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xn = x0 + ~a1 + · · · + ~an und yn = y0 +~b1 + · · · +~bn. Da das Skalarprodukt 〈~ai, w〉 fu¨r
i = 1, . . . , n stets gro¨ßer als Null ist, gilt
〈yn, w〉 =
〈
y0 +~b1 + · · ·+~bn, w
〉
= 〈y0, w〉+
〈
~b1, w
〉
+ · · ·+
〈
~bn, w
〉
= 〈y0, w〉+ λ1 〈~a1, w〉+ · · ·+ λn 〈~an, w〉
≤ 〈x0, w〉+ 〈~a1, w〉+ · · ·+ 〈~an, w〉
= 〈x0 + ~a1 + · · ·+ ~an, w〉 = 〈xn, w〉 .
Somit ist H−Q(w) ⊆ H
−
P (w). Da w ∈ S
d−1 ein beliebiger Richtungsvektor war, gilt x ∈
Q ⊆ P bzw. im allgemeinen Fall x ∈ Q+ t ⊆ P .
Sei nun x ∈ bdP ein beliebiger Randpunkt. Dann la¨sst sich x stets als Konvexkom-
bination von Eckpunkten x1, . . . , xk ∈ P darstellen: x =
∑k
i=1 κixi fu¨r gewisse Koef-
fizienten κ1, . . . , κk ∈ [0, 1] mit
∑k
i=1 κi = 1. Fu¨r jeden Eckpunkt xi (i = 1, . . . , k)
gibt es nun einen Translationsvektor ti, sodass xi ∈ Q + ti ⊆ P gilt. Damit erhal-
ten wir x =
∑k
i=1 κixi ∈
⊕k
i=1 κi(Q + ti) ⊆
⊕k
i=1 κiP . Es gilt nun
⊕k
i=1 κi(Q + ti) =⊕k
i=1 κiQ+
∑k
i=1 ti = Q+
∑k
i=1 ti und
⊕k
i=1 κiP = P . Setzen wir noch t :=
∑k
i=1 tk, so
erhalten wir x ∈ Q+ t ⊆ P . Damit gleitet Q frei in P . q.e.d.
Bemerkung 3.13: Ein a¨hnliches Kriterium wird in [Gru¨, S. 318] angegeben. Dort spie-
len neben den Kantenla¨ngen die Dimensionen der Seiten eine Rolle. Genauer gilt (in
etwas anderer Formulierung): Ein Polytop Q ∈ P(Ed) ist genau dann ein Summand von
P ∈ P(Ed), wenn die beiden Bedingungen
(α) V1(FQ(u)) ≤ V1(FP (u)) fu¨r alle u ∈ S
d−1 mit FP (u) ∈ F1(P ) und FQ(u) ∈ F1(Q),
(β) dim(FQ(u)) ≤ dim(FP (u)) fu¨r alle u ∈ S
d−1
erfu¨llt sind.
Wie wir gleich sehen werden, ist jedes Polytop P ∈ P(Ed) durch die Funktion ξP bis auf
Translationen eindeutig bestimmt.
Satz 3.8: Fu¨r konvexe Polytope P,Q ∈ P(Ed) sind folgende Aussagen a¨quivalent:
(1) ξP (u) = ξQ(u) fu¨r fast alle u ∈ S
d−1 bzgl. σd−2,
(2) ξP (u) = ξQ(u) fu¨r alle u ∈ S
d−1,
(3) P
T
=Q.
Beweis: (3) =⇒ (2) : Sind P und Q translationsgleich, so stimmen einerseits die Nor-
malenkegel einander entsprechender Seiten u¨berein und andererseits haben ein-
ander entsprechende Kanten die gleiche La¨nge. Somit gilt ξP (u) = ξQ(u) fu¨r alle
Richtungen u ∈ Sd−1.
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(2) =⇒ (1) : Trivial.
(1) =⇒ (3) : Sei nun ξP (u) = ξQ(u) fu¨r fast alle u ∈ S
d−1 bzgl. σd−2. Dann ist nach Satz
3.7 sowohl P ein Summand von Q, als auch Q ein Summand von P . Dementspre-
chend gibt es Polytope R,S ∈ P(Ed), sodass einerseits Q = P⊕R und andererseits
P = Q ⊕ S gilt. Damit erhalten wir P = P ⊕ R ⊕ S. Folglich ist R ⊕ S = {o}.
Daher mu¨ssen auch R und S einpunktige Mengen sein. P und Q sind demnach
translationsgleich. q.e.d.
Bemerkung 3.14: Satz 3.8 stellt in gewisser Weise ein Analogon zu einem Satz von
Minkowski [Min] dar. Dieser lautet: Zwei konvexe Polytope P,Q ∈ Pd(E
d) mit paarweise
parallelen und volumengleichen (d−1)-dimensionalen Seiten sind translationsgleich.
Fu¨hrt man nun in Analogie zu Definition 3.11 fu¨r jedes Polytop P ∈ P(Ed) eine
Funktion ηP : S
d−1 → R durch
ηP (u) :=
{
Vd−1(FP (u)) : FP (u) ∈ Fd−1(P ),
0 : sonst
ein, so wird die Analogie zu Satz 3.8 besonders deutlich:
Zwei eigentliche konvexe Polytope P,Q ∈ Pd(E
d) sind genau dann translationsgleich,
wenn ηP (u) = ηQ(u) fu¨r alle u ∈ S
d−1 gilt.
In diesem Fall macht die Unterscheidung zwischen
”
fu¨r alle u ∈ Sd−1“ und
”
fu¨r fast
alle u ∈ Sd−1 bzgl. σ0“ keinen Sinn, da σ0 das Za¨hlmaß ist und damit Aussagen, die fu¨r
fast alle u ∈ Sd−1 bzgl. σ0 gelten stets fu¨r alle u ∈ S
d−1 gelten.
Den a¨ußeren Normaleneinheitsvektoren der Seitenfla¨chen im Satz von Minkowski ent-
sprechen im Satz 3.8 die offenen Normalenkegel der Kanten und den (d−1)-dimensionalen
Volumina entsprechen die Kantenla¨ngen. Im Gegensatz zum Satz 3.8, der auch fu¨r unei-
gentliche Polytope richtig ist, gilt der Satz von Minkowski nur fu¨r eigentliche Polytope.
dass diese Einschra¨nkung notwendig ist kann man sich leicht u¨berlegen. Jedes (d−1)-
dimensionale Polytop P im Ed liegt in einer (d−1)-dimensionalen Hyperebene H. Damit
besitzt P genau zwei Normalenrichtungen von Seitenfla¨chen. Diese entsprechen den bei-
den Normalenrichtungen der Hyperebene H. Fu¨r alle Polytope P,Q ∈ Pd−1(E
d) mit
Vd−1(P ) = Vd−1(Q), die in derselben Hyperebene H liegen, gilt deshalb ηP = ηQ. Gilt
fu¨r P ∈ P(Ed) sogar dimP < d− 1, dann ist stets ηP ≡ 0.
Da bei der Minkowskisumme zweier Polytope P,Q ∈ P(Ed) neue Seitenfla¨chen ent-
stehen ko¨nnen, die Normalenrichtungen besitzen, die weder Normalenrichtungen von
Seitenfla¨chen von P noch solche von Q sind, kann die Funktion ηP nicht Minkowski-
additiv sein. Als einfachstes Beispiel betrachte man die Minkowskisumme zweier nicht
paralleler Strecken im E3. Das entstehende Parallelogramm besitzt natu¨rlich eine Sei-
tenfla¨che, die bei den Strecken nicht vorhanden ist. Hier haben wir nun zwei unei-
gentliche Polytope addiert. Man kann aber auch leicht Beispiele mit eigentlichen Po-
lytopen konstruieren. Damit kann es fu¨r ηP keine Analoga zu den Sa¨tzen 3.6 und 3.7
geben.
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Nun hat Minkowski in [Min] nicht nur die Eindeutigkeit von Polytopen mit vorge-
gebenen Richtungen und Fla¨cheninhalten der Seitenfla¨chen gezeigt. Er hat auch den
folgenden Existenzsatz bewiesen, den wir hier mit Hilfe der Funktion ηP angeben:
Es sei χ : Sd−1 → R+. Fu¨r Wχ := {u ∈ S
d−1 : χ(u) > 0} gelte |Wχ| < ∞ und
aff(Wχ) = E
d. Außerdem sei ∑
u∈Wχ
χ(u)u = o.
Dann existiert ein Polytop P ∈ Pd(E
d), sodass χ = ηP gilt.
Damit erhebt sich die Frage, ob ein solcher Existenzsatz auch fu¨r ξP gilt. Diese Frage
muss vorla¨ufig offen bleiben.
Problem 1: Es sei χ : Sd−1 → R+. Unter welchen Bedingungen gibt es ein Polytop
P ∈ P(Ed), sodass χ = ξP gilt?
Die Beobachtung der Analogie zwischen Satz 3.8 und dem Satz von Minkowski regt
dazu an, die Definition 3.11 zu verallgemeinern.
Definition 3.12: Fu¨r jedes Polytop P ∈ P(Ed) und fu¨r k = 1, . . . , d− 1 definieren wir
eine Funktion ψkP : S
d−1 → R durch
ψkP (u) :=
{
Vk(FP (u)) : FP (u) ∈ Fk(P ),
0 : sonst.
Dabei ist ψ1P = ξP und ψ
d−1
P = ηP . Man kann jetzt wieder fragen, ob es fu¨r ψ
k
P Analoga
zu den Sa¨tzen 3.6–3.8 gibt. Wie fu¨r ηP kann man sich hier leicht u¨berlegen, dass ψ
k
P fu¨r
k > 1 nicht Minkowski-additiv sein kann. Infolge dessen kann es fu¨r ψkP keine zu den
Sa¨tzen 3.6 und 3.7 analogen Aussagen geben. Damit kann auch die hier verwendete
Beweisstrategie von Satz 3.8 nicht angewendet werden. Der Satz von Minkowski zeigt
allerdings, dass ganz andere Beweisstrategien zum Erfolg fu¨hren ko¨nnen. Die Frage, ob
es fu¨r ψkP fu¨r k = 2, . . . , d − 2 ein Analogon zu Satz 3.8 bzw. zum Satz von Minkowski
gibt, muss deshalb vorla¨ufig offen bleiben.
Problem 2: (i) Es sei 1 < k < d− 1 und P,Q ∈ Pd(E
d) und es gelte ψkP (u) = ψ
k
Q(u)
fu¨r alle u ∈ Sd−1. Sind P und Q dann translationsgleich?
(ii) Es sei χ : Sd−1 → R+ und k ∈ N mit 1 < k < d − 1. Unter welchen Bedingungen
gibt es ein Polytop P ∈ P(Ed), sodass χ = ψkP gilt?
3.2.3. Abschwa¨chungen der Zerlegungsgleichheit
In der klassischen Zerlegungstheorie spielen verschiedene Abschwa¨chungen der Zerle-
gungsgleichheit eine Rolle (vgl. etwa [He3] und [Ha1]). Sinngema¨ß werden die ent-
sprechenden Definitionen auf den Fall der Minkowskischen Zerlegungsgleichheit u¨ber-
tragen.
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Definition 3.13:
(a) Zwei konvexe Mengen A,B ∈ K(Ed) heißen erga¨nzungsgleich
A
e
=B :⇐⇒
∨
A′,B′∈K(Ed)
(
A′
z
=B′ ∧ A⊕ A′
z
=B ⊕B′
)
.
(b) Zwei konvexe Mengen A,B ∈ K(Ed) heißen erga¨nzungsa¨quivalent
A
e
≈B :⇐⇒
∨
A′,B′∈K(Ed)
(
A′
z
=B′ ∧ A⊕ A′ ∼= B ⊕B′
)
.
(c) Zwei konvexe Mengen A,B ∈ K(Ed) heißen erga¨nzungsidentisch
A
e
≡B :⇐⇒
∨
A′,B′∈K(Ed)
(
A′
z
=B′ ∧ A⊕ A′ = B ⊕B′
)
.
(d) Zwei konvexe Mengen A,B ∈ K(Ed) heißen mehrfach zerlegungsgleich
A
m
=B :⇐⇒
∨
n∈N
∨
C1,...,Cn∈K(Ed)
(
A
z
= C1 ∧ C1
z
= C2 ∧ . . . ∧ Cn
z
=B
)
.
(e) Zwei konvexe Mengen A,B ∈ K(Ed) heißen selbst-erga¨nzungsgleich
A
s
=B :⇐⇒
∨
n∈N
∨
A1,...,An∈K(Ed)
∨
B1,...,Bn∈K(Ed)
(
Ai ∼= A,
Bi ∼= B (i = 1, . . . , n) ∧
n⊕
i=1
Ai
z
=
n⊕
i=1
Bi
)
.
Es zeigt sich nun, dass die drei Erga¨nzungsrelationen (a),(b) und (c) zusammenfallen.
Satz 3.9: Fu¨r konvexe Mengen A,B ∈ K(Ed) sind folgende Aussagen a¨quivalent:
(1) A
e
=B,
(2) A
e
≈B,
(3) A
e
≡B.
Beweis: Die beiden Implikationen (3) =⇒ (2) und (2) =⇒ (1) sind trivial. Es ist also
lediglich die Implikation (1) =⇒ (3) zu zeigen. Seien also A,B ∈ K(Ed) zwei konvexe
Mengen mit A
e
=B. Dann gibt es nach Definition 3.13 (a) zwei konvexe Mengen A′, B′ ∈
K(Ed), sodass A′
z
=B′ und A⊕A′
z
=B⊕B′ gelten. Dann definieren wir A˜ := A′⊕B⊕B′ und
B˜ := B′⊕A⊕A′. Aus der Symmetrie und dem Additionssatz fu¨r die Zerlegungsgleichheit
folgt A˜
z
= B˜. Außerdem erha¨lt man A⊕ A˜ = A⊕A′⊕B⊕B′ = B⊕B′⊕A⊕A′ = B⊕ B˜.
Somit gilt A
e
≡B. q.e.d.
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Es ist klar, dass die Mehrfach-Zerlegungsgleichheit transitiv ist, und dementsprechend
eine Kongruenzrelation ist. Fu¨r die Polygone der euklidischen Ebene lassen sich nun sehr
einfach notwendige und hinreichende Bedingungen fu¨r die einzelnen Zerlegungsrelationen
angeben. Es zeigt sich, dass alle Relationen aus Definition 3.13 zusammenfallen. Diese
ko¨nnen allein durch die mittlere Breite charakterisiert werden.
Satz 3.10: Fu¨r konvexe Polygone P,Q ∈ P(E2) sind folgende Aussagen a¨quivalent:
(1) P
e
=Q,
(2) P
e
≈Q,
(3) P
e
≡Q,
(4) P
m
=Q,
(5) P
s
=Q,
(6) b(P ) = b(Q).
Beweis: Die A¨quivalenz der ersten drei Aussagen folgt direkt aus Satz 3.9. Wir zei-
gen nun, dass die Gleichheit der mittleren Breite jeweils notwendige und hinreichende
Bedingung fu¨r die einzelnen Zerlegungsrelationen ist.
(4)⇐⇒ (6) : Die Notwendigkeit der Aussage (6) ergibt sich direkt aus Satz 3.1. Der
Beweis der Umkehrung erfolgt mittels Zentralsymmetrisierung von P und Q.
Sei b(P ) = b(Q). P la¨sst sich immer darstellen als P = 1
2
P ⊕ 1
2
P . Auf einen
der Summanden wenden wir jetzt eine Zentralspiegelung σ am Ursprung o an,
also σ(x) := −x (x ∈ E2). Es ergibt sich R1 :=
1
2
P ⊕ σ(1
2
P ) und P
z
= R1.
Genauso zerlegen wir Q in Q = 1
2
Q ⊕ 1
2
Q und wenden wiederum σ auf einen der
Summanden an. Es ergibt sich R2 :=
1
2
Q ⊕ σ(1
2
Q) und Q
z
= R2. Außerdem sind
R1 und R2 zentralsymmetrisch. Deshalb lassen sie sich als Minkowskisumme von
Strecken darstellen:
R1 =
k⊕
i=1
Si, wobei S1, . . . , Sk Strecken sind und
R2 =
l⊕
j=1
Tj, wobei T1, . . . , Tl ebenfalls Strecken sind.
Damit sind R1 und R2 jeweils zerlegungsgleich zu Strecken S bzw. T . Da P und
Q die gleiche mittlere Breite haben, mu¨ssen S und T ebenfalls die gleiche mittlere
Breite besitzen. Damit sind also S und T kongruent. Wir haben nun folgende
Kette zerlegungsgleicher Polygone: P
z
=R1
z
= S ∼= T
z
=R2
z
=Q. Entsprechend sind
P und Q mehrfach zerlegungsgleich.
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(5)⇐⇒ (6) : Sind P und Q selbst-erga¨nzungsgleich, so gibt es Polygone P1, . . . , Pn und
Q1, . . . , Qn, die jeweils kongruent zu P bzw. Q sind, sodass gilt:
⊕n
i=1 Pi
z
=
⊕n
i=1Qi.
Damit gilt wegen Satz 3.1 weiterhin b
(⊕n
i=1 Pi
)
= b
(⊕n
i=1Qi
)
. Da alle Pi bzw.
Qi jeweils zu P bzw. Q kongruent sind, ergibt sich, dass n · b(P ) = n · b(Q) und
somit b(P ) = b(Q).
Sei nun umgekehrt b(P ) = b(Q). σ sei wieder die Zentralspiegelung am Ursprung
o. Jetzt definieren wir P1 := P, P2 := σ(P ), Q1 := Q und Q2 := σ(Q). Dann sind
P1⊕P2 und Q1⊕Q2 zentralsymmetrisch. Sie lassen sich somit als Minkowskisumme
von Strecken darstellen. Da P und Q die gleiche mittlere Breite besitzen, gilt
P1 ⊕ P2
z
=Q1 ⊕Q2; also ist P
s
=Q.
(1)⇐⇒ (6) : dass die Gleichheit der mittleren Breite eine notwendige Bedingung fu¨r die
Erga¨nzungsgleichheit ist ergibt sich wieder sofort aus Satz 3.1.
Es seien nun wiederum P und Q zwei Polygone mit gleicher mittlerer Breite.
Dann ist σ(P ) offensichtlich zerlegungsgleich zu 1
2
P ⊕ σ(1
2
P ) und entsprechend
ist σ(Q) zerlegungsgleich zu 1
2
Q ⊕ σ(1
2
Q). Wir definieren nun P ′ := σ(P ) ⊕
1
2
Q ⊕ σ(1
2
Q) und Q′ := σ(Q) ⊕ 1
2
P ⊕ σ(1
2
P ). Damit gilt nun P ′
z
= Q′. Nun sind
P ⊕ P ′ = P ⊕ σ(P ) ⊕ 1
2
Q ⊕ σ(1
2
Q) und Q ⊕ Q′ = Q ⊕ σ(Q) ⊕ 1
2
P ⊕ σ(1
2
P )
jeweils zentralsymmetrisch. Folglich lassen sie sich wieder in Strecken zerlegen.
Da P und Q die gleiche mittlere Breite besitzen, gilt P ⊕ P ′
z
= Q ⊕ Q′. Somit
sind P und Q erga¨nzungsgleich. q.e.d.
Bemerkung 3.15: (i) Aus dem Beweis ko¨nnen wir entnehmen, dass bei der Defini-
tion der Mehrfach-Zerlegungsgleichheit in Definition 3.13(d) sogar n = 3 genu¨gt.
Ebenso ko¨nnten wir uns bei der Definition der Selbsterga¨nzungsgleichheit in 3.13(e)
auf n = 2 beschra¨nken.
(ii) In der klassischen Zerlegungstheorie spielen ein Subtraktions- und ein Divisions-
satz eine wichtige Rolle (vgl. etwa [Ha2, S. 21]). Entsprechende analoge Aussagen
gelten fu¨r die Minkowski-Zerlegungsgleichheit nicht, da es konvexe Polygone mit
gleicher mittlerer Breite gibt, die nicht zerlegungsgleich sind. Allerdings gelten fu¨r
die Mehrfach-Zerlegungsgleichheit entsprechende Sa¨tze:
Folgerung 3.11: Fu¨r konvexe Polygone der euklidischen Ebene gilt fu¨r die Mehrfach-
Zerlegungsgleichheit folgender Subtraktions- bzw. Divisionssatz:∧
P1,P2,Q1,Q2∈P(E2)
(
P1 ⊕ P2
m
=Q1 ⊕Q2 ∧ P2
m
=Q2 =⇒ P1
m
=Q1
)
. (Subm
=
)
∧
P,P1,...,Pn,
Q,Q1,...,Qn∈P(E2)
(
Pi ∼= P, Qi ∼= Q (i = 1, . . . , n) ∧
n⊕
i=1
Pi
m
=
n⊕
i=1
Qi =⇒ P
m
=Q
)
. (Divm
=
)
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Beweis: Der Subtraktionssatz folgt aus der A¨quivalenz von Erga¨nzungsgleichheit und
Mehrfach-Zerlegungsgleichheit und der Divisionssatz entsprechend aus der A¨quivalenz
von Selbsterga¨nzungsgleichheit und Mehrfach-Zerlegungsgleichheit. q.e.d.
Bisher noch ungekla¨rt ist die Frage, ob sich die Ergebnisse von Satz 3.10 auf ho¨here
Dimensionen u¨bertragen la¨sst. Die Frage la¨sst sich in zwei Teilprobleme aufspalten.
Problem 3: (i) Gilt die A¨quivalenz der fu¨nf Zerlegungsrelationen aus Definition 3.13
ebenso fu¨r Polytope in ho¨heren Dimensionen (d ≥ 3)?
(ii) Ist die Gleichheit der mittleren Breite und der weiteren in Abschnitt 3.1.4 ge-
fundenen notwendigen Bedingungen der Gleichheit der Funktionale Edf1,...,fn bzw.
Gd,kf1,...,fn hinreichend fu¨r die Mehrfach-Zerlegungsgleichheit (bzw. der anderen Zer-
legungsrelationen)?
Offen ist weiterhin die Frage, ob sich die entsprechenden Aussagen auf konvexe Mengen
u¨bertragen lassen, die keine Polygone sind. Auf jeden Fall kommen weitere notwendige
Bedingungen hinzu, da Polygone nur mit Polygonen zerlegungsgleich sein ko¨nnen.
Problem 4: (i) Gilt die A¨quivalenz der fu¨nf Zerlegungsrelationen aus Definition 3.13
allgemein fu¨r konvexe Mengen?
(ii) Man gebe notwendige und hinreichende Bedingungen fu¨r die Mehrfach-Zerlegungs-
gleichheit nichtpolygonaler konvexer Mengen an.
3.3. Klassifikation zerlegungsgleicher Polytope
Wir wollen nun wieder zur direkten Zerlegungsgleichheit zuru¨ck kommen. Die Idee dabei
ist, jedes Polytop in unzerlegbare Summanden zu zerlegen. Wir nutzen sozusagen die
Menge aller unzerlegbaren Polytope des Ed als eine Art Baukastensystem, aus dem wir
alle anderen Polytope zusammensetzen ko¨nnen. Allerdings ist diese Zerlegung in unzer-
legbare Summanden im allgemeinen nicht eindeutig. Es gibt also verschiedene Mengen
von Bausteinen, aus denen man das selbe Polytop zusammensetzen kann. Das ha¨ngt
damit zusammen, dass die Minkowskische Zerlegungsgleichheit nicht transitiv ist. Las-
sen sich nun zwei Polytope aus derselben Menge von Bausteinen zusammensetzen, so
sind sie offensichtlich auch zerlegungsgleich. Daraus sollen dann weiter notwendige und
hinreichende Bedingungen abgeleitet werden.
Definition 3.14: Es bezeichne U := {P ∈ P(Ed) : P unzerlegbar ∧ dimP ≥ 1} die
Menge aller unzerlegbaren Polytope des Ed, ausgenommen die einpunktigen Mengen.
Weiter sei fu¨r i ∈ N
Ti :=
{
T ⊆ U : |T| = i ∧
∧
U,V ∈T
(
U 6= V =⇒ U 6≃ V
)}
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die Menge aller i-elementigen Teilmengen von U, wobei die einzelnen Polytope unterein-
ander nicht a¨hnlich sein du¨rfen. Dabei ist auch i = 0 zugelassen, insbesondere ist dann
T0 = {∅}.
In diesem Zusammenhang definieren wir noch die Minkowskisumme u¨ber der leeren
Menge. Das kann natu¨rlich nur das neutrale Element der Minkowskischen Addition sein:⊕
U∈∅
U := {o}.
Die einzelnen T ∈ Tn wollen wir Zerlegungstypen nennen. Die Gesamtheit aller Zerle-
gungstypen bezeichnen wir dann mit T :=
⋃∞
i=0 Ti.
Jetzt werden wir noch den Begriff der Kongruenz von Polytopen auf Zerlegungstypen
u¨bertragen. Fu¨r S = {S1, . . . , Sn},T = {T1, . . . , Tn} ∈ Tn definieren wir dazu
S ∼= T :⇐⇒ Si ∼= Ti (i = 1, . . . , n)
fu¨r eine geeignete Nummerierung der Si bzw. Ti.
Auf T kann man nun in natu¨rlicher Weise zwei Operationen einfu¨hren. Zuna¨chst kann
man eine Multiplikation mit nichtnegativen reellen Zahlen definieren. Fu¨r einen Zer-
legungstyp T = {T1, . . . , Tn} ∈ Tn und eine reelle Zahl λ ≥ 0 definieren wir dazu
λ · T := {λ · T1, . . . , λ · Tn}.
Als zweite Operation fu¨hren wir eine Addition ein. Besitzen die beiden Zerlegungs-
typen S = {S1, . . . , Sn} ∈ Tn und T = {T1, . . . , Tm} ∈ Tm keine Teile, die a¨hnlich
zu einander sind, so ist die Summe von S und T einfach die Vereinigung der beiden
Mengen: Gilt fu¨r alle i = 1, . . . , n und j = 1, . . . ,m Si 6≃ Tj, so ist S + T := S ∪ T.
Gibt es jedoch Teile, die zueinander a¨hnlich sind, so mu¨ssen wir diese Teile zu ei-
nem Teil zusammenfassen, da Zerlegungstypen keine zueinander a¨hnliche Teile enthal-
ten du¨rfen. Wir nehmen an, es gibt jeweils k Teile aus S und T, die zueinander a¨hnlich
sind. Durch eine geeignete Nummerierung der Teile aus S und T kann man erreichen,
dass Si ≃ Ti fu¨r i = 1, . . . , k gilt. Dann gibt es Streckungsfaktoren λ1, . . . , λk > 0 und
euklidische Bewegungen β1, . . . , βk ∈ Bd, sodass Si = λi · βi(Ti) (i = 1, . . . , k) gilt. Wir
definieren nun
S + T := {S1 ⊕ β1(T1), . . . , Sk ⊕ βk(Tk), Sk+1, . . . , Sn, Tk+1, . . . , Tm}. (∗)
Außerdem wollen wir noch jedem Zerlegungstypen eine Familie von Polytopen zuord-
nen. Dazu definieren wir fu¨r T = {T1, . . . , Tn} ∈ Tn:
T :=
{
P ∈ P(Ed) : P ∼=
n⊕
i=1
Pi ∧ Pi
z
= Ti (i = 1, . . . , n)
}
. (∗∗)
T nennen wir Zerlegungsklasse des Zerlegungstyps T. Die Menge aller Zerlegungsklassen
fassen wir wieder zu einer Menge V :=
{
T ⊆ P(Ed) : T ∈ T
}
zusammen. Die beiden
Operationen · und + u¨bertragen sich natu¨rlich durch λ ·T := λ · T und S+T := S + T
fu¨r S,T ∈ T und λ ≥ 0 auf Zerlegungsklassen. Wie u¨blich u¨bertragen sich diese beiden
Operationen auf die Potenzmenge 2V.
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Lemma 3.22: (V,+) ist eine kommutative Halbgruppe mit Ku¨rzungsregel. Das Nullele-
ment ist ∅ =
{
{x} : x ∈ Ed
}
.
Beweis: Es seien R,S,T ∈ T. Enthalten R,S und T keine zueinander a¨hnliche Teile,
so entspricht die Summe der Vereinigung von R,S und T und es gilt die Assoziativita¨t.
Gilt hingegen R ≃ S ≃ T fu¨r R ∈ R, S ∈ S und T ∈ T, so gibt es entsprechende
Koeffizienten λ, µ > 0 und Bewegungen β, γ ∈ Bd, sodass R = λ · β(S) und S = µ · γ(T )
gilt. Damit ist nach Definition 3.14 R ⊕ β(S) ∈ R + S und (R ⊕ β(S)) ⊕ β(γ(T )) ∈
(R+S) +T. Andererseits gilt S⊕ γ(T ) ∈ S+T und R⊕ β(S⊕ (γ(T )) ∈ R+ (S+T).
Da (R⊕β(S))⊕β(γ(T )) = R⊕β(S⊕ (γ(T )), gilt weiterhin (R+S)+T = R+(S+T).
Enthalten nur zwei der drei Zerlegungstypen R,S,T ∈ T zueinander a¨hnliche Teile,
so erha¨lt man die Assoziativita¨t von (T,+) aus analogen U¨berlegungen. Da es sich
bei der Abbildung : T → V um einen Homomorphismus handelt, u¨bertra¨gt sich die
Assoziativita¨t auf (V,+).
Enthalten S und T keine zueinander a¨hnliche Teile, so gilt offensichtlich S + T =
S ∪ T = T ∪ S = T + S. Es seien nun S ∈ S und T ∈ T zwei zueinander a¨hnliche
Polytope. Infolge dessen gibt es wieder einen Koeffizienten λ > 0 und eine Bewegung
β ∈ Bd, sodass S = λ · β(T ) gilt. Damit ist nach Definition 3.14 S ⊕ β(T ) ∈ S+ T und
T ⊕β−1(S) ∈ T+S. Da S⊕β(T ) und T ⊕β−1(S) kongruent zueinander sind, gilt auch
fu¨r die Zerlegungstypen S+T ∼= T+S. Somit gilt fu¨r die zugeho¨rigen Zerlegungsklassen
S + T = T + S.
Da T+ ∅ = T∪∅ = T fu¨r jedes T ∈ T gilt, ist die leere Menge ∅ das neutrale Element
in (T,+). Also ist ∅ =
{
{x} : x ∈ Ed
}
das Nullelement in (V,+).
Es seien nun R,S,T ∈ T mit R+T = S+T. Nach Lemma 3.23 ist R+T ∼= S+T.
Jedes T ∈ T ist entweder bereits in R + T bzw. S + T enthalten oder es ist kongruent
zu einem Summanden eines unzerlegbaren Polytops U ∈ R + T und V ∈ S + T mit
U ∼= V . In beiden Fa¨llen ist offensichtlich, dass R + (T\{T}) ∼= S + (T\{T}) gilt. Da
T nur endlich viele unzerlegbare Polytope entha¨lt folgt fu¨r die Zerlegungstypen R ∼= S
und damit fu¨r die Zerlegungsklassen R = S. q.e.d.
Lemma 3.23: Zwei Zerlegungstypen S,T ∈ T sind genau dann kongruent, wenn die
zugeho¨rigen Zerlegungsklassen S,T ∈ V u¨bereinstimmen:∧
S,T∈T
(
S ∼= T ⇐⇒ S = T
)
Beweis: Sind S und T kongruent, so besitzen sie nach Definition 3.14 (∗∗) die gleichen
Zerlegungsklassen.
Sei nun S = {S1, . . . , Sm} ∈ Sm und T = {T1, . . . , Tn} ∈ Tn mit S 6∼= T. Dann gibt es
ein Ti ∈ T mit Ti 6∼= Sj fu¨r j = 1, . . . ,m oder ein Sj ∈ S mit Sj 6∼= Ti fu¨r i = 1, . . . , n.
O.B. d.A. gelte Tn 6∼= Sj fu¨r j = 1, . . . ,m.
Die Kanten von Tn, die nicht zueinander parallel liegen, mo¨gen paarweise jeweils Win-
kel der Gro¨ßen α1, . . . , αk einschließen. Da Tn unzerlegbar ist, hat jeder Summand T˜ von
Tn die Form T˜ = µ · Tn fu¨r ein µ ∈ [0, 1]. Fu¨r µ = 0 ist dabei T˜ = {o} der triviale Sum-
mand. Daraus ergibt sich fu¨r ξ
eT der Zusammenhang ξeT = µ · ξT .
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Da es nur endlich viele Winkelgro¨ßen α1, . . . , αk gibt, existieren stets Bewegungen
β1, . . . , βm ∈ Bd, sodass je zwei Kanten A ∈ F1(βi(Si)) und B ∈ F1(βj(Sj)) (i, j =
1, . . . ,m; i 6= j) nicht zueinander parallel liegen und der Winkel zwischen A und B keine
der Gro¨ßen α1, . . . , αk annimmt. Wir definieren nun ein Polytop Q ∈ P(E
d) durch
Q :=
m⊕
j=1
βj(Sj).
Dann ist offensichtlich Q ∈ S. Wir werden nun zeigen, dass Q /∈ T gilt. Fu¨r ξQ erhalten
wir die Darstellung ξQ(u) =
∑m
j=1 ξβj(Sj)(u) fu¨r fast alle u ∈ S
d−1 bzgl. σd−2. Die Aus-
nahmemenge umfasst dabei nur endlich viele ho¨chstens (d−3)-dimensionale spha¨rische
Polytope.
Wir wollen annehmen, es ga¨be ein µ ∈ (0, 1] und eine Bewegung γ ∈ Bd, sodass
γ(T˜ ) = γ(µ · Tn) ein Summand von Q ist. Dann gilt ξγ( eT )(u) = µ · ξγ(T )(u) ≤ ξQ(u) =∑m
j=1 ξβj(Sj)(u) fu¨r σd−2-fast alle u ∈ S
d−1. Weiter seien C,D ∈ F1(γ(T˜ )) zwei be-
liebige Kanten von γ(T˜ ). Dann ist ξγ( eT )(u) = l(C) > 0 fu¨r u ∈ N˘C ∩ S
d−1 und
ξγ( eT )(u) = l(D) > 0 fu¨r u ∈ N˘D ∩ S
d−1. Damit ist weiterhin ξQ(u) =
∑m
j=1 ξβj(Sj)(u) > 0
fu¨r σd−2-fast alle u ∈ (N˘C ∩ S
d−1) ∪ (N˘D ∩ S
d−1). Folglich gibt es ein i ∈ {1, . . . ,m},
sodass ξβi(Si)(u) > 0 fu¨r u ∈ Zi gilt, wobei Zi ∈ P˘ (S
d−1) ein offenes (d−2)-dimensionales
spha¨risches Polytop mit Zi ⊆ N˘C ∩ S
d−1 ist. Ebenso gibt es ein j ∈ {1, . . . ,m}, sodass
ξβj(Sj)(u) > 0 fu¨r u ∈ Zj gilt, wobei Zj ∈ P˘ (S
d−1) ein offenes (d−2)-dimensionales
spha¨risches Polytop mit Zj ⊆ N˘D ∩ S
d−1 ist.
Somit gibt es Kanten A ∈ F1(βi(Si)) und B ∈ F1(βj(Sj)) mit A = Fβi(Si)(u) fu¨r u ∈ Zi
und B = Fβj(Sj)(u) fu¨r u ∈ Zj. Wir nehmen an, A und B geho¨ren zu verschiedenen
Teilen; es gelte also i 6= j. Der Winkel zwischen A und B ist genauso groß wie der
zwischen C und D. Die beiden Kanten C und D sind entweder zueinander parallel oder
sie schließen einen Winkel der Gro¨ße αl fu¨r ein l ∈ {1, . . . , k} ein. Die Bewegungen
βi, βj ∈ Bd wurden jedoch so gewa¨hlt, dass A und B weder parallel sind, noch Winkel
der Gro¨ßen α1, . . . , αk einschließen. Demnach muss i = j sein. O.B. d.A. sei i = j = m.
Damit gilt jedoch bereits ξγ( eT )(u) ≤ ξβm(Sm)(u) fast u¨berall bzgl. σd−2. Nach Lemma 3.7
ist γ(T˜ ) bereits ein Summand von βm(Sm). Da Sm unzerlegbar ist, muss Sm also a¨hnlich
zu T˜ und damit auch zu Tn sein. Da Sm 6∼= Tn, nehmen wir o. B. d.A. an, b(Sm) < b(Tn).
Sollte umgekehrt b(Sm) > b(Tn) sein, so vertauschen sich im Beweis einfach die Rollen
von S und T.
Wir nehmen nun an, es gelte Q ∈ T. Nach Definition 3.14 (∗∗) besitzt dann Q eine
Zerlegung Q =
⊕n
i=1Qi, sodass Qi
z
= Ti (i = 1, . . . , n) gilt. Insbesondere ist Qn
z
= Tn.
Da Tn unzerlegbar ist, besitzt jede Zerlegung von Tn (bis auf Translationen) die Ge-
stalt Tn =
⊕p
l=1 µl · Tn mit
∑p
l=1 µl = 1 und µl > 0. Fu¨r eine entsprechende Zer-
legung von Tn la¨sst sich Qn nun darstellen als Qn =
⊕p
l=1 γl(µl · Tn) fu¨r geeignete
Bewegungen γ1, . . . , γp ∈ Bd. Ist nun γl(µl · Tn) ein Summand von Q, so auch von
βm(Sm). Damit ist Qn ebenfalls ein Summand von βm(Sm). Demzufolge gilt fu¨r die
mittlere Breite b(Qn) ≤ b(Sm). Dies steht jedoch im Widerspruch zur Voraussetzung
b(Qn) = b(Tn) > b(Sm). Somit ist Q /∈ T und damit ist S 6= T. q.e.d.
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Bemerkung 3.16: Wir nennen die T zwar Zerlegungsklassen. Wie das Beispiel aus Be-
merkung 3.11 (ii) zeigt, gibt es jedoch Polytope, die in verschiedenen Zerlegungsklassen
liegen. Deshalb stellt V keine Klasseneinteilung auf P(Ed) dar. Allerdings kann man
mit Hilfe der Zerlegungsklassen die Minkowskische Zerlegungsgleichheit von Polytopen
beschreiben:
Satz 3.12: Zwei konvexe Polytope P,Q ∈ P(Ed) sind genau dann Minkowski-zerle-
gungsgleich, wenn sie in einer gleichen Zerlegungsklasse liegen:
P
z
=Q ⇐⇒
∨
T∈T
(
P ∈ T ∧ Q ∈ T
)
.
Bemerkung 3.17: (i) Durch die Einfu¨hrung der beiden Operationen · und + steht
nun der Begriff der konvexen Kombination zur Verfu¨gung. Konvexe Kombinationen
von Zerlegungstypen (bzw. von Zerlegungsklassen) sind wieder Zerlegungstypen
(bzw. -klassen). Insbesondere gilt fu¨r jedes Polytop P mit P ∈ S und P ∈ T :
P ∈ λ ·S+ (1− λ) ·T fu¨r jedes λ ∈ [0, 1]. Liegt demnach P in zwei verschiedenen
Klassen S 6= T, so liegt es sogar in unendlich vielen Klassen.
(ii) Die in Definition 3.14 auf T eingefu¨hrte Kongruenz ∼= ist eine A¨quivalenzrelati-
on. Da sie außerdem mit den beiden Operationen + und · vertra¨glich ist, ist ∼=
sogar eine Kongruenzrelation auf der Struktur (T,+, ·). Wir ko¨nnen demnach die
Faktorstruktur T
/
∼= bilden. Diese ist dann wegen Lemma 3.23 isomorph zu V.
(iii) In Definition 3.14 sind wir ausgegangen von der Menge P aller Polytope des Ed.
Daraus haben wir die Menge U der unzerlegbaren Polytope ausgezeichnet. Da-
mit wurde wiederum die Menge T der Zerlegungstypen und die Menge V aller
Zerlegungsklassen definiert. Genau so kann man vorgehen, wenn man sich von
vorn herein auf die Polytope aus Po(E
d), deren Steinerpunkt im Ursprung liegt,
beschra¨nkt. An die entsprechenden Bezeichnungen aus Definition 3.14 wird in die-
sem Fall der Index o angehangen. Wir erhalten somit die entsprechende Menge der
unzerlegbaren Polytope Uo, die Menge der Zerlegungstypen To bzw. die Menge der
Zerlegungsklassen Vo. Dann sind alle folgenden Strukturen isomorph:
T
/
∼= ≡ V ≡ Vo ≡ To
/
∼=.
Schließlich wollen wir noch eine Abbildung ζ einfu¨hren, die jedem Polytop seine Zer-
legungsklassen zuordnet. Da dies im Allgemeinen nicht eindeutig ist, mu¨ssen wir eine
mehrdeutige Abbildung verwenden. Formal beschreiben wir das durch eine Abbildung
in die Potenzmenge von V:
Definition 3.15: Die Abbildung ζ : P(Ed)→ 2V wird definiert durch
ζ(P ) :=
{
T ∈ V : P ∈ T
}
.
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Lemma 3.24: Die Abbildung ζ : P(Ed)→ 2V besitzt folgende Eigenschaften:
(i)
∧
P∈P(Ed)
(
ζ(P ) 6= ∅
)
,
(ii)
∧
P,Q∈P(Ed)
(
P ∼= Q =⇒ ζ(P ) = ζ(Q)
)
und
(iii)
∧
P,Q∈P(Ed)
(
ζ(P ) + ζ(Q) ⊆ ζ(P ⊕Q)
)
.
Beweis: Die erste Aussage ist offensichtlich, da sich jedes Polytop P ∈ P(Ed) in unzer-
legbare Teile zerlegen la¨sst. Die Bewegungsinvarianz ergibt sich direkt aus der Definition
3.14 (∗∗).
Es seien nun P,Q ∈ P(Ed) zwei Polytope und S ∈ ζ(P ) und T ∈ ζ(Q), wobei
S = {S1, . . . , Sn} ∈ Tn und T = {T1, . . . , Tm} ∈ Tm ist. Ist Q eine einpunktige Menge, so
ist T = ∅ =
{
{x} : x ∈ Ed
}
. Dann ist S+T = S + ∅ = S und es gilt ζ(P )+ζ(Q) = ζ(P ).
Außerdem ist P ⊕Q translationsgleich zu P und damit ζ(P )+ζ(Q) = ζ(P ) = ζ(P ⊕Q).
Entsprechendes gilt natu¨rlich auch, wenn P eine einpunktige Menge ist.
Sei nun weiter dimP ≥ 1 und dimQ ≥ 1 vorausgesetzt. Dann gibt es nach Defini-
tion 3.14 (∗∗) Polytope P1, . . . , Pn, sodass P ∼=
⊕n
i=1 Pi und Pi
z
= Si fu¨r i = 1, . . . , n
ist. Entsprechend gibt es Polytope Q1, . . . , Qm, sodass Q ∼=
⊕m
i=1Qi und Qi
z
= Ti fu¨r
i = 1, . . . ,m ist. Damit ist P ⊕Q ∼=
⊕n
i=1 Pi ⊕
⊕m
i=1Qi mit Pi
z
= Si fu¨r i = 1, . . . , n und
Qi
z
= Ti fu¨r i = 1, . . . ,m. Sind gewisse Si und Tj zueinander a¨hnlich, so fassen wir die
entsprechenden Summanden zusammen. Somit ist P ⊕Q ∈ S+ T und damit weiterhin
S + T ∈ ζ(P ⊕Q). Infolge dessen gilt ζ(P ) + ζ(Q) ⊆ ζ(P ⊕Q). q.e.d.
In Verbindung mit Satz 3.12 erhalten wir nun folgendes Kriterium fu¨r die Minkowski-
Zerlegungsgleichheit konvexer Polytope:
Satz 3.13: Fu¨r zwei konvexe Polytope P,Q ∈ P(Ed) gilt:
P
z
=Q ⇐⇒ ζ(P ) ∩ ζ(Q) 6= ∅.
Beweis: Sind P und Q zerlegungsgleich, so gibt es nach Satz 3.12 eine Zerlegungs-
klasse T ∈ V mit P,Q ∈ T. Daraus ergibt sich T ∈ ζ(P ) und T ∈ ζ(Q). Also gilt
ζ(P ) ∩ ζ(Q) 6= ∅. Ist umgekehrt ζ(P ) ∩ ζ(Q) 6= ∅, so gibt es auch eine Zerlegungsklasse
T ∈ V mit T ∈ ζ(P ) und T ∈ ζ(Q). Demnach gilt P,Q ∈ T und P und Q sind nach
Satz 3.12 zerlegungsgleich. q.e.d.
In der klassischen Zerlegungstheorie spielen gewisse formale Hauptkriterien eine wich-
tige Rolle. Dabei gibt es eine ganze Reihe von Aussagen die unter diesem Stichwort subsu-
miert sind. Es geht dabei um die Charakterisierung der klassischen Zerlegungsgleichheit
durch eine Klasse von Homomorphismen in Halbgruppen, Gruppen, Gro¨ßensystemen
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oder auch ganz speziell in die rationalen oder reellen Zahlen. Die ersten derartigen Aus-
sagen stammen von B. Jessen [Jes] und H. Hadwiger [Ha2].
Wir haben bereits gesehen, dass die Menge der Zerlegungsklassen V nicht disjunkt
ist. Deshalb ist es notwendig, statt der Homomorphismen mehrdeutige Abbildungen zu
betrachten, die die in Lemma 3.24 gezeigten Eigenschaften von ζ besitzen.
Definition 3.16: Es sei (G,+) eine abelsche Gruppe. Eine Abbildung ϕ : P(Ed)→ 2G
heißt mehrdeutige bewegungsinvariante superadditive Polyederabbildung in (G,+), wenn
gilt:
(H1)
∧
P∈P(Ed)
(
ϕ(P ) 6= ∅
)
,
(H2)
∧
P,Q∈P(Ed)
(
P ∼= Q =⇒ ϕ(P ) = ϕ(Q)
)
und
(H3)
∧
P,Q∈P(Ed)
(
ϕ(P ) + ϕ(Q) ⊆ ϕ(P ⊕Q)
)
.
In gewisser Weise stellen diese mehrdeutigen Abbildungen eine Verallgemeinerung
der Homomorphismen dar. Denn sind solche mehrdeutigen Abbildungen mit den Ei-
genschaften (H1)-(H3) eindeutig, so sind sie bereits Homomorphismen im Sinne einer
Identifizierung der einelementigen Mengen aus 2G mit den Elementen aus G.
Lemma 3.25: Ist ϕ : P(Ed)→ 2G eine mehrdeutige bewegungsinvariante superadditive
Polyederabbildung in eine Gruppe (G,+), d. h. es gelten die Eigenschaften (H1)–(H3)
und ist ϕ eindeutig, d. h. es gilt zusa¨tzlich∧
P∈P(Ed)
(
|ϕ(P )| = 1
)
,
so ist ϕ ein bewegungsinvarianter Homomorphismus von (P(Ed),⊕) in (G,+).
Beweis: Mit (H3) gilt ϕ(P ) + ϕ(Q) ⊆ ϕ(P ⊕ Q) fu¨r alle P,Q ∈ P(Ed). Da ϕ ein-
deutig ist, gilt |ϕ(P )| = 1, |ϕ(Q)| = 1 und |ϕ(P ⊕Q)| = 1. Damit muss gleicher-
maßen ϕ(P ) + ϕ(Q) = ϕ(P ⊕ Q) gelten. Im Sinne einer Identifizierung der einele-
mentigen Mengen aus 2G mit den Elementen aus G ist ϕ somit ein Homomorphis-
mus von (P(Ed),⊕) in (G,+). Die Bewegungsinvarianz u¨bertra¨gt sich natu¨rlich von
Eigenschaft (H2). q.e.d.
In Analogie zur klassischen Zerlegungstheorie kann man nun folgendes formales Haupt-
kriterium formulieren:
Satz 3.14: (Formales Hauptkriterium) Zwei konvexe Polytope P,Q ∈ P(Ed) sind
genau dann Minkowski-zerlegungsgleich, wenn fu¨r alle mehrdeutigen bewegungsinvarian-
ten superadditiven Polyederabbildungen ϕ : P(Ed)→ 2G in abelsche Gruppen (G,+) gilt:
ϕ(P ) ∩ ϕ(Q) 6= ∅.
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Beweis: Es seien P,Q ∈ P(Ed) zwei Minkowski-zerlegungsgleiche Polytope und
ϕ : P(Ed) → 2G eine mehrdeutige Abbildung mit den Eigenschaften (H1)–(H3). Dann
besitzen P und Q jeweils Darstellungen P =
⊕n
i=1 Pi mit P1, . . . , Pn ∈ P(E
d) bzw.
Q =
⊕n
i=1Qi mit Q1, . . . , Qn ∈ P(E
d) und es gilt Pi ∼= Qi (i = 1, . . . , n). Mit der Ei-
genschaft (H2) gilt dann außerdem ϕ(Pi) = ϕ(Qi) fu¨r i = 1, . . . , n. Aus der Eigenschaft
(H3) ergibt sich damit
n∑
i=1
ϕ(Pi) ⊆ ϕ
( n⊕
i=1
Pi
)
= ϕ(P ) und
n∑
i=1
ϕ(Qi) ⊆ ϕ
( n⊕
i=1
Qi
)
= ϕ(Q)
Da nach (H1) stets ϕ(Pi) 6= ∅ und ϕ(Qi) 6= ∅ (i = 1, . . . , n) gelten, und außerdem∑n
i=1 ϕ(Pi) =
∑n
i=1 ϕ(Qi) gilt, ergibt sich
ϕ(P ) ∩ ϕ(Q) 6= ∅.
Umgekehrt besitzt nach Lemma 3.24 die in Definition 3.15 eingefu¨hrte Abbildung
ζ : P(Ed) → 2V die Eigenschaften (H1)–(H3). Gilt ζ(P ) ∩ ζ(Q) 6= ∅, so sind nach
Satz 3.13 P und Q auch Minkowski-zerlegungsgleich. q.e.d.
3.4. Typen zerlegungsgleicher Polygone
Wir wollen uns jetzt im zweidimensionalen Fall einmal etwas genauer ansehen, wie die
Zerlegungstypen fu¨r verschiedene n-Ecke aussehen. Insbesondere wollen wir untersuchen,
welche Polygone nur in einer Zerlegungsklasse liegen und welche zu verschiedenen Zerle-
gungsklassen geho¨ren. Beginnen wollen wir dabei mit den Drei- und Vierecken, um dann
zu sehen, was ab fu¨nf Ecken fu¨r neue Pha¨nomene auftreten.
3.4.1. Dreiecke
Die Dreiecke sind (abgesehen von Strecken und einpunktigen Mengen) die einfachsten
Polygone. Da Dreiecke unzerlegbar sind, ergibt sich aus Lemma 3.20 (i) sofort folgender
Satz:
Satz 3.15: (Folgerung aus Lemma 3.20 (i)) Fu¨r zwei Dreiecke D1, D2 ∈ U gilt:
D1
z
=D2 ⇐⇒ D1 ∼= D2
Beweis: Sei D1
z
=D2. Da Dreiecke unzerlegbar sind, ist jeder Summand eines Dreiecks
homothetisch zu diesem. Umgekehrt ist eine Minkowskisumme von Polygonen nur dann
ein Dreieck, wenn diese Polygone selbst wieder Dreiecke sind, die homothetisch zum
Ausgangsdreieck sind. Damit sind D1 und D2 a¨hnlich zueinander. Da D1 und D2 die
gleiche mittlere Breite haben mu¨ssen, mu¨ssen sie auch kongruent sein. Die Umkehrung
ist trivial. q.e.d.
Bemerkung 3.18: Ein entsprechender Satz gilt offensichtlich genauso fu¨r Strecken und
einpunktige Mengen.
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3.4.2. Vierecke
Bezeichnungen: Fu¨r Vierecke wollen wir folgende Bezeichnungen fu¨r die Ecken, Seiten
und Winkel einfu¨hren:
Zur Vereinfachung sollen jeweils die selben
Symbole a, b, c, d fu¨r die Seiten von Po-
lygonen und deren La¨nge verwendet wer-
den. Ebenso werden die kleinen griechischen
Buchstaben α, β, γ, δ sowohl fu¨r die Winkel,
wie auch fu¨r die Gro¨ße derselben verwendet.
Aus dem Zusammenhang ist jeweils ersicht-
lich, in welcher Bedeutung die Zeichen ver-
wendet werden. Die Normalenrichtungen der
Seiten a, b, c, d werden mit na, nb, nc, nd be-
zeichnet.
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d
Abbildung 7: Bezeichnung der Ecken,
Seiten und Winkel bei Vierecken
Untersucht man, zu welchen Zerlegungstypen T Vierecke geho¨ren, so stellt man fest,
dass dabei vier Fa¨lle mo¨glich sind:
(I) T = {S} besteht aus einer Strecke S. =⇒ Dann muss das Viereck ein Paral-
lelogramm sein.
(II) T = {S, T} besteht aus einer Strecke S und einem Dreieck T . =⇒ Dann muss
das Viereck ein Trapez sein.
(III) T = {T} besteht aus einem Dreieck T . =⇒ Dann besitzt das Viereck ge-
nau ein Paar gegenu¨berliegender Winkel gleicher Gro¨ße. Solche Vierecke sollen im
Folgenden verallgemeinerte Drachenvierecke genannt werden.
(IV) T = {T1, T2} besteht aus zwei (zueinander nicht a¨hnlichen) Dreiecken T1 und T2.
=⇒ Der Fall tritt dann auf, wenn das Viereck nicht zu den Typen I-III geho¨rt.
Weitere Fa¨lle ko¨nnen nicht auftreten. Es zeigt sich in jedem Fall, dass ein Viereck
nur in einer Zerlegungsklasse liegen kann. Im Folgenden wollen wir die einzelnen Fa¨lle
genauer untersuchen.
I. Parallelogramme
Als erstes wollen wir uns den Parallelogrammen zuwenden.
Satz 3.16: (i) Sei S ∈ U eine Strecke und P ∈ P(E2) ein Polygon. Dann gilt:
S
z
= P ⇐⇒ b(S) = b(P ) ∧ P zentralsymmetrisch
(ii) Sei P ein Parallelogramm. Dann gilt:
ζ(P ) = {T } mit T = {S}, wobei S eine Strecke der La¨nge a+ b ist.
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(iii) Ein Viereck ist genau dann ein Parallelogramm, wenn es Minkowski-zerlegungs-
gleich zu einer Strecke ist.
Beweis: (i) Strecken lassen sich nur in Strecken zerlegen. Demzufolge ist jedes Po-
lygon P , welches zerlegungsgleich zu einer Strecke ist, die Minkowskisumme von
Strecken. Dies sind jedoch genau die zentralsymmetrischen Polygone.
(ii) Wa¨re ein Dreieck T ein Summand von P , so mu¨ssen die Normalenrichtungen der
Dreiecksseiten ebenso Normalenrichtungen des Parallelogramms P sein. Fu¨r diese
gilt jedoch na = −nc und nb = −nd. Damit ko¨nnen drei dieser Normalenrichtungen
kein Dreieck bilden.
(iii) folgt aus (i). q.e.d.
II. Trapeze, die keine Parallelogramme sind
Satz 3.17: (i) Sei P ∈ Po(E
2) ein Trapez mit a‖c und a > c. Dann gilt:
ζ(P ) = {T } mit T = {S, T},
wobei S eine Strecke der La¨nge c ist und T ein Dreieck mit den Seitenla¨ngen a−c,
b und d ist.
(ii) Ist T nicht gleichschenklig, so gibt es bis auf Kongruenz genau drei Trapeze in T.
(iii) Ist T gleichschenklig, aber nicht gleichseitig, so gibt es bis auf Kongruenz genau
zwei Trapeze in T.
(iv) Ist T gleichseitig, so gibt es bis auf Kongruenz genau ein Trapez in T.
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Abbildung 8: Zerlegung eines Trapezes in eine Strecke und ein Dreieck
Beweis: (i) Offensichtlich ist die Seite c selbst ein (maximaler) Summand von P und
damit natu¨rlich jedes Translat von c. S bezeichne die entsprechende Strecke, deren
Mittelpunkt im Ursprung liegt. Ebenso ist dann ein Dreieck mit den Normalen-
richtungen na, nb und nd ein Summand von P . T sei nun das maximale Dreieck
mit diesen Normalenrichtungen, dessen Steinerpunkt ebenfalls im Ursprung liegt.
Dann hat T die Seitenla¨ngen a−c, b, d. Offensichtlich la¨sst sich somit P als Summe
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von S und T darstellen.
Angenommen es gibt einen weiteren unzerlegbaren Summanden U ∈ U von P .
Dann ist U entweder eine Strecke oder ein Dreieck.
1. Fall: U ist eine Strecke.
Dann hat P nach Lemma 3.19 (ii) ein Paar paralleler Seiten, die zu U parallel
sind. Entsprechend ist U parallel zu c und damit zu S. Da S maximal war, ist U
somit schon ein Summand von S.
2. Fall: U ist ein Dreieck.
Die drei Normalenrichtungen n1, n2, n3 von U sind in diesem Fall nach Lemma
3.19 (i) Normalenrichtungen von P . Da a und c parallel sind, ko¨nnen na und nc
nicht beide zu U geho¨ren. nb, nc und nd ko¨nnen jedoch nicht Normalenrichtung
eines Dreiecks sein. Folglich besitzt U die Normalenrichtungen na, nb und nd. Das
sind die gleichen Normalenrichtungen, wie beim Dreieck T . Somit liegen die beiden
Dreiecke homothetisch zueinander. Da T schon ein maximaler Summand war, ist
U somit ebenfalls ein Summand von T .
(ii) – (iv): Die Minkowskisumme verschiedener, aber zueinander a¨hnlicher Dreiecke
und verschiedener Strecken ist genau dann ein Trapez, wenn alle Dreiecke homo-
thetisch zueinander liegen und alle Strecken zueinander parallel sind. Außerdem
mu¨ssen die Strecken wiederum parallel zu einer der Dreiecksseiten sein. Bildet man
die Minkowskisumme eines Dreiecks T mit einer Strecke S, so entsteht entweder
ein Viereck oder ein Fu¨nfeck. Und zwar entsteht genau dann ein Viereck, wenn die
Strecke S parallel zu einer der Seiten von T ist. Demzufolge gibt es drei verschie-
dene Mo¨glichkeiten der gegenseitigen Lage von T und S, sodass T ⊕ S ein Trapez
wird. Ist das Dreieck T nicht gleichschenklig, so ergeben sich auch tatsa¨chlich drei
verschiedene Trapeze, die nicht kongruent zueinander sind. Ist T gleichschenklig, so
sind zwei der drei mo¨glichen Trapeze kongruent. Dadurch gibt es bis auf Kongru-
enz genau zwei verschieden Trapeze in der Zerlegungsklasse {S, T}. Ist schließlich
T ein gleichseitiges Dreieck, so sind daru¨ber hinaus alle sich als Minkowskisumme
T ⊕ S ergebende Trapeze kongruent. q.e.d.
III. Verallgemeinerte Drachenvierecke, die keine Parallelogramme sind
Definition 3.17: Ein Viereck heißt verallgemeinertes Drachenviereck, wenn es minde-
stens ein Paar gegenu¨berliegender Winkel gleicher Gro¨ße besitzt.
Satz 3.18: (i) Sei P ein verallgemeinertes Drachenviereck mit α = γ, aber β < δ.
Dann gilt:
ζ(P ) = {T } mit T = {T},
wobei T ein Dreieck mit den Winkelgro¨ßen α, β, π−α−β ist und die β gegenu¨ber-
liegende Seite die La¨nge c+ d besitzt.
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(ii) Ist T nicht gleichschenklig, so gibt es bis auf Kongruenz genau drei Drachenvierecke
(bzw. drei Scharen verallgemeinerter Drachenvierecke) in T.
(iii) Ist T gleichschenklig, aber nicht gleichseitig, so gibt es bis auf Kongruenz genau
ein Drachenviereck (bzw. eine Schar verallgemeinerter Drachenvierecke) in T.
(iv) Kein Viereck ist mit einem gleichseitigen Dreieck zerlegungsgleich.
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Abbildung 9: Zerlegung eines verallgemeinerten Drachenvierecks in zwei Dreiecke und Zu-
sammenfassung der beiden Teile zu einem Dreieck
Beweis: (i) Da das Viereck P keine parallelen Seiten besitzt, mu¨ssen alle unzerleg-
baren Summanden Dreiecke sein. Nach Lemma 3.19 (i) mu¨ssen alle Normalenrich-
tungen von Summanden von P ebenso Normalenrichtungen von P sein. Nun gibt
es vier Mo¨glichkeiten, aus den vier Normalenrichtungen na, nb, nc, nd von P drei
auszuwa¨hlen. Die Richtungen na, nc, nd ko¨nnen jedoch nicht Normalenrichtungen
eines Dreiecks sein, da α+δ > π ist. Aus dem selben Grunde ko¨nnen auch nb, nc, nd
nicht Normalenrichtungen eines Dreiecks sein.
Somit besitzt P nur zwei verschiedene, zueinander nicht homothetische, unzerleg-
bare Summanden. T1 sei dabei das maximale Dreieck mit den Normalenrichtungen
na, nb, nd dessen Steinerpunkt im Ursprung liegt. Dieses besitzt die Winkel α, β und
π−α− β. Außerdem besitzt die dem Winkel β gegenu¨berliegende Seite die La¨nge
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d, da eine Seite mit der Normalenrichtung nd beim Dreieck T2 nicht vorkommt.
Entsprechend bezeichne T2 das maximale Dreieck mit den Normalenrichtungen
na, nb, nc dessen Steinerpunkt im Ursprung liegt. Dieses besitzt ebenfalls die Win-
kel α, β und π − α− β.
Außerdem besitzt die dem Winkel β gegenu¨berliegende Seite die La¨nge c, da eine
Seite mit der Normalenrichtung nc beim Dreieck T1 nicht vorkommt. Da die beiden
Dreiecke zueinander a¨hnlich sind, gibt es eine Bewegung ϕ (genauer eine Spiege-
lung mit einer Spiegelachse, die durch den Ursprung geht), sodass beide Dreiecke
homothetisch zueinander liegen. Die Summe der beiden Dreiecke T1 und ϕ(T2) ist
dann wieder ein Dreieck T := T1⊕ϕ(T2), welches a¨hnlich zu T1, T2 ist. Bei diesem
besitzt die dem Winkel β gegenu¨berliegende Seite die La¨nge c+ d.
(ii) – (iv): P ist genau dann ein (eigentliches) Drachenviereck, wenn zusa¨tzlich gilt,
dass die Seiten c und d gleich lang sind. Dann sind die beiden Dreiecke T1 und T2
sogar kongruent. Wir fragen nun anders herum: Es seien T1, T2 zwei Dreiecke, die
kongruent sind. Unter welchen Bedingungen ist die Summe T1 ⊕ T2 ein Drachen-
viereck?
Zuna¨chst einmal mu¨ssen die beiden Dreiecke eine bestimmte gegenseitige Lage be-
sitzen, wie sie in Abbildung 9 angedeutet ist. Allerdings besitzt die Zuordnung der
entsprechenden Dreieckswinkel zu den Winkeln α, β und ε := π− α− β noch eine
gewisse Wahlfreiheit. Damit die Summe T1⊕T2 ein Drachenviereck wird muss der
Winkel π > β+2ε = δ sein. Ist π < β+2ε, so entsteht zwar ebenfalls ein Drachen-
viereck, jedoch tauschen dabei die Winkel β und δ die Rollen. Gilt π = β + 2ε, so
entsteht bei dieser Konstruktion gar kein Viereck. Betrachten wir diese Bedingung
genauer, so erhalten wir π > δ = β + 2ε = β + ε+ π − α− β = ε+ π − α. Das ist
genau dann der Fall, wenn α > ε ist.
T1 bzw. T2 mo¨gen die Winkel ξ, η und ζ besitzen. Sind T1 bzw. T2 nicht gleich-
schenklig, so sind die drei Winkel ξ, η und ζ alle verschieden voneinander. Wir
ko¨nnen somit frei wa¨hlen, welcher der Winkel ξ, η und ζ der Winkel β sein soll.
Von den beiden u¨brigen Winkeln muss dann der gro¨ßere α und der kleinere ε sein.
Wir haben folglich drei verschiedene Mo¨glichkeiten, der relativen Lage von T1 und
T2 zueinander. Diese fu¨hren stets zu verschiedenen Drachenvierecken.
Sind T1 bzw. T2 gleichschenklig, aber nicht gleichseitig, so sind zwei der drei Win-
kel ξ, η und ζ gleich. Dann muss β einer der beiden gleichen Winkel sein. Von
den u¨brigen beiden Winkeln muss wiederum der gro¨ßere gleich α und der kleinere
gleich ε sein. Damit gibt es nur eine Mo¨glichkeit, wie T1 und T2 zueinander liegen
ko¨nnen. Damit liegt (bis auf Kongruenz) nur ein Drachenviereck in T.
Sind schließlich T1 bzw. T2 gleichseitig, so kann die Bedingung α > ε nicht erfu¨llt
werden. Somit kann ein gleichseitiges Dreieck nicht zerlegungsgleich zu einem (ver-
allgemeinerten) Drachenviereck sein. Da die verallgemeinerten Drachenvierecke die
einzigen Vierecke sind, die zerlegungsgleich zu einem Dreieck sind, kann dement-
sprechend kein Viereck zerlegungsgleich zu einem gleichseitigen Dreieck sein.
Jetzt wollen wir noch die Anzahl aller verallgemeinerten Drachenvierecke, die in ei-
ner Zerlegungsklasse liegen, untersuchen. In diesem Fall mu¨ssen die beiden Dreiecke
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T1 und T2 nicht zueinander kongruent sein. Es genu¨gt, wenn sie a¨hnlich zueinander
sind. An den Winkelbedingungen a¨ndert sich dann natu¨rlich nichts. Da die beiden
Dreiecke T1 und T2 zueinander ein beliebiges Gro¨ßenverha¨ltnis besitzen ko¨nnen,
geho¨rt zu jedem Drachenviereck eine ganzen Schar verallgemeinerter Drachenvier-
ecke, die ebenfalls zu T zerlegungsgleich sind. Ist das Dreieck T nicht gleichschenk-
lig, so gibt es drei Scharen verallgemeinerter Drachenvierecke, die zerlegungsgleich
zu T sind. Ist T ein gleichschenkliges Dreieck, so gibt es entsprechend nur eine
Schar verallgemeinerter Drachenvierecke, die zerlegungsgleich zu T sind. q.e.d.
IV. Sonstige Vierecke
Satz 3.19: Sei P ein Viereck, welches nicht zu den Typen I-III geho¨rt und es gelte
α+β < π und β+γ < π. (Dies la¨sst sich durch zyklische Umbezeichnung stets erreichen.)
Dann gilt:
ζ(P ) = {T } mit T = {T1, T2},
wobei T1 und T2 Dreiecke mit genau einer gleichen Winkelgro¨ße β sind. Genauer gilt,
dass T1 ein Dreieck ist mit den Winkelgro¨ßen α, β, π−α−β und die β gegenu¨berliegende
Seite besitzt die La¨nge d. T2 ist ein Dreieck mit den Winkelgro¨ßen β, γ, π − β − γ und
die β gegenu¨berliegende Seite besitzt die La¨nge c.
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Abbildung 10: Zerlegung eines Vierecks vom Typ IV in zwei Dreiecke
Beweis: Der Beweis erfolgt analog zu Satz 3.18 (i). Allerdings sind in diesem Fall die
beiden Dreiecke T1 und T2 nicht zueinander a¨hnlich, sodass sie nicht zu einem Dreieck
zusammengefasst werden ko¨nnen. Mit den obigen Bezeichnungen ist T1 damit ein Drei-
eck mit den Winkelgro¨ßen α, β und π − α − β. Außerdem besitzt die dem Winkel β
gegenu¨berliegende Seite die La¨nge d, da eine Seite mit der Normalenrichtung nd beim
Dreieck T2 nicht vorkommt. T2 ist ein Dreieck mit den Winkelgro¨ßen β, γ und π−β−γ.
Zusa¨tzlich besitzt die dem Winkel β gegenu¨berliegende Seite die La¨nge c, da eine Seite
mit der Normalenrichtung nc beim Dreieck T1 nicht vorkommt. q.e.d.
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3.4.3. Fu¨nfecke
Bezeichnungen: Fu¨r Fu¨nfecke wollen wir folgende Bezeichnungen fu¨r die Ecken,
Seiten und Winkel einfu¨hren (vgl. Abbildung 11):
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Abbildung 11: Bezeichnung der Ecken, Seiten und Winkel bei Fu¨nfecken
Die Ecken eines Fu¨nfecks werden (in positivem Umlaufsinn) mit A1, A2, . . . , A5 = A0
bezeichnet. Wir wollen also, wie wir das schon fru¨her gehandhabt haben, die Indizie-
rung zyklisch verstehen. Die Seiten eines Fu¨nfecks bezeichnen wir mit ai := AiAi+1 (i =
1, . . . , 5). Wie bei den Vierecken sollen hier jeweils die selben Symbole a1, a2, . . . , a5 = a0
sowohl fu¨r die Seiten eines Fu¨nfecks, als auch fu¨r deren La¨nge verwendet werden.
Die Normaleneinheitsvektoren der Seiten a1, a2, . . . , a5 = a0 werden entsprechend
mit n1, n2, . . . , n5 = n0 bezeichnet. Die Innenwinkel in den Ecken A1, A2, . . . , A5 sei-
en α1, α2, . . . , α5. Wie bei den Seiten werden wir bei den Winkeln die selben Symbole
α1, α2, . . . , α5 fu¨r die Winkel und die Gro¨ßen der Winkel verwenden. Aus dem Zusam-
menhang ist jeweils ersichtlich, was mit dem Symbol gemeint ist.
Im letzten Abschnitt hatten wir festgestellt, dass jedes Viereck nur in einer Zerlegungs-
klasse liegt. Bei den Fu¨nfecken taucht nun zum ersten Mal das Pha¨nomen auf, dass ein
Fu¨nfeck auf ganz verschiedene Weise in unzerlegbare Summanden zerlegt werden kann.
Damit gibt es Fu¨nfecke, die in mehreren Zerlegungsklassen liegen ko¨nnen, wie folgendes
Beispiel zeigt:
Beispiel: P sei ein Fu¨nfeck mit einem Paar paralleler Seiten, wie es in Abbildung 12
dargestellt ist. Dann la¨sst sich das Fu¨nfeck als Minkowskisumme eines Dreiecks mit einer
Strecke darstellen. Andererseits la¨sst sich P auch in zwei Dreiecke zerlegen. Es handelt
sich demzufolge um zwei wesentlich verschiedene Zerlegungen. Abbildung 12 zeigt die
beiden Zerlegungen. Somit liegt P in mindestens zwei verschiedenen Zerlegungsklassen.
Nach Bemerkung 3.17(i) auf Seite 70 liegt P damit bereits in unendlich vielen Zerle-
gungsklassen.
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Abbildung 12: Zwei Mo¨glichkeiten der Zerlegung eines Fu¨nfecks
Frage: Welche Fu¨nfecke liegen nur in einer Zerlegungsklasse?
Eine erste Antwort auf die Frage liefert der folgende Satz 3.20, der nicht nur fu¨r
Fu¨nfecke gilt.
Satz 3.20: Ist die Zerlegung eines Polygons P in unzerlegbare Summanden aus Po(E
2),
die nicht zueinander homothetisch sind, bis auf die Reihenfolge eindeutig, so liegt P in
genau einer Zerlegungsklasse T ∈ V.
Der Beweis des Satzes ist trivial. Die Frage ist nun, ob daru¨ber hinaus die Umkehrung
gilt. Gibt es Polygone (oder hier zuna¨chst Fu¨nfecke), die wesentlich verschiedene Zer-
legungen in unzerlegbare Summanden besitzen, aber trotzdem nur in einer Zerlegungs-
klasse liegen? Doch zuna¨chst wollen wir diejenigen Fu¨nfecke genauer charakterisieren,
deren Zerlegung in unzerlegbare Summanden eindeutig ist.
Ist Q ein maximaler Summand eines Polytops P ∈ P(Ed), so ist natu¨rlich jedes Trans-
lat von Q ein maximaler Summand von P . Bei den folgenden Untersuchungen brauchen
wir jedoch jeweils nur einen Vertreter aus der Familie aller zu Q translationsgleicher
Polygone. Deshalb beschra¨nken wir uns bei den folgenden Ausfu¨hrungen auf Polygo-
ne, deren Steinerpunkte im Ursprung liegen. Die Menge dieser Polygone hatten wir in
Bemerkung 3.1 (iv) auf Seite 22 mit Po(E
2) bezeichnet. Dabei sollen sowohl die unter-
suchten Polygone, als auch die einzelnen Zerlegungsteile aus Po(E
2) sein.
Satz 3.21: Fu¨r ein Fu¨nfeck P ∈ Po(E
2) sind folgende Aussagen a¨quivalent:
(1) Die Zerlegung von P in unzerlegbaren Summanden aus Po(E
2), die nicht zueinan-
der homothetisch sind, ist (bis auf die Reihenfolge) eindeutig.
(2) P besitzt ho¨chstens 3 maximale unzerlegbare Summanden (in Po(E
2)).
(3) P besitzt genau 3 maximale unzerlegbare Summanden (in Po(E
2)).
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(4) P ist Minkowskisumme aller seiner maximalen unzerlegbaren Summanden (aus
Po(E
2)).
(5) P besitzt drei benachbarte Winkel α1, α2 und α3, sodass α1+α2 ≤ π und α2+α3 ≤ π
gilt.
(6) P besitzt zwei Paare benachbarter Winkel α1 und α2 sowie β1 und β2, sodass α1+
α2 ≤ π und β1 + β2 ≤ π gilt.
Beweis: Wir zeigen zuna¨chst die A¨quivalenz von (5) und (6). Da die Aussage (6) sta¨rker
ist, genu¨gt es zu zeigen, dass daraus die Aussage (5) folgt. Der Winkel β1 entspricht einem
αk fu¨r ein k ∈ {1, . . . , 5} und der Winkel β2 ist dann gleich αk+1. Wir nehmen an, die
Winkel α1, α2, β1 und β2 seien paarweise verschieden. Damit ist k = 3 oder k = 4. Fu¨r
die Gro¨ßen der Winkel gilt nach Voraussetzung α1 + α2 ≤ π und β1 + β2 ≤ π. Damit
gilt fu¨r die Summe der vier Winkel α1 + α2 + β1 + β2 ≤ 2π. Fu¨r die Innenwinkelsumme
in einem Fu¨nfeck gilt jedoch
∑5
i=1 αi = 3π. Damit gilt fu¨r den u¨brig bleibenden Winkel
α3 ≥ π oder α5 ≥ π. Dies kann jedoch nicht sein, da Innenwinkel stets kleiner als π
sind. Also mu¨ssen zwei der vier Winkel α1, α2, β1, β2 u¨bereinstimmen. Damit gibt es drei
benachbarte Winkel mit der geforderten Eigenschaft.
Um die A¨quivalenz der anderen Aussagen zu zeigen, unterscheiden wir, abha¨ngig von
der Winkelsumme benachbarter Winkel verschiedene Fa¨lle.
1. Fall: Die Winkelsumme zweier benachbarter Winkel ist stets gro¨ßer als π.
Damit sind die Eigenschaften (5) und (6) nicht erfu¨llt. Ein entsprechendes Fu¨nfeck ist in
Abbildung 13 dargestellt. Außerdem besitzt P dann keine zueinander parallelen Seiten.
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Abbildung 13: Fu¨nfeck mit αi + αi+1 > π (i = 1, . . . , 5)
Demzufolge ist jeder nichttriviale unzerlegbare Summand ein Dreieck. Ist ein Dreieck
D ein Summand von P , so sind die Normalenrichtungen der Seiten von D weiterhin
Normalenrichtungen der Seiten von P . Da die Winkelsumme zweier benachbarter Win-
kel gro¨ßer als π ist, ko¨nnen dies jedoch nicht die Normalenrichtungen dreier aneinander
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liegender Seiten sein. Nun sind Dreiecke bis auf Homothetien durch die Angabe ihrer
Normalenrichtungen bestimmt. Damit gibt es nur die folgenden fu¨nf maximalen unzer-
legbaren Summanden (aus Po(E
2)) von P :
Dreieck zugeho¨rige Normalenrichtungen
D1 n1, n3, n4
D2 n2, n4, n5
D3 n3, n5, n1
D4 n4, n1, n2
D5 n5, n2, n3
Auf Grund der Winkelbedingungen gibt es stets Summanden mit diesen Normalenein-
heitsvektoren. Damit gibt es genau fu¨nf maximale unzerlegbare Summanden (in Po(E
2)).
Infolge dessen gilt weder die Eigenschaft (2) noch (3). Wir bezeichnen die Seiten von D1
mit s1, s3 und s4, wobei die Indizes mit denen der zugeho¨rigen Normaleneinheitsvektoren
u¨bereinstimmen sollen. Da D1 der maximale Summand von P mit diesen Normalenrich-
tungen ist, gilt fu¨r die La¨nge der Seiten s1 = a1, s3 = a3 oder s4 = a4. O.B. d.A. sei
s1 = a1. Dann besitzen D3 und D4 ebenfalls Seiten mit der Normalenrichtung n1.
Wir nehmen nun an, P sei Summe aller seiner maximalen unzerlegbaren Summanden
(aus Po(E
2)). P habe somit die Darstellung P = D1⊕D2⊕D3⊕D4⊕D5. Mit Hilfe von
Lemma 2.2 (iii) erhalten wir damit fu¨r die Seiten in Richtung n1 folgende Darstellung:
FP (n1) = FD1(n1)⊕ FD2(n1)⊕ FD3(n1)⊕ FD4(n1)⊕ FD5(n1).
Nun ist FP (n1) = a1 und FD1(n1) = s1. Da D2 und D5 keine Seiten in Richtung n1
besitzen, sind FD2(n1) und FD5(n1) jeweils nur einpunktige Mengen. Da D3 und D4
ebenfalls Seiten mit der Normalenrichtung n1 besitzen, haben FD3(n1) und FD4(n1)
jeweils eine positive La¨nge. Da jedoch a1 und s1 die gleiche La¨nge besitzen, erhalten wir
einen Widerspruch. Demnach gilt nicht die Eigenschaft (4).
Damit ist aber die Darstellung von P als Minkowskisumme unzerlegbarer Polygone
nicht eindeutig. Jede Zerlegung von P in unzerlegbare Polygone hat nun die Gestalt
P = λ1D1 ⊕ λ2D2 ⊕ λ3D3 ⊕ λ4D4 ⊕ λ5D5 mit gewissen Koeffizienten λ1, . . . , λ5 ∈ [0, 1].
Wa¨hlen wir nun λ1 = 1, so mu¨ssen λ3 und λ4 jeweils Null sein, da D3 und D4 ebenfalls
Seiten mit der Normalenrichtung n1 besitzen und o. B. d.A. s1 = a1 war. Folglich besitzt
P die Darstellung P = D1⊕λ2D2⊕λ5D5 mit gewissen Koeffizienten λ2, λ5 ∈ [0, 1]. Ande-
rerseits ist aber auch D3 ein maximaler Summand. Demnach besitzt P eine Darstellung
P = µ1D1⊕ µ2D2⊕D3 ⊕ µ4D4 ⊕ µ5D5 mit gewissen Koeffizienten µ1, µ2, µ4, µ5 ∈ [0, 1].
Diese ist von der ersten Darstellung wesentlich verschieden. Somit ist auch die Eigen-
schaft (1) nicht erfu¨llt.
2. Fall: Es gibt genau ein Paar benachbarter Winkel α1, α2 mit α1 + α2 = π. Fu¨r alle
anderen Paare benachbarter Winkel gelte αi + αi+1 > π (i = 2, . . . , 5).
Die Eigenschaften (5) und (6) sind damit nicht erfu¨llt. Wir haben damit eine Situation,
wie sie in Abbildung 14 dargestellt ist. Die Seiten a2 und a5 liegen parallel zueinander.
S sei nun die Strecke deren Mittelpunkt im Ursprung liegt und die parallel zu a2 und
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Abbildung 14: Fu¨nfeck mit α1 + α2 = π und αi + αi+1 > π (i = 2, . . . , 5)
a5 liegt mit der La¨nge der kleineren der beiden Strecken. Dann ist S offensichtlich ein
maximaler Summand von P . O.B. d.A. besitze S dieselbe La¨nge wie a5. Alle anderen
maximalen unzerlegbaren Summanden sind Dreiecke. Ist ein Dreieck D ein maximaler
Summand, so ko¨nnen, ebenso wie im 1. Fall, die Normalenrichtungen von D nicht die
Normalenrichtungen dreier anliegender Seiten sein. Außerdem ko¨nnen n2 und n5 nicht
beide zu D geho¨ren. Damit muss D eine Seite in Richtung n1 besitzen. Es gibt somit
genau drei Dreiecke D1, D2, D3 ∈ Po(E
2), die maximale unzerlegbare Summanden von
P sind. Diese besitzen die folgenden Normaleneinheitsvektoren:
Dreieck zugeho¨rige Normalenrichtungen
D1 n1, n2, n4
D2 n1, n3, n4
D3 n1, n3, n5
Infolge dessen hat das Fu¨nfeck genau vier maximale unzerlegbare Summanden. Damit
gelten nicht die Eigenschaften (2) und (3).
Wir nehmen wieder an, P sei die Summe aller seiner maximalen unzerlegbaren Summan-
den (aus Po(E
2)). P habe demnach die Darstellung P = S⊕D1⊕D2⊕D3. Mit Hilfe von
Lemma 2.2 (iii) erhalten wir damit fu¨r die Seiten in Richtung n5 folgende Darstellung:
FP (n5) = FS(n5)⊕ FD1(n5)⊕ FD2(n5)⊕ FD3(n5).
Nun ist FP (n5) = a5 und FS(n5) besitzt dieselbe La¨nge. Da D1 und D2 keine Seiten in
Richtung n5 besitzen sind FD1(n5) und FD2(n5) jeweils nur einpunktige Mengen. Aber
D3 besitzt eine Seite in Richtung n5. Somit besitzt FD3(n5) eine positive La¨nge. Damit
erhalten wir einen Widerspruch und Eigenschaft (4) gilt ebenfalls nicht.
Wir ko¨nnen nun leicht zwei verschiedene Zerlegungen von P in unzerlegbare Polygone
angeben, die nicht zueinander homothetisch sind. Jede solche Zerlegung hat die Gestalt
P = λ0S ⊕ λ1D1 ⊕ λ2D2 ⊕ λ3D3 mit gewissen Koeffizienten λ0, . . . , λ3 ∈ [0, 1]. Wa¨hlen
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wir nun λ0 = 1, so muss λ3 = 0 sein, da D3 ebenfalls eine Seite in Richtung n5 besitzt.
Damit haben wir fu¨r P die Darstellung P = S ⊕ λ1D1 ⊕ λ2D2, mit gewissen Koeffizi-
enten λ1, λ2 ∈ [0, 1]. Wa¨hlen wir andererseits λ3 = 1, so erhalten wir die Darstellung
P = µ0S⊕µ1D1⊕µ2D2⊕D3, mit gewissen Koeffizienten µ0, µ1, µ2 ∈ [0, 1]. Demzufolge
ist die Eigenschaft (1) nicht erfu¨llt.
3. Fall: Es gibt genau ein Paar benachbarter Winkel α1, α2 mit α1 + α2 < π. Fu¨r alle
anderen Paare benachbarter Winkel gelte αi + αi+1 > π (i = 2, . . . , 5).
Die Eigenschaften (5) und (6) sind hier ebenfalls nicht erfu¨llt. Damit haben wir eine
Situation, wie sie in Abbildung 15 dargestellt ist. P besitzt dann keine zueinander par-
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Abbildung 15: Fu¨nfeck mit α1 + α2 < π und αi + αi+1 > π (i = 2, . . . , 5)
allelen Seiten. Folglich sind alle unzerlegbaren Summanden Dreiecke. Jedes Dreieck, das
Summand von P ist, besitzt eine Seite mit der Normalenrichtung n1: Wir nehmen an,
es gibt ein Dreieck D˜, welches Summand von P ist, aber keine Seite in Richtung n1
besitzt. Dann besitzt es Seiten in drei der vier Normalenrichtungen n2, n3, n4, n5. Das
ko¨nnen jedoch nicht drei anliegende Seiten sein, da die Winkelsumme zweier benach-
barter Winkel zwischen diesen Seiten stets gro¨ßer als π ist. Deshalb nehmen wir nun
an, dass D˜ die Normalenrichtungen n2, n3 und n5 besitzt. Dann besitzt der Innenwin-
kel zwischen den Seiten F
eD(n2) und F eD(n3) die Gro¨ße α3. Der Innenwinkel zwischen
F
eD(n3) und F eD(n5) besitzt somit die Gro¨ße π − ((π − α4) + (π − α5)) = α4 + α5 − π.
Demnach ist die Summe dieser beiden Winkelgro¨ßen gleich α3 + α4 + α5 − π. Da die
Winkelsumme im Fu¨nfeck gleich 3π ist, erhalten wir fu¨r die Summe dieser beiden Win-
kel α3 + α4 + α5 − π = 2π − (α1 + α2). Diese Winkelsumme ist jedoch gro¨ßer als π,
da α1 + α2 < π ist. Folglich ko¨nnen n2, n3 und n5 nicht die Normalenrichtungen eines
Dreiecks sein. Ebenso zeigt man, dass n2, n4 und n5 nicht die Normalenrichtungen eines
Dreiecks sein ko¨nnen. Daher besitzt jedes Dreieck, welches Summand von P ist, eine
Seite mit der Normalenrichtung n1.
Es kann deshalb nur vier Dreiecke D1, D2, D3, D4 ∈ Po(E
2) geben, die maximale unzer-
legbare Summanden von P sind. Diese besitzen die folgenden Normaleneinheitsvektoren:
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Dreieck zugeho¨rige Normalenrichtungen
D1 n1, n2, n4
D2 n1, n2, n5
D3 n1, n3, n4
D4 n1, n3, n5
Auf Grund der Winkelbedingungen existieren stets maximale Summanden mit diesen
Normaleneinheitsvektoren. Damit gelten nicht die Eigenschaften (2) und (3).
Wir bezeichnen die Seiten von D1 mit s1, s2 und s4, wobei die Indizes mit denen
der zugeho¨rigen Normaleneinheitsvektoren u¨bereinstimmen sollen. Da D1 der maxima-
le Summand von P mit diesen Normalenrichtungen ist, gilt fu¨r die La¨nge der Seiten
s1 = a1, s2 = a2 oder s4 = a4. O.B. d.A. sei s2 = a2. Dann besitzt D2 ebenfalls eine
Seite mit der Normalenrichtung n2.
Wir nehmen wieder an, P sei die Summe aller seiner maximalen unzerlegbaren Summan-
den (aus Po(E
2)). P habe also die Darstellung P = D1 ⊕D2 ⊕D3 ⊕D4. Mit Hilfe von
Lemma 2.2 (iii) erhalten wir damit fu¨r die Seiten in Richtung n2 folgende Darstellung:
FP (n2) = FD1(n2)⊕ FD2(n2)⊕ FD3(n2)⊕ FD4(n2).
Nun ist FP (n2) = a2 und FD1(n2) = s2. Da D3 und D4 keine Seiten in Richtung n2 besit-
zen, sind FD3(n2) und FD4(n2) jeweils nur einpunktige Mengen. Da D2 jedoch ebenfalls
eine Seite mit der Normalenrichtung n2 besitzt, hat FD2(n2) eine positive La¨nge. Da
jedoch a1 und s1 die gleiche La¨nge besitzen, erhalten wir einen Widerspruch. Somit gilt
nicht die Eigenschaft (4).
Wir ko¨nnen nun leicht zwei verschiedene Zerlegungen von P in unzerlegbare Polygone
angeben, die nicht zueinander homothetisch sind. Jede solche Zerlegung hat die Gestalt
P = λ1D1⊕ λ2D2⊕ λ3D3⊕ λ4D4 mit gewissen Koeffizienten λ1, . . . , λ4 ∈ [0, 1]. Wa¨hlen
wir nun λ1 = 1, so muss λ2 = 0 sein, da D2 ebenfalls eine Seite in Richtung n2 besitzt.
Damit haben wir fu¨r P die Darstellung P = D1 ⊕ λ3D3 ⊕ λ4D4, mit gewissen Koeffi-
zienten λ2, λ3 ∈ [0, 1]. Wa¨hlen wir andererseits λ2 = 1, so erhalten wir die Darstellung
P = µ1D1 ⊕D2 ⊕ µ3D3 ⊕ µ4D4, mit gewissen Koeffizienten µ1, µ3, µ4 ∈ [0, 1]. Demnach
ist die Eigenschaft (1) ebenfalls nicht erfu¨llt.
4. Fall: Es gibt drei benachbarter Winkel α1, α2 und α3 mit α1+α2 = π und α2+α3 = π.
Die Eigenschaften (5) und (6) sind hier erfu¨llt. Damit haben wir eine Situation, wie
sie in Abbildung 16 dargestellt ist. Die Seiten a1 und a3 liegen parallel zueinander.
S1 sei nun die Strecke deren Mittelpunkt im Ursprung liegt und die parallel zu a1 und a3
liegt mit der La¨nge der kleineren der beiden Strecken. Dies ist offenbar a3. Dann ist S1
offensichtlich ein maximaler Summand von P . Ebenso liegen die beiden Seiten a2 und
a5 parallel zueinander. S2 sei nun die Strecke deren Mittelpunkt im Ursprung liegt und
die parallel zu a2 und a5 liegt mit der La¨nge von a5. Dann ist S2 ebenso ein maximaler
Summand von P .
Jedes Dreieck, das Summand von P ist, besitzt jeweils eine Seite mit der Normalen-
richtung n1 und n2: Wir nehmen an, es gibt ein Dreieck D˜, welches Summand von P
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Abbildung 16: Fu¨nfeck mit α1 + α2 = π und α2 + α3 = π
ist, aber keine Seite in Richtung n1 besitzt. Dann besitzt es Seiten in drei der vier
Normalenrichtungen n2, n3, n4, n5. Das ko¨nnen aber nicht die Normalenrichtungen drei-
er anliegender Seiten sein, da fu¨r die Winkelsumme zweier benachbarter Winkel stets
αi + αi+1 ≥ π (i = 1, . . . , 5) gilt. Andererseits ko¨nnen nicht gleichzeitig n2 und n5
Normalenrichtungen von Seiten von D˜ sein, da n2 = −n5 gilt. Folglich muss n1 Nor-
maleneinheitsvektor einer Seite von D˜ sein. Entsprechende U¨berlegungen kann man
genauso fu¨r n2 anstellen. Damit muss jedes Dreieck D, welches ein Summand von P
ist, Seiten mit den Normalenrichtungen n1 und n2 besitzen. Aus der Winkelbedingung
αi+αi+1 ≥ π (i = 1, . . . , 5) folgt, dass weder n1, n2, n3 noch n5, n1, n2 Normalenrichtun-
gen eines Dreiecks sein ko¨nnen. Deshalb muss die dritte Seite von D den Normalenein-
heitsvektor n4 besitzen. Ein solcher Summand muss existieren, da die beiden anderen
Summanden S1 und S2 keine Seiten in Richtung n4 besitzen.
D sei nun der maximale Summand mit den drei Normalenrichtungen n1, n2 und n4. Dann
gibt es genau die drei maximale Summanden S1, S2 und D. Demnach sind die beiden
Eigenschaften (2) und (3) erfu¨llt.
Wir mu¨ssen nun noch nachweisen, dass P tatsa¨chlich die Summe aller seiner maximalen
unzerlegbaren Summanden (aus Po(E
2)) ist. Da S1, S2 und D die einzigen maximalen
unzerlegbaren Summanden sind, hat jede Zerlegung von P in unzerlegbare Summanden
die Gestalt P = λ1S1 ⊕ λ2S2 ⊕ λ3D. Da D der einzige Summand ist, der eine Seite in
Richtung n4 besitzt, muss λ3 = 1 sein. Andererseits ist S1 der einzige Summand, der
eine Seite in Richtung n3 besitzt. Da S1 die gleiche La¨nge wie a3 besitzt, muss λ1 = 1
gelten. Außerdem ist S2 der einzige Summand, der eine Seite in Richtung n5 besitzt.
Da S2 die gleiche La¨nge wie a5 besitzt, muss λ2 = 1 gelten. Infolge dessen haben wir
fu¨r P die Darstellung P = S1 ⊕ S2 ⊕D. Damit ist die Zerlegung von P in unzerlegbare
Summanden, die nicht zueinander homothetisch sind, auch (bis auf die Reihenfolge)
eindeutig. Die beiden Eigenschaften (4) und (1) sind somit erfu¨llt.
5. Fall: Es gibt drei benachbarte Winkel α1, α2 und α3 mit α1+α2 = π und α2+α3 < π.
Damit sind die beiden Eigenschaften (5) und (6) erfu¨llt. Dieser Fall ist in Abbildung 17
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Abbildung 17: Fu¨nfeck mit α1 + α2 = π und α2 + α3 < π
dargestellt. Die Seiten a2 und a5 liegen parallel zueinander. S sei nun die Strecke deren
Mittelpunkt im Ursprung liegt und die parallel zu a2 und a5 liegt mit der La¨nge der klei-
neren der beiden Strecken. Dies ist offenbar a5. Dann ist S offensichtlich ein maximaler
Summand von P .
Jedes Dreieck D˜, das Summand von P ist, besitzt jeweils eine Seite mit der Norma-
lenrichtung n1 und n2: Wie im 4. Fall zeigt man, dass n1 Normaleneinheitsvektor von
D˜ ist. Wir nehmen an, es gibt ein Dreieck D˜, welches Summand von P ist, aber keine
Seite in Richtung n2 besitzt. Dann besitzt es Seiten in drei der vier Normalenrich-
tungen n3, n4, n5, n1. Das ko¨nnen aber nicht die Normalenrichtungen dreier anliegen-
der Seiten sein, da fu¨r die Winkelsumme zweier benachbarter Winkel αi + αi+1 ≥ π
(i = 1, . . . , 5, i 6= 2) gilt. Deshalb nehmen wir nun an, dass D˜ die Normalenrichtungen
n1, n3 und n5 besitzt. Dann besitzt der Innenwinkel zwischen den Seiten F eD(n1) und
F
eD(n5) die Gro¨ße α1. Der Innenwinkel zwischen F eD(n3) und F eD(n5) besitzt dann die
Gro¨ße π− ((π−α4) + (π−α5)) = α4+α5− π. Demzufolge ist die Summe dieser beiden
Winkelgro¨ßen gleich α1 + α4 + α5 − π. Da die Winkelsumme im Fu¨nfeck gleich 3π ist,
erhalten wir fu¨r die Summe dieser beiden Winkel α1 + α4 + α5 − π = 2π − (α2 + α3).
Diese Winkelsumme ist jedoch gro¨ßer als π, da α2 + α2 < π ist. Somit ko¨nnen n1, n3
und n5 nicht die Normalenrichtungen eines Dreiecks sein. Ebenso zeigt man, dass n1, n3
und n4 nicht die Normalenrichtungen eines Dreiecks sein ko¨nnen. Demnach besitzt jedes
Dreieck, welches ein Summand von P ist, eine Seite mit der Normalenrichtung n2.
Da n2 = −n5 ist, ko¨nnen n1, n2 und n5 nicht Normalenrichtungen eines Dreiecks sein.
Es gibt somit nur noch folgende zwei maximale unzerlegbare Summanden von P :
Dreieck zugeho¨rige Normalenrichtungen
D1 n1, n2, n3
D2 n1, n2, n4
Diese beiden Summanden mu¨ssen tatsa¨chlich existieren, da S keine Seite in Richtung n3
bzw. n4 besitzt. Damit sind die beiden Eigenschaften (2) und (3) erfu¨llt.
Wir mu¨ssen nun noch nachweisen, dass P tatsa¨chlich die Summe aller seiner maximalen
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unzerlegbaren Summanden (aus Po(E
2)) ist. Da S,D1 und D2 die einzigen maximalen
unzerlegbaren Summanden sind, hat jede Zerlegung von P in unzerlegbare Summanden
die Gestalt P = λ0S ⊕ λ1D1 ⊕ λ2D2. Da D1 der einzige Summand ist, der eine Seite
in Richtung n3 besitzt, muss λ1 = 1 sein. Andererseits ist D2 der einzige Summand,
der eine Seite in Richtung n4 besitzt. Deshalb muss λ2 = 1 gelten. Außerdem ist S der
einzige Summand, der eine Seite in Richtung n5 besitzt. Da S die gleiche La¨nge wie a5
besitzt, muss weiterhin λ0 = 1 gelten. Infolge dessen haben wir fu¨r P die Darstellung
P = S ⊕ D1 ⊕ D2. Damit ist die Zerlegung von P in unzerlegbare Summanden, die
nicht zueinander homothetisch sind, auch (bis auf die Reihenfolge) eindeutig. Die beiden
Eigenschaften (4) und (1) sind somit erfu¨llt.
6. Fall: Es gibt drei benachbarter Winkel α1, α2 und α3 mit α1+α2 < π und α2+α3 < π.
Damit sind die beiden Eigenschaften (5) und (6) erfu¨llt. Dieser Fall ist in Abbildung 18
dargestellt. Da stets αi+αi+1 6= π (i = 1, . . . , 5) gilt, gibt es keine Seiten, die zueinander
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Abbildung 18: Fu¨nfeck mit α1 + α2 < π und α2 + α3 < π
parallel liegen. Folglich sind alle unzerlegbaren Summanden von P Dreiecke. Wie im
5. Fall zeigt man, dass jedes Dreieck, das Summand von P ist, Seiten mit den Normalen-
richtungen n1 und n2 besitzt. Damit sind folgende maximale unzerlegbare Summanden
mo¨glich:
Dreieck zugeho¨rige Normalenrichtungen
D1 n1, n2, n3
D2 n1, n2, n4
D3 n1, n2, n5
Diese Summanden mu¨ssen existieren, da das Dreieck D1 der einzige der mo¨glichen Sum-
manden ist, der eine Seite in Richtung n3 besitzt. Ebenso besitzt nur D2 eine Seite in
Richtung n4 und nur D3 eine Seite in Richtung n5. Damit sind die beiden Eigenschaften
(2) und (3) erfu¨llt.
Wir mu¨ssen nun noch nachweisen, dass P tatsa¨chlich die Summe aller seiner maximalen
unzerlegbaren Summanden (aus Po(E
2)) ist. Da D1, D2 und D3 die einzigen maximalen
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unzerlegbaren Summanden sind, hat jede Zerlegung von P in unzerlegbare Summanden
die Gestalt P = λ1D1⊕ λ2D2⊕ λ3D3. Da D1 der einzige Summand ist, der eine Seite in
Richtung n3 besitzt, muss λ1 = 1 sein. Andererseits istD2 der einzige Summand, der eine
Seite in Richtung n4 besitzt. Deshalb muss weiter λ2 = 1 gelten. Da außerdem D3 der
einzige Summand ist, der eine Seite in Richtung n5 besitzt, muss ebenfalls λ3 = 1 gelten.
Folglich haben wir fu¨r P die Darstellung P = D1 ⊕ D2 ⊕ D3. Damit ist die Zerlegung
von P in unzerlegbare Summanden, die nicht zueinander homothetisch sind, auch (bis
auf die Reihenfolge) eindeutig. Die beiden Eigenschaften (4) und (1) sind somit ebenfalls
erfu¨llt. q.e.d.
Ist eine (und damit jede) der Bedingungen aus Satz 3.21 erfu¨llt, so lassen sich die Zer-
legungen in unzerlegbare Summanden genauer angeben.
Satz 3.22: (i) Ein Fu¨nfeck P ∈ Po(E
2) besitzt genau dann drei benachbarte Winkel
α1, α2 und α3 mit α1 + α2 < π und α2 + α3 < π, wenn P die Darstellung P =
D1 ⊕D2 ⊕D3 besitzt. Dabei sind D1, D2 und D3 zueinander nicht homothetische
Dreiecke, welche einen gemeinsamen Winkel der Gro¨ße α2 besitzen. Diese Winkel
liegen zueinander translationsgleich (homothetisch).
(ii) Ein Fu¨nfeck P ∈ Po(E
2) besitzt genau dann drei benachbarte Winkel α1, α2 und
α3 mit α1 + α2 = π und α2 + α3 < π (oder umgekehrt), wenn P die Darstellung
P = D1⊕D2⊕S besitzt. Dabei sind D1 und D2 zwei zueinander nicht homothetische
Dreiecke, welche einen gemeinsamen Winkel der Gro¨ße α2 besitzen. Diese Win-
kel liegen zueinander translationsgleich (homothetisch). Weiter ist S eine Strecke,
welche zu einem der beiden Schenkel dieses gemeinsamen Winkels parallel liegt.
(iii) Ein Fu¨nfeck P ∈ Po(E
2) besitzt genau dann drei benachbarte Winkel α1, α2 und
α3 mit α1 + α2 = π und α2 + α3 = π, wenn P die Darstellung P = D ⊕ S1 ⊕ S2
besitzt. Dabei ist D ein Dreieck und S1 und S2 sind Strecken, welche zu je einem
der Schenkel des Dreiecks parallel liegen. Der eingeschlossene Winkel besitzt dabei
die Gro¨ße α2.
Beweis: dass diese Fu¨nfecke jeweils eine solche Darstellung besitzen, geht aus dem Be-
weis von Satz 3.21 (Fa¨lle 4, 5 und 6) hervor. Es ist somit nur noch zu zeigen, dass die
Minkowskisummen dieser Strecken und Dreiecke jeweils Fu¨nfecke mit den entsprechen-
den Winkelbedingungen sind.
(i) Es sei P = D1 ⊕D2 ⊕D3, wobei D1, D2 und D3 zueinander nicht homothetische
Dreiecke sind, welche einen gemeinsamen Winkel der Gro¨ße α2 besitzen, die trans-
lationsgleich (homothetisch) zueinander liegen. Wir mu¨ssen nun zeigen, dass P ein
Fu¨nfeck ist und die Winkelbedingungen α1 + α2 < π und α2 + α3 < π gelten.
Fu¨r die Dreiecke D1, D2 und D3 fu¨hren wir folgende Bezeichnungen ein. Die Ecken
von D1 bezeichnen wir mit A1, A2, A3 (wie u¨blich im positiven Umlaufsinn), die
Ecken vonD2 mit B1, B2, B3 und die Ecken vonD3 mit C1, C2, C3. Den Innenwinkel
der Ecke A1 bezeichnen wir mit α˜1 und entsprechend fu¨r die anderen Ecken. Diese
sind in der folgenden Tabelle zusammengefasst:
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Dreieck Ecken Innenwinkel Normalenrichtungen
D1 A1, A2, A3 α˜1, α˜2, α˜3 n1, n2, n3
D2 B1, B2, B3 β˜1, β˜2, β˜3 n1, n2, n4
D3 C1, C2, C3 γ˜1, γ˜2, γ˜3 n1, n2, n5
Dabei gilt nach Voraussetzung α˜2 = β˜2 = γ˜2. Die Normalenrichtungen von D1
bezeichnen wir mit n1, n2 und n3. Dabei ist n1 die Normalenrichtung der Seite
A1A2, n2 die Normalenrichtung von A2A3 und n3 die Normalenrichtung von A3A1.
Außerdem liegen die drei Winkel α˜2, β˜2, γ˜2 translationsgleich zueinander. Deshalb
besitzen alle drei Dreiecke jeweils Seiten mit den Normalenrichtungen n1 und n2.
Mit n4 bzw. n5 bezeichnen wir die weiteren Normalenrichtungen von D2 bzw. D3.
Da die drei Dreiecke nach Voraussetzung nicht homothetisch zueinander liegen,
sind die Normalenrichtungen n3, n4 und n5 verschieden voneinander und von n1, n2.
Aus diesem Grund besitzt P genau fu¨nf verschiedene Normalenrichtungen und ist
damit ein Fu¨nfeck.
Da die Winkel α˜2, β˜2, γ˜2 translationsgleich sind, besitzt P einen Winkel, der trans-
lationsgleich zu diesen ist. Diesen bezeichnen wir mit α2. Da die drei Dreiecke
jedoch nicht homothetisch zueinander liegen, besitzen die Winkel α˜1, β˜1, γ˜1 jeweils
verschiedene Gro¨ßen. O. b. d.A. sei α˜1 > β˜1 > γ˜1. Dann ist auch α˜3 < β˜3 < γ˜3.
Dabei ist der Winkel α˜1 nicht nur vom Betrag her gro¨ßer als die beiden Winkel
α˜2 und α˜3, sondern er umfasst die beiden anderen Winkel auch (eventuell nach
einer geeigneten Translation) im Sinne einer mengentheoretischen Inklusion. Des-
halb entsteht bei der Bildung der Minkowskisumme dieser drei Winkel wieder ein
Winkel der translationsgleich zu α˜1 ist. Deshalb ist α1 = α˜1. Wir erhalten damit
fu¨r die Summe α1 + α2 = α˜1 + α˜2 < π und die erste Bedingung ist erfu¨llt.
Aus demselben Grund ist α3 = γ˜3. Damit gilt α2 + α3 = γ˜2 + γ˜3 < π und auch die
zweite Bedingung ist erfu¨llt.
(ii) und (iii): Die anderen beiden Aussagen kann man analog beweisen. q.e.d.
Frage: Gilt die Umkehrung von Satz 3.20 ebenso?
Es liege P ∈ Po(E
2) in genau einer Zerlegungsklasse T ∈ V. Ist dann die Zerlegung von
P in unzerlegbare Summanden (aus Po(E
2)) eindeutig?
Antwort: Nein!
Dazu schauen wir uns folgendes Beispiel an:
Beispiel: Es sei P ∈ Po(E
2) ein gleichwinkliges Fu¨nfeck. Dann erfu¨llt P offensichtlich
nicht die Bedingungen aus Satz 3.21. Damit ist die Zerlegung von P in unzerlegbare
Summanden nicht eindeutig. Da das Fu¨nfeck jedoch gleichwinklig ist, sind alle unzer-
legbaren Summanden Dreiecke D1, . . . , D5, die zueinander a¨hnlich sind. Fu¨r jede Zerle-
gung P = λ1D1 ⊕ λ2D2 ⊕ λ3D3 ⊕ λ4D4 ⊕ λ5D5 kann man durch geeignete Bewegungen
β2, . . . , β5 ∈ B2 erreichen, dass λ1D1⊕β2(λ2D2)⊕β3(λ3D3)⊕β4(λ4D4)⊕β(λ5D5) = λ˜D1
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fu¨r ein geeignetes λ˜ > 0 ist. Somit sind P und λ˜D1 zerlegungsgleich. Deshalb mu¨ssen
sie nach Satz 3.1 die gleiche mittlere Breite haben. Da das fu¨r jede beliebige Zerlegung
in unzerlegbare Summanden gilt, liegt P nur in der Zerlegungsklasse T fu¨r T = {λ˜D1}.
Die gleichwinkligen Fu¨nfecke sind allerdings die einzigen Fu¨nfecke mit dieser Eigen-
schaft, wie der folgende Satz zeigt:
Satz 3.23: Ein Fu¨nfeck P ∈ Po(E
2) liegt genau dann in nur einer Zerlegungsklasse
T ∈ V, wenn es eine der (und damit alle) Bedingungen aus Satz 3.21 erfu¨llt oder ein
gleichwinkliges Fu¨nfeck ist.
Beweis: Ist P ein gleichwinkliges Fu¨nfeck, so haben wir gesehen, dass alle unzerlegbaren
Summanden zueinander a¨hnliche Dreiecke sind und P somit nur in einer Zerlegungs-
klasse liegt. Deshalb sei P nun ein Fu¨nfeck, bei dem verschiedene Innenwinkelgro¨ßen
vorkommen. Wie im Beweis von Satz 3.21 unterscheiden wir wieder, abha¨ngig von der
Winkelsumme benachbarter Winkel, verschiedene Fa¨lle.
1. Fall: Die Winkelsumme zweier benachbarter Winkel ist stets gro¨ßer als π. Weiter
wollen wir annehmen, dass das Fu¨nfeck einen Winkel besitzt, dessen Gro¨ße nur einmal
vorkommt. O.B. d.A. sei dies α1.
Im Beweis von Satz 3.21 wurde gezeigt, dass P dann genau fu¨nf maximale unzerlegbare
Summanden (aus Po(E
2)) besitzt. In Abbildung 19 ist als Beispiel das Dreieck D4 einge-
zeichnet. Dieses ist der maximale unzerlegbare Summand mit den Normalenrichtungen
n4, n1 und n2, bei dem der Steinerpunkt im Ursprung liegt. Dieses ist offensichtlich
translationsgleich zum Dreieck D˜4 = △A4B3B5. Das Dreieck D˜4 ist wiederum a¨hnlich
zum Dreieck △A4B
′
3B
′
5. An diesem ko¨nnen jetzt leicht die Winkelgro¨ßen des Dreiecks
bestimmt werden. Demnach besitzt das Dreieck D4 die Winkelgro¨ßen α4, β3 und β5. Fu¨r
β3 erha¨lt man die Beziehung β3 = π − (π − α5) − (π − α1) = α5 + α1 − π und fu¨r β5
entsprechend β5 = π − (π − α2)− (π − α3) = α2 + α3 − π. Fu¨r alle anderen maximalen
unzerlegbaren Summanden sind diese Angaben in der folgenden Tabelle zusammenge-
fasst:
Dreieck kongruent zu a¨hnlich zu Normalenrichtungen Winkel
D1 △A1B5B2 △A1B
′
5B
′
2 n1, n3, n4 α1, β5, β2
D2 △A2B1B3 △A2B
′
1B
′
3 n2, n4, n5 α2, β1, β3
D3 △A3B2B4 △A3B
′
2B
′
4 n3, n5, n1 α3, β2, β4
D4 △A4B3B5 △A4B
′
3B
′
5 n4, n1, n2 α4, β3, β5
D5 △A5B4B1 △A5B
′
4B
′
1 n5, n2, n3 α5, β4, β1
Zwischen den Winkelgro¨ßen bestehen dabei folgende Beziehungen:
β1 = α3 + α4 − π
β2 = α4 + α5 − π
β3 = α5 + α1 − π
β4 = α1 + α2 − π
β5 = α2 + α3 − π
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Abbildung 19: Fu¨nfeck P mit dem maximalen unzerlegbaren Summanden D4
Wir zeigen nun, dass D1 nicht a¨hnlich ist zu den anderen Dreiecken D2, D3, D4 und
D5. Dazu nehmen wir zuna¨chst an, dass D1 und D2 a¨hnlich sind. Da die Gro¨ße von α1
verschieden ist von der Gro¨ße aller anderen Winkel, gilt insbesondere α1 6= α2. Damit
gibt es noch vier Mo¨glichkeiten, welche Winkelgro¨ßen u¨bereinstimmen. Diese sind in der
folgenden Tabelle zusammengefasst:
1. Fall: α1 = β1, β5 = α2, β2 = β3
2. Fall: α1 = β1, β5 = β3, β2 = α2
3. Fall: α1 = β3, β5 = α2, β2 = β1
4. Fall: α1 = β3, β5 = β1, β2 = α2
1. Fall: α1 = β1, β5 = α2, β2 = β3. Dann gilt α2 = β5 = α2 + α3 − π. Damit wa¨re α3 = π
und wir erhalten einen Widerspruch.
2. Fall: α1 = β1, β5 = β3, β2 = α2. Dann gilt α2 + α3 − π = β5 = β3 = α5 + α1 − π und
α2 = β2 = α4+α5−π. Daraus erhalten wir fu¨r α5 die Darstellung α5 = α2−α4+π. Diese
setzen wir nun in die erste Gleichung ein und erhalten α2+α3−π = α2−α4+π+α1−π.
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Damit ergibt sich die Beziehung α2 + α3 + α4 − π = α1 + α2. Nun gilt fu¨r die Summe
der Innenwinkel in einem Fu¨nfeck α1 + α2 + α3 + α4 + α5 = 3π. Daraus erhalten wir
α2 + α3 + α4 = 3π − α5 − α1. Indem wir das in die Gleichung einsetzen, erhalten wir
3π−α5−α1−π = α1+α2 und damit 2π = α1+α2+α5+α1. Da wir jedoch vorausgesetzt
haben, dass die Winkelsumme zweier benachbarter Winkel stets gro¨ßer als π sein soll,
gilt α1 + α2 > π und α5 + α1 > π und wir erhalten einen Widerspruch.
3. Fall: α1 = β3, β5 = α2, β2 = β1. Dann gilt α1 = β3 = α5 + α1 − π. Damit wa¨re α5 = π
und wir erhalten einen Widerspruch.
4. Fall: α1 = β3, β5 = β1, β2 = α2. Ebenso wie im 3. Fall gilt dann α1 = β3 = α5 +α1− π
und wir erhalten den Widerspruch α5 = π. Somit ko¨nnen D1 und D2 nicht a¨hnlich sein.
Ebenso zeigen wir, dass D1 und D3 nicht zueinander a¨hnlich sind. Wir nehmen also
an, dass D1 und D3 a¨hnlich sind. Da die Gro¨ße von α1 verschieden ist von der Gro¨ße
aller anderen Winkel, gilt α1 6= α3. Damit bleiben noch vier Mo¨glichkeiten, welche
Winkelgro¨ßen u¨bereinstimmen. Diese sind in der folgenden Tabelle zusammengefasst:
1. Fall: α1 = β2, β5 = α2, β2 = β4
2. Fall: α1 = β2, β5 = β4, β2 = α2
3. Fall: α1 = β4, β5 = α2, β2 = β2
4. Fall: α1 = β4, β5 = β2, β2 = α2
Im 1. Fall, ebenso wie im 3. und 4. Fall gilt α2(= β2) = β5 = α2 + α3 − π. Damit wa¨re
α3 = π und wir erhalten einen Widerspruch. Im 2. Fall ist dann α1 = β2 = α2. Das ist
ein Widerspruch zur Voraussetzung α1 6= α2. Demnach sind D1 und D3 nicht zueinander
a¨hnlich. Ebenso zeigt man, dass D1 nicht a¨hnlich zu D4 oder D5 sein kann.
Wie im Beweis von Satz 3.21 (1. Fall) gezeigt wurde, hat jede Zerlegung von P in
unzerlegbare Summanden die Gestalt P = λ1D1 ⊕ λ2D2 ⊕ λ3D3 ⊕ λ4D4 ⊕ λ5D5 mit
gewissen Koeffizienten λ1, . . . , λ5 ∈ [0, 1]. Einerseits ko¨nnen wir nun λ1 = 1 setzen.
Damit erhalten wir die Zerlegung P = D1 ⊕ λ2D2 ⊕ λ3D3 ⊕ λ4D4 ⊕ λ5D5 fu¨r gewisse
Koeffizienten λ2, . . . , λ5 ∈ [0, 1]. Andererseits finden wir aber eine Zerlegung P = µ1D1⊕
µ2D2⊕µ3D3⊕µ4D4⊕µ5D5 mit gewissen Koeffizienten µ1, . . . , µ5 ∈ [0, 1], wobei µ1 < 1
ist. Dies la¨sst sich zum Beispiel erreichen, indem µ3 > 0 und µ4 > 0 gewa¨hlt werden.
Da D1 nur Seiten in Richtung n1, n3 und n4 besitzt und D3 und D4 ebenfalls Seiten in
diesen Richtungen besitzen, muss µ1 < 1 gelten. Da D1 nicht zu den anderen Dreiecken
a¨hnlich ist, liegt P ebenfalls in mindestens zwei Zerlegungsklassen.
2. Fall: Die Winkelsumme benachbarter Winkel sei wiederum stets gro¨ßer als π. Aller-
dings gibt es nun keinen Winkel, dessen Gro¨ße nur einmal vorkommt. Da wir den Fall,
dass alle Winkel dieselbe Gro¨ße besitzen, ausgeschlossen haben, kommt eine Winkel-
gro¨ße bei genau zwei Winkeln vor und eine andere Winkelgro¨ße kommt bei genau drei
Winkeln vor. Dabei sind wiederum zwei Konstellationen denkbar. Entweder liegen die
beiden Winkel gleicher Gro¨ße direkt nebeneinander oder nicht. Betrachten wir zuna¨chst
die erste Konstellation. O.B. d.A. sei α1 = α2 6= α3 = α4 = α5.
Setzt man nun fu¨r die Winkelgro¨ßen ξ = α1 = α2 und η = α3 = α4 = α5, so haben die
unzerlegbaren Summanden D1, . . . , D5 die folgenden Winkelgro¨ßen:
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Dreieck Normalenrichtungen Winkelgro¨ßen
D1 n1, n3, n4 ξ, ξ + η − π, 2 · η − π
D2 n2, n4, n5 ξ, 2 · η − π, η + ξ − π
D3 n3, n5, n1 η, 2 · η − π, 2 · ξ − π
D4 n4, n1, n2 η, η + ξ − π, ξ + η − π
D5 n5, n2, n3 η, 2 · ξ − π, 2 · η − π
Da ξ 6= η ist, kann man der Tabelle leicht entnehmen, dass das Dreieck D4 nicht a¨hnlich
zu einem der anderen Dreiecke ist. Wie im ersten Fall zeigt man hier leicht, dass P dann
in verschiedenen Zerlegungsklassen liegt.
Interessant ist nun der Fall, in dem die beiden Winkel gleicher Gro¨ße nicht direkt ne-
beneinander liegen. O.B. d.A. sei α1 = α3 6= α2 = α4 = α5.
Setzt man nun fu¨r die Winkelgro¨ßen ξ = α1 = α3 und η = α2 = α4 = α5, so haben die
unzerlegbaren Summanden D1, . . . , D5 die folgenden Winkelgro¨ßen:
Dreieck Normalenrichtungen Winkelgro¨ßen
D1 n1, n3, n4 ξ, η + ξ − π, 2 · η − π
D2 n2, n4, n5 η, ξ + η − π, η + ξ − π
D3 n3, n5, n1 ξ, 2 · η − π, ξ + η − π
D4 n4, n1, n2 η, η + ξ − π, η + ξ − π
D5 n5, n2, n3 η, ξ + η − π, ξ + η − π
Hier stellt man fest, dass jeweils zwei bzw. drei Dreiecke zueinander a¨hnlich sind. Es
gilt D1 ≃ D3 6≃ D2 ≃ D4 ≃ D5, wobei D2, D4 und D5 gleichschenklige Dreiecke sind.
Jede Zerlegungsklasse T ∈ ζ(P ) hat dann die Gestalt T = {ϕD1, ψD2} mit gewissen
Koeffizienten ϕ ≥ 0 und ψ > 0. Wie im ersten Fall kann man hier leicht zwei verschiedene
Zerlegungen von P angeben.
Einerseits ko¨nnen wir zuna¨chst λ2 = 1 setzen und erhalten die Zerlegung P = λ1D1 ⊕
D2 ⊕ λ3D3 ⊕ λ4D4 ⊕ λ5D5 fu¨r gewisse Koeffizienten λ1, λ3, . . . , λ5 ∈ [0, 1]. Andererseits
finden wir genauso eine Zerlegung P = µ1D1⊕µ2D2⊕µ3D3⊕µ4D4⊕µ5D5 mit gewissen
Koeffizienten µ1, . . . , µ5 ∈ [0, 1], wobei µ2 < 1 ist. Da jedoch D2 a¨hnlich zu D4 und
D5 ist, ko¨nnen wir hier nicht direkt schließen, dass diese beiden Zerlegungen auch zu
verschiedenen Zerlegungsklassen fu¨hren.
Dazu nehmen wir an, dass P nur in einer Zerlegungsklasse liegt. Dann ist ψ > 0 durch P
eindeutig bestimmt. Fu¨r ψD2 erhalten wir nun die Darstellung ψD2 = λ2D2⊕λ4β4(D4)⊕
λ5β5(D5), wobei β4 und β5 gewisse geeignete Bewegungen sind. Fu¨r die gleichschenkligen
Dreiecke Di (i = 1, 2, 3) bezeichnen wir nun jeweils mit pi die La¨nge eines Schenkels und
mit qi die La¨nge der Basis. Dann erhalten wir aus der obigen Darstellung von ψD2 die
Beziehung ψp2 = λ2p2+λ4p4+λ5p5. Aus der Zerlegung P = λ1D1⊕λ2D2⊕λ3D3⊕λ4D4⊕
λ5D5 erhalten wir mit Hilfe von Lemma 2.2 (iii) auch eine entsprechende Zerlegung der
Seiten in Richtung n4:
FP (n4) = Fλ1D1(n4)⊕ Fλ2D2(n4)⊕ Fλ3D3(n4)⊕ Fλ4D4(n4)⊕ Fλ5D5(n4).
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Da D1 und D3 keine Kanten in Richtung n4 besitzen, ist FP (n4) translationsgleich zu
Fλ2D2(n4) ⊕ Fλ4D4(n4) ⊕ Fλ5D5(n4). Da fu¨r das Dreieck D2 die Seite in Richtung n4
die Basis, aber fu¨r D4 und D5 jeweils ein Schenkel des gleichschenkligen Dreiecks ist,
erhalten wir folgende Beziehung fu¨r die La¨nge der Seiten: a4 = λ2q2+λ4p4+λ5p5. Ziehen
wir die Gleichung von der obigen ab, so erhalten wir ψp2 − a4 = λ2p2 − λ2q2. Da D2
ein gleichschenkliges, aber nicht gleichseitiges Dreieck ist, ist p2 6= q2. Deshalb ko¨nnen
wir die Gleichung zu λ2 =
ψp2−a4
p2−q2
(= 1) umformen. Die selben U¨berlegungen ko¨nnen
wir mit der anderen Zerlegung P = µ1D1 ⊕ µ2D2 ⊕ µ3D3 ⊕ µ4D4 ⊕ µ5D5 anstellen.
Dann erhalten wir µ2 =
ψp2−a4
p2−q2
. Demzufolge gilt λ2 = µ2, was im Widerspruch zu
λ2 = 1 > µ2 steht. Damit ist die Annahme falsch, dass P nur in einer Zerlegungs-
klasse liegt.
3. Fall: Es gibt genau ein Paar benachbarter Winkel α1, α2 mit α1 + α2 = π. Fu¨r alle
anderen Paare benachbarter Winkel gelte αi + αi+1 > π (i = 2, . . . , 5).
Die Seiten a2 und a5 liegen damit parallel zueinander. O.B. d.A. gelte dabei a2 ≤ a5. Ein
solches Fu¨nfeck ist auf Seite 84 in Abbildung 14 dargestellt. Wir haben im Beweis von
Satz 3.21 (2. Fall) gesehen, dass es dann genau vier maximale unzerlegbare Summanden
gibt. Diese sind in der folgenden Tabelle angegeben:
maximaler Summand zugeho¨rige Normalenrichtungen
S n2, n5
D1 n1, n2, n4
D2 n1, n3, n4
D3 n1, n3, n5
Jede Zerlegung von P in unzerlegbare Summanden hat dann die Gestalt P = λ0S ⊕
λ1D1⊕λ2D2⊕λ3D3 fu¨r gewisse Koeffizienten λ0, . . . , λ3 ∈ [0, 1]. Wa¨hlen wir nun λ0 = 1,
so ist λ1 = 0, da D1 ebenfalls eine Kante in Richtung n2 besitzt. Dann hat die Zerlegung
die Gestalt P = S ⊕ λ2D2 ⊕ λ3D3 fu¨r gewisse Koeffizienten λ2, λ3 ∈ [0, 1].
Andererseits ko¨nnen wir aber auch λ1 = 1 setzen. Dann ist λ0 < 1 und wir erhalten
(indem wir die Koeffizienten mit µ0, . . . , µ3 bezeichnen) eine Darstellung P = µ0S ⊕
D1 ⊕ µ2D2 ⊕ µ3D3 fu¨r gewisse Koeffizienten µ2, µ3 ∈ [0, 1] und µ0 < 1. Da die beiden
Strecken S und µ0S verschiedene La¨ngen haben, liegt P in unterschiedlichen Zerlegungs-
klassen.
4. Fall: Es gibt genau ein Paar benachbarter Winkel α1, α2 mit α1 + α2 < π. Fu¨r alle
anderen Paare benachbarter Winkel gelte αi + αi+1 > π (i = 2, . . . , 5).
Ein solches Fu¨nfeck ist in Abbildung 20 dargestellt. Dann haben wir im Beweis von Satz
3.21 (3. Fall) gesehen, dass es genau vier maximale unzerlegbare Summanden gibt. Diese
sind in der folgenden Tabelle angegeben:
Dreieck Normalenrichtungen Winkel
D1 n1, n2, n4 β3, α2, β1
D2 n1, n2, n5 α1, α2, β4
D3 n1, n3, n4 β3, β5, α4
D4 n1, n3, n5 α1, β5, β2
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Abbildung 20: Fu¨nfeck mit α1 + α2 < π und αi + αi+1 > π (i = 2, . . . , 5)
Wie im 1. Fall wurden dabei die Winkel der Dreiecke bestimmt. Dabei gelten zwischen
den Winkelgro¨ßen folgende Beziehungen:
β1 = α3 + α4 − π
β2 = α4 + α5 − π
β3 = α5 + α1 − π
β4 = π − α1 − α2
β5 = α2 + α3 − π
Allerdings mu¨ssen wir hier weitere Fa¨lle unterscheiden:
Fall 4.1: Es gilt α1 6= α4 und α2 6= α4.
In diesem Fall ist das Dreieck D3 nicht a¨hnlich zu den drei anderen Dreiecken D1, D2 und
D4. Dazu nehmen wir zuna¨chst an, dass D3 a¨hnlich zu D1 ist. Da in beiden Dreiecken
ein Winkel der Gro¨ße β3 vorkommt, mu¨ssen die anderen beiden Winkelgro¨ßen paarweise
u¨bereinstimmen. Dafu¨r gibt es zwei Mo¨glichkeiten. Dabei ist der Fall β5 = β1 und
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α4 = α2 ausgeschlossen, sodass β5 = α2 und α4 = β1 gilt. Setzen wir fu¨r β5 die oben
gefundene Beziehung ein, so erhalten wir α2 + α3 − π = α2. Daraus erhalten wir den
Widerspruch α3 = π. Folglich gilt D3 6≃ D1.
Jetzt nehmen wir an,D3 sei a¨hnlich zuD2. Schließen wir wieder die beiden Mo¨glichkeiten
α4 = α1 und α4 = α2 aus, so bleiben noch zwei Fa¨lle u¨brig. Ist α1 = β3, so erhalten wir
die Beziehung α1 = α5 + α1 − π. Daraus erhalten wir den Widerspruch α5 = π. Damit
gilt fu¨r die Winkelgro¨ßen der beiden Dreiecke β3 = α2, β5 = α1 und α4 = β4. Aus den
ersten beiden Beziehungen erhalten wir α2 + α3 − π = α1 und α5 + α1 − π = α2. Fassen
wir die beiden Gleichungen zusammen, so erhalten wir α5 + α1 + α3 − 2π = α1, woraus
sich der Widerspruch α3+α5 = 2π ergibt. Demnach gilt D3 6≃ D2. Ebenso wie D3 6≃ D1
zeigt man dann D3 6≃ D4.
Wie im Beweis von Satz 3.21 (3. Fall) gezeigt wurde, hat jede Zerlegung von P in unzer-
legbare Summanden die Gestalt P = λ1D1 ⊕ λ2D2 ⊕ λ3D3 ⊕ λ4D4 mit gewissen Koeffi-
zienten λ1, . . . , λ4 ∈ [0, 1]. Einerseits ko¨nnen wir nun λ3 = 1 setzen. Damit erhalten wir
die Zerlegung P = λ1D1⊕λ2D2⊕D3⊕λ4D4 fu¨r gewisse Koeffizienten λ1, λ2, λ4 ∈ [0, 1].
Andererseits finden wir ebenfalls eine Zerlegung P = µ1D1 ⊕ µ2D2 ⊕ µ3D3 ⊕ µ4D4 mit
gewissen Koeffizienten µ1, . . . , µ4 ∈ [0, 1], wobei µ3 < 1 ist. Dies la¨sst sich zum Bei-
spiel erreichen, indem µ1 > 0 und µ4 > 0 gewa¨hlt werden. Da D3 nur Seiten in Richtung
n1, n3 und n4 besitzt undD1 undD4 ebenfalls Seiten in diesen Richtungen besitzen, muss
µ1 < 1 gelten. Da D3 nicht zu den anderen Dreiecken a¨hnlich ist, liegt P in mindestens
zwei Zerlegungsklassen.
Fall 4.2: Es gilt α1 = α4 und α2 6= α4.
Dann ist das Dreieck D1 nicht a¨hnlich zu den drei anderen Dreiecken D2, D3 und D4.
Dazu nehmen wir zuna¨chst an, dass D1 a¨hnlich zu D2 ist. Da in beiden Dreiecken ein
Winkel der Gro¨ße α2 vorkommt, mu¨ssen die anderen beiden Winkelgro¨ßen paarweise
u¨bereinstimmen. Dafu¨r gibt es zwei Mo¨glichkeiten. Gilt β3 = α1, so erhalten wir die
Beziehung α5 + α1 − π = α1. Dies fu¨hrt zu dem Widerspruch α5 = π. Ist andererseits
β1 = α1, so erhalten wir α3+α4−π = α1 = α4. Dies fu¨hrt zu dem Widerspruch α3 = π.
Folglich gilt D1 6≃ D2.
Jetzt nehmen wir an, D1 sei a¨hnlich zu D3. Da in beiden Dreiecken ein Winkel der
Gro¨ße β3 vorkommt, mu¨ssen die anderen beiden Winkelgro¨ßen paarweise u¨bereinstim-
men. Dafu¨r gibt es zwei Mo¨glichkeiten. Dabei ist der Fall β1 = β5 und α2 = α4 aus-
geschlossen, sodass α2 = β5 und β1 = α4 gilt. Setzen wir fu¨r β5 die oben gefundene
Beziehung ein, so erhalten wir α2 = α2 + α3 − π. Daraus erhalten wir den Widerspruch
α3 = π. Demnach gilt D1 6≃ D3.
Da die beiden Dreiecke D3 und D4 jeweils einen Winkel der Gro¨ße β5 besitzen und
weiterhin α1 = α4 gilt, sind diese beiden Dreiecke a¨hnlich zueinander. Damit gilt auch
D1 6≃ D4. Ebenso wie im Fall 4.1 zeigt man nun, dass P in mindestens zwei Zerlegungs-
klassen liegt.
Fall 4.3: Im Fall α1 6= α4 und α2 = α4 kann man analog zum Fall 4.2 zeigen, dass das
Dreieck D4 nicht zu den anderen Dreiecken a¨hnlich ist und demzufolge P in mindestens
zwei Zerlegungsklassen liegt.
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Fall 4.4: Es gilt α1 = α2 = α4.
Damit gilt auch β1 = α3+α4−π = α2+α3−π = β5 und β2 = α4+α5−π = α5+α1−π =
β3. Infolge dessen sind die drei Dreiecke D1, D3 und D4 a¨hnlich zueinander.
Wir nehmen nun an, D2 sei ebenfalls a¨hnlich zu D1. Da beide Dreiecke einen Winkel
der Gro¨ße α2 gemeinsam haben, gilt α1 = β3 oder α1 = β1. Ist α1 = β3, so erhalten wir
die Beziehung α1 = β3 = α5 + α1 − π. Daraus erhalten wir den Widerspruch α5 = π.
Ist andererseits α1 = β1, so gilt α4 = α1 = β1 = α3 + α4 − π. Daraus erhalten wir den
Widerspruch α3 = π. Somit gilt D2 6≃ D1 ≃ D3 ≃ D4. Wie im Fall 4.1 zeigt man nun,
dass P in mindestens zwei Zerlegungsklassen liegt.
5. Fall: Es gibt drei benachbarte Winkel α1, α2 und α3 mit α1+α2 ≤ π und α2+α3 ≤ π.
In diesem Fall wurde schon in Satz 3.21 gezeigt, dass P die Minkowskisumme aller
seiner maximalen unzerlegbaren Summanden (aus Po(E
2)) ist. Damit liegt P nur in
einer Zerlegungsklasse. q.e.d.
3.4.4. n-Ecke
Jetzt wollen wir untersuchen, ob und wie sich die Ergebnisse fu¨r Fu¨nfecke auf Polygo-
ne mit gro¨ßerer Eckenzahl u¨bertragen lassen. Dabei zeigt sich, dass es eine dem Satz
3.21 entsprechende Charakterisierung der n-Ecke gibt, die eine eindeutige Zerlegung in
unzerlegbare Summanden besitzen.
Fu¨r n-Ecke verwenden wir dabei fu¨r die Ecken, Seiten und Winkel a¨hnliche Bezeich-
nungen wie bei Fu¨nfecken. Da wir den Buchstaben n fu¨r die Anzahl der Ecken verwenden,
benutzen wir das n der Frakturschrift, um die Normalenvektoren n1, . . . , nn zu bezeich-
nen. In Abbildung 21 sind die Bezeichnungen am Beispiel eines Siebenecks dargestellt.
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Abbildung 21: Bezeichnung der Ecken, Seiten und Winkel bei n-Ecken
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Satz 3.24: Fu¨r ein n-Eck P ∈ Po(E
2) sind folgende Aussagen a¨quivalent:
(1) Die Zerlegung von P in unzerlegbare Summanden aus Po(E
2), die nicht zueinander
homothetisch sind, ist (bis auf die Reihenfolge) eindeutig.
(2) P besitzt ho¨chstens n− 2 maximale unzerlegbare Summanden (in Po(E
2)).
(3) P besitzt genau n− 2 maximale unzerlegbare Summanden (in Po(E
2)).
(4) P ist Minkowskisumme aller seiner maximalen unzerlegbaren Summanden (aus
Po(E
2)).
(5) P besitzt drei benachbarte Winkel α1, α2 und α3, sodass α1+α2 ≤ π und α2+α3 ≤ π
gilt.
(6) P besitzt zwei Paare benachbarter Winkel α1 und α2 sowie β1 und β2, sodass α1+
α2 ≤ π und β1 + β2 ≤ π gilt.
Beweis: Fu¨r Dreiecke und Vierecke sind diese Bedingungen stets erfu¨llt, wie wir bereits
in den Abschnitten 3.4.1 und 3.4.2 gesehen haben. In Satz 3.21 wurden diese Aussagen
schon fu¨r Fu¨nfecke bewiesen. Deshalb sei hier n ≥ 6 vorausgesetzt.
Wir zeigen zuna¨chst wieder die A¨quivalenz von (5) und (6). Da die Aussage (6) sta¨rker
ist, genu¨gt es zu zeigen, dass daraus die Aussage (5) folgt. Der Winkel β1 entspricht einem
αk fu¨r ein k ∈ {1, . . . , n} und der Winkel β2 ist dann gleich αk+1. Wir nehmen an, die
Winkel α1, α2, β1 und β2 seien paarweise verschieden. Damit gilt k ∈ {3, . . . , n− 1}. Fu¨r
die Gro¨ßen der Winkel gilt nach Voraussetzung α1 + α2 ≤ π und β1 + β2 ≤ π. Damit
gilt fu¨r die Summe der vier Winkel α1 + α2 + β1 + β2 = α1 + α2 + αk + αk+1 ≤ 2π. Fu¨r
die Innenwinkelsumme in einem n-Eck gilt jedoch
∑n
i=1 αi = (n− 2)π. Daraus erhalten
wir dann fu¨r die n− 4 u¨brig bleibenden Winkel
n∑
i=3
i6=k,k+1
αi ≥ (n− 4)π.
Damit muss mindestens eine dieser vier Winkelgro¨ßen gro¨ßer oder gleich π sein. Dies
kann jedoch nicht sein, da Innenwinkel stets kleiner als π sind. Also mu¨ssen zwei der
vier Winkel α1, α2, β1, β2 u¨bereinstimmen. Damit gibt es drei benachbarte Winkel, mit
der geforderten Eigenschaft.
Um die A¨quivalenz der anderen Aussagen zu zeigen, unterscheiden wir, abha¨ngig von
der Winkelsumme benachbarter Winkel, verschiedene Fa¨lle.
1. Fall: Die Winkelsumme zweier benachbarter Winkel ist stets gro¨ßer als π.
Damit sind die Eigenschaften (5) und (6) nicht erfu¨llt. Im Gegensatz zu Fu¨nfecken,
ko¨nnen bei n-Ecken mit n ≥ 6 durchaus Kanten vorhanden sein, die parallel sind.
Das regula¨re Sechseck ist ein Beispiel dafu¨r. Wir nehmen an, P besitze k Kanten, die
keine parallelen Kanten besitzen und l Paare zueinander paralleler Kanten. Es gilt dann
n = k + 2 · l.
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Es sei ap eine beliebige Kante von P , die keine parallele Kante besitzt. Dann besitzt
P eine eindeutig bestimmte Ecke Aq, die von der Geraden aff(ap) den gro¨ßten Abstand
hat. Mit unseren Bezeichnungen sind Ap und Ap+1 die beiden Eckpunkte von ap. Aus
den Winkelbedingungen αi + αi+1 > π fu¨r 1 = 1, . . . , 5 folgt Ap+2 6= Aq. Denn sonst
wa¨re αp+1 + αp+2 < π. Aus demselben Grund ist genauso Ap−1 6= Aq. Deshalb kann
die Seite ap nicht zu einer der Seiten aq−1 oder aq benachbart liegen. Dann sind die
Normalenrichtungen np, nq−1 und nq auch Normalenrichtungen eines Dreiecks. Dp sei
nun der maximale Summand von P mit den Normalenrichtungen np, nq−1 und nq, dessen
Steinerpunkt im Ursprung liegt.
Auf diese Weise ko¨nnen wir zu jeder Kante von P , die keine parallele Kante besitzt, einen
solchen unzerlegbaren Summanden konstruieren. Diese sind alle verschieden voneinan-
der, da genau zwei der Normalenrichtungen eines jeden solchen Dreiecks zu benachbarten
Seiten in P geho¨ren. Insgesamt gibt es demnach k solcher maximaler unzerlegbarer Sum-
manden. Ist l = 0, so haben wir damit bereits n = k verschiedene maximale unzerlegbare
Summanden gefunden.
Sei ar nun eine Kante von P , die eine dazu parallele Kante besitzt. Diese sei as. Mit Sr
bezeichnen wir nun eine Strecke, deren Mittelpunkt im Ursprung liegt und die parallel
zu ar und as liegt mit der La¨nge der kleineren der beiden Kanten. Dann ist Sr offen-
sichtlich ein maximaler Summand von P . Auf dieselbe Art konstruieren wir auch den
maximalen Summanden Ss. Dabei gilt offenbar Sr = Ss. Da es genau l solche Paare
paralleler Seiten in P gibt, erhalten wir auf diese Weise genau l verschiedene maximale
Summanden von P .
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Abbildung 22: Polygon mit αi + αi+1 > π (i = 1, . . . , 5) und einem Paar paralleler Kanten
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Außerdem bilden die Normalenrichtungen nr, ns−1 und ns+1 die Normalenrichtungen
eines Dreiecks. D˜r sei nun der maximale Summand von P mit den Normalenrichtungen
nr, ns−1 und ns+1, dessen Steinerpunkt im Ursprung liegt (vgl. Abbildung 22). Da von
diesen Normalenrichtungen keine zwei zu benachbarten Seiten von P geho¨ren, sind die
so konstruierten Dreiecke D˜r stets verschieden von den oben fu¨r Kanten ohne parallele
Kanten konstruierte Dreiecke Dp.
Allerdings kann es passieren, dass die so konstruierten Dreiecke D˜r zusammenfallen. Dies
ist zum Beispiel bei einem Sechseck mit drei Paaren paralleler Kanten der Fall. Gibt es
jedoch mindestens ein Paar paralleler Seiten ar und as, so gibt es auch mindestens die
beiden maximalen unzerlegbaren Summanden D˜r und D˜s. Diese sind stets verschieden
voneinander, da ein Dreieck nicht die beiden Normalenrichtungen nr und ns = −nr
besitzen kann.
Damit haben wir bereits k + l + 2 verschiedene maximale unzerlegbare Summanden
gefunden. Fu¨r l = 1 sind das n + 1 Summanden, fu¨r l = 2 sind das n Summanden und
fu¨r l = 3 sind das n − 1 Summanden. Ist P ein Sechseck mit drei Paaren paralleler
Kanten, so gibt es nur diese fu¨nf maximalen unzerlegbaren Summanden (drei Strecken
und zwei Dreiecke).
Sei nun l ≥ 4. Wir fixieren wieder ein Paar paralleler Kanten ar und as. Da es drei
weitere Paare paralleler Kanten gibt, gibt es weiterhin mindestens drei Kanten von P ,
die zwischen ar und as liegen (in positivem Umlaufsinn). Ebenso gibt es mindestens drei
Kanten, die zwischen as und ar liegen. Damit liegen zwischen ar und as−1 und zwischen
as+1 und ar jeweils mindestens zwei Seiten. Zwischen as−1 und as+1 liegt hingegen nur
eine Kante von P . Deshalb sind fu¨r zwei verschiedene Kanten ar und at (die jeweils
parallele Kanten besitzen) die oben konstruierten Dreiecke D˜r und D˜t verschieden von-
einander. Somit gibt es mindestens 2 · l weitere maximale unzerlegbare Summanden von
P . Insgesamt haben wir demzufolge mindestens k + 3 · l = n+ l maximale unzerlegbare
Summanden von P . Damit sind die Aussagen (2) und (3) nicht erfu¨llt.
Wir mu¨ssen nun noch die Aussagen (1) und (4) widerlegen. Dazu nehmen wir nun an,
P besitze ein Paar zueinander paralleler Kanten ar und as. Falls die beiden Kanten
unterschiedliche La¨ngen haben, sei o. B. d.A. ar die ku¨rzere der beiden Seiten. Oben
haben wir bereits die beiden maximalen unzerlegbaren Summanden Sr und D˜r gefunden,
die beide Kanten in der Normalenrichtung nr besitzen. Da ar ho¨chstens so lang wie as
ist, besitzen ar und Sr dieselbe La¨nge.
Wir nehmen nun an, P wa¨re die Summe aller seiner maximalen unzerlegbaren Sum-
manden. Dann ist insbesondere Sr ⊕ D˜r ein Summand von P . Folglich besitzt P eine
Darstellung P = Sr ⊕ D˜r ⊕ P
′. Fu¨r die Seiten in Richtung nr gilt dann
FP (nr) = FSr(nr)⊕ F eDr(nr)⊕ FP ′(nr).
Nun haben jedoch FP (nr) = ar und FSr(nr) = Sr dieselbe La¨nge. Außerdem besitzt
auch D˜r eine Kante in Richtung nr. Deshalb besitzt F eDr(nr) eine positive La¨nge und
wir erhalten einen Widerspruch. Demnach ist P nicht die Summe aller seiner maximalen
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Summanden und die Darstellung von P als Minkowskisumme unzerlegbarer Summanden
ist damit nicht eindeutig.
Wir nehmen nun an, P besitze kein Paar paralleler Seiten.D sei ein beliebiger maximaler
unzerlegbarer Summand mit Kanten in den Normalenrichtungen np, nr und ns. Minde-
stens eine der drei Seiten von D besitzt dabei die selbe La¨nge, wie die entsprechende
Seite von P . O.B. d.A. besitze FD(np) die gleiche La¨nge wie ap. Ist nun das Dreieck
D verschieden von dem oben konstruierten Dreieck Dp, so haben wir wiederum zwei
verschiedene maximale unzerlegbare Summanden gefunden, die Kanten in Richtung np
besitzen.
Wir nehmen nun wieder an, P wa¨re die Summe aller seiner maximalen unzerlegbaren
Summanden. Dann ist insbesondere D ⊕ Dp ein Summand von P . Somit hat P eine
Darstellung P = D ⊕Dp ⊕ P
′. Fu¨r die Seiten in Richtung np gilt dann
FP (np) = FD(np)⊕ FDp(np)⊕ FP ′(np).
Nun haben jedoch FP (np) = ap und FD(np) dieselbe La¨nge. Außerdem besitzt auch
Dp eine Kante in Richtung np. Deshalb besitzt FDp(np) eine positive La¨nge und wir
erhalten einen Widerspruch. Infolge dessen ist P nicht die Summe aller seiner maximalen
Summanden und die Darstellung von P als Minkowskisumme unzerlegbarer Summanden
ist damit nicht eindeutig.
Es sei nun D = Dp. Aq sei wieder die eindeutig bestimmte Ecke, die von der Geraden
aff(ap) den gro¨ßten Abstand hat. Dann hat Dp Kanten mit den Normalenrichtungen
np, nq−1 und nq. Da αq + αq+1 > π ist, bilden auch die drei Normalenrichtungen np, nq−1
und nq+1 die Normalenrichtungen eines Dreiecks. D˜ bezeichne nun den maximalen un-
zerlegbaren Summanden, mit den Normalenrichtungen np, nq−1 und nq+1, dessen Stei-
nerpunkt im Ursprung liegt. Damit haben wir wiederum zwei verschiedene maximale
unzerlegbare Summanden gefunden, die Kanten in Richtung np besitzen. Wie oben zeigt
man nun, dass P dann nicht die Summe aller seiner maximalen Summanden sein kann
und die Darstellung von P als Minkowskisumme unzerlegbarer Summanden somit nicht
eindeutig ist.
2. Fall: Es gibt genau ein Paar benachbarter Winkel α1, α2 mit α1 + α2 = π. Fu¨r alle
anderen Paare benachbarter Winkel gelte αi + αi+1 > π (i = 2, . . . , n).
Die Eigenschaften (5) und (6) sind damit nicht erfu¨llt. Die Seiten a2 und an liegen
parallel zueinander. S sei nun die Strecke deren Mittelpunkt im Ursprung liegt und die
parallel zu a2 und an liegt mit der La¨nge der kleineren der beiden Stecken. Dann ist
S offensichtlich ein maximaler Summand von P . O.B. d.A. besitze S dieselbe La¨nge
wie an. Wir werden nun erneut zwei Fa¨lle unterscheiden, je nachdem, ob P eine weitere
Kante besitzt, die parallel zu a1 ist.
Fall 2.1: Es gibt eine Kante aq, die parallel zu a1 liegt.
Damit gibt es eine weitere Strecke S˜ als maximalen unzerlegbaren Summanden. Da
aus den Winkelbedingungen folgt, dass aq < a1 ist, besitzt S˜ ebenfalls die La¨nge von
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aq. Außerdem liegt S˜ wieder parallel zu aq und a1. Der Mittelpunkt liege wieder im
Ursprung.
Da α2 + α3 > π ist, gilt q ≥ 4. Andererseits ist auch αn + αn−1 > π, sodass
q ≤ n − 2 gilt. Aus den Winkelbedingungen folgt weiterhin, dass jedes Dreieck, dass
ein unzerlegbarer Summand von P ist, eine Kante mit der Normalenrichtung n1 besit-
zen muss. Sind nun nr und ns zwei weitere Normalenrichtungen, so sind diese genau
dann die Normalenrichtungen eines Dreiecks, wenn eine der Normalenrichtungen zwi-
schen n1 und nq liegt (im positiven Umlaufsinn) und die andere zwischen nq und n1 liegt.
Es gilt demnach 2 ≤ r ≤ q − 1 und q + 1 ≤ s ≤ n. Allerdings darf nicht gleichzeitig
r = 2 und s = n gelten, da n2 = −nn ist und somit n1, n2 und nn nicht die Normalen-
richtungen eines Dreiecks sind. Mit Drs bezeichnen wir nun den maximalen unzerleg-
baren Summanden mit den Normalenrichtungen n1, nr und ns, dessen Steinerpunkt im
Ursprung liegt.
Fu¨r r gibt es dabei q − 2 Mo¨glichkeiten und fu¨r s gibt es n − q Mo¨glichkeiten. Somit
gibt es insgesamt (q − 2)(n − q) − 1 verschiedene solche Dreiecke. Da die minimale
Anzahl solcher Dreiecke bei q = 4 und q = n− 2 angenommen wird, gibt es mindestens
(4−2)(n−4)−1 = ((n−2)−2)(n− (n−2))−1 = 2n−9 solche Dreiecke. Da wir n ≥ 6
vorausgesetzt haben, existieren demnach wenigstens n − 3 dieser Dreiecke. Zusammen
mit den beiden Strecken S und S˜ gibt es dementsprechend mindestens n− 1 maximale
unzerlegbare Summanden. Damit sind die Aussagen (2) und (3) nicht erfu¨llt.
Wir mu¨ssen nun noch die Aussagen (1) und (4) widerlegen. Die Strecke S besitzt die
beiden Normalenrichtungen nn und n2 = −nn. Wir hatten weiter vorausgesetzt, dass S
die selbe La¨nge wie an besitzt. Das oben konstruierte Dreieck D3n besitzt die Norma-
lenrichtungen n1, n3 und nn. Beide unzerlegbare Summanden haben dadurch die Norma-
lenrichtungen nn gemeinsam.
Wir nehmen nun an, P wa¨re die Summe aller seiner maximalen unzerlegbaren Sum-
manden. Dann ist insbesondere S ⊕ D3n ein Summand von P . Deswegen hat P eine
Darstellung P = S ⊕D3n ⊕ P
′. Fu¨r die Seiten in Richtung nn gilt dann
FP (nn) = FS(nn)⊕ FD3n(nn)⊕ FP ′(nn).
Nun haben jedoch FP (nn) = an und FS(nn) = S dieselbe La¨nge. Außerdem besitzt D3n
eine Kante in Richtung nn. Deshalb besitzt FD3n(nn) eine positive La¨nge und wir erhalten
einen Widerspruch. Folglich ist P nicht die Summe aller seiner maximalen Summanden
und die Darstellung von P als Minkowskisumme unzerlegbarer Summanden ist damit
nicht eindeutig.
Fall 2.2: Es gibt keine Kante von P , die parallel zu a1 liegt.
Dann besitzt P eine eindeutig bestimmte Ecke Aq, die von der Geraden aff(a1) den
gro¨ßten Abstand hat. Aus der Winkelbedingung α2 +α3 > π erhalten wir wieder q ≥ 4.
Andererseits erhalten wir aus αn + αn−1 > π die Einschra¨nkung q ≤ n− 1. Wie im Fall
2.1 muss jedes Dreieck, dass ein unzerlegbarer Summand von P ist, eine Kante mit der
Normalenrichtung n1 besitzen. Sind nun nr und ns zwei weitere Normalenrichtungen,
die zu einem Dreieck geho¨ren, so gilt 2 ≤ r ≤ q − 1 und q ≤ s ≤ n. Allerdings darf
104
wiederum nicht gleichzeitig r = 2 und s = n gelten, da n2 = −nn ist und somit n1, n2
und nn nicht die Normalenrichtungen eines Dreiecks sind. Mit Drs bezeichnen wir wieder
den maximalen unzerlegbaren Summanden mit den Normalenrichtungen n1, nr und ns,
dessen Steinerpunkt im Ursprung liegt.
Fu¨r r gibt es dabei q − 2 Mo¨glichkeiten und fu¨r s gibt es n − q + 1 Mo¨glichkeiten.
Demgema¨ß gibt es insgesamt (q− 2)(n− q+1)− 1 verschiedene solche Dreiecke. Da die
minimale Anzahl solcher Dreiecke bei q = 4 und q = n − 1 angenommen wird, gibt es
mindestens (4− 2)(n− 4 + 1)− 1 = ((n− 1)− 2)(n− (n− 1) + 1)− 1 = 2n− 7 solche
Dreiecke. Da wir n ≥ 6 vorausgesetzt haben, existieren demnach wenigstens n−1 dieser
Dreiecke. Zusammen mit der Strecke S gibt es also mindestens n maximale unzerlegbare
Summanden. Damit sind die Aussagen (2) und (3) ebenfalls nicht erfu¨llt.
Wie im Fall 2.1 zeigt man nun, dass P nicht die Summe aller seiner maximalen Sum-
manden ist und die Darstellung von P als Minkowskisumme unzerlegbarer Summanden
damit nicht eindeutig ist.
3. Fall: Es gibt genau ein Paar benachbarter Winkel α1, α2 mit α1 + α2 < π. Fu¨r alle
anderen Paare benachbarter Winkel gelte αi + αi+1 > π (i = 2, . . . , n).
Diesen Fall beweist man analog zum 2. Fall. Da hierbei die Seiten a2 und an nicht zuein-
ander parallel sind, ist die Strecke S kein Summand von P . Dafu¨r existiert jedoch der
Summand D2n, den wir im 2. Fall ausschließen mussten.
4. Fall: Es gibt drei benachbarte Winkel α1, α2 und α3 mit α1+α2 = π und α2+α3 = π.
Die Eigenschaften (5) und (6) sind hier also erfu¨llt. Die Seiten a1 und a3 liegen parallel
zueinander. S1 sei nun die Strecke deren Mittelpunkt im Ursprung liegt und die parallel
zu a1 und a3 liegt mit der La¨nge der kleineren der beiden Strecken. Dies ist offenbar a3.
Dann ist S1 offensichtlich ein maximaler Summand von P . Ebenso liegen die beiden Sei-
ten a2 und an parallel zueinander. S2 sei nun die Strecke deren Mittelpunkt im Ursprung
liegt und die parallel zu a2 und an liegt mit der La¨nge von an. Dann ist S2 ein maximaler
Summand von P . Da es weiter keine Paare zueinander paralleler Kanten geben kann,
gibt es keine weiteren Strecken, die maximale unzerlegbare Summanden von P sind.
Wie im Beweis von Satz 3.21 (4. Fall) zeigt man, dass jedes Dreieck, das Summand von
P ist, jeweils eine Seite mit der Normalenrichtung n1 und n2 besitzt. Aus der Winkelbe-
dingung αi+αi+1 ≥ π (i = 1, . . . , n) folgt, dass weder n1, n2, n3 noch nn, n1, n2 Normalen-
richtungen eines Dreiecks sein ko¨nnen. Deshalb muss die dritte Seite eines Dreiecks, das
ein unzerlegbarer Summand von P ist, einen der Normaleneinheitsvektoren n4, . . . , nn−1
besitzen. Umgekehrt muss zu jeder der Normalenrichtungen n4, . . . , nn−1 ein solcher ma-
ximaler unzerlegbarer Summand existieren, da die beiden anderen Summanden S1 und
S2 keine Seiten in den Richtungen n4, . . . , nn−1 besitzen.
Mit Di (i = n4, . . . , nn−1) bezeichnen wir nun den maximalen unzerlegbaren Summanden
mit den drei Normalenrichtungen n1, n2 und ni, dessen Steinerpunkt im Ursprung liegt.
Das sind insgesamt n − 4 solcher Dreiecke. Dazu kommen noch die beiden Strecken
S1 und S2. Weitere maximale unzerlegbare Summanden gibt es nicht. Insgesamt gibt
es somit genau n − 2 maximale unzerlegbare Summanden. Demnach sind die beiden
Eigenschaften (2) und (3) erfu¨llt.
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Wir mu¨ssen nun noch nachweisen, dass P tatsa¨chlich die Summe aller seiner maximalen
unzerlegbaren Summanden (aus Po(E
2)) ist. Da S1, S2 und D4, . . . , Dn−1 die einzigen
maximalen unzerlegbaren Summanden sind, hat jede Zerlegung von P in unzerlegbare
Summanden die Gestalt P = λ1S1 ⊕ λ2S2 ⊕ λ4D4 ⊕ . . .⊕ λn−1Dn−1 fu¨r gewisse Koeffi-
zienten λ1, λ2, λ4, . . . , λn−1 ∈ [0, 1].
Da S1 der einzige Summand ist, der eine Seite in Richtung n3 besitzt und S1 die gleiche
La¨nge wie a3 besitzt, muss λ1 = 1 gelten. Entsprechend ist S2 der einzige Summand,
der eine Seite in Richtung n5 besitzt. Da S2 die gleiche La¨nge wie a5 besitzt, muss auch
λ2 = 1 gelten. Außerdem ist Di (fu¨r i = n4, . . . , nn−1) der einzige maximale unzerlegbare
Summand, der eine Kante mit der Normalenrichtung ni besitzt. Deshalb muss λi = 1
sein.
Aus diesem Grund haben wir fu¨r P die Darstellung P = S1⊕S2⊕D4⊕. . .⊕Dn−1. Damit
ist die Zerlegung von P in unzerlegbare Summanden, die nicht zueinander homothetisch
sind, (bis auf die Reihenfolge) eindeutig. Die beiden Eigenschaften (4) und (1) sind somit
erfu¨llt.
5. Fall: Es gibt drei benachbarte Winkel α1, α2 und α3 mit α1+α2 = π und α2+α3 < π.
Diesen Fall beweist man analog zum 4. Fall. Da hierbei die Seiten a1 und a3 nicht zuein-
ander parallel sind, ist die Strecke S1 kein Summand von P . Dafu¨r existiert jedoch der
Summand D3 mit den Normalenrichtungen n1, n2 und n3.
6. Fall: Es gibt drei benachbarte Winkel α1, α2 und α3 mit α1+α2 < π und α2+α3 < π.
Diesen Fall beweist man ebenfalls analog zum 4. und 5. Fall. Da hierbei weder die Sei-
ten a1 und a3 noch die Seiten a2 und an parallel zueinander liegen, treten hier kei-
ne Strecken als Summanden auf. Dafu¨r existieren jedoch die beiden Summanden D3
mit den Normalenrichtungen n1, n2 und n3 und Dn mit den Normalenrichtungen n1, n2
und nn. q.e.d.
Ist eine (und damit jede) der Bedingungen aus Satz 3.24 erfu¨llt, so lassen sich die
Zerlegungen in unzerlegbare Summanden genauer angeben.
Satz 3.25: (i) Ein Fu¨nfeck P ∈ Po(E
2) besitzt genau dann drei benachbarte Winkel
α1, α2 und α3 mit α1 + α2 < π und α2 + α3 < π, wenn P die Darstellung
P =
n⊕
i=3
Di
besitzt. Dabei sind D3, . . . , Dn zueinander nicht homothetische Dreiecke, welche
einen gemeinsamen Winkel der Gro¨ße α2 besitzen. Diese Winkel liegen zueinander
translationsgleich (homothetisch).
(ii) Ein Fu¨nfeck P ∈ Po(E
2) besitzt genau dann drei benachbarte Winkel α1, α2 und
α3 mit α1 + α2 = π und α2 + α3 < π (oder umgekehrt), wenn P die Darstellung
P = S ⊕
n⊕
i=4
Di
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besitzt. Dabei sind D4, . . . , Dn zueinander nicht homothetische Dreiecke, welche
einen gemeinsamen Winkel der Gro¨ße α2 besitzen. Diese Winkel liegen zueinander
translationsgleich (homothetisch). Weiter ist S eine Strecke, welche zu einem der
beiden Schenkel dieses gemeinsamen Winkels parallel liegt.
(iii) Ein Fu¨nfeck P ∈ Po(E
2) besitzt genau dann drei benachbarte Winkel α1, α2 und
α3 mit α1 + α2 = π und α2 + α3 = π, wenn P die Darstellung
P = S1 ⊕ S2 ⊕
n−1⊕
i=4
Di.
besitzt. Dabei sind D4, . . . , Dn−1 zueinander nicht homothetische Dreiecke, welche
einen gemeinsamen Winkel der Gro¨ße α2 besitzen. Diese Winkel liegen zueinander
translationsgleich (homothetisch). Weiter sind S1 und S2 Strecken, welche zu je
einem der beiden Schenkel dieses gemeinsamen Winkels parallel liegen.
Beweis: dass diese n-Ecke jeweils eine solche Darstellung besitzen, geht aus dem Beweis
von Satz 3.24 (Fa¨lle 4, 5 und 6) hervor. Es ist somit nur noch zu zeigen, dass die
Minkowskisummen dieser Strecken und Dreiecke jeweils n-Ecke mit den entsprechenden
Winkelbedingungen sind.
(i) Es sei P = D3⊕D4⊕ . . .⊕Dn, wobei D3, . . . , Dn zueinander nicht homothetische
Dreiecke sind, welche einen gemeinsamen Winkel besitzen, die translationsgleich
(homothetisch) zueinander liegen. Wir mu¨ssen nun zeigen, dass P ein n-Eck ist und
dieses drei benachbarte Winkel α1, α2 und α3 besitzt, die die Winkelbedingungen
α1 + α2 < π und α2 + α3 < π erfu¨llen.
Fu¨r die Dreiecke D3, . . . , Dn fu¨hren wir folgende Bezeichnungen ein. Die Ecken
von Di bezeichnen wir mit Bi1, Bi2, Bi3 (wie u¨blich im positiven Umlaufsinn). Den
Innenwinkel der Ecke Bik (k = 1, 2, 3) bezeichnen wir mit βik und entsprechend
fu¨r die anderen Ecken. Dabei gilt nach Voraussetzung βi2 = βj2 (i, j = 3, . . . , n).
Da alle Dreiecke D3, . . . , Dn einen gemeinsamen Winkel besitzen, die translations-
gleich zueinander liegen, besitzen alle Dreiecke zwei gemeinsame Normalenrich-
tungen. Diese bezeichnen wir mit n1 und n2. Fu¨r jedes Dreieck Di ist dabei n1 die
Normalenrichtung der Seite Bi1Bi2, n2 die Normalenrichtung von Bi2Bi3. Die drit-
te Normalenrichtungen von Di bezeichnen wir mit ni. Da die Dreiecke D3, . . . , Dn
nach Voraussetzung nicht homothetisch zueinander liegen, sind die Normalenrich-
tungen n3, . . . , nn verschieden voneinander und von n1, n2. Deshalb besitzt P genau
n verschiedene Normalenrichtungen und ist damit ein n-Eck.
Da die Winkel β32, . . . , βn2 translationsgleich sind, besitzt P ebenfalls einenWinkel,
der translationsgleich zu diesen ist. Diesen Winkel bezeichnen wir mit α2. Da die
drei Dreiecke jedoch nicht homothetisch zueinander liegen, besitzen die Winkel
β31, . . . , βn1 jeweils verschiedene Gro¨ßen. O. b. d.A. sei β31 > β41 > · · · > βn1.
Dann ist auch β33 < β43 < · · · < βn3.
107
Dabei ist der Winkel β31 nicht nur vom Betrag her gro¨ßer als die Winkel
β41, . . . , βn1, sondern er umfasst die beiden anderen Winkel sogar (eventuell nach
einer geeigneten Translation) im Sinne einer mengentheoretischen Inklusion. Des-
halb entsteht bei der Bildung der Minkowskisumme dieser drei Winkel wieder
ein Winkel der translationsgleich zu β31 ist. Deshalb ist α1 = β31. Damit erhal-
ten wir fu¨r die Summe α1 + α2 = β31 + β32 < π und die erste Bedingung ist
erfu¨llt.
Aus demselben Grund ist α3 = βn3. Damit gilt α2 + α3 = βn2 + βn3 < π und auch
die zweite Bedingung ist erfu¨llt.
(ii) und (iii): Die anderen beiden Aussagen kann man analog beweisen. q.e.d.
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4. Zusammenfassung und offene
Probleme
4.1. Zusammenfassung der Ergebnisse
In dieser Arbeit konnte nur ein kleiner Einblick in die Theorie der Minkowskischen
Zerlegungsgleichheit gegeben werden. Viele interessante Themen mussten ausgelassen
werden, um den Umfang der Arbeit nicht zu sprengen. Im Wesentlichen habe ich mich
auf die Minkowskische Zerlegungsgleichheit von Polytopen beschra¨nkt. Im Abschnitt 3.1
wurden dazu notwendige Bedingungen untersucht. Neben der mittleren Breite, welche
fu¨r alle konvexen Mengen definiert ist, wurden dort eine ganze Reihe von Minkowski-
additiven Funktionalen eingefu¨hrt, die nur fu¨r konvexe Polytope definiert sind. Diese
ko¨nnen mit Hilfe zweier Konstruktionsverfahren gewonnen werden, die im Abschnitt
3.1.4 entwickelt wurden. Die so gewonnenen Funktionale umfassen als Spezialfa¨lle die
in den Abschnitten 3.1.2 und 3.1.3 untersuchten Dehnschen Funktionale und bestimmte
Hadwigerscher Funktionale.
Um hinreichende Bedingungen fu¨r die Minkowski-Zerlegungsgleichheit von Polytopen
zu finden, wurde zuna¨chst untersucht, welche Zerlegungen von Polytopen u¨berhaupt
mo¨glich sind. Insbesondere wurden Kriterien gesucht, wann ein konvexes Polytop ein
Summand eines anderen ist. Dazu wurde in Definition 3.11 auf Seite 57 jedem Polytop
P ∈ P(Ed) eine Funktion ξP : S
d−1 → R zugeordnet. Mit Hilfe dieser Funktion ist es
mo¨glich, die Summanden eines Polytops zu charakterisieren. Im Satz 3.8 auf Seite 60
stellte sich weiter heraus, dass jedes Polytop durch diese Funktion bis auf Translationen
eindeutig bestimmt ist. Offen bleiben musste jedoch die Frage nach der Existenz von
Polytopen mit einer gegebenen Funktion χ : Sd−1 → R+.
Problem 1: Es sei χ : Sd−1 → R+. Unter welchen Bedingungen gibt es ein Polytop
P ∈ P(Ed), sodass χ = ξP gilt?
In gewisser Weise stellt der Satz 3.8 ein Analogon zu einem Satz von Minkowski dar.
Allerdings wurden hier ganz andere Beweistechniken genutzt, die beim Satz von Min-
kowski nicht angewendet werden ko¨nnen. In der Bemerkung 3.14 auf Seite 61 wurde
ausfu¨hrlicher auf die Beziehung zum Satz von Minkowski eingegangen. Eine Verall-
gemeinerung von ξP wurde dann in Definition 3.12 eingefu¨hrt. Fu¨r diese Funktionen
ψkP : S
d−1 → R, (k > 1) gelten jedoch keine Analoga zu den Sa¨tzen 3.6 und 3.7, so-
dass die hier benutzten Beweistechniken fu¨r Satz 3.8 ebenfalls nicht angewendet werden
ko¨nnen. Somit musste auch das Problem 2 auf Seite 62 offen bleiben:
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Problem 2: (i) Es sei 1 < k < d− 1 und P,Q ∈ Pd(E
d) und es gelte ψkP (u) = ψ
k
Q(u)
fu¨r alle u ∈ Sd−1. Sind P und Q dann translationsgleich?
(ii) Es sei χ : Sd−1 → R+ und k ∈ N mit 1 < k < d − 1. Unter welchen Bedingungen
gibt es ein Polytop P ∈ P(Ed), sodass χ = ψkP gilt?
Es stellte sich heraus, dass die Minkowskische Zerlegungsgleichheit eine nichttransitive
Relation ist. Diese Eigenschaft erschwert es sehr, wirksame hinreichende Bedingungen zu
finden. Um trotzdem hinreichende Bedingungen fu¨r die Minkowski-Zerlegungsgleichheit
von Polytopen zu finden, wurden zwei verschiedene Strategien verfolgt.
Zuna¨chst wurde in Abschnitt 3.2.3 verschiedene Abschwa¨chungen der Zerlegungs-
gleichheit betrachtet. Fu¨r die euklidische Ebene E2 konnte in Satz 3.10 auf Seite 64
gezeigt werden, dass fu¨r Polygone alle diese in Definition 3.13 eingefu¨hrten Zerlegungsre-
lationen u¨bereinstimmen. Diese ko¨nnen durch die mittlere Breite charakterisiert werden.
Bisher noch ungekla¨rt ist die Frage, ob sich die Ergebnisse von Satz 3.10 auf ho¨here
Dimensionen u¨bertragen lassen. Die Frage la¨sst sich in zwei Teilprobleme aufspalten.
Problem 3: (i) Gilt die A¨quivalenz der fu¨nf Zerlegungsrelationen aus Definition 3.13
genauso fu¨r Polytope in ho¨heren Dimensionen (d ≥ 3)?
(ii) Ist die Gleichheit der mittleren Breite und der weiteren in Abschnitt 3.1.4 ge-
fundenen notwendigen Bedingungen der Gleichheit der Funktionale Edf1,...,fn bzw.
Gd,kf1,...,fn hinreichend fu¨r die Mehrfach-Zerlegungsgleichheit (bzw. der anderen Zer-
legungsrelationen)?
Offen ist noch die Frage ob sich die entsprechenden Aussagen auf konvexe Mengen
u¨bertragen lassen, die keine Polygone sind. Auf jeden Fall kommen weitere notwendige
Bedingungen hinzu, da Polygone nur mit Polygonen zerlegungsgleich sein ko¨nnen.
Problem 4: (i) Gilt die A¨quivalenz der fu¨nf Zerlegungsrelationen aus Definition 3.13
allgemein fu¨r konvexe Mengen?
(ii) Man gebe notwendige und hinreichende Bedingungen fu¨r die Mehrfach-Zerlegungs-
gleichheit nichtpolygonaler konvexer Mengen an.
Ein anderer Weg wurde dann in Abschnitt 3.3 beschritten. Unser eigentliches Interes-
se galt ja nicht der Mehrfach-Zerlegungsgleichheit oder den anderen in Definition 3.13
eingefu¨hrten Zerlegungsrelationen. Deshalb sind wir in Abschnitt 3.3 wieder zu der di-
rekten Minkowskischen Zerlegungsgleichheit zuru¨ckgekehrt. Die Idee dabei war, jedes
Polytop in unzerlegbare Summanden zu zerlegen. Wir nutzen sozusagen die Menge aller
unzerlegbaren Polytope des Ed als eine Art Baukastensystem, aus dem wir alle ande-
ren Polytope zusammensetzen ko¨nnen. Allerdings ist diese Zerlegung in unzerlegbare
Polytope im allgemeinen nicht eindeutig. Es gibt also verschiedene Mengen von Bau-
steinen, aus denen man dasselbe Polytop zusammensetzen kann. Das ha¨ngt eng damit
zusammen, dass die Minkowskische Zerlegungsgleichheit nicht transitiv ist. Lassen sich
nun zwei Polytope aus derselben Menge von Bausteinen zusammensetzen, so sind sie
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offensichtlich auch zerlegungsgleich. Daraus wurden dann notwendige und hinreichende
Bedingungen abgeleitet.
Davon ausgehend wurde daraufhin ein formales Hauptkriterium fu¨r die Minkowski-
Zerlegungsgleichheit entwickelt. Dabei habe ich mich an dem Vorgehen in der klassischen
Zerlegungstheorie orientiert, wie sie von B. Jessen [Jes] und H. Hadwiger [Ha2] entwickelt
wurden. Es stellte sich dabei allerdings heraus, dass durch die fehlende Transitivita¨t der
Zerlegungsgleichheit die Notwendigkeit bestand, das Vorgehen abzuwandeln. Deshalb
musste zu mehrdeutigen Abbildungen u¨bergegangen werden.
4.2. Einbettung in die allgemeine Zerlegungstheorie
Ausgehend von der klassischen Zerlegungstheorie und verschiedener Verallgemeinerun-
gen wurde von E. Hertel in [He1, He2] der Begriff der Zerlegungsstruktur eingefu¨hrt, um
von einem abstrakten algebraischem Standpunkt aus die Gemeinsamkeiten der verschie-
denen Zerlegungstheorien herauszustellen. In verschiedenen Arbeiten [Ja1, Ja2, Ja3] hat
dann R. Jaritz die Zerlegungsstrukturen genauer untersucht.
Definition 4.1: (M, ∗,∼) heißt Zerlegungsstruktur genau dann, wenn gilt
(Z1) (M, ∗) ist ein partielles Gruppoid,
(Z2) ∼ ist eine A¨quivalenzrelation in M und
(Z3)
∧
a,b∈M
∨
b′,b′′∈M
(
b ∼ b′ ∧ b ∼ b′′ ∧ a ∗ b′ ∈M ∧ b′′ ∗ a ∈M
)
.
In diesem Sinne ist also auch (P(Ed),⊕,∼=) eine Zerlegungsstruktur. Unsere Betrach-
tungen u¨ber die Minkowskische Zerlegungsgleichheit fu¨gen sich somit in die allgemeine
Zerlegungstheorie ein. Da die Minkowskisumme fu¨r alle Teilmengen des Ed definiert ist,
ist die Operation ∗, etwa im Gegensatz zur klassischen Zerlegungstheorie, nicht nur
eine partielle Operation. Damit ist das Axiom (Z3) stets erfu¨llt, unabha¨ngig von der
betrachteten A¨quivalenzrelation ∼.
Im allgemeinen und so auch in unserer speziellen Zerlegungsstruktur (P(Ed),⊕,∼=)
ist die A¨quivalenzrelation ∼ nicht mit der Operation ∗ vertra¨glich. Deshalb wird sie zu
einer geeigneten Zerlegungsgleichheitsrelation verallgemeinert, die mit ∗ vertra¨glich ist.
Diese ist jedoch im allgemeinen nicht mehr transitiv. Dies ist zwar bei der klassischen
Zerlegungsgleichheit der Fall, jedoch nicht bei der Minkowskischen Zerlegungsgleichheit.
Wir haben hier also den Fall, dass sich die Eigenschaften der A¨quivalenzrelation ∼ durch
den U¨bergang zur Zerlegungsgleichheitsrelation
z
= verschlechtern.
Bisher wurde dieses Problem stets dadurch gelo¨st, dass man die Zerlegungsgleich-
heitsrelation
z
= zu einer Mehrfach-Zerlegungsgleichheit
m
= analog zu Definition 3.13 ab-
schwa¨chte. Die Mehrfach-Zerlegungsgleichheit
m
= konnte dann durch Homomorphismen
der Zerlegungsstruktur (M, ∗,∼) in Gro¨ßensysteme bzw. abelsche Gruppen charakte-
risiert werden. Dieses Konzept wurde hier im Abschnitt 3.2.3 angewandt. Dort wurde
im Satz 3.10 auf Seite 64 die Mehrfach-Zerlegungsgleichheit
m
= fu¨r konvexe Polygone
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durch die mittlere Breite charakterisiert. Dabei kann man die mittlere Breite als Ho-
momorphismus von der Zerlegungsstruktur (P(E2),⊕,∼=) in die abelsche Gruppe (R,+)
auffassen.
Im Abschnitt 3.3 wurde hingegen ein anderer Weg beschritten, der sich auch fu¨r die
allgemeine Zerlegungstheorie als fruchtbar erweisen kann. Ist die betrachtete Zerlegungs-
relation transitiv, also eine Kongruenzrelation, so kann man, indem man zueinander zer-
legungsgleiche Polytope in einer A¨quivalenzklasse zusammen fasst, zur Faktorstruktur
u¨bergehen. Durch den kanonischen Homomorphismus kann dann die Zerlegungsgleich-
heitsrelation charakterisiert werden.
Da die Minkowski-Zerlegungsgleichheit nicht transitiv ist, kann man hier die zerle-
gungsgleichen Polytope nicht in A¨quivalenzklassen zusammenfassen. Um trotzdem eine
a¨hnliche Konstruktion durchfu¨hren zu ko¨nnen, muss man auf die Forderung verzichten,
dass die verschiedenen Zerlegungsklassen disjunkt sind. Der hier gewa¨hlte Zugang ba-
siert darauf, dass jedes Polytop in unzerlegbare Summanden zerlegt werden kann. Die
unzerlegbaren Polytope stellen somit eine Art Baukastensystem dar, mit deren Hilfe al-
le anderen Polytope dargestellt werden ko¨nnen. Damit konnten dann (nichtdisjunkte)
Zerlegungsklassen konstruiert werden. Nach Satz 3.12 sind zwei konvexe Polytope genau
dann Minkowski-zerlegungsgleich, wenn sie in einer gleichen Zerlegungsklasse liegen.
Da die Zerlegungsklassen nicht disjunkt sind, kann es auch keinen kanonischen Homo-
morphismus von P(Ed) in die Menge der Zerlegungsklassen V geben. Deshalb mu¨ssen wir
zu mehrdeutigen Abbildungen u¨bergehen. Die Rolle der Homomorphismen u¨bernehmen
dabei die in Definition 3.16 auf Seite 72 eingefu¨hrten mehrdeutigen bewegungsinvarian-
ten superadditiven Polyederabbildungen.
Inwieweit lassen sich nun diese Ergebnisse verallgemeinern? Die Betrachtungen in
diesem Abschnitt hingen wesentlich davon ab, dass sich jedes Polytop in unzerlegbare
Summanden zerlegen la¨sst. Das gilt leider nicht, wenn man zur Familie der konvexen
Mengen K(Ed) u¨bergeht. Deshalb la¨sst sich das hier gewa¨hlte Vorgehen nicht direkt
u¨bertragen. Allerdings sollte es mo¨glich sein die Zerlegungsklassen auf andere Art zu
definieren, sodass sich die Sa¨tze 3.13 und 3.14 entsprechend u¨bertragen lassen. Vielleicht
kann man diese Ergebnisse dann auch auf Zerlegungsstrukturen u¨bertragen. Das wa¨re
auf jeden Fall eine eigene Untersuchung wert.
Wir haben hier somit ein interessantes Beispiel einer Zerlegungsstruktur, welches sich
von den anderen geometrischen Beispielen in einigen Punkten unterscheidet. Zum einen
ist die Operation ⊕ nicht nur partiell definiert, was manche Betrachtungen vereinfacht.
Andererseits haben wir gesehen, dass die Minkowski-Zerlegungsgleichheit nicht transitiv
ist. Das macht insbesondere die Suche nach notwendigen und hinreichenden Bedingungen
fu¨r die Zerlegungsgleichheit schwierig. Ich hoffe, dass die hier vorgestellten Lo¨sungen
einen Beitrag leisten, die allgemeine Theorie der Zerlegungsstrukturen voranzubringen.
4.3. Aspekte der Zerlegungsgleichheit
In der Einleitung auf Seite 3 wurde schon auf die verschiedenen Aspekte der Zerle-
gungsgleichheit von Teilmengen des Ed hingewiesen. Die drei Aspekte sind die Art der
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Zerlegung, die betrachtete Transformationsgruppe und welche Mengen als Zerlegungstei-
le zugelassen sind. Mit dem letzten Aspekt ha¨ngt eng zusammen, fu¨r welche Teilmengen
des Ed u¨berhaupt die Zerlegungsgleichheit untersucht wird. Meist betrachtet man dabei
die selbe Familie von Teilmengen des Ed.
Die Art der Zerlegung richtet sich nach der Operation ∗ in der Zerlegungsstruktur
(M, ∗,∼). Dies kann zum Beispiel die disjunkte Vereinigung oder die elementargeome-
trische Summe sein. Dann sprechen wir entsprechend von disjunkter bzw. elementarer
Zerlegungsgleichheit. In der klassischen Zerlegungstheorie und verschiedenen Verallge-
meinerungen davon wird stets die disjunkte oder elementare Zerlegungsgleichheit be-
trachtet. Deshalb taucht die Frage auf, ob es weitere Beispiele von Zerlegungsstrukturen
gibt. In [Ja1] hat R. Jaritz interessante Beispiele von Zerlegungsstrukturen angegeben,
die aus dem Matrizenkalku¨l kommen. Mo¨chte man in der Geometrie bleiben, so bietet es
sich an, die Minkowskisumme als Operation zu betrachten. Da ich in der Literatur keine
Untersuchungen zur Minkowskischen Zerlegungsgleichheit gefunden habe, habe ich dies
zum Gegenstand dieser Arbeit gemacht.
Aussagen u¨ber konvexe Mengen, die keine Polytope sind, kommen in dieser Arbeit
nur am Rande vor. Im Wesentlichen ist es der Satz 3.1, der lediglich eine notwendige
Bedingung fu¨r die Zerlegungsgleichheit konvexer Mengen liefert. Allerdings ist diese Be-
dingung schon fu¨r Polytope nicht hinreichend. Deshalb muss es noch weitere notwendige
Bedingungen fu¨r die Zerlegungsgleichheit konvexer Mengen geben. Man ko¨nnte etwa dar-
an denken, fu¨r konvexe Mengen mit glattem Rand, mit Hilfe der Kru¨mmungen bzw. der
Kru¨mmungsradien weitere notwendige Bedingungen zu formulieren. Dieser Weg wurde
hier jedoch nicht weiter beschritten.
Was ist mit nichtkonvexen Mengen? Das ist sicher eine interessante Fragestellung.
Allerdings versagen hier die in dieser Arbeit verwendeten Methoden. Insbesondere stehen
die im Abschnitt 3.1 gefundenen Funktionale nicht mehr als notwendige Bedingungen zur
Verfu¨gung. Die mittlere Breite etwa ist nur fu¨r konvexe Mengen definiert. Die anderen in
Abschnitt 3.1 betrachteten Funktionale lassen sich zwar auch auf nichtkonvexe Polytope
verallgemeinern. Allerdings sind sie fu¨r nichtkonvexe Polytope nicht mehr Minkowski-
additiv. Man kann jedoch durch Bildung der konvexen Hu¨lle die Aussagen in Abschnitt
3.1 auf nichtkonvexe Mengen u¨bertragen, denn es gilt:
Lemma 4.1: Fu¨r A,B ⊆ Ed gilt:
conv(A⊕B) = conv(A)⊕ conv(B).
Beweis: Sei x ∈ conv(A ⊕ B). Dann besitzt x eine Darstellung als x =
∑n
i=1 λixi,
wobei λ1, . . . , λn ∈ R mit der Bedingung
∑n
i=1 λi = 1 und x1, . . . , xn ∈ A⊕ B sind. Die
xi (i = 1, . . . , n) besitzen nun jeweils Darstellungen xi = ai + bi mit a1, . . . , an ∈ A und
b1, . . . , bn ∈ B. Wir erhalten damit
x =
n∑
i=1
λixi =
n∑
i=1
λi(ai + bi) =
n∑
i=1
λiai︸ ︷︷ ︸
∈ conv(A)
+
n∑
i=1
λibi︸ ︷︷ ︸
∈ conv(B)
.
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Also ist x ∈ conv(A)⊕ conv(B).
Sei nun x ∈ conv(A)⊕ conv(B). Dann gibt es ein a ∈ conv(A) und ein b ∈ conv(B),
sodass x = a + b gilt. Fu¨r a gibt es dann eine Darstellung a =
∑n
i=1 λiai, wobei
λ1, . . . , λn ∈ R mit der Bedingung
∑n
i=1 λi = 1 und a1, . . . , an ∈ A sind. Ebenso gibt
es fu¨r b eine Darstellung b =
∑m
j=1 µjbj, wobei µ1, . . . , µm ∈ R mit der Bedingung∑m
j=1 µj = 1 und b1, . . . , bm ∈ B sind. Damit erhalten wir
x =
n∑
i=1
λiai +
m∑
j=1
µjbj
=
n∑
i=1
λi
( m∑
j=1
µj
)
ai +
m∑
j=1
µj
( n∑
i=1
λi
)
bj
=
n∑
i=1
m∑
j=1
λiµjai +
m∑
j=1
n∑
i=1
µjλibj
=
n∑
i=1
m∑
j=1
λiµj(ai + bj).
Da
∑n
i=1
∑m
j=1 λiµj = 1 und jeweils ai + bj ∈ A⊕B gilt, ist x ∈ conv(A⊕B). q.e.d.
Eine weitere (triviale) notwendige Bedingung ko¨nnen wir aus der Ma¨chtigkeit von
Mengen ableiten. Da die Minkowskisumme endlicher Punktmengen wieder eine endliche
Punktmenge ist, ko¨nnen endliche Mengen nur mit endlichen Mengen zerlegungsgleich
sein. Ebenso ko¨nnen abza¨hlbare Mengen nur mit abza¨hlbaren und u¨berabza¨hlbare nur
mit u¨berabza¨hlbaren Mengen zerlegungsgleich sein. Das alles hilft jedoch nicht wei-
ter, um wirksame notwendige und mo¨glichst auch hinreichende Bedingungen fu¨r die
Minkowski-Zerlegungsgleichheit nichtkonvexer Mengen zu finden.
Da die nichtkonvexen Mengen des Ed so vielfa¨ltig sind, liegt es nahe, sich nur auf
bestimmte Teilklassen zu beschra¨nken. Interessant ist zum Beispiel die Frage nach der
Minkowskischen Zerlegungsgleichheit endlicher Mengen. Dabei sollte vielleicht zuna¨chst
erst einmal gekla¨rt werden, welche endlichen Mengen u¨berhaupt zerlegbar sind und
welche Zerlegungen dabei mo¨glich sind. Dabei spielen dann auch kombinatorische Fra-
gestellungen eine Rolle. Man ko¨nnte etwa nach der Anzahl verschiedener Zerlegungen
einer endlichen Punktmenge fragen.
In dieser Arbeit wurde ausschließlich die Minkowskische Zerlegungsgleichheit bzgl. der
Gruppe B der euklidischen Bewegungen untersucht. Der Gedanke liegt nahe, auch die
Zerlegungsgleichheit bzgl. anderer Transformationsgruppen zu untersuchen. Beschra¨nkt
man sich etwa auf die eigentlichen Bewegungen, so wird sich an den hier vorgestellten
Ergebnissen nicht viel a¨ndern. Lediglich im Abschnitt 3.4.2 u¨ber die Einteilung der
Vierecke ergeben sich bei den Typen III und IV einige kleinere A¨nderungen.
Schra¨nkt man die Transformationsgruppe auf Translationen ein, so wird das Ergebnis
trivial, denn es gilt:
Satz 4.1: Zwei konvexe Mengen A,B ∈ K(Ed) sind genau dann Minkowski-zerlegungs-
gleich bzgl. der Gruppe der Translationen, wenn sie translationsgleich sind.
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Beweis: Sind A und B translativ zerlegungsgleich, so besitzen A und B jeweils Dar-
stellungen
A =
n⊕
i=1
Ai und B =
n⊕
i=1
Bi
mit konvexen Mengen A1, . . . , An, B1, . . . , Bn ∈ K(E
d) und es gilt Ai
T
=Bi (i = 1, . . . , n).
Demnach gibt es Translationsvektoren t1, . . . , tn ∈ E
d, sodass sich Bi = Ai + ti (i =
1, . . . , n) schreiben la¨sst. Damit erhalten wir
B =
n⊕
i=1
Bi =
n⊕
i=1
(Ai + ti) =
n⊕
i=1
Ai︸ ︷︷ ︸
=A
+
n∑
i=1
ti︸ ︷︷ ︸
=: t
= A+ t.
Folglich sind A und B translationsgleich. Die umgekehrte Richtung ist trivial. q.e.d.
Geht man andererseits zu umfassenderen Transformationsgruppen u¨ber, wie etwa der
Gruppe der A¨hnlichkeitsabbildungen, so zeigt sich, dass die in Abschnitt 3.1 betrachteten
Funktionale nicht mehr invariant sind. In Satz 3.10 auf Seite 64 haben wir gesehen, dass
fu¨r die euklidische Ebene E2 verschiedene in Definition 3.13 betrachtete Zerlegungsrela-
tionen zusammenfallen und durch die mittlere Breite charakterisiert werden ko¨nnen. Da
es fu¨r jede konvexe Menge K, die nicht nur aus einem Punkt besteht, stets eine A¨hnlich-
keitsabbildung η ∈ H gibt, sodass b(η(K)) = 1 gilt, erha¨lt man als Folgerung von Satz
3.10 den folgenden Satz. Dabei wird die Definition der Mehrfach-Zerlegungsgleichheit in
Definition 3.13 auf Seite 63 sinngema¨ß modifiziert.
Satz 4.2: Zwei Polygone P,Q ∈ P(E2), die nicht nur aus einem Punkt bestehen, sind
stets mehrfach zerlegungsgleich bzgl. der Gruppe der A¨hnlichkeitsabbildungen.
Entsprechendes gilt ebenso fu¨r die anderen Zerlegungsrelationen, wenn man die Defini-
tionen ebenfalls sinngema¨ß u¨bertra¨gt. Offen bleiben muss vorerst jedoch die Frage, ob
eine analoge Aussage auch in ho¨heren Dimensionen gilt.
Problem 5: Sind zwei Polytope P,Q ∈ P(Ed), (d ≥ 3), die nicht nur aus einem Punkt
bestehen, stets mehrfach zerlegungsgleich bzgl. der Gruppe der A¨hnlichkeitsabbildun-
gen?
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