ABSTRACT Broad learning system (BLS) is an emerging learning algorithm for the connectionist models, which have enjoyed much popularity on many applications. As an alternative approach of learning in deep structure, the BLS develops an incremental learning neural network that can be modeled in a flexible way, and becomes a promising technique in the field of knowledge discovery and data engineering. To further improve the performance of BLS, our focus is to investigate these algorithms which can enhance the BLS. On one hand, from the viewpoint of feature engineering, unsupervised group-wise encoding is conducted for feature extraction, and broadly fused feature representation is used to improve the ability of BLS, in terms of the learning and reusing multi-level features. On the other hand, for imbalanced learning from disproportionate size of categories instances, a cost-sensitive BLS framework is proposed in this paper, which aims to minimize the total misclassifying cost in classification learning. Finally, we conduct extensive experiments on a wide range of datasets (e.g., computer vision and bug reports) to demonstrate the effectiveness of the proposed BLS framework.
I. INTRODUCTION
With the continuous expansion of attention devoted to connectionist models, deep learning systems become critical to advance the developments in a wide range of applications, e.g., computer vision [1] - [4] , natural language processing (NLP) [5] , [6] , and software engineering [7] , [8] . In this field, there mainly exist two research topics, namely, deep structure design and deep learning approach. In regards to deep structure, a widely used network topology is the fully-connected architecture, in which one neuron is connected by all neurons in the previous layer [9] - [11] . The other remarkable neural model is convolutional neural network (CNN) which has been utilized as early as the nineties to address the task of handwriting character recognition [12] . During the past years, various variants of CNN have been extensively studied, and become dominant deep structure in widespread applications, such as ZFNet [13] , VGG [14] , GoogLeNet [15] . Apart from feedforward neural networks, the recurrent neural networks (RNNs) with cyclical connections are employed to solve the temporal tasks [16] , [17] . The improved RNNs with memory block, e.g. LSTM [18] and GRU [19] , are widely used in NLP [18] - [21] and speech recognition [22] . In addition, a lot of attention recently are focusing on residual unit [23] which is critical component for deeper neural networks (e.g., the network with 100 or 1000 layers), and is a significant milestone in the investigation of deep structure design [24] , [25] . Meanwhile, the deep learning approaches also have enjoyed much popularity [26] - [28] . A standard optimization algorithm is the well-known backpropagation (BP [25] , [29] , [30] ) which repeatedly applies chain rule for partial derivatives of parameters. For sequence neural models, backpropagation through time (BPTT [31] , [32] ) and connectionist temporal classification (CTC [33] ) are proposed. To tackle the vanishing gradient problem encountered in training deep networks, Hinton et al. [34] proposed the early deep learning framework, in which the restricted Boltzmann machine [35] , [36] acts as the building block for multiple hidden layers neural network. Afterwards, a series of excellent deep learning approaches have been proposed, such as Dropout [37] , Batch Normalization [38] and Group Normalization [39] . It is worth mentioning that the random weight is an effectiveness and efficiency solution for training deep architectures [40] , [41] . In particular, the universal approximation capability of extreme learning machine (ELM) has been proved by Huang et al. [42] , [43] . Moreover, several valuable theories and applications [44] - [48] have been conducted on random weight.
However, the deep learning works still face several issues, especially, a time-consuming training process is the inherent disadvantage in this field. Moreover, when the learned network is inadequate to represent the distributive characteristics of the data, this time-consuming training process has to be repeated completely. To address this issue, an emerging connectionist model is proposed by Chen and Liu [49] , namely, the broad learning system (BLS). The BLS is an efficiency incremental learning approach to quickly remodel a learned neural network without retraining process from beginning. Instead of increasing the depth of neural model, the BLS aims to expand the width of neural network for solving high dimensional data problem. Furthermore, the universal approximation capability of BLS has been proved by Chen et al. [50] . Based on the BLS, a novel neuro-fuzzy model (Fuzzy BLS) is proposed for classification and regression learnings [51] . In addition, a regularized robust BLS is developed to learn the characteristics of uncertain data. Due to the good generalization, flexible remodeling process and universal approximation capability, the BLS is a promising alternative approach of deep learning.
According to the basic theories of the BLS, we conduct some further investigations in this paper. One can easily see that the original BLS is a flat neural network, in which the orthogonal initialization is necessary to avoid redundant features. Besides, the level of features is simple in the original model. Recently, the fusion of multi-level features has successfully been applied to numerous existing researches, such as Inception architecture [15] , [52] , [53] , densely connected CNN [54] , and feature pyramid networks [55] . Motivated by those aforementioned works, we proposed rich feature combination for broad learning system (R-BLS). Unlike the cascaded BLS [50] , instead of using random features, the proposed R-BLS is developed by using an encoder as the building block. For sparse and compact feature representations, the l 1 penalty is employed in this building block. The R-BLS thus can be considered as an improved variant of the cascaded BLS, with respect to the flexibility of modeling technique. In the R-BLS framework, the learning process contains unsupervised group-wise feature extraction and supervised learning with l 2 -norm. The former provides broadly-fused feature representation which is used to improve the ability of BLS, in terms of the learning and reusing multi-level features.
In classification learning, analogously to most standard classifiers [56] - [59] , when learning from imbalanced dataset, the BLS will fail to properly generalize inductive rules over the instance space, and resultantly make unfavorable decisions during evaluation phase. Imbalanced distribution thus presents a new challenge to the BLS community. To bridge the gap between BLS and imbalanced learning, the second topic of our study is cost-sensitive BLS. This model breaks the unrealistic hypothesis that the costs of all classification errors are equal. In practice, the costs among different misclassification errors trend to be drastically various, namely, the minority class instances usually have larger misclassifying costs than the majority class instances [60] , [61] . And the optimization objective of the cost-sensitive model is to minimize the total misclassifying cost in classification learning. Note that this proposed imbalanced learning is a universal approach for all variants of BLS mentioned above. In sum, the main contributions of this paper are as follows. 1) A novel broad learning system with rich feature combination is proposed in this paper. To acquire sparse and compact feature representations, an unsupervised group-wise encoding process is developed via l 1 -norm optimization. The broadly-fused feature representation in the proposed model exploits the potential of the BLS through feature reuse and multi-level feature learning. 2) A universal cost-sensitive framework is proposed to the BLS community. This framework is used to bridge the gap between BLS and imbalanced learning. In this case, the BLS is extended to a classification learning with a cost-sensitive matrix for different misclassifying errors. And the performances of BLS thus are boosted by imbalanced learning, when presented with complex class imbalance situation. 3) We show that the proposed R-BLS framework achieves promising performance in different kinds of computer tasks. Furthermore, the experiment of imbalanced learning is conducted on bug report triaging system which is the popular research in the field of intelligent software systems. Compared with prevalent imbalanced learnings, the proposed cost-sensitive BLS framework achieves better performance to address imbalanced problem. The rest of this paper is organized as follows. In section II, we review the works of broad learning system, including the design of structure and the incremental learning algorithm. In section III, we describe the details of the proposed R-BLS and cost-sensitive framework for the BLS community. In section IV, comprehensive experiments are conducted on varying types of tasks, including character recognition, face recognition, bugs triaging and so on. At last, we conclude our work in the section V.
II. RELATED WORK
As an emerging connectionist model, the BLS is a valuable approach of learning in neural network structure. To facilitate the description of our proposed algorithm, we will briefly review the main concepts of BLS, including the fundamental network structure and incremental modeling approach. One can see the details referred to in [49] .
A. BLS NETWORK STRUCTURE
Without loss of generality, classification learning is discussed in this section. To ease the presentation, we use S to denote a set of samples whose labels are known in advance. S is referred to as the training data, and can be defined as: 
where N is the total number of samples (i.e., |S| = N ), x i ∈ R 1×m is a sample in the m-dimensional feature space, and t i ∈ {1, · · · C} is the label associated with the ith sample x i , C is the number of classes. As shown in Figure 1 , the first part of BLS is a group of maps, each of them can be represented as
where X is one input matrix [x i ] N ×m , H j ∈ R N ×k is the jth set of features learned from X , W j ∈ R m×k is the weight matrix between X and H j ; γ j ∈ R N ×k is the bias, k is the number of latent neurons associated with H j , and ϕ j (·) : R N ×k → R N ×k denotes the jth activation function applied to the excitation vector element-wise. Note that here the H j can be viewed as a non-linear feature of the input data X , and the non-linear maps can be one of the popular activation functions (e.g., sigmoid function and hyperbolic tangent function), or be the combination of them. These various non-linear feature components then are concatenated to be a mixture feature representation
, which is taken as input for the next part of BLS, namely the enhancement nodes. This part can be acquired from H in two ways, see Figure 1 (a) and (b). Mathematically, the maps are represented as follows
or
where, in the first way, H is directly mapped to the feature E of enhancement layer, W e in is the weight matrix, η is the bias of the enhancement layer; in the other way, each H j is represented as its relevant feature E j through a non-linear feature detector ψ j , and W e j ∈ W e in = {W e 1 , W e 2 , · · · , W e M } is the weight connecting H j and E j , η j is the corresponding bias. Obviously, the latter E = [E 1 , · · · , E M ] has much more mixture representations than the former. The output of BLS hence can be computed by the following equation (4) where Y ∈ R N ×C is the output matrix of BLS, W out denotes the weight matrix of output layer. The optimization objective of BLS is to minimize the expected loss as follows
in which θ = (W in , W e in , W out ; γ , η) are the parameters of BLS, p(x) is the probability density function of observation x. Unfortunately, p(x) is typically unknown and needs to be estimated from S, thus model parameters θ are often trained to optimize an empirical criteria. Here, the empirical criteria is mean square error (MSE) criterion
where
where y i is the hypothesis output of BLS corresponding to x i . The matrix form of Equation (7) is
where each row of T is a one-hot vector associated with one label t. As mentioned in previous section, there traditionally are two algorithms to optimize the parameters. The first is BP that is an iterative process to reach the smallest training error. Another way, as used in ELM, is to solve the Moore-Penrose generalized inverse (MP inverse) of matrix [H , E], and the output weight then is computed as:
B. INCREMENTAL MODELING APPROACH
In most cases, once the trained neural model could not be good enough to represent the distributive characteristics underlying the training dataset, the whole training process from beginning will be repeated. This is a time-consuming and non-economic strategy. Furthermore, some meaningful features learned by former model will be forgotten after the new training process. Instead of retraining the whole model, the BLS remodels the trained structure in a dynamic way. Concretely, there are two incremental patterns, see the Figure 2, the simple one is to add an extra map between H and E, as follows
in which ψ p is the extra map, W e p and η p respectively represent the weight matrix and bias. The other pattern is to acquire a new H p as follows
where ϕ p denotes the new map, W p and γ p are weight matrix and bias, respectively. Then the H p is mapped to a new E p through Equation (9) . Following the process to update [H , E], the output weight W out could be optimized in two ways mentioned above.
III. THE PROPOSED METHOD
In this section, a novel R-BLS framework is proposed for BLSes. The entire architecture of the R-BLS is to be introduced in detail, and a cost-based method is employed in this architecture to deal with imbalanced learning problem.
A. R-BLS FRAMEWORK
The framework of R-BLS is built in a group-wise manner, as shown in Figure 3 . Unlike the existing BLS frameworks [49] - [51] , one can see that the proposed R-BLS architecture is structurally composed of three separate phases: (1) unsupervised feature learning in group-wise fashion; (2) enhancement features learning; (3) supervised feature learning for final decision. For the first phase, an encoder is developed to extract useful features from each group input, which will be discussed in the following. To acquire multiple high-level features from raw data, a M -group unsupervised learning is operated on the input, and lateral connections gradually transform features from lower to semantically stronger. As mentioned above, an encoder is utilized to extract compact representations from previous group output. Here, two popular kinds of encoder algorithms can be used. The one is restricted Boltzmann machine (RBM) [34] , [35] , which provides a closed-form representation of a target distribution underlying the input samples, and is a generative model arriving at a high-level representation. Another way is autoencoder (AE) [28] , which is a typical single-hidden layer feed-forward neural network (SLFN [11] , [40] ). In our study, AE is adopted as the feature extractor. Concretely, AE maps input data x to a latent representation that is considered as a higher-level feature, as shown in Figure 4 , this process can be defined as following deterministic mapping where b is the hidden feature, α is the weight, µ is the bias, and g is an activation function. The resulting hidden feature b is then mapped to a reconstructed representationx in the original inputs space, as follows
where β is the weight matrix, µ is the bias. Note that here the optimization objective of AE is to minimize the reconstruction errors between x andx, and the latent representation b learned from nonlinear encoding would reflect the compact feature of the AE input [62] . There are different methods to optimize parameters of AE, e.g., [63] , [64] and so on. For efficient training process, the random projection [65] , [66] is used as the encoder which maps input data to a random variable space. In most existing studies, random features achieve good performance in wide range of applications [67] , [68] . Concretely, the α are parameterized by searching the path from a random space, and will be fixed to extract latent features by using Equation (11) . The optimization model of AE thus can be denoted as following equation
in which || · || 2 denotes the MSE, l 1 -norm as a penalty term is applied for more sparse and compact latent information.
To ease the presentation, ||bβ −x|| 2 is defined as ξ 1 (β), ||β|| l 1 is denoted as ξ 2 (β). Furthermore, the optimization problem of β can be solved by the fast iterative shrinkage-thresholding algorithm [69] whose implementation can be represented in Algorithm 1.
Algorithm 1
)(β step − β step−1 ); 8 step++; 9 end 10 return β * = β step ;
When the above iterative steps complete, the transposition of resultant bases β * is used as the lateral connection between two groups as shown in Figure 3 . These groups as building blocks for overall architecture provide various levels of feature H i of the original input data X , i = 1, · · · , M . In particular, the output of one group can serve as input for next one. Generally, the latter feature is semantically stronger than previous ones. As proved by [53] - [55] , the low-level features also are helpful for improvement of final decision. Thus, the output of all groups naturally can be fused into a feature set H = [H 1 , H 2 , · · · , H M ], which is totally different from the original BLS frameworks [49] , and can be termed as broadly-fused feature representation (BFR) in which one component is computed as follows
where H 0 = X . Based on BFR, the proposed R-BLS eliminates the orthogonal initialization used in BLS. Due to the advantage of incremental learning algorithm, BLS can remodel the network without an entire retraining from beginning. Obviously, the BFR also maintains the ability to expand itself in two different incremental ways which are mathematically denoted as Here
is a set of features associated with an extra branch originating from input data; on the other hand, if H 0 p = H M , an extra branch follows the H , and the feature set is H p2 . In sum, the two methods can be illustrated in Figure 5 , in which (a) represents the first way beginning from the original input data X , (b) shows the incremental process taking output of the last group as input. Note that the encoding process could be one of AE and RBM but also are both of them, in this case, BLS represents its strong flexibility. The final BFR as one H is transmitted to the next phase, namely enhancement features learning, which can be viewed as one non-linear feature detector for BFR. The enhancement nodes are acquired from BFR as follows
in which E is the enhancement feature, W e in is the weight matrix between H and E, η is the bias of enhancement layer. The combination of BFR and enhancement nodes is denoted as [H , E], and R-BLS aims to minimize the training error but also the norm of output weights
where T is the target output matrix, in order to improve the stability and avoid overfitting, l 2 -norm || · || l 2 as one penalty term for big weights is applied as a component in objective function. According to Moore-Penrose generalized inverse, the calculation of optimization solution W out can be given as
where ε is a positive value to adjust the singularity of matrix, I is an identity matrix. Apart from the backbone of R-BLS, in next section, a cost-sensitive R-BLS will be proposed to handle imbalanced data.
B. COST BASED R-BLS
In classification learning, analogously to most standard classifiers, BLSes fail to achieve favorable accuracies when presented with imbalanced dataset, because of balanced class distribution or equal misclassification costs assumption [60] , [61] . We address this by developing a cost-sensitive R-BLS which contributes a common paradigm of imbalanced learning to other BLSes. Instead of attempting to balance distributions through sampling methods, cost-sensitive method targets the imbalanced problem by utilizing different misclassifying costs which constitute a cost matrix, as shown in Figure 6 . To ease the notation, we consider a binary classification scenario, in which S min ⊂ S denotes the minority class subset, S maj ⊂ S is the set of majority class instances, the C(min, maj) denotes the cost misclassifying a minority class instance as majority class, the contrary case is defined as C(maj, min). 
Typically, there is no cost for C(maj, maj) and C(min, min), and C(min, maj) > C(maj, min) > 0. To incorporate the cost-sensitive method into R-BLS, we define classification weight as k min = C(min, min) + C(min, maj) and k maj = C(maj, min) + C(maj, maj
which is a weighted least square problem. The solution can be denoted as
IV. EXPERIMENT
Comprehensive experiments are conducted to demonstrate the efficiency and effectiveness of the proposed R-BLS framework, which is compared with original BLS and several state-of-the-art algorithms. In addition, cost-sensitive method is combined with BLS and R-BLS, which are also compared with relevant imbalanced learning algorithms.
A. COMPARISON BETWEEN R-BLS AND BLS
In this part, classification results are reported on several widely used datasets, which are available in UCI [70] .
The names and associated abbreviates of these datasets are listed as follows: Balance Scale (balance), Connect-4 (connect), letter recognition (letter), Optical Recognition of Handwritten Digits (ORHD), Pen-Based Recognition of Handwritten Digits (pen), Wall-Following Robot Navigation (robot), Satlog Shuttle (sat), USPS, Waveform Database Generator 1 (wave1), Waveform Database Generator 2 (wave2). We also conduct an ablation experiment on Fashion-MNIST (FMNIST [71] ) dataset consisting of 60000 training instances and 10000 testing instances, in which each instance is a gray-level image with 28×28 pixels, as illustrated in Figure 8(a) . For fair comparison, in each group of experiments, the experimental settings of R-BLS are the same as BLS. Concretely, the settings are list in Table 1 , in which hids represents the number of nodes in each group, enhs denotes the number of enhancement nodes. The datasets ORHD, pen, USPS and F-MNIST have given the standard partitions of training set and testing set. For the others, our general scheme is to randomly select 90% of the examples from each category as training data, and the remaining 10% of each category as the testing data. Through observing the results shown in Table 1 , the performance of original BLS has indeed been boosted by broadly-fused feature representation, in terms of classification accuracy. These comparisons indicate that the features BFR are more robust than simple ones, and devote to a better performance. Furthermore, sparse autoencoder provides more compact and sparse feature representation which is the other main reason for better results. For in-depth investigation, more complicated experiments are conducted below.
B. COMPARISON WITH STATE-OF-THE-ART APPROACHES
In this section, experiments are conducted on two relevant computer vision datasets, namely Mixed National Institute of Standards and Technology (MNIST) handwriting character dataset [72] and Olivetti Research Laboratory (ORL) face dataset [73] . Besides, we compare R-BLS with several state-of-the-art algorithms including Deep Belief Networks (DBN), Stacked Auto Encoders (SAE), stacked autoencoder (SDA), Random Forest (RF), fuzzy RBM (FRBM), SVM, MLP, CNN. To avoid unobjective training for these algorithms, the best results reported in existing works are referred in our experiments.
1) EXPERIMENT ON ORL DATASET
The ORL dataset consists of 400 gray-level facial images with ten poises in each of 40 different people, see Figure 7 for an illustration. We randomly select 5,7 or 9 images from a person for training dataset, and the remaining images are the testing dataset. All effects of data preprocessing techniques (e.g., PCA and whitened) are avoided, and we conduct experiments on the raw dataset which has 92×112 pixels for each image. The settings of hids and enhs are (500,500,800) and 1000, respectively. The results are reported in Table 2 , we can see that the R-BLS achieves better accuracies on three situations. 
2) EXPERIMENT ON MNIST DATASET
The MNIST handwriting dataset is composed of 60000 training instances and 10000 testing instances. Each instance is an image with one digit belonging to an integer set 0-9. As shown in Figure 8(b) , each gray-level image with 28×28 pixels has the uniform background. The original image patches are transformed to a matrix in which each sample is a 784-dimensional vector, and one target label is a 10-dimensional one-hot vector. The settings of hids and enhs are (800,800,10000) and 10000, respectively. The testing results of different algorithms on MNIST are reported in Table 3 . Compared with other methods, R-BLS leads to a promising better performance with 98.95% accuracy. It is mentionable that the R-BLS also performs better than cascaded BLS whose accuracy is 98.83%.
C. COMPARISON WITH OTHER IMBALANCED LEARNING METHODS

1) EVALUATION ON BENCHMARK DATASETS
In this study, the predicted labels are defined as {Y , N } associated with the true labels {C 1 , C 2 }, a confusion matrix representing classification performance can be illustrated in Figure 9 .
Based on the table above, true positives rate (TP_rate) and false positives rate (FP_rate) can be defined as:
In this section, we first conduct ablation experiments on some public imbalanced datasets which are available at UCI and KEEL [74] . (1,0) in the graph, the better the predictions are. Meanwhile, the other measure is Area Under Curve (AUC). An AUC close to 1.0 indicates that the prediction is perfect. From Figure 10 , a winner in all cases is the CR-BLS. Besides, the C-BLS achieves better performances than BLS on imbalanced datasets. 
2) EVALUATION ON REAL-WORLD DATASETS
In this part, we focus on a practical application on automatic bug triaging system. With the great influx of attention concentrating on the system triaging bugs, the research of automated recognition of bug reports gradually becomes an overwhelming trend [75] - [77] . The entire steps of a bug triaging process are shown in Figure 11 , in which classification algorithms aim to distinguish non-severe from severe bugs which a software developer must fix as soon as possible. In practice, bug report datasets with disproportionate number of category examples commonly hinder the classification learning. We address this by using cost-sensitive R-BLS which is compared with relevant imbalanced learning algorithms including random oversampling (ROS), random undersampling (RUS), the synthetic minority oversampling technique (SMOTE). For fair comparison, the experimental settings among different methods are strictly same.
Based on Figure 9 , the accuracy can be defined as follows
which is a simple way to describe the performance of a classifier. In addition, another popular metric is F − measure defined as Accuracies of different imbalanced learning methods on bug report datasets from GNOME. where λ is a coefficient of importance, Precision and Recall respectively are
According to Equation (23), we can notice that the F-measure is a weighted combination of Precision and Recall, and provides insight into the functionality of a classification algorithm. Like most studies in this field [78] , we use an effective measure, namely weighted F-measure, to act the second metric.
In this part, bug reports are from three major open-source projects, i.e. Eclipse [79] , Moizlla [80] and Gnome [81] . Bugzilla is the common bug tracking system used by these projects. Seven components are selected from each project, and the details of those components are presented in Table 4 -6 including the number of severe and non-severe cases, and the imbalance ratio.
As shown in Table 7 -12, the RUS tends to perform badly on most datasets. This main reason is that the BLS is a data-driven model. The size of training dataset is cut down by RUS and becomes inadequate to train the data-driven models. This situation thus leads to underfitting causing bad performance of RUS. The other reason is that some potentially crucial data may be deleted by RUS. On the contrary, the ROS has good performance on individual datasets, but the redundant data replicated by ROS increase the risk of overfitting. The SMOTE augments the size of training dataset by using synthetic samples, which tends to lead overlapping between two classes, and synthetic samples could not follow the distributive characteristics of minority class. The performances of SMOTE thus are not stable on most datasets. One can easily observe that the C-BLS and CR-BLS (i.e. cost-sensitive BLS and cost-sensitive R-BLS) have remarkable improvements against the others in most datasets, in terms of accuracy and weighted F-measure. Furthermore, the cost-sensitive BLS with BFR generally generate better results than C-BLS.
V. CONCLUSION
In this paper, we propose a new BLS framework named R-BLS, which achieves various level representations through group-wise encoding. Due to the broadly-fused feature representation, the proposed method improves the original BLS which just contains a monotonous mechanism to extract features from raw input data. In addition, a cost-sensitive method for BLSes is proposed to handle imbalanced learning problem. Extensive experiments have been conducted to verify the effectiveness of the R-BLS and CR-BLS. In these experiments, the proposed methods achieve more stable and better performance than other methods. 
