1. Introduction
Selected History
The classical forced relaxation oscillation equation is the van der Pol equation:
ex + (x2-!)* + ex = bcos(<ot).
( More recently Levi [2] expanded this result. He used a smooth nonlinearity required to be close to a piecewise linear characteristic and he also replaced the sinusoidal forcing function with a smooth function close to a square wave. For € small and fixed, Levi proved the b axis is divided into intervals of which there are three types:
A-type where a single, stable subharmonic exists;
B-type where two stable subharmonics (plus random behavior) exist;
g-type where bifurcations occur.
Levi's B-type intervals correspond to the intervals of b found by Levinson. The A-and B-type intervals alter nate and are separated by the g-type intervals which are small and do not concern us.
The Purpose of the Paper
The purpose of this paper is threefold. The initial motivation was to obtain accurate data on the different behaviors displayed by a van der Pol type equation. High accuracy is essential since systems which exhibit sto chastic behavior are, by their very nature, extremely sensitive to small perturbations. To this end a piecewise linear approach was chosen. The advantage of using piecewise linear analysis over standard integration tech niques is that error does not accumulate at each point where the trajectory is evaluated-error only accumulates when the Region boundaries are crossed. Hence the results presented here are the most accurate ever obtained for a forced relaxation oscillator. For a further discussion on accuracy consult Appendix I.
The second reason for this paper is Levi's paper. He proved what types of behavior are possible and how this behavior is structured as b is varied. His results are a major breakthrough yet they are theoretical in nature-they leave some quantitative questions unanswered. How small must e be? How do the lengths of the A-type and B-type intervals depend on e and 6? This paper answers some questions of this type as well as numerically verifying some of Levi's results.
Since Levinson's and Levi's papers contain mathematical proofs of difficult theorems, it is not easy to obtain an intuitive understanding of forced relaxation oscillations from them. The main purpose of this paper is to give that intuitive understanding. A state space approach is used to explain the existence of subharmon ics, intervals of rotation numbers, and random behavior. Using evidence gathered from computer simulations we show that the different subharmonic solutions of the piecewise linear relaxation oscillation equation are inti mately related and can be decomposed into a fundamental set of subharmonics.
The Circuit and the Equation
Consider the circuit in Figure 1 (ranging from one to three) will be used to denote a Region dependent value. Within each Region (1. 2) reduces to a linear equation.
To apply state space techniques, choose //, and vc as state variables and rewrite (1.2) as where R{ and Voi are the slope and y-intercept of the line lying on the /th segment of the resistor characteristic. Equation (1.6) is the one we consider in this paper. To simulate the relaxation oscillation equation we require Ri = R3>0, JR2<0and VQ2=>0.
We should mention here how Levinson's and Levi's choice of variables relates to ours. Levinson's *i and Levi's x both correspond to our iL. Their second variable (*2 and y, respectively) is equal to the sum of vc and the voltage source1. vc is a more natural choice of state variable than vc + Asmiatt) and, since our goal is to gain physical intuition, we will use vc as a state variable even though it may appear inconvenient to do so.
The Autonomous Case
The solution of (1.6) with A =0 is = vue li°+ v2/e 2'°+ where af := -RJIL^ft := v^-o^, su := (*/+&, sn :-» a/-/3,and the eigenvectors are 
Sit~s2i
We only consider the case where su and s2i are real since it is only for real eigenvalues that relaxation oscilla tions occur.
The following three sections explain the dynamics of each Region separately by extending, in turn, each segment of the resistor characteristic into the whole i-v plane. To simplify the explanations we assume L is small. This assumption corresponds to small e.
Region I
In Region I, R\ > 0, hence a\ < 0 and s2\ < S\\ < 0. The approximations for L small are s\\ =» -\/R\C, Consult Appendix II for details on the approximations used.
The slow eigenvector vn lies along the resistor characteristic while the fast eigenvector v2i is horizontal2.
Note that the fast eigenvalue tends to -«> as L -"0. Thus, for any initial condition not on the resistor charac teristic, the initial motion is a rapid horizontal jump to the resistor characteristic (Figure 2(a) ). Once the com ponent due to the fast eigenvector has died out, the trajectory exponentially decays along the resistor charac teristic at the slow rate which is independent of L. Region I is stable and all trajectories tend toward the node at (0, Vol) as r-*«j.
Note that once v2ieS21°becomes negligible (which occurs very quickly for small L) the dynamics in Region I are essentially one-dimensional-the subsequent motion occurs only along vn. This reduction of the system to one dimension is a major reason analytical results have been obtained for small e.
e define the slow eigenvalue as the one with the lesser absolute value. The remaining eigenvalue is the fast one. We define the slow (fast) eigenvector as the eigenvector associated with the slow (fast) eigenvalue.
Region II
Here R2<0 forcing a2>°and s\2> s22>0. Region II is unstable with a node at the origin. As in Region I the slow eigenvector v22 lies along the resistor characteristic and the fast eigenvector v12 is nearly horizontal. Any trajectory with an initial condition not on the resistor characteristic will move horizon tally and very rapidly away from the resistor characteristic (Figure 2(b) ). Again we see a reduction of the sys tem to one dimension.
Region III
Due to symmetry, Region III behaves identically to Region I except the stable node is (0, V0$.
Regions I, II and III Combined
Figure 2(c) shows a phase portrait for the entire system obtained by joining the phase portraits of the three different Regions. Due to the expanding nature of Region II and the contracting nature of Regions I and III, it can be shown that all trajectories tend toward a unique, stable limit cycle [3] . Examples are shown in Fig   ure 3 .
Notice the limit cycle looks like a parallelogram for small e. The horizontal segments of the parallelogram are traversed very quickly; in fact, as this plot was being made, the motion appeared to be instantaneous. As e increases the slopes of the slow eigenvectors decrease and the sides of the limit cycle move away from the resistor characteristic. Also as e increases, the fast eigenvalues decrease and the slopes of the fast eigenvectors increase. This causes the limit cycle to become more rounded. As €-°°the system becomes lossless and the limit cycle becomes an ellipse.
3. The Nonautonomous Case
The Exact Solution
With A 5*0 the solution of (1.6) is the sum of the autonomous solution (2.1) and the contribution from the forcing function which consists of a transient and a steady state term3:
Jsl+a>:
(osmia) t + O) U/C)cosUf + 0,) (3.1) where (fy/^Tan'K-fy/aO for./=l,2; 0,:=arg( -lap +y(<uj-a?)) and a, and ft are defined after equation To understand the behavior of (3.1) we will simplify it in two steps. The first step is to consider small L (corresponding to small e). The second is to consider o> large. The reason for the second assumption will be given when we do it. (3.2) where <fo/:=Tan l(l/o>RfC) and 0;:«arg(<u/l/C + j). Note that vc has simplified to the autonomous solution and iL is the autonomous solution with two extra terms. One term is a steady state sine wave and the other is an additional term in the coefficient of the fast exponent.
The Dynamics of Each Region for Small L and Large o»
In Region I the motion described by equation ( We should mention here that g(t') predicts whether the long term motion (when Region II is extended to the whole plane) is to the left or the right. This is not exactly what we want. We are interested in the first
Region the trajectory enters after entering Region II. The two answers may not agree4. In Appendix III we
show that an exact gate function does exist (without assumptions on L and o>) and is close to g(t') for L small and oi large. For the purposes of our explanation the discrepancy between g(t') and the actual gate function is unimportant.
*This will happen at the Region I/II boundary when the fast iL term is small and negative. The slow iL term (which isalways posi tive) would then push the trajectory into Region I before the contribution from the fast iL term grows enough to force the trajectory into
Region III.
Overall Dynamics
We now turn our attention to the problem of subharmonics. To classify them we use rotation numbers.
We define the rotation number of a periodic solution as two positive integers separated by a slash, p:=p/q, where p is the number of times the origin is encircled by the periodic solution5 and q, called the order of the subharmonic, is the number of periods of the forcing term contained in one period of the periodic solution.
This concept of rotation number is less general than the usual one since it can only be applied to a periodic
solution. Yet, in an experimental situation, it is much more useful since it corresponds to the method actually used to measure rotation numbers. It also conveys more information. A rotation number of 2/3 is distinct from a rotation number of 4/6. For a discussion on the exact relationship between the two concepts of rotation number, see Appendix IV.
Plots of rotation numbers for various regions of e and b are given in Figure 6 . These plots are similar to those in [4] except we have plotted data only at the exact points of the b-e plane for which we ran a simulation.
Most of the remaining Figures are various collections of periodic solutions. They will be discussed later, but it may be helpful to glance at them now. For details on how these results were obtained see Appendix I. We used e, b and T (dimensionless period := 2irl<a') as parameters so the results can be easily compared to previ ous authors' work. Use equations (1.4) to change back to circuit parameters. All results in this paper were computed with R\=-R2=Rs=l£l, I0=IA, ando/=l.
Numerical Verification of Some of Levi's Results
Levi studied the dimensionless relaxation oscillation equation for e small. We have seen the dynamics for small e are simple so we will begin our discussion with this case. Unless explicitly stated otherwise, this section deals exclusively with the case of small e. Remember that small 6 implies large a> since Levi holds <u' constant.
We will not attempt to prove the existence of subharmonics, but will be satisfied explaining some of their pro perties. The preponderance of odd order subharmonics for small 6 is easily explained by the gate mechanism.
Consider a trajectory oscillating down the resistor characteristic in Region I (Figure 9). The gate is oscillating at the same frequency. When ii is at a minimum in its oscillations, the gate is at a maximum. From geometrical considerations ii will tend to first hit the boundary near one of its minima. This is a time when the gate is at its highest point. The same argument applies when the trajectory passes from Region III to Region II except that there iL first hits the boundary near a maximum. Since one boundary is crossed near a minimum and the other near a maximum, the number of half periods (of the forcing term) between the two times must be odd:
(2k + l)T/2 for some positive integer k. The total period of the subharmonic is simply twice that6 or {2k + \)T which is an odd multiple of the forcing period. For larger e the problem becomes more complex. An examination of the fast iL term of the exact solu tion shows the gate is still sinusoidal, but it is no longer 180°out of phase with the iL oscillations. Figure 10 shows two portions of a periodic solution, each one entering Region II from Region I. One of them hits the gate and reenters Region I while the other passes below the gate and enters Region III. None of the small 6 trajectories we saw ever hit the gate, they always passed below it.
Returning to the small e discussion and 
The Window Map
We now turn our attention away from trajectories and toward the Poincare map. The Poincare map, P:R2-R2, takes the point (/£0, vCo) to the point (/^(D, vc(D) where the trajectory has initial conditions (/L(0), vc(0)) = (/Lo, vq,) and T is the period of the forcing term. Thus P maps a point to where it will be one period later. The Poincare map is useful for it turns a three-dimensional problem into a two-dimensional one.
The key construction in Levi's proof is the window map, N. N takes a point from a skinny rectangle r in the ifVc plane to a point in the symmetrically located rectangle -r (Figure 11(a) ). The rectangle r is chosen such that it is one Poincare map long, that is, the segment AA' is mapped into the segment BB' under one iteration of P.
The window map is constructed from the Poincare map as follows. Consider the image of r after one Poincare iteration (Figure 1Kb) ). Levi shows that the bottom part of r is swept over into Region III with no change in orientation. The top portion of r is shifted downward, but remains in Region I. A very small length of r is stretched across Region II and joins the two major portions.
One more iteration of P causes the whole image P2{r) to lie in Region III and after some more Poincare iterations the image of r has reached the vicinity of -r (Figure 11 (c)) and we have the window map N7. JV(r)
consists of three parts: the stretched region and the two undistorted regions which the stretched region con nects. The stretched portion corresponds to the very small slice of the original set r which is the unmarked area in Figure 11 (d).
There are two things to note here. The window map N contains a snake-like bend. This bend gives rise to a Smale's Horseshoe and chaotic behavior. Also, Levi showed that the lengths of the two undistorted por tions of r (the dotted and cross-hatched areas in Figure 11 (d)) change with the amplitude of the forcing term.
This dependence explains the patterns in the behavior of the equation as the amplitude is varied. Figure 12 is a computer simulation of this phenomenon. Levi proves r is so skinny that it can be accu rately approximated by a line segment. In Figure 12 
More on Single Loop Subharmonics
Now we expand our discussion and consider the behavior of the system for large e. Figure 13 is a collec tion of single loop subharmonics of order one to six for larger values of 6. Note the periodic solutions tend to be fatter. This is mainly due to the dependence of a> on 6. The most striking feature is the existence of even order subharmonics. As expected, the 1/6 subharmonic exists for small 6, but the 1/4 subharmonic can occur for b > 0.3 and the 1/2 subharmonic exists for b > 0.7. This does not contradict our earlier prediction that even order subharmonics should only occur for small amplitudes since e is well out of the range in which the 7It is not thiseasy, but the basic idea is still valid. See [2] for the details. Unfortunately, the set of initial points for all such random trajectories has measure zero and all observable tra jectories tend to one of the two stable periodic solutions.
Summary and Conjecture
The main advantage of using piecewise linear analysis is the high accuracy in our numerical results.
Another advantage is the concentration of all interesting behavior at the boundaries between Regions. This allowed us to introduce a gate function along each boundary which helped us explain some of the relaxation oscillation phenomena.
Study of the numerical results led us to the conclusion that all subharmonics are built from the nearest single loop subharmonics and that even order, single loop subharmonics are built from odd order, single loop subharmonics. The idea of a periodic solution becoming synchronized to the gates helped explain this behavior.
An analytical explanation of the structure we have found is needed.
All our evidence supports the hypothesis that given p = p/tf, with p < q relatively prime and q odd, there exists a region of e and b such that a p/q subharmonic exists. Since all observations occupy a finite time, arbi trarily large q implies the existence of essentially random behavior. Of course for q large the region of existence becomes quite small and may be hard to locate numerically. We did find a subharmonic with p = 10/16, but it was the only one with a common factor in p and q. It may be that any subharmonic exists with rotation number equal to m(l/k) + n(l/(fc+D) where m and n are arbitrary positive integers. Perhaps the odd order, relatively prime subharmonics have larger regions of existence than the others and are all that we could observe at our resolution. Again only an analytical explanation of the relaxation oscillation phenomena can answer these questions.
AI.l. The Program
To calculate the rotation numbers the program samples the trajectory once every input period. That is, it calculates iL(t0 + kT) and vc(t0 + kT) where k is a positive integer and T is the input period. These points correspond to iterations of the Poincare map. If the solution is an nth order subharmonic, these points will be periodic with period n.
The program computes which Region the initial condition is in and then searches for the first time ti that the trajectory leaves that Region. The program then calculates any points of the Poincare map which lie between t0 and t\. Each time a new point of the Poincare map is calculated, it is compared to all previously computed points to test for convergence to a periodic solution. If convergence is found, the program stops; if not, the point at t\ is taken as a new initial condition in a new Region and the process is repeated. In any case the program never computes more than 500 Poincare iterations.
AI.2. The Boundary Search
The simplest way to find the boundary crossing is to calculate points on the trajectory every Af seconds where A/ is some small time step. Suppose the first such point which lies in a new Region occurs at time t0 + kAt. Then the boundary crossing must occur within the interval (t0 + (A:-1)A/, t0 + k&t). Now the computer can halve the time interval and zero in on the boundary crossing with the desired degree of accuracy.
We call this the small step method.
The program uses this method in Region II and a variation of it in Regions I and HI. A portion of a typi cal trajectory is shown in Figure I .l. To find t\ it is unnecessary to start a small step search at t0. What the program does is calculate the points on the trajectory occurring at the local minima of iL. When one of these minima is in a new Region, the program backs up to the previous minimum and begins a small step search there. Thus only the crosshatched part of the trajectory is searched. It should be pointed out that a closed form analytical expression is available to calculate the locations of the iL minima.
AI.3. Accuracy
There are two main places where errors occur. One is the boundary crossing and the other is the conver gence test on the Poincare iterations.
In calculating the boundary crossing, we required iL -I0 < 10~10. For the Poincare convergence, we required
iL(nT) -iL(kT) |+|vc(nT) -vc(kT) |<10"10. (I.l)
When (I.l) was satisfied, we concluded that the solution was an in-k)th order subharmonic. We used 64 bit floating point representation for all noninteger variables.
AI.4. The Data
To get the plots of p -vs-e we divided the b -e plane into evenly spaced rows. Simulations were run at evenly spaced points along each row. Two computer runs were performed for each row: one starting with the minimum b value and incrementing it, the other starting with the maximum b value and decrementing it. The initial condition for each simulation was the final point calculated in the previous simulation. Thus each (6, e) point was simulated from two "directions". This allowed us to locate (6, e) points with two rotation numbers (hysteresis).
Appendix II. Derivation of Small L and Large ot Approximations
In this Appendix we derive equations (2.2), (3.2) and (3.3) for Region I. The derivation for Region III is identical. The derivation for Region II is slightly different since R2< 0, but the results are the same.
AII.l. Approximations for Small L AII.1.1. The Autonomous Contribution
In Region I, rewrite the eigenvalues as
For L small, approximate the square root using the first two terms of the Binomial Expansion to get
'» *"it)1 "
Similarly for S21: where we have completely ignored the vc component since it is proportional to L. This approximation may seem unwarranted, but if it is considered in terms of the magnitude and angle of the eigenvector, it is valid.
AII.1.2. The Nonautonomous Contribution
For convenience we consider the ii and vc terms separately.
AH.1.2.1. The iL Coefficients
The iL coefficient for the su exponential is of iL multiplied by
&oL L -t-Tkc-(AU14)
Multiplying the appropriate iL terms and ignoring terms proportional to L yields the desired approximations.
Since the coefficient of the S21 exponential of vc is proportional to L we approximate it by zero.
To get the approximation for the steady state vc term, take the iL steady state term, switch the sine to cosine and multiply by a factor of l/o» C.
AII.2. Approximations for Small L and Large o>
Remember that Levi holds dimensionless frequency «' constant during his analysis. The relationship between dimensioned frequency o> and dimensionless frequency is " =o>'o>2=;^=r. (AII.15)
We set o>' = 1 to get o> = VZC. Therefore o>2 is proportional to \/L. In making the small L approximations, we never ignored a term proportional to \/L with respect to a term containing anything more than a propor tionality to co except when approximating 9\. Hence, except for 9h we are justified in applying the large a> approximations directly to the results of Section AII.l and we do not have to start from the exact equation 
AII.2.1. The iL Coefficients
For at large, equation ( where we have used the definition of 0^and the fact that a> = co0 to get 0i = O.
AII.2.2. The vc Terms
The nonautonomous contribution to the transient of vc is zero as it was in the previous section. The magnitude of the steady state vc term is the magnitude of the steady state iL term multiplied by l/a>C. It is, therefore, proportional to 1/eo and is zero.
Appendix III. The Gate Function AIII.l. Definitions
Consider a point in Region I. As time increases the point travels according to equation (1.6) and traces out a specific trajectory. The point will eventually hit the Region I/II boundary and enter Region II. The point must eventually leave Region II. It can do this in only two ways: it can either return to Region I in which case we call it a returning trajectory or it can pass into Region III in which case we call it a passing trajectory. These definitions are local in the sense that a trajectory can be a returning type at one boundary encounter and a pass ing type at the next. Let t0 be the time when the trajectory hits the Region I/II boundary. Then ii(t0) = I0.
Define vCo:= vc(t0) to be the corresponding value of vc at the boundary. The question is: Is there a function y(t0) such that if vCo < y(t0) then the trajectory passes to Region III while for vCo>y(t0) the trajectory returns to Region I? We call y{t0) a gate function.
AIII.2. Existence of the Gate Function
Let's examine the iL solution for t > t0 with initial conditions iL(t0) = I0 and vc(t0) =: vCo. Clearly for vc large enough the trajectory enters Region I directly. It is also clear that for vq, negative enough, the trajectory will immediately cross Region II and enter Region III. Due to the continuous dependence of trajectories on ini tial conditions, as vCo is varied between these two extremes there must exist some value(s) of vCo at which the behavior of the trajectory changes from a returning type to a passing type.
To see how the trajectory changes with vCo, let's examine
is positive if the bracketed factor is positive. If su > s22 > 0, the bracketed factor is positive. Since dvo, 5i2~522 = Va^-<£> > 0 and the eigenvalues in Region II are positive, the bracketed factor is, in fact, positive and iLU) is a strictly monotone increasing function of vCo. This fact plus the observations in the previous para graph guarantee a unique point y(t0) on the iL = I0 line such that trajectories with vCo >y(tQ) return to Region I while those with vc0 <y(t0) pass into Region III. This is the desired result. Due to continuity of trajectories with respect to initial conditions, y(t0) is continuous in t0.
AIII.3. Approximations to the Gate Function
In this section we examine the fast and slow iL terms and present an approximation for y(t0) valid for small L and large o>.
AIII.3.1. The Slow Eigenvector
We are not interested in those trajectories which pass from Region II into Region I. That is we are only interested in vCo such that iL(t0) < 0. From equation (1.6) this is the range
*Co < Ri-Asin(a)t0). (AIII.2)
The right hand side is simply a sinusoidal oscillation of amplitude A centered at the break in the resistor characteristic.
We now show that the slow iL term is positive if A < s\2L. The slow iL term is Thus our claim is proved. To give the reader a feeling for (AIII.7), we note that -R^/2 < si2L < -R2 for real 5i2-For the rest of this Appendix we restrict our discussion to A satisfying (AIII.7).
AIII.3.2. The Fast Eigenvector
The fast iL term is 
V^T + at
If vco satisfies (AIII.9) and if Region II is extended to the whole plane, then (t™* -°°as t-»«». However we cannot conclude that the trajectory starting at such a vCo does not reenter Region I before it enters Region III.
What we can expect is that for small L and large <o, the difference between the right hand side of (AIII.9) and y(t0) is small since by choosing L small enough the contribution from the fast iL term may be made as large as we desire.
For small L and large o> (AIII.9) becomes
vCo < I0 -Asin((iit0) =: g(t0). (AIII.10)
To see g(t0) is very close to y(t0)> consider iL(t) for small L and large o» (equation (3.3) ). It consists of a slow exponential, a fast exponential and a sinusoid. We consider three cases.
If the fast iL term is zero, vco^giO, and the trajectory will return to Region I. This is true since the slow iL term is positive.
If vco < y(*o)» the fast iL term is negative enough to produce a large, rapid horizontal motion to the left which counteracts any rightward motion due to the slow exponential and/or the sinusoidal terms. In this case the trajectory passes to Region III. 
The third case is a fast ii term in between the two previous cases: y(t0) < vCo < g(t0).

