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Abstract
Generating high-quality images from scene graphs, that
is, graphs that describe multiple entities in complex rela-
tions, is a challenging task that attracted substantial inter-
est recently. Prior work trained such models by using su-
pervised learning, where the goal is to produce the exact
target image layout for each scene graph. It relied on pre-
dicting object locations and shapes independently and in
parallel. However, scene graphs are underspecified, and
thus the same scene graph often occurs with many target
images in the training data. This leads to generated images
with high inter-object overlap, empty areas, blurry objects,
and overall compromised quality. In this work, we propose
a method that alleviates these issues by generating all ob-
ject layouts together and reducing the reliance on such su-
pervision. Our model predicts layouts directly from embed-
dings (without predicting intermediate boxes) by gradually
upsampling, refining and contextualizing object layouts. It
is trained with a novel adversarial loss, that optimizes the
interaction between object pairs. This improves coverage
and removes overlaps, while maintaining sensible contours
and respecting objects relations. We empirically show on
the COCO-STUFF dataset that our proposed approach sub-
stantially improves the quality of generated layouts as well
as the overall image quality. Our evaluation shows that we
improve layout coverage by almost 20 points, and drop ob-
ject overlap to negligible amounts. This leads to better im-
age generation, relation fulfillment and objects quality.
1. Introduction
Synthesizing images from natural language descriptions
has received substantial attention recently [10, 20, 22, 23],
as it requires deep scene understanding and has wide ap-
plicability for content generation. However, it has been
shown that models that accept textual descriptions as their
∗equal contribution
Figure 1. Illustration of the task. Given a scene graph describing
an abstract scene, predict a quality scene layout that is used to gen-
erate a novel image that is realistic and respects scene constraints.
input fail to produce images with multiple detailed objects
with complex relations [20,22,23]. Thus, scene graphs [9],
i.e. graphs where nodes correspond to entities and edges
describe relations between them, were proposed [8] as a
compact intermediate representation of the desired image
(see Figure 1). This use of scene graphs has been widely
adopted [1, 4, 11, 18, 19] and is now a standard for this task.
When generating images from scene graphs (SG), there
are three main desiderata: (i) Photo-realism: the image
should look natural with salient objects, (ii) Correctness:
the image should contain the objects and relations spec-
ified in the SG, and (iii) Diversity: because an SG is an
underspecified representation compatible with many output
images, a model should reflect that in its output distribu-
tion. Current models for SG-to-image generation invariably
combine a supervised learning objective at training time.
Specifically, given an SG and an image they predict for
each object separately the exact location and shape from
the gold semantic layout to produce the ground truth image.
Although this can achieve correctness for simple geometric
relations, it inevitably results in poor quality image-layout
due to the underspecificity of the SG. In particular, com-
mon datasets such as COCO-STUFF [2] contain many dis-
tinct images that are represented by the same SG, thus max-
imum likelihood based techniques result in a blurry average
of object shapes and positions across possible images. Such
generations are likely to exhibit low resolution, low cover-
age (which is defined as the fraction of pixels containing
at least one object) and high inter-object overlap (defined
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as the fraction of pixels containing more than one object).
Moreover, due to the strict specification of the prediction
task, true diversity is inherently impossible.
In this work we propose two main technical contribu-
tions to solve these issues: (i) To address the diversity is-
sue, we reduce the dependence on supervised losses and
shift towards adversarial ones. In particular, rather than pre-
dicting the box and mask of each object according to the
target image, we use an adversarial network as a discrim-
inator. It ensures that the generated object layout is truth-
ful to the required object class in both position and shape
and that the relation between every pair of objects is sen-
sible and obeys the constraints dictated by the SG. (ii) To
address the quality issue, we introduce a novel method to
perform high-resolution instance segmentation generation.
It incorporates the ability of Graph Convolution Networks
(GCNs) [8] to work on variable-shaped structured graphs
and contextualizes the state of all objects with CNN-based
generators. Using this layout refinement network, we fuse
predicted object layouts such that each remains true to its
class and respects its dictated relations, while maintaining
high coverage and few overlaps. We stack multiple copies
of this block and present Contextualized Objects Layout Re-
finer (COLoR): the first model to generate layouts directly
from SGs without any intermediate steps such as boxes and
masks.
In Summary, our contributions are as follows:
1. An architecture for generating instance segmentation
layouts directly from scene graphs.
2. We introduce a new adversarial discriminator to train
models to map SGs to images.
3. Quantitative evaluation metrics to allow fair, repro-
ducible and consistent comparison of models.
4. We show our approach is superior to prior work and im-
proves significantly the quality of the generated layout
and subsequently, the image.
2. Background
We now describe the architecture of prior work, which
we build upon (see Figure 2a-b), and formally define the
task. Figure 2c and §3 describe our architecture.
Problem Setup Our goal is to train a model pθ(I | G, s)
that takes as input an SG and a random seed s and outputs
an image I . Given a vocabulary C of object categories and
a setR of possible relations, an SG is a directed graph G =
(O, E), where each node o ∈ O is an object associated with
a class throughC : O → C, and edges E ⊆ O×O represent
directed relations between objects and are associated with a
type through R : E → R.
During training, the available information for every Im-
age I is a segmentation mask, identifying each pixel in
the image to a unique object and its class. This can be
used to generate multiple SGs for each image by comput-
ing geometric relations between objects and randomly sam-
pling from all possible edges in the complete graph. In
addition, this segmentation mask is used to infer the lay-
outs l1, . . . , ln, masks m1, . . . ,mn, and bounding boxes
b1, . . . ,bn for all objects in the image, as defined below.
Layout Generation An Image Layout is a mapping of
each pixel in the image to a specific object. Given an ob-
ject in the layout, we define an object layout l ∈ [0, 1]H×W
as a mapping over the image, indicating pixels that be-
long to the object. Higher values signify stronger pres-
ence of the object. Ideally (as is the case in the anno-
tated layouts), l is binary. We then define the Object Box
b ∈ [0, 1]4 as the minimal axis-aligned bounding box in
relative coordinates of all active pixels in l. Finally, crop-
ping l using b and projecting it into [0, 1]Wm×Wm (where
Wm < min(H,W ) is some predefined width) we get the
Object Mask m ∈ [0, 1]Wm×Wm , which describes its shape,
with higher-value pixels corresponding to the existence of
the object in said pixel. We note that both b and m are de-
rived uniquely from l, but it is also possible to approximate
l by performing the inverse projection of m into [0, 1]H×W
using the coordinates of b.
Graph convolution network Johnson et al. [8] used
graph convolution networks (GCN) to process the variable-
sized structure of SGs, and to contextualize all objects,
allowing every object in the scene to affect the size, lo-
cation, and appearance of every other object. Given
an SG where nodes and edges are associated with vec-
tor embeddings, the GCN generates new embeddings
for all nodes and edges by contextualizing their embed-
dings. In particular, for every edge in the graph e =
(oi, oj) ∈ E , we represent the edge as a triple of em-
beddings (e0i , e
0
r, e
0
j ) = (E(C(oi)), E(R(e)), E(C(oj))),
where E ∈ R(|C|+|R|)×Din is a learned embedding matrix.
The triple (e0i , e
0
r, e
0
j ) is fed into a kernel that produces new
embeddings (eˆ1i , e
1
r, eˆ
1
j ) ∈ R3×Dout , and all embeddings eˆ1i
that are associated with the same node oi are averaged to-
gether, resulting in a new embedding e1i for that object. This
process continues for k iterations, resulting in an embed-
ding eki ∈ RDout for every oi ∈ O.
Scene Graph to Image Architecture We build on the
architecture SG2Im from Johnson et al. [8] (Figure 2a-b),
which includes the following steps: (a) The SG is aug-
mented with an additional dummy node odummy which is
connected to all other nodes through an outgoing dummy re-
lation rdummy added to every o ∈ O) to ensure graph connec-
tivity. Specifically, G˜ = (O˜, E˜) where O˜ = O ∪ {odummy}
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Figure 2. Visualization of scene graph to image architectures, with the old and new approaches to generate layout. (a) The high level
approach that is shared in all works. (b) SG2Im [8], where layouts are generated by predicting a set of masks and bounding boxes. (c)
COLoR, where the layouts are generated directly from embeddings, without predicting masks or bounding boxes.
and E˜ = E ∪ {(odummy, o)|R(odummy, o) = rdummy, o ∈ O}.
(b) Every node and edge in the SG is replaced by a learned
embedding v ∈ Rd based on its class. (c) The graph is
given as input to a GCN, which produces a new embed-
ding v˜ for each object (node) in the SG. (d) The embed-
dings v˜1, . . . , v˜n are fed into the layout predictor consisting
of two separate decoders (Figure 2b), one predicts a bound-
ing box location bˆi, and another predicts a mask mˆi. Those
are used to compute lˆi as explained above. The embed-
ding v˜i is then multiplied element-wise with lˆi to produce
ˆ`
i ∈ [0, 1]H×W×d. (e) The extended layouts ˆ`1, . . . , ˆ`n
are summed element-wise to produce a coarse image lay-
out lˆ ∈ [0, 1]H×W×d. (f) lˆ is fed along with z random noise
channels into a Cascaded Refinement Network (CRN) [3],
which uses the coarse layout to predict the final image Iˆ .
In [8], the model is trained with six loss functions: three
adversarial loss functions that evaluate object realism, the
ability to correctly classify objects, and image similarity
to real images. The other three use strong supervision and
force the model to predict boxes and masks which are simi-
lar to those in the ground truth image I. Those are:
Lbox =
n∑
i=1
‖bi − bˆi‖2, Lpix = ‖I− Iˆ‖1
Lmask =
n∑
i=1
Wm,Wm∑
h,w
BCE(mi,h,w, mˆi,h,w)
(1)
where bˆi, mˆi, Iˆ are the predicted boxes, masks and Image
and BCE(p, pˆ) = −p log(pˆ)− (1− p) log(1− pˆ).
As evident from the use of the above losses, the model is
expected to learn to predict for all objects the approximate
average box and mask over the images corresponding the
given SG. If the mapping between SGs and images in the
data associates multiple images to every SG, it will result
in poor layouts and images. As can be seen in § 4.1, this is
indeed the case in COCO-STUFF , and the resulting layouts
are poor as can be seen in Figure 3.
3. Method
One major drawback of using the aforementioned super-
vised loss functions is the underlying assumption of a map-
ping from each SG to a unique image layout. Specifically,
it assumes that for every SG there exists (in the dataset) at
most one corresponding image layout. However, as can be
seen in Table 2, this is far from true, as only 73% of the im-
ages contain a (multi) set of objects that is shared with many
other images in the data and may result in identical SGs. In
fact, in COCO-STUFF [2] which is commonly used for this
task, for more than 25% of the SGs, there are multiple dif-
ferent layouts: {(G, l1), . . . , {(G, lm)}, s.t. (i 6= j → li 6=
lj). For almost 10% of the SGs we have m ≥ 10. Thus, a
model that maximizes the likelihood of a layout given an SG
will be pushed towards predicting the mean of the bounding
boxes in the layouts that occur in the training data, and sim-
3
Figure 3. Comparison of layout generation. Layout values are in [0, 1], depicted as color opacity, making overlaps visible as well. Back-
ground is black. Rows from top to bottom: Input Scene graph, true layout, COLoR, SG2Im [8], Grid2Im [1]
ilarly, the average mask. Because the location and shapes
of layout substantially vary across images, the model even-
tually will predict a general location for each object (e.g.,
clouds are usually at the top, and a person is in the middle)
with no distinct shape. This can be easily seen in Figure 3.
To overcome this difficulty, we remove most of the loss
functions that are applied with respect to the exact ground
truth layout used to generate the image (§2) and reduce the
weight of the rest. However, this dramatically reduces the
training signal observed at training time. Instead, we add
an adversarial loss functions that encourages the model to
generate photo-realistic images that respect the original SG,
without forcing it to learn a single SG2Im mapping. The
proposed discriminator are applied on the predicted object
layouts lˆi. We find that some strong supervision is benefi-
cial to cope with issues that are linked to cold-start.
This section covers the overall contributions of this work.
For detailed architecture and training configuration, please
see the supplementary.
Pairwise Layout Discriminator The main source of
training signal in our method is an adversarial network
which teaches the generator to be spatially aware, creat-
ing objects without overlap that respect the relations set by
the SGs. It follows the AC-GAN [14] adversarial loss pat-
tern. Given a pair of neighboring objects in the SG, the dis-
criminator accepts their object layouts li, lj ∈ [0, 1]H×W
and their class labels ci, cj ∈ C. It aims to both classify
whether this pair comes from a real or a generated image
layout, and to correctly classify the relation between the
two. Since low-quality layouts will be easily recognized
as fake, it also improves the quality of all object layouts in-
dividually. In particular, The discriminator Dl performs a
mapping Dl : ([0, 1]H×W , {0, 1}|C|)2 → [0, 1] × [0, 1]|R|.
Let (yˆ, rˆ) = Dr((li, ci), (lj , cj)) be the prediction of the
discriminator (real vs. fake and relation prediction) on its
input. Let r ∈ {0, 1}|R| be the true relation and y = 1real.
LdDl = BCE(y, yˆ) + CE(r, rˆ)
LgDl = BCE(1, yˆ) + CE(r, rˆ)
(2)
where the discriminator trains on real and fake pairs, and
the generator minimizes the loss over generated pairs only.
4
Losses To complement our discriminator and encourage
the generator to produce layouts that assign objects to ev-
ery pixel of the image and refrain from overlap, we intro-
duce the Layout Coverage Regularization. Formally, given
lˆ1, . . . , lˆn ∈ [0, 1]H×W we define the summed image lay-
out Lˆ =
∑n
i lˆi ∈ [0, n]H×W which gives the following
definitions:
Lcoverage =
H,W∑
h,w
1[Lˆh,w ≤ 1] ·
(
1− Lˆh,n
)
(3)
Loverlap =
H,W∑
h,w
1[Lˆh,w > 1] ·
(
Lˆh,n − 1
)
(4)
Lreg = Lcoverage + λ · Loverlap (5)
The loss reaches 0 if the layouts weights in every pixel sum
to exactly 1, and grows as the coverage drops or overlap in-
creases. Since the overlap effect can grow higher than lack
of coverage, we suppress its contribution by setting λ = 0.4
which our experiments show that achieves the best tradeoff
between overlap and coverage regularization.
In addition, we found that when tasked to generate lay-
outs with only the losses in equations (2) and (5), the gen-
erator fails to learn how to create coherent layouts, and the
discriminator falls back to classify fake layouts based on
spurious artifacts in the layouts. We attribute this issue to
cold-start problem, and mitigate it by adding small weight
to an Object Layout loss defined on each predicted object
layout lˆ and the corresponding ground-truth layout l:
Llayout =
n∑
i
‖li − lˆi‖1 (6)
Mapping Embeddings to Layouts Directly In prior
work, boxes bi and masks mi were decoded from object
embeddings v˜i in parallel. Hence, the embeddings v˜i com-
puted by the GCN must encode all the information about the
location and shape of each object, including avoiding inter-
object overlap and maintaining high-coverage of the layout
(i.e. have exactly one object in every pixel). Furthermore,
since the dimension of the mask is Wm × Wm, which is
then warped into H ×W , and Wm  min(H,W ), we can
expect a drop in resolution (i.e. very coarse shapes).
To mitigate these issues while remaining agnostic to
the SG size and structure, we propose an adaptation of
the GCNs technique to improve the object layouts gen-
eration process by contextualizing object layouts on each
other. We name this module Layout Refinement Net-
work (LRN). Formally, given some intermediate object
representations vˆt1, . . . , vˆ
t
n ∈ RCt×Ht×Wt , we describe a
model that predicts the next representations down the line
vˆt+11 , . . . , vˆ
t+1
n ∈ RCt+1×Ht+1×Wt+1 , with Ht+1 = 2 ·Ht,
Wt+1 = 2 ·Wt, Ct+1 ≤ Ct.
vˆt+11 , . . . , vˆ
t+1
n = LRN
t(vˆt1, . . . , vˆ
t
n) (7)
The LRN has multiple stages. First, each representation
vˆtn′ , n
′ ∈ [1, n] is passed through a decoder U that applies a
transposed convolution layer to upsample the representation
by a factor of two, followed by a batch normalization layer
and a ReLU activation; qtn′ = U(lˆ
t
n′). Each pair of upsam-
pled representations ({qti , qtj}|i 6= j ∈ [1, n]) is then passed
through a graph convolution layer. Due to the dimension-
ality of the representations (Ct ×Ht ×Wt), the traditional
dense layers of the graph convolution are replaced with 2D-
convolutional layers:
qti,j , q
t
j,i = GCL
t(qti , q
t
j) . (8)
The pairwise representation are then summed with the ini-
tial representation into a new representation that is contex-
tualized on all objects in the scene.
vˆt+1n′ = q
t
n′ +
1
n− 1
∑
i6=n
qtn′,i +
∑
i6=n′
qti,n
 (9)
In all intermediate stages, the residual sum is followed by a
ReLU activation and in the final stage, a sigmoid is applied
to create the object layout.
Stacking T LRN blocks (where T = log2H − 1 due to
the behavior of transposed convolutions in the first stage),
we skip box and mask predictions Entirely. Instead, our
model (depicted in Figure 2c), generates the layout directly
from object embedding. Samples are shown in Figure 4.
Given embeddings v˜1i of size 1× 1 and depth K = 2T , we
stack T layers of upsampling which reduces the depth by a
factor of two followed by an LRN. The output of the model
is a set of object layouts lˆ1, . . . , lˆn ∈ [0, 1]H×W . In each
stage, the LRN is used to pass information between the lay-
outs which result in a coherent layout exhibiting extremely
high coverage and negligible overlaps. We name our model
Contextualized Objects Layout Refiner (COLoR). To reduce
computational constraints and allow for diversity in the gen-
eration, we sample a random subset of all possible layout
pairs in each layer.
4. Experiments
We train our models to generate 128 × 128 layouts and
use a pretrained SPADE [15] model to generate images out
of them. We show that our model is able to create high-
quality layouts, respecting the constraints set by the SG and
resulting in overall higher quality images compared to prior
work. We compare our results on the validation set against
SG2Im [8] and Grid2Im [1] both with their layout-to-image
models and with the pretrained model used for our layouts.
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Figure 4. Samples of images generated by COLoR. Rows from top to bottom: Input Scene graph, true layout, true image, COLoR layout,
Image generated with pre-trained SPADE [15] over predicted layout
#Images 3 ≤ m ≤ 8 Overlap≤ 10% #Objects
Train 118,280 74,121 70,515 391,556
Validation 5,000 3,074 2,930 16,247
Table 1. Analysis of COCO-STUFF [2]. From left to right: images
in the dataset, images with between 3 to 8 objects, images left after
filtering those with≥ 10% overlap, Total objects in the images left
≥ 1 = 1 ≥ 5 ≥ 10 ≥ 50 ≥ 100
Multisets 58.4K 53.6K 832 265 22 8
Images 73.4K 53.6K 10.2K 6.7K 2.3K 1.4K
(73%) (14%) (9%) (3%) (2%)
Table 2. Analysis of unique object multisets in the filtered COCO-
STUFF [2]. Bucketing images according to the multiset of objects
describing the image, we show the number of buckets containing
≥ x images, and the number of images contained in those buckets.
4.1. Dataset
As in [1, 8], we perform our experiments on the 2017
COCO-STUFF dataset [2]. This dataset contains a subset
of the images in COCO [12] with additional 91 stuff cate-
gories. In particular, it contains 118K train images and 5K
validation images, annotated with 80 thing categories (e.g.
person, cat, bicycle etc.) and 91 stuff categories (e.g. sea,
sand, tree etc.). Each image contains a complete segmen-
tation mask, along with each object’s bounding box. Fol-
lowing [8], we ignore objects covering less than 2% of the
image area, and only consider images with 3 to 8 objects.
In addition, we have found that a significant portion of the
data contains incorrect segmentation masks with high inter-
object overlap. To ignore these cases, we remove any im-
age which has more than 10% of its area mapped to mul-
tiple objects. Table 1 details the number of examples we
are left with at each stage. We then use the heuristic de-
fined in [8] to compute for each pair of objects a geometric
relation out of left of, right of, above, below, inside, and
surrounding and use it to create a complete directed syn-
thetic SG. Following previous work [8], we then randomly
sample an undirected spanning tree. We then continue to
sample edges without replacement, until we reach the num-
ber of requested edges (by default, n). Finally, for each
undirected edge, we randomly sample a direction and thus
create a weakly-connected directed graph over the objects.
COCO scene graphs As discussed before, previous work
relies on the assumption that each SG in the dataset matches
6
Layout Image
Model COV↑ OVL↓ DEC↑ GRS↑ FID↓ DIV↑
B
as
el
in
es
SG2Im† [8] 0.76 0.18 0.83 0.62 124.3 0.0
SG2Im∗ [8] 0.81 0.14 0.85 0.89 148.3 0.05
SG2Im∗+SPADE == unchanged == 97.7 0.05
Grid2Im† [1] 0.81 0.17 0.98 0.94 96.4 0.0
Grid2Im†+SPADE == unchanged == 106.6 0.0
O
ur
s
COLoR 128× 128 0.99 0.0 1.0 0.97 95.8 0.13
- LDl 0.99 0.0 1.0 0.55 102.9 0.09
- Llayout 0.82 0.0 1.0 0.60 122.7 0.50
COLoR 64× 64 0.99 0.0 1.0 0.97 90.3 0.13
- LDl 0.99 0.0 1.0 0.53 93.5 0.06
- Lreg 0.74 0.33 0.95 0.80 160.9 0.07
Table 3. Layout quality evaluation with Coverage (COV), Overlap,
(OVL) Decisivness (DEC) and Geometric-Relation-Score (GRS).
Image quality evaluation with FID and Perceptual Diversity (DIV).
†Pretrained available model. ∗Trained by us with the parameters
of the original paper, over our dataset on 128× 128.
exactly one image. Table 2 examines this assumption over
COCO-STUFF . For each image in the dataset, we construct
a unique description of the multiset of objects in the image
(i.e. type of object and count). We then bucket the images
based on this description and analyze how many images fall
in the same bucket. We can see that only 73% of the sam-
ples are uniquely described, and almost 10% of the samples
are part of buckets that include more than 10 different im-
ages with the same objects. Identical multisets do not en-
tail identical SGs. However, randomly sampling pairs from
the same bucket shows that in almost 100% of the cases the
SGs are indeed identical. This is because: (1) SGs are rather
sparse and thus not very restrictive and (2) In most images
there are a few foreground objects (i.e. things) and a few
background objects (i.e. stuff). Most background objects
have the same relation to all other objects (e.g., sky is above
almost everything, sand is under etc.).
4.2. Evaluation
To evaluate the generation quality, we use common met-
rics for quality and diversity evaluation. In Addition, we
use multiple metrics to evaluate the quality of the gener-
ated layouts and the adherence of the generations to the re-
lation constraints. We evaluate against the pretrained mod-
els of [1, 8], and train the baseline model of [8] to produce
images of higher resolution for fair comparison. The evalu-
ation on all benchmarks can be seen in Table 3.
Layout generation evaluation To evaluate the quality
of the generated layouts, we measure the average coverage,
overlap, and decisiveness of the layouts. Coverage ranges
between 0 to 1 where higher values are better as it means
the layout does not contain empty spots. Overlap measures
if multiple objects occupy the same pixel which we wish
to avoid. The decisiveness measure evaluates how close to
binary object layouts are the predictions (i.e. how decisive
the generator is in deciding the pixels’ pertinence).
Formally, given predicted lˆ1, . . . , lˆn ∈ [0, 1]H×W we
threshold the layouts lˆti,h,w = 1
[
lˆi,h,w ≥ t
]
setting t = 0.5
to get lˆt1, . . . , lˆ
t
n ∈ {0, 1}H×W and define:
coverage =
1
H ×W
H,W∑
h,w
1
[
n∑
i
lˆti,h,w ≥ 1
]
, (10)
overlap =
1
H ×W
H,W∑
h,w
1
[
n∑
i
lˆti,h,w ≥ 2
]
. (11)
The decisiveness of the layouts ranges in [0, 1] where higher
values means closer to binary (i.e. better) and is defined as:
decisiveness =
4
H ×W
n,H,W∑
i,h,w
(0.5− lˆi,h,w)2. (12)
Finally, to evaluate the model compliance with relation con-
straints, we define the Geometric-Relation-Score (GRS).
Given a pair of predicted object layouts lˆi, lˆj , we com-
pute the minimal axis-aligned bounding rectangle that con-
tains all pixels with values above 0.5, and projecting it to
Wm × Wm to get a mask. We then use the same heuris-
tic that was used in the construction of the dataset to infer
the relations between objects in the predicted layouts, and
define the geometric relation score as the accuracy of these
predictions. Although [19] also suggested a similar Rela-
tion Score, their method does not work when evaluating ob-
ject layouts and is applicable only for generators who’s final
prediction is a box and a mask. Since our methods gener-
ate the final layouts which are not bound to a box and mask
prediction, the score had to be modified.
Image generation evaluation To evaluate the quality of
the generated images, we use the common FID score [6].
We augment this evaluation with the diversity measure sug-
gested by [1], which relies on the Perceptual Similarity
measure [24]. The diversity measure generates multiple im-
ages from the same SG, and measures the average distance
between every pair of generated images using [24], where
higher distances are correlated with higher diversity. Since
scene images are comprised with multiple objects, we do
not measure the Inception-Score [16], since it has an under-
line assumption that the images contain a single object.
Ablation study and other variants To study the effects
of our contributions, we perform an ablation study in which
either theLDl loss or theLreg are removed from our COLoR
model (the rest of the loss terms are kep as-is).
To show that improvements in the final image quality are
due to improved layouts, and not solely due to SPADE’s
[15] superiority over the prior work’s layout-to-image net-
works, we evaluate SG2Im [8] layout by replacing its CRN
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[17] with the pre-trained SPADE model we apply over our
layouts. Similarly, we replace the Pix2Pix [7] model used
by Grid2Im [1] and evaluate the image generation quality.
In SG2Im [8], the CRN was trained on the ground truth lay-
out and thus is agnostic to the replacement and does see a
big improvement. However, Grid2Im [1] employs a special-
ized Pix2Pix module, and trains in an end-to-end fashion,
where images were generated based on the predicted lay-
outs, and the object’s quality is optimized with dedicated
adverserial networks. Thus, it is expected that this model
will not gain by this replacement.
4.3. Results
The results of our experiments are shown in Table 3.
Layout generation It is clear that our method achieves
the best performance on the layout generation benchmarks.
It predicts layouts that have both high coverage and low
overlap between the objects. In addition, the layouts are ex-
tremely decisive and fulfill the geometric relations specified
by the SG. It can be seen that training without the pairwise
layout discriminatorDl makes a negligible difference in the
overlap and decisiveness, but greatly reduces the GRS.
Image generation quality The image generation quality
of our model is preferable compared to the baselines ac-
cording to both the FID measure and the diversity score.
This remains true for both their original generators and
when the pre-trained SPADE was employed. Our 128×128
model achieves an FID and diversity score of 95.8 and 0.13
respectively. We have found that the FID score is heav-
ily dependent on the type of generator and not necessarily
on the quality of the layout, which was the main focus of
this work. Both SG2Im and Grid2Im scored differently us-
ing their own generators compared to using the pre-trained
SPADE. However, SG2Im score improves while Grid2Im
suffers. Examining our models’ scores with different res-
olutions, we observe that lower resolutions receives favor-
able results, which is opposite to common sense that image
quality improves in higher resolutions. Due to this com-
plex task, we conclude that even though FID was favor-
able towards us, it is not a conclusive benchmark for this
complex task, and it is for future work to construct a more
meaningful evaluation metrics for this task. Our model also
shows more diversity generating multiple images from the
same SG than the baselines. It should be noted that one of
the ablations (– Llayout) scored very high on the diversity
benchmark due to its failure to generate reasonable layouts
consistently, which means that diversity on its own is not
sufficient.
5. Related Work
Text to image is the task of generating images from a
text description of the scene in the image. The genera-
tion pipeline involves two stages: 1) Encoding the text to
a latent vector representation. 2) Generating an image con-
ditioned on the latent vector. Some notable work on im-
age generation from object descriptions has been done by
[13, 20, 22, 23] and from scene description in [10].
Layout to image generation substantially improved in
recent years. [7] presented pix2pix which was a baseline to
numerous enhancements. Starting from [8], most work on
SG-to-image utilized CRN models by [3]. A more recent
approach that was quickly adopted is SPADE [15].
Scene Graph [9] used scene graphs for image retrieval.
[8] proposed the first model to generate images from SGs.
[19] added spatial relation heuristics. [11] proposed stitch-
ing stored crops to create realistic images. [1] augmented
SG2Im with external information such as location, size
and style attributes and [4] improved generation in packed
scenes by enriching the SGs with inferred relations. The in-
verse task of generating SGs from images or image layout
was also explored in work such as [5, 21].
6. Future Work
When examining the results, it is obvious there is still
significant room for improvement in generated objects’
quality. We suspect that one core issue of the task lies in
the dataset used, as very often the layouts contain close-up
snapshots, partial entities and inaccurate labeling. More-
over, complex objects such as people, can appear in many
forms (e.g. standing, sitting, head-shot etc.) and the differ-
ent generators struggle to create detailed shapes for different
scenarios. Though discriminators were applied on objects’
masks before, there is still a big gap to bridge.
Modeling complicated semantic relations rather than
simple geometric ones is another area that is lacking. In
this work we showed how our pairwise layout discrimina-
tor is able to teach the model to produce accurate layouts
respecting the SGs constraints, and it would be interesting
to apply the same technique on relations that are not purely
geometric such as ’X chasing Y’ or ’X petting Y’.
Finally, fine-tuning the SPADE model on the layouts
generated by the model would be beneficial.
7. Conclusions
In this work we presented a new approach for scene
graph to layout generation, showing the importance of loss
functions that do not assume a one to one mapping, and
the need to attend to all objects simultaneously to produce
quality layouts. We presented a new technique to refine
layouts, and showed how it can be used to train a model
to directly predict object layout from an abstract scene de-
scription. This method achieves a sizable improvements in
the layouts’ quality compared to prior works, resulting in
accurate and photo-realistic images. In addition, we also
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presented multiple quantitative evaluation criteria to mea-
sure reliably and reproducibly the quality of the generation
in different aspects, reducing reliance on user-studies and
allowing trustworthy comparisons between techniques.
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A. Training configurations
Our model is trained for 500,000 iterations on a single
RTX 2080TI GPU. For optimization, the Adam optimizer
was used with lr=1e-4 for all modules. The batch was se-
lected according to the resolution in order to fit all compo-
nents into the GPU. For the 64 resolution, we used batch
size of 12 and for the 128 resolution it was 4. Note that
most modules operate on the object level and not on the
image level and therefore their effective batch size is the
number of objects in the batch, which varies between each
batches and is roughly x5 the batch size. The graph convo-
lution modules and the pairwise mask discriminator operate
on object pairs, so their effective batch size is roughly x25
the batch size. Other optimization techniques, such as gra-
dient norm clipping, with clip value of 1, and weight decay
of 0.01, were applied as well. All loss weights are 1, except
for the regularization Lreg, which is 0.2.
B. Architecture details
As stated in the paper, the detail of each sub-module is
presented in this section.
Graph Convolution Network Our graph convolution
network follows the same architecture of [8]. The graph
convolution consists of five identical graph convolution lay-
ers. Each layer accepts embeddings of size 128 and outputs
embeddings of the same size. Each pair of objects that are
connected by a relation in the scene graph are used to form a
triple (eti, e
t
r, e
t
j). The triple is then passed into a two-layer
fully connected sub-network with dimensions 3·128→ 512
and 512→ 2 · 512+128. 128 features of the output are fed
into the new representation of the relation (et+1r ) of the next
stage of the graph convolution network. The other 1024
features are split into two embeddings of 512 which rep-
resent the embeddings (eti, e
t
j) after the graph convolution.
Since each object can be present in multiple pairs, all occur-
rences of each object are merged with an average pooling
operation into a new intermediate representation hti of size
512. Finally, we apply a second fully connected network
with dimensions 512 → 512, 512 → 128 on the interme-
diate representations to construct the change in the object
embedding δeti . The new e
t+1
i representation is computed
by adding δeti to the old representation e
t
i, thus acting as a
residual connection. Inside the graph convolution, a ReLU
activation is applied after each fully-connected layer.
Layout Generator Our layout generation follows a graph
convolution approach, instead of the parallel mask and
bounding box prediction of previous methods. As de-
scribed in the paper, the model applies a series of Lay-
out Refinement Networks (LRN). Each LRN consist of
a decoder U : RCt×Ht×Wt → RCt+1×Ht+1×Wt+1 ,
with C = [256, 128, 64, 32, 16] for 64 resolution and
[256, 128, 64, 32, 16, 16] for 128. The upsampling is done
with a transposed convolution with kernel size 4, stride 2,
and padding 1. The convolution is followed by batch nor-
malization and ReLU activation. Following the upsampling
operation, comes a graph convolutional layer. Similarly to
how it is applied on the embeddings, the graph convolu-
tion accepts pairs of object representation. However, the
reliance on relational information is dropped, and the pairs
are concatenated without it. Since we are not dependant on
the relation, we create the pairs arbitrarily in each stage, in-
stead of following the relations. This helps to make sense
between layouts of objects that might not be connected in
the initial scene graph, but should still respect each other.
The graph convolution is then applied as a two-layer convo-
lutional network with dimensions 2 ·Ct → Ct, Ct → 2 ·Ct.
Each layer has a kernel size 3, stride 1, and padding 1.
Again, after each convolution a batch normalization and a
ReLU activation is employed. After the graph convolution,
the outputs of each object are merged by average pooling
and summed with the input as a residual connection. To re-
duce computations, we do not perform the graph convolu-
tion at every stage. Instead, in the first four stages we apply
graph convolution at every second upsampling operation.
Thus, the first and third stages have their graph convolution
skipped.
Pairwirse Layout Disciminator The pairwise discrimi-
nator accepts pairs of object layouts that are connected by
a relation in the scene graph. The discriminator predicts
if the layouts are real or not and predicts the relation as an
auxiliary task. The discriminators is a CNN with the dimen-
sions 8, 12, 16, 32, 32. Each layer has a kernel size 4, stride
2, padding 1. After each convolution layer comes a batch
normalization layer and a ReLU activation. The output of
the CNN is then flattened and passed into a fully-connected
module that predicts the ”realness” of the layout and the re-
lation. The dimensions of the fully-connected module are
[1024, 512, 7], where the last dimension represents the six
relations and the binary real/fake prediction.
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