Abstract: Robust face recognition (FR) is an active topic in computer vision
3 occlusions, including real disguise, continuous occlusion, pixel-wise corruption with unknown location and unknown intensity, etc.
FR methods based on local features (e.g., local binary pattern [42] , line edge map [44] , parabola edge map [45] , and oriented edge magnitude feature [46] ) have also been proposed. For example, Gao and Leung [44] proposed to represent face images by line edge maps and recognize face images by minimizing the line segment Hausdorff distance. In order to encode not only local structure but also global structure of a face image, Chen and Gao [43] proposed the Stringface based on face edge/line features, and transformed FR as a string-to-string matching problem. Although edge feature such as Stringface [43] is robust to some types of face variations (e.g., lighting changes) to some extent, it cannot handle facial occlusion with random block and random pixel corruption, where accurate edge detection is very difficult to achieve [47] .
SRC based FR has been attracting much attention from researchers due to its promising results to recognize occluded face images. Many related works have been developed, such as the l 1 -graph for image classification [8] , kernel based SRC [9] , Gabor feature based SRC [10, 48] , robust sparse coding (RSC) [24] , robust alignment with sparse and low rank decomposition [25] , joint dimension reduction and dictionary learning [49] , face and ear multimodal biometric system [50] , etc. In particular, the RSC method [24] has shown excellent results in FR with various occlusions. From the viewpoint of maximal likelihood estimation, the l 1 -norm or l 2 -norm characterization of the representation residual is only optimal when the residual follows Laplacian or Gaussian distribution, thus Yang et al. [24] used a robust regression function to measure the representation residual. Although the RSC method has high recognition accuracy, it is also very time-consuming, like SRC.
Very recently, Zhang et al. [12] verified that it is not the sparse representation (i.e., the l 1 -norm sparsity imposed on the coding coefficients) but the collaborative representation (i.e., using the training samples from all classes to collaboratively represent the query face image) that plays the key role in SRC for face classification. Zhang et al. then proposed to use the l 2 -norm to regularize the representation coefficients, and the so-called collaborative representation based classification with regularized least square (CRC_RLS) method achieves similar accuracy to SRC but with significantly less computational cost [12] .
In CRC_RLS, the coding residual is modeled by l 2 -norm. Although it achieves reasonable performance in FR with real disguise (e.g., sunglass and scarf) on the AR database, it cannot robustly deal with other types of face occlusions (e.g., random corruption, random occlusion). If we use l 1 -norm to model the representation residual for robustness to occlusion, this will increase much the computational cost. It is therefore very important for us to develop a robust but fast FR scheme to handle face occlusion. This is the motivation of our work.
When a query face image is represented as a linear combination of non-occluded face images, the representation residual actually can be used to detect many face occlusion pixels because those occluded pixels tend to have larger reconstruction errors than the normal non-occluded pixels. Therefore, if we can detect and remove these pixels from the face representation, more robust FR results can be obtained. However, different face features, such as eyes, nose, mouth and cheek, will have different representation accuracy and thus we cannot use a single threshold to detect the face occlusion pixels. In this paper, we propose to learn a face coding residual distribution map from the training samples by coding them over a dictionary, which is also learned from the training samples. Then for a given query image, it is coded over the learned dictionary, and is then adaptively masked based on its coding residual and the pre-learned coding residual map. By removing the detected occlusions, the query face image can then be robustly represented and classified. Although the idea of our occlusion detection method is quite simple, our experimental results showed that the proposed scheme can achieve competitive results with other well-known and robust FR methods in terms of both speed and accuracy.
The rest of this paper is organized as follows. Section 2 briefly introduces the main procedures of SRC and CRC. The proposed error map learning method is presented in detail in Section 3. Section 4 introduces the spatially adaptive masking. Section 5 conducts extensive experiments to test the proposed method and compare it with other well-known methods. Finally, Section 6 concludes this paper.
In [7] arg min
where γ is a scalar constant. The classification is done by To make SRC robust to face occlusion, an identity matrix I is introduced as a dictionary to code the occluded pixels [7] : 
Actually Eq. (3) is essentially equivalent to:
Since both the coding coefficient and coding residual are modeled by l 1 -norm, the complexity of SRC is very high.
Though the role of sparse representation in robust FR is much emphasized in [7] , Zhang et al. [12] verified that it is the collaborative representation mechanism (i.e., representing the query image collaboratively using all training samples) in SRC that affects much FR. The l 1 -norm sparsity on the coding coefficients is not that crucial to FR. Zhang et al. proposed to simply use the regularized least square to code the query image, and the so-called CRC_RLS scheme represents y as [12] { } 
The classification in CRC_RLS is similar to that in SRC. 6 The complexity of CRC_RLS is significantly lower than SRC because α can be simply calculated as ˆ= ⋅ P y α , where
Ι A can be pre-calculated and it is independent of y. However, CRC_RLS has no special settings to deal with occlusion and it is less robust to occluded faces.
3
Coding residual map learning
Dictionary learning
In representation based FR, the recognition is performed by coding the query image over a dictionary.
One straightforward way is to use the original training samples as the dictionary, such as in SRC [7] and CRC_RLS [12] . Since the training samples are generally non-occluded face images, the occluded pixels in a query image usually cannot be well reconstructed by the non-occluded samples and thus they will have big reconstruction errors. Intuitively, we can use the coding residual to detect the occluded pixels (for example, by setting a detection threshold), and then mask the detected occlusion pixels from the face coding to achieve robust FR.
However, the face has various features, e.g., eyes, nose, mouth and cheek, which will have different variances of coding residuals. Therefore, it is hard to use a global threshold to effectively detect the occlusions in different facial areas. In order to make the occlusion detection more accurate, knowing the coding residual variances of different facial features is important such that spatially adaptive occlusion detection can be carried out.
To achieve the above objective, we can learn a dictionary from the training samples, and use this dictionary to code the training samples. The variances of coding residuals can then be computed to build the coding residual map. By coding a query image over this dictionary and with the learned coding residual map, the occlusion pixels can then be adaptively detected. In addition, compared with using the original training samples as the naïve dictionary for face representation, dictionary learning can also bring advantages such as removing noise and trivial structures for more accurate face representation, as well as making the representation more discriminative.
Many dictionary learning methods have been proposed for image processing [13] [14] [32] [33] and pattern recognition [15-16, 34, 49] where D i is the class-specified sub-dictionary associated with class i. The dictionary D is learned from the training dataset A. In general, we require that each column of the dictionary D i is a unit vector, and the number of atoms in D i is no bigger than the number of training samples in A i .
We denote by X i the coding coefficient matrix of A i over D, and
is the coding matrix of A i over the sub-dictionary D j . We propose to learn the dictionary D by optimizing the following objective function:
and i X is the column mean matrix of X i , i.e., every column of i X is the mean vector m i of all the columns in X i . The parameters λ 1 and λ 2 are positive scalar numbers to balance the F-norm terms in Eq.
(6).
From Eq. (7), one can see that the term R i (D) ensures that the training samples from class i (i.e., A i ) can be well reconstructed by the learned sub-dictionary D i , while they have small representation coefficients on the other sub-dictionaries D j , j≠i. Therefore, the learned whole dictionary D will be discriminative in terms of reconstruction. On the other hand, the term (6) will make the representation of samples from the same class close to each other, reducing the intra-class variations.
Finally, we use the F-norm, instead of the l 1 -norm, to regularize the coding coefficients X in Eq. (6), and this significantly reduces the complexity of optimizing Eq. (6).
The objective function in Eq. (6) is a joint optimization problem of D and X, and it is convex to D or X when the other is fixed. Like in many multi-variable optimization problems, we could solve Eq.(6) by optimizing D and X alternatively from some initialization. Since in each step, the optimization is convex and all the terms involved are of F-norm, the optimization can be easily solved. The learned dictionary D will be different by using different settings of parameters λ 1 and λ 2 . Our experimental results show that the final FR rates are not sensitive to λ 1 and λ 2 in a wide range. In our experiments, we set them as λ 1 =0.001 and λ 2 =0.002 for all the databases by experience.
Residual map learning
Once the dictionary D is learned from the training dataset A, it can be used to code a given query sample y by { } arg min
The solution α can be easily calculated as ˆ= ⋅ α P y , where the projection matrix ( )
We can then calculate the coding residual − y e = y Dα .
When there are occlusions in the query image y, its coding residual at the occluded locations will probably exceed the "normal range". Therefore, if we know the "normal range", more specifically the standard deviation, of each element of e y , we can adaptively detect the occlusions in y.
Obviously, the deviation of coding residual will vary with different facial areas. In most cases, the areas such as eyes and mouth will have bigger residual than the areas such as cheek because they have more edge structures which are more difficult to reconstruct. This coding residual deviation map can be learned by coding the training samples in A over the dictionary D. There is { } 2 2 arg min
Clearly, ˆ= ⋅ Λ P A , and the coding residual matrix is = − E A DΛ .
Each row of E, denoted by e k , contains the coding residuals of all face samples at the same location k, and thus its standard deviation can be used to define the normal range of the coding residual at this location. Denote by σ k =std(e k ) (10) the standard deviation of e k , and then all the σ k together will build a coding residual map, which indicates the normal range of coding residual at each location. Certainly, from Eq. (9) we know that the residual map depends on the parameter γ, and Fig. 1 shows several residual maps calculated on the AR database [17] with different values of γ. It can be seen that the different face structures will have different residual deviation, while the residual map varies with γ. Therefore, a suitableγ must be determined for robust FR. We determineγ by checking which value of γ can make the coding in Eq. (9) optimal. It can be empirically found that the coding residuals in E and the coding coefficients in Λ are nearly Gaussian distributed. We assume that the residuals in E and the coefficients in Λ follow i.i.d. Gaussian distributions, respectively. Based on the maximum a posterior (MAP) principle, the desired coefficients Λ should make the probability P(Λ|A) maximized. According to the Bayesian formula and after some straightforward derivations, the parameter γ which could lead to the MAP solution of Λ should satisfy 2 2
In implementation, we use a set of different values of γ to code A by Eq. (9), and the corresponding coefficient Λ and residual E can be obtained. Then we could check if the used γ is close enough to the associated γ opt in Eq. (11) . The γ which is close to its associated γ opt the most is then used to compute the residual map elements σ k . Recognition with adaptive masking
Detecting the occlusion pixels
Once the residual map is learned, we can use it to detect the occluded outlier pixels in the query image y based on its coding residual e y . Intuitively, at location k, if |e y (k)| is much bigger than σ k in the residual map, it is highly possible that pixel k in y is occluded. It is empirically found that the coding residual at location k, i.e., e k , approximately follows zero-mean Gaussian distribution, while the shape of the Gaussian distribution is controlled by σ k . Fig. 2 plots the histograms of e k at three different types of areas, eye, nose and cheek, respectively. We can see that the distributions are Gaussian like, and the eye and nose regions have much higher standard deviation values than the smooth cheek area. It is known that most of the values of a Gaussian distribution will fall into the interval bounded by several times of its standard deviation. Therefore, if a pixel at location k is occluded, the coding residual at this location will often exceed the normal range, and |e y (k)|>cσ k is very likely to happen, where c is a constant. In this paper, we use the following simple rule pixel k is occluded if |e y (k)|>cσ k (12) to detect the occlusions. This occlusion detection rule is rough, however, it makes the detection efficient and it is able to remove a large portion of occluded pixels and improve the recognition rate significantly, as will be seen in our experimental results.
Masking and coding
After detecting the occluded pixels in y, we can partition the query image y into two parts: Since the occlusion in the query image will reduce the FR accuracy, obviously we can exclude y oc from coding and use only y nc to recognize the identity of y. Therefore, the coding after masking is performed as: 
Since P nc depends on the input query sample y and it cannot be pre-computed, the calculation of ˆn c α is the most time-consuming step of our proposed scheme. The detailed complexity analysis will be made in Section 5.5, and the running time comparison will demonstrate that the proposed scheme is much faster than state-of-theart robust FR methods with comparable FR accuracy.
Classification
After ˆn c α is obtained by solving Eq. (13), the coding coefficient and class-specific coding residual can be used to determine the identity of query image y. The class-specific coding residual can be calcu- 
where weight w is a constant. The identity of the query image is then determined by: identity(y) = argmin i {f i }.
Experimental results
In this section, we perform extensive experiments on benchmark face databases to demonstrate the performance of our proposed algorithm. We first discuss the parameter selection in Section 5.1; in Section 5.2 we test the proposed algorithm on two databases (AR [17] and MPIE [18] ) without disguise and occlusion; in Sections 5.3 and 5.4, we test the proposed method on three databases, AR, Extended Yale B and MPIE, with disguise and occlusion; finally, we will discuss the computational efficiency of the proposed method in Section 5.5.
Parameter selection
There are five parameters in our algorithm: λ 1 and λ 2 in Eq. (6), γ in Eq. (9) and Eq. (13), the constant c in Eq. (12) and the weight w in Eq. (14) . Among these parameters, λ 1 and λ 2 are related to dictionary learning, and w is related to the distance measurement. Based on our experimental experience, we simply fix λ 1 =0.001, λ 2 =0.002, and w=0.1 on all datasets. As discussed in Section 3.2, the value of γ is automatically determined by Eq. (11) in the training phase.
The value of c is critical in detecting the occlusion points. If c is too small, too many points will be regarded as outlier; if c is too large, fewer outliers will be detected. Fig. 3 shows some detection examples. If no specific instruction, in our following experiments, c is set as 2, 1 and 1 in the AR, Extended Yale B and MPIE databases, respectively. 
Recognition without occlusion
Although our algorithm is mainly designed to handle occlusion, it can also be applied to recognize normal face images. In clean face images without occlusion or disguise, there are still some pixels which may lead to recognition error, and they can be viewed as outliers. We can detect these pixels by using our proposed method and exclude them from recognition. In this section, we evaluate our algorithm in the popular databases AR and MPIE.
a) AR database:
The setting in our experiments is the same as in [7] . A subset in AR [17] that contains 50 males and 50 females with only illumination and expression variances is used. For each individual, the seven images from Section 1 are used as training samples while the other seven images from Section 2 are used for testing. The original face image is downsampled to 36×22 in our method.
The best results of competing methods, including the nearest neighbor (NN) classifier, SRC [7] , CRC_RLS [12] , RSC [24] and the proposed method, are presented in Table 1 . In addition, to more clearly show the advantage brought by the learned residual map, we also present the result of CRC_RLS coupled with an outlier detector by global thresholding. That is, we first remove the pixels whose representation residuals are larger than a predefined global threshold, and then classify the face image using the remaining part by CRC_RLS. We call this global thresholding based scheme CRC_RLS_GT. In the following experiments, we report the best results of CRC_RLS_GT by choosing a suitable threshold.
CRC_RLS, CRC_RLS_GT, and the proposed method have similar reconstruction strategy, while the proposed method achieves higher recognition rate. This demonstrates that the proposed outlier pixel detection method can remove some insignificant (even negative) pixels in the face images, and hence improve the recognition rate. Using a global threshold to remove the outlier pixels is not helpful, and CRC_RLS_GT has the same accuracy as CRC_RLS. Compared with NN and SRC, the proposed method also achieves about 23.8% and 1.8% higher recognition rate. The accuracy of the proposed algorithm is only slightly lower than RSC, whose complexity is much higher than our method (please refer to Section 5.5. for the running time comparison). expression of each subject as the training set. For testing set, 4 images of illuminations taken with smile expressions from each person in the same session are used. The face images are directly downsampled to 25×20. Table 2 shows the recognition rates of different methods. Again, the proposed method achieves the second best recognition rate, just after the RSC scheme. 
Recognition with real disguise
As in [7] , a subset from the AR database, consisting of 50 male and 50 female subjects, is used here.
800 images (about 8 samples per subject) of non-occluded frontal views with various facial expressions in both sessions are used for training, while the samples with sun glasses and scarves (1 sample per subject) in both sessions are used for testing. Fig. 4 shows some example query images with disguise. The images are directly down-sampled to 42×30 with normalization. The occlusion pixels detected by the proposed method are illustrated in Fig. 5 . It can be seen that the proposed algorithm detects many outlier points, and also makes some wrong judgments. Fortunately, occluded parts are detected as outliers more often than non-occluded parts. For smaller ratio of occlusion (e.g., sunglasses disguise), the detection result is more accurate (see Figs. 5(a) and 5(c)); but when the occlusion ratio is large (e.g., the scarf disguise), the detection result is less accurate (see
Figs. 5(b) and 5(d))
. It should be stressed that our goal is to introduce a robust and efficient FR scheme instead of occlusion detection.
The recognition rates by competing methods are listed in Table 4 . Although the occlusion detection is not accurate enough, the proposed scheme can still obtain much better results than all the competing methods except for RSC. By detecting outlier pixels with a global threshold, the CRC_RLS_GT method could improve the performance in some case (e.g., FR with sunglasses), while the proposed adaptive thresholding method can achieve 15% higher accuracy than CRC_RLS_GT in the sunglass case. Again, although the RSC method has the highest accuracy, we would like to emphasize that it has much higher complexity than the proposed method. 
Recognition with random block occlusion
In this section, we test the robustness of our algorithm to random block occlusion. As in [7] , Subsets 1 and 2 of the Extended Yale B database [6] are used for training and Subset 3 for testing. Each testing sample will be inserted an unrelated image as block occlusion, and the blocking ratio is from 10% to 50% as illustrated in Fig 6. The images are cropped and down-sampled to 48×42.
All training and testing samples are normalized to reduce the effect of illumination variance. The occlusion detection results of the example images in Fig. 6 are shown in Fig. 7 . The recognition rates by the competing methods are listed in Table 4 . We can see that when the block occlusion ratio is low, all methods can achieve good recognition accuracy; when the block occlusion ratio increases, the accuracy of NN, CRC_RLS and SRC will decrease rapidly, while RSC and the proposed method can still have good results. Meanwhile, the proposed method performs much better than the global thresholding based CRC_RLC_GT (e.g., over 5% and 7% improvements in 40% and 50% block occlusion, respectively). When the occlusion ratio is 50%, the proposed method surpasses SRC more than 10%, while being only about 6% lower than RSC. 
Recognition with random pixel corruption
In this section, we evaluate the robustness of the proposed method to random pixel corruption. As in [7] , we still use Subsets 1 and 2 (717 images, normal-to-moderate lighting conditions) of the Extended Yale B database [6] for training, and use Subset 3 (453 images, more extreme lighting conditions) for testing. The images were resized to 96×84 pixels. For each testing image, we replaced a certain percentage of its pixels by uniformly distributed random values within [0, 255] . The corrupted pixels were randomly chosen for each test image and the locations are unknown to the algorithm. Some corrupted face images are shown in Fig. 8 , from which we can observe that it is difficult to recognize the corrupted face images even for humans.
The recognition rates of all competing methods under different corruption ratios (from 0% to 70%) are listed in Table 5 . Here we set c as 6 in all tests. The proposed method, SRC and RSC all achieve 100% FR rates when the corruption ratio is from 0% to 40%. When the corruption ratio is 50% or 60%, the performance of the proposed method is still very close to RSC and SRC. Meanwhile, the proposed method clearly outperforms NN, CRC_RLS, and CRC_RLS_GT. 
Complexity analysis
From the experimental results in Sections 5.2~5.5, we see that the proposed method's recognition accuracy is only slightly lower than RSC but much higher than SRC (in most cases) and CRC_RLS, which are among the state-of-the-art methods. Let's then compare the time complexity and running time between our method and SRC, CRC_RLS and RSC. (Note that the complexity of CRC_RLS_GT is the same as the proposed method.)
The computational cost in our method mainly comes from solving Eq. (13) . The solution of Eq. (13) can be written as
Eq. (15) [21] and SRC with fast homotopy [22] (for other fast l 1 -norm minimization methods please refer to [23] ), and our proposed algorithm in three experiments, which are conducted under MATLAB programming environment on a PC with Intel R Core 2 1.86 GHz CPU and 2.99 GB RAM. The settings are the same as those in previous sections, i.e., AR with sunglass disguise, Extended Yale B with 50% occlusion, and MPIE without occlusion. All samples are directly down-sampled from the original face images. The reported running time is the average time consumed by each testing sample. From Tables 6~8, we can make the following conclusions. First, in all the experiments, RSC always achieves the best recognition rates, while the proposed method always has the second best recognition rates. However, the speed of our method is hundreds of times faster than RSC. Second, CRC_RLS is the fastest algorithm among all the competing methods. It has similar recognition rate to our proposed method for FR without occlusion (refer to Table 8 ), but has much worse recognition rates than ours for FR with occlusion. Third, SRC implemented by homotopy techniques has similar running time to our method, whereas its recognition rates are lower than our method, especially for FR with occlusion. Finally, SRC implemented by l 1 _ls is very slow without improving much the recognition rates compared to SRC implemented by homotopy. In summary, the proposed method achieves a very good balance between robustness and efficiency. In practical FR applications, the database can be of large scale, and our method could lead to desirable recognition accuracy with acceptable time consumption.
Conclusion
In this paper, we proposed a simple yet robust and efficient FR scheme by coding the query sample over a dictionary learned from the training samples. To make the FR robust to occlusions and disguise, a coding residual map was first learned from the training samples, and then it is used to detect adaptively the outlier points in the query sample. The detected outliers were then excluded from the coding of the query sample to improve the robustness of FR to occluded samples. Our extensive experimental results on benchmark face databases show that the proposed scheme is very competitive with state-of-the-art methods in terms of accuracy, and it is much faster than the methods such as SRC [7] and RSC [24] . Overall, the proposed method has both robust FR performance and efficiency. It is a very good candidate for real-time face recognition applications.
