Abstracl-Direct sequence spread spectrum (DSSS) techniques for low probability. of infercepr (LPI) and multi-user communications applications for underwater. acoustic communications are investigated. Tn:o promising receivers. a RAKE based receiver and a hypolhesis-feedback equalization based archilecture are pi-esented. The performance of the proposed receiver slructwes are campored based on simulations and also actual/ield lest data.
INTRODUCTION
The need for applications that involve multiple users within the same channel as well as low probability of intercept (LPI) has drawn attention to direct sequence spread spectrum (DSSS) techniques. Towards this goal, two promising variants of this technology, a hypothesis-feedback equalization based architecture [I] and a RAKE based receiver architecture [2] are investigated.
The RAKE receiver is a matched filter that uses a tap delay line to combine signals arriving over multiple propagation paths. When used with differential encoding, the RAKE receiver provides LPI and multi-user capability with minimum complexity. The hypothesis-feedback equalizer utilizes a chip-spaced decision feedback equalizer that is based on hypothesized values of information bits.
These techniques have been used for medium-rate data telemetly at the Atlantic Undersea Test and Evaluation Center (AUTEC). The systems were tested on the downlink from a submarine to a field of bottom mounted hydrophones. In addition, the performance of the RAKE and hypothesisfeedback equalization algorithms was compared through simulation of a number of realistic underwater channels. Section 11 describes the receiver algorithms. Section 111 provides the description of the test. The test results are discussed in Section IV. Finally, conclusions are presented in Section V. 
SYSTEM DESCRIPTION
In this section, the DSSS transmitter and two receiver algorithms, the RAKE receiver and the hypothesis-feedback equalizer receiver, are described. Figure 1 shows the block diagram for the DSSS transmitter. The information hits are first encoded by a rate X convolutional code of constraint length 7. The interleaved encoded bits are spread using a complex spreading sequence, i.e. the same encoded bit is spread in both quadrature and inphase branches of the acoustic channel to utilize the channel fully. This process can also be viewed as spreading the encoded bits with a complex spreading sequence. Spread bits are pulse shaped using a square root raised cosine filter. A SlcHz passband bandwidth is used to provide a system chip rate of 4000 chipsisec. The symbol rate of the system can be varied as 50bps, IOObps, 200bps, and 400bps with corresponding spreading gains of 80, 40, 20, and 10 respectively. The synchronization portion of the signal packet employs three separated quadrature modulated Gold sequences of length 2047 which are used to spread the all "1" sequence. This work was also supported by the Multidisciplinary University Research Initiative (MURI) under the Office of Naval Research Contract N00014-00-1-0564.
A. Hypothesis-Feedback Equalization DSSS
The technique of hypothesis-feedback adaptive filtering for DSSS signal detection is based on hypothesizing the value of the data symbol as +1 or -I in the case of binary modulation. For each hypothesis, an adaptive chip-rate decision feedback equalization and synchronization are then performed. In such a manner, it is possible to update the receiver parameters at the chip rate, which may he necessary for rapidly, time-varying channels.
Data detection is performed by choosing the hypothesis with lower mean squared enor at the end of each bit interval. At the same time, the receiver parameters corresponding to the winning hypothesis are retained for use in the next bit interval, which consists of a number of chip intervals equal to the processing gain. The detailed description of the hypothesis-feedback cqualization method for DSSS is presented in [l]. The equalizer used for processing the experimental data was implemented using a standard recursive least squares (RLS) algorithm. The hypothesis-feedback equalization structure is shown in figure 2 . The synchronization of the data packet was performed in two steps: coarse initial synchronization and fine tracking. Coarse synchronization is performed on the received signal using a known replica of the synchronization signal. It provides the packet starting time and a coarse estimate of the Doppler frequency offset wbicb is used to baseband and sample the signal at twice the chip rate. Fine synchronization is required to track the residual Doppler distortion. A resampling method, based on filtering the one step phase difference within the equalizer's phase lock loop (PLL), was used . The phase difference is used by a delay locked loop (DLL) which performs linear interpolation between two adjacent samples to obtain the signal at the desired sampling time within every chip interval. 
B. RAKE-Based DSSS
The RAKE-based DSSS presented in [2] which employs differentially coherent methodology is a lower complexity alternative to the hypothesis-feedhack equalization DSSS. In the RAKE-based DSSS scheme, the symbol rate is chosen such that the channel can be assumed to be constant for two symbol durations. Then, differentially coherent modulation can be employed which does not require explicit channel estimation. The need for an equalizer may be eliminated with a RAKE receiver if the processing gain of the system is high enough to suppress intersymbol interference (IS]). ' In addition to suppressing the ISI, a RAKE structure can be employed to make use of the energy present in multiple propagation paths. This energy extraction process is also known as time diversity.
The first step in demodulating spread spectrum signals is synchronization, which is handled in two steps: acquisition and tracking. Acquisition is obtained by using the three synchronization pulses that precede the data packet. A DLL is employed for fine synchronization and tracking of the channel. After synchronization, the received signals are demodulated with the RAKE receiver. Table 1 shows the typ~cal uerformance of the RAKE receiver for Node H22 demonstrating the excellent results that can be obtained. These results are tvnical of the nodes HI 9 and HI 8. Node HI6 presented a significant multipath amval around the 50Ih chip. Therefore, the RAKE filter length was increased to SO chips in some cases and 100 chips in other cases. Table 2 shows the performance results for packet 13 received on node H16. With the extended filter, the amount of noise that entered the decision device increased despite the 10 taps. In all other packets for this node, the number of was conducted at the Atlantic Undersea Test and Evaluation erron at the output ofthe RAKE DSSS Prior to decoding was Center (AUTEC) off Andros Island in the Bahamas to less than 15 by varying the number of RAKE taps using determine the performance of spread spectrum receiver either 10 or 80 taps and the number of errors was reduced to structures as applied to acoustic data received on bottom 0 after decoding. When the energy in the RAKE taps was mounted Acoustic Hydrophone Replacement Program checked for packet 13, user 1,400 bps, it was observed that (AHRP) range hydrophones. A bandwidth of 5 KHZ was the main arrival was lost which may occur when the DLL used for transmission. A two-channel Digital Audio Tape loses the lock on the main amval. (DAT) recorder was used onboard the test submarine to play the signals of interest into an onhoard Broad Band Low Table ( .Bit Error Results of RAKE Receiver (H22 Packet I ) Frequency (BBLF) transducer. A number of data rates of 50bps, lOObps, 200bps, and 400bps were transmitted as well as a second set of waveforms using different spreading sequences to allow for the evaluation of two independent users. The submarine run geometry was nominally a race track with the submarine traveling at a speeds of up to 15 h o t s . On shore, the receive signals from a select group of range hydrophones were recorded on an eight channel DAT recorder. The data was then post processed in Matlab to provide the results reported in this paper.
IV. DATA PROCESSING RESULTS AND DISCUSSION
The data processing results for the various receiver algorithms outlined in Section 11 are presented below. These results include selected field test results and simulation results for particular channel responses corresponding to four receive nodes designated as H22, H19, HIS, and HI6 with slant ranges varying from 1700 yards to 2500 yards respectively from the transmitter to the receiver. The following parameters are examined: signal to noise ratio, two user energy ratios, and associated bit error rates for both direct sequence spread spectrum receiver algorithms. In the case of nodes H22, H19, and HIS, the RAKE DSSS receiver followed by the Viterbi decoder successfully demodulated the received signals. Occasionally, at 200 and 400 bps, there were 20 or less errors at the output of the RAKE receiver prior to decoding. In each case, the multipath spread was between 0.5ms to lOms which corresponds to 2 to 40 chips. The RAKE receiver was set with a RAKE tap . The hypothesis-based feedback equalization DSSS receiver prior to decoding produced no errors in all cases except for one case. Typical processing results for the node H22 channel response shown in figure 5 and the chip scatter plot with associated figures of merit are shown in figures 6a through 6d for data rates of 50bps, 100bps, 200bps, and 4OObps respectively.
A . Field Test Data
The channel response and the data processing results for node HI6 packet 1, user I , for the 400bps case, the only case where there was residual error at the output of the hypothesis equalizer, are shown in figures 7 and 8. Figure 7 characterizes the performance of pre-processing to obtain coarse synchronization. The channel response magnitude is shown, which is the cross-correlation between the Dopplercorrected received preamble and the known preamble. The indicated Doppler frequency offset is the coarse initial estimate. Figure 8 characterizes the performance of the adaptive hypothesis feedback receiver prior to decoding. This figure shows the chip scatter plot, the data scatter plot, and the estimated phase and delay. Indicated in the figure are the receiver parameters used for processing as well as the estimated residual Doppler frequency offset, bit error probability, and the output SNR. The number of enors in this packet is 2 producing a probability of bit error of 0.0025. Due to the low number of residual errors, the Viterbi decoder that follows corrects these errors. It should he noted that training was not required and that 10 feedforward and feedback equalizer taps were used. The total Doppler frequency offset is estimated to he between 13 and 14Hz which differs from that obtained with the RAKE receiver. The fact that the hypothesis feedback receiver does not exploit the distant multipath, yet provides good performance,
indicates that the RAKE receiver too is capable of suppressing the interference from the distant multipath. Thus, it is possible that the reason for the RAKE receiver's failure to produce hener results on these types of packets is not in multipath suppression hut in synchronization.
-'! I z- The multi-user capabilities of each receiver structure were tested with the field test data from packet 21 node H16. The signals from two users were combined in the passband asynchronously, simulating a multiple access interference environment. The combined packet was processed for both users. No knowledge of the interfering user's presence or the type of interfering signal is assumed. Table 3 and 4 show the results of various signal-to-interferer ratios (SIRS) of 5dB, OdB, and -5dB for the RAKE and hypothesis feedback receivers respectively. User 2 is the intended user.
combinations of SIR values and data rates. At an SIR of OdB, there are a couple of residual errors at the output of the equalizer; but these are easily corrected by the decoder. At a data rate of 400bps and a SIR of -5dB, the receiver cannot stay in convergence. Additional simulation, not presented here, reveals that at a SIR of -5dB and data rate of 400bps, successful performance is possible only at a very high input SNR.
Next, a specific case with data rates of IOObps and 400bps will he examined. The energy ratio of user 2 to user 1 was approximately two, i.e. an SIR of -6dB, where user 1 is the intended user. In the IOObps case, the packets from each user are synchronous to within one chip interval. There are no errors for the hypothesis feedback receiver in the IOObps case, although the receiver performance is better for the stronger user 2. However, the RAKE receiver has no errors for user 2 yet has 12 errors for user 1 prior to decoding and no errors after decoding as shown in the RAKE receiver multi-user results listed in table 5. In the 400bps case, the signals are offset in' time by 3.5 chip intervals. Table 5 shows that there are errors at the output of the RAKE receiver for both users at this data rate. However, there are many more errors for user 1 as expected. A stronger error correction code may have been able to remove all the errors at the output of the decoder for user 1. For the same case using the hypothesis feedback receiver, the stronger user's signal is detected easily but the weaker user suffers because the reduced processing gain for the 400bps case is not sufficient to overcome the combined multiple access and multipath interference. With sufficiently long training the algorithm converges, and more importantly, synchronization is maintained. It should also be noted that cross correlation between the users spreading sequences can be very large over the short interval of 10 chips since the processing gain decreases from 80 to IO as the data rate The RAKE multi-user results shown in table 3 demonstrate changes from 50bps to 400bps. High cross correlation that at high processing gain, 80, at a data rate of SObps, no reduces the ability to suppress multiple-access interference errors are detected at the receiver output.
Errorless when the propagation channels of the two users are similar. performance at a data rate of IOObps is possible with the use The user I and user 2 equalization results are shown of the decoder. At other SIR values and data rates there are respectively in figures 9 and IO. There are no errors for user residual errors at the output of the RAKE and the decoder. 2 after equalization as shown in figure I O as compared to the The worst case is at an SIR of -5dB at a data rate of 4OObps residual 2 errors remaining after decoding the RAKE where a third of the packet is in error.
receiver's output. However, user 1 whose results are shown The hypothesis feedback multi-user results shown in table in figure 9 cannot separate the BPSK symbols appropriatcly 4 demonstrate excellent multi-user performance at almost all as seen in the symbol scatter plot. There are 18 errors at the equalizer output in this case. This is a factor of IO less than the number of errors present at the output of the RAKE receiver for the same case. The convolutional decoder has no problem decoding for this user to provide no errors. In the RAKE case as seen from table 3, there were still 204 errors after decoding. The comparative results show that the hypothesis feedback DSSS receiver outperforms the RAKE DSSS receiver under these multi-user conditions due to the equalization method's ability to distinguish the two users by applying different training sequences as well as being able to synchronize effectively.
B. Simulation Data
Two separate simulation channels were created based on the experimental data processed in the previous section in order to demonstrate the LPl capabili~ies of both DSSS receiver structures. The particular figure of merit is the lower limit on the SNR at which acceptable receiver performance is where the multipath arrivals are within a couple of chips.
Channel 2 represents the multipath responses seen on node 16 where a strong second group of multipath arrivals are present around the 50'h chip. Channel 1 coefficients were set to w = [1.0 0.5 0.41. Channel 2 coefficients are the same for the main arrival and scaled version of these coefficients is used for the second group of arrivals as shown in figure 1 1. Figure 11 . Multipath Profile of the Simulated Channels Figure 12 shows the RAKE DSSS receiver bit error rate versus SNR per chip for channel 1 for the case of 50 hps and 400 bps. Both the output of the RAKE receiver before and afier decoding are shown. A difference of about 9dB between the two data rate cases is seen since the energy per bit for the 50 bps case is 8 times more than the 400 bps case.
The Viterhi decoder provides an additional 4 dB gain around BER = 1 0 ' . The error rate after decoding drops below 1 O4
at -1 IdB for 50 bps which is well below the noisc level. In the case of 400 bps, the SNR must be increased to -1dB to achieve the same performance. The bit error rate performance of the RAKE receiver for the second channel is presented in figures 13 and 14 for data rates of 50 bps and 400 bps respectively for various scaling values of the coefficients representing the second group of multipath arrivals. The dashed lines in the figures represent the output of the receiver prior to decoding and the solid lines represent the output of the decoder. The 400 bps case suffered from inter-symbol-interference and the bit error rate curve converged to an error floor. However, the 50 bps case does not show any sign of error floor. The processing gain of this data ratelprocessing gain case is enough to suppress the 1S1 and provide LPI communication capability. It should be noted, although not shown that the 100 bps case does not show an error rate floor; but the 200 bps case tends towards an error rate floor for larger amplitude coefficients of the second group of multipath arrivals.
For both channel models the same hypothesis feedback equalization structure was used for comparison to the RAKE receiver performance curves.
Six fractionally spaced feedforward taps and no feedback taps were used. Once there is a consistent difference of 9 dB between the 400bps and the 5Obps bit error rate curves, corresponding to the difference in the respective processing gains. The receiver performance is slightly worse on channel 2 compared to channel I . In channel 2, the receiver does not exploit the energy of the distant multipath cluster, hut only that of the first cluster. The useful energy is thus slightly less in channel 2 than in channel 1. 
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The results shown for the hypothesis feedback equalization receiver structure are those of an uncoded system and "acceptable performance" can he defined as that which gives a relatively high hit error rate. For a hit error rate of 1U2, a bit SNR of 3dB is needed in channel 1, while a bit SNR of 5dB is needed in channel 2. For a bit error rate of IO", a bit SNR of 6dB is needed in channel 1, while a bit SNR of 8dB is needed in channel 2. The coding gain for the code used in the simulation is approximately 3dB which provides the same BER performance but at 3dB lower bit SNR. It should be noted that the hypothesis feedback receiver performance is better by 1 to 2dB than the RAKE receiver for channel 1 for a given BER. The difference in performance increases for channel 2. In this case, the hypothesis feedback equalization method provides 3.5dB improvement over the RAKE receiver prior to decoding for the 50bps case.
An interesting observation was made by comparing the simulation results of the hypothesis feedback receiver to those of the differentially coherent RAKE receiver. In the case of channel 2 transmission at 400 bps, the differentially coherent RAKE receiver exhibited an error floor. The error floor is due to residual IS1 that prevents the differentially coherent detection from functioning normally. No error floor was observed using the hypothesis feedback receiver within the same SNR range. 
V. CONCLUSIONS
There are a number of conclusions that can be made based on the field test and simulation performance results. In the field test data case, both DSSS receivers, the differentially coherent RAKE receiver and the hypothesis-based feedback adaptive receiver, have been successfully applied to the AUTEC data set. This data set is characterized by varying Doppler spread, corresponding to transmitter velocity of up to approximately 15 knots. The multipath properties of the channel are also time-varying. The channel usually contained a cluster of arrivals associated with the main path and in some instances a distant multipath cluster. The delay spread within the main cluster varied between two and ten chip intervals.
In the large majority of the received signal packets, the hypothesis-based feedback equalizer employed a feedfonvard filter spanning five chip intervals which was sufficient to provide excellent quality of detected symbols. It was observed that acquiring and maintaining correct synchronization, in both phase and delay, was crucial to proper receiver operation. Apart from the time-varying Doppler, caused by transmitter motion, there appeared to be little time-variation iu the multipath strength.
From the comparative study of the two receivers, both receiver structures are applicable to the channels that were studied. The major difference hetween the two approaches is in their ability to track the time-variation in the signal. For channels where it is necessary to track the signal phase and delay on a chip-by-chip basis, the hypothesis-based feedback equalizer is recommended. However, if Doppler correction can be performed with sufficient accuracy prior to data processing, then the RAKE receiver offers good performance as well as simplicity of implementation.
The comparative results show that the hypothesis feedback DSSS receiver outperforms the RAKE DSSS receiver under these multi-user conditions due to the equalization methods ability to distinguish the two users by applying different training sequences and mitigating the effect of multipath as well as being able to synchronize effectively.
The SNR performance of the algorithms indicates that the hypothesis feedback equalizer is able to provide BER improvement over the RAKE receiver for the same chip SNR. Also, there is an error floor that is seen for the RAKE receiver which does not exist for the hypothesis feedback equalization receiver.
Regarding the future use of the hypothesis feedback receiver, the following issues should he addressed multichannel operation as a way of improving performance in all conditions (severe multipath as well as multiple-access interference), channel-estimation based sparse decisionfeedback equalization as an efficient way of suppressing distant multipath, and design of multi-user signaling techniques that maximally exploit the available bandwidth expansion through code selection.
