We use the CoVaR approach to identify the main factors behind systemic risk in a set of large international banks. We find that short-term wholesale funding is a key determinant in triggering systemic risk episodes. In contrast, we find weaker evidence that either size or leverage contributes to systemic risk within the class of large international banks. We also show that asymmetries based on the sign of bank returns play an important role in capturing the sensitivity of system-wide risk to individual bank returns. Since short-term wholesale funding emerges as the most relevant systemic factor, our results support the Basel Committee's proposal to introduce a net stable funding ratio, penalizing excessive exposure to liquidity risk. 
Introduction
The fact that financial markets move more closely together during times of crisis is well documented. Conditional correlations between assets are much higher when market returns are low in periods of financial stress (see King and Wadhwani, 1990; and Ang, Chen and Xing, 2006) . Co-movements typically arise from common exposures to shocks, but also from the propagation of distress associated with a decline in the market value of assets held by individual institutions, a phenomenon we dub 'balance sheet contraction' and which is of particular concern in the financial industry. The recent crisis has shown how the failure of large individual credit institutions can have dramatic effects on the overall financial system and, eventually, spread to the real economy. As a result, international financial policy institutions are currently designing a new regulatory framework for the so-called systemically important financial institutions (SIFIs) in order to ensure global financial stability and prevent, or at least mitigate, future episodes of systemic contagion. 1 In this paper, we analyze the main determinants of systemic contagion from an individual institution to the international financial system, i.e., the empirical drivers of tail-risk interdependence. We examine a sample of large international banks that are the target of current regulatory efforts and that would likely be considered too-big-to-fail by central banks. These banks are characterized by their large capitalization, global activity, cross-border exposures and/or representative size in the local industry. Using data spanning 2001-2009, we explicitly 1 A rapidly growing literature discusses how contagion can occur through spikes in counterparty risk within a network of credit-interdependent institutions or through fire sales of securities (Adrian and Shin, 2010; IMF, 2010) . Section 2 in this paper offers a survey of the literature in this field. measure the contribution of the balance sheet contraction of these institutions to international financial distress. As regulators seek for meaningful measures of interconnectedness (Walter, 2011) , this paper contributes to the current debate on prudential regulatory requirements.
Our study builds on the novel procedure put forward by Adrian and Brunnermeier (2011) , the socalled CoVaR methodology, and generalizes it in several ways in order to deal with the characteristics of a sample of 54 international banks and to address the asymmetric patterns that may underlie tail dependence. The main empirical findings of our analysis can be summarized as follows:
First, we find that short-term wholesale funding is the most reliable balance sheet determinant of a bank's contribution to global systemic risk. Financial institutions use short-term wholesale funding to supplement retail deposits and expand their balance sheets. These funds are typically raised on a short-term rollover basis with instruments such as large-denomination certificates of deposit, brokered deposits, central bank funds, commercial paper and repurchase agreements.
Whereas it is agreed that wholesale funding provides certain managerial advantages (see Huang and Ratnovski, 2011 , for a discussion), the effects on systemic risk of an overreliance on these liabilities were under-recognized prior to the recent financial crisis. Banks with excessive shortterm funding ratios are typically more interconnected to other banks, exposed to a high degree of maturity mismatch, and more vulnerable to market conditions and liquidity risk. These features can critically increase the vulnerability not only of interbank markets and money market mutual funds, which act as wholesale providers of liquidity, but eventually of the whole financial system. According to our analysis, an increase of one percentage point in short-term wholesale funding leads to an increase in the contribution to systemic risk of 16 basis points for quarterly asset returns at the 1-quarter horizon and 43 basis points at the 1-year horizon. These results support current regulatory initiatives aimed at increasing bank liquidity buffers to lessen asset-liability maturity mismatches as a mechanism to mitigate individual liquidity risk, such as the liquidity coverage ratio recently laid out by the Basel Committee on Banking Supervision under the new Basel III regulatory framework. 2 This paper shows that these initiatives may also help to reduce the likelihood of systemic contagion. In contrast to the role played by short-term wholesale funding, we find weaker evidence that either size or leverage is helpful in predicting future systemic risk within our set of large international banks. Consequently, the empirical analysis in this paper provides clear evidence of the major role played by short-term wholesale funding in the spreading of systemic risk in global markets.
Second, our analysis reveals a strong degree of asymmetric response that has not been discussed in the existing literature on systemic risk. We examine the asymmetric sensitivity of the system to an individual bank based on the sign of bank returns. A distressed systemic institution is likely to have greater spillover effects on the rest of the financial system when its balance sheet is contracting, and therefore an empirical analysis of tail risk-dependence within a financial system should distinguish between episodes of expanding and contracting balance sheets. Our results show that individual balance sheet contraction produces a significant negative spillover on the Value-at-Risk (VaR) threshold of the global index. Whereas the sensitivity of left tail global returns to a shock in an institution's market valued asset returns is on average about 0.3, the elasticity conditional on an institution having a shrinking balance sheet is more than two times larger. Therefore, controlling for balance sheet contraction is crucial in order to rank financial institutions by their contribution to systemic risk.
Third, we find evidence that the banks that received prompt recapitalization in Q4 2008 were able to improve their relative position during the crisis period. In contrast, the banks that were rescued by public authorities later in Q4 2009 became relatively more systemic during the crisis period. In other words, the ripple effects from their individual distress were more widespread throughout the financial system. This conclusion is based on the results showing that the credit crisis added 0.1 percentage points to the co-movement between individual and global asset returns, while recapitalization during the crisis period dampened co-movement by 0.14 percentage points. Consequently, the timing of recapitalization is also important for systemic risk. The remainder of the paper is organized as follows. Section 2 surveys the most representative literature on systemic risk, highlighting the differential features of the CoVaR approach. Section 3 discusses the data employed in the two stages of our analysis. Section 4 lays out our CoVaR estimation framework and shows the estimates of individual contributions to systemic risk.
Section 5 analyzes the determinants of systemic risk and reports the results of several robustness checks. Finally, Section 6 summarizes our main findings and concludes with policy recommendations.
Related literature and choice of methodology
Our study builds on the CoVaR methodology proposed by Adrian and Brunnermeier (2011) , which allows us to generate time-varying estimates of the systemic risk contribution for each bank in our sample. This methodology has been applied in a number of recent studies (e.g. Van Oordt and Zhou, 2010; Roengiptya and Rungcharoenkitkul, 2011) . Our study provides two main contributions with respect to these studies. First, we focus on an international sample of large banks. These banks are particularly important from a regulatory perspective. Second, we extend the basic CoVaR methodology to account for a number of econometric issues related to asymmetric responses, recapitalization effects and structural changes that originated during the global financial crisis.
There exists a growing literature that has suggested several alternative approaches to address the existence of systemic interrelations using different procedures and variables. Lehar (2005) characterizes the conditional correlations between banks and asset portfolios using default probabilities of financial institutions as a measure of systemic risk. Goodhart and Segoviano (2009) construct a banking stability index to estimate interbank dependence for tail events using credit default swap data. Huang, Zhou and Zhu (2009) propose a measure of systemic risk based on the price of insuring a pool of banks against financial distress based on ex ante measures of default probabilities of individual banks and forecasts of asset return correlations. More recently, define the systemic expected shortfall as the propensity of a financial institution to be undercapitalized when the system as a whole is undercapitalized. This is a measure of the exposure of banks to systemic tail events, which nevertheless can easily be reverted to capture risk contribution (see Section 5 for more details). Brownlees and Engle (2011) they construct short-and long-run MES forecasts propose the SRISK index, which captures the expected capital shortage of a firm given its degree of leverage and Marginal Expected Shortfall (MES). Alternatively, De Nicolo and Lucchetta (2010) use a dynamic factor to model quarterly time series of macroeconomic indicators of financial and real activity and obtain forecasts of systemic real risk and systemic financial risk. Gray and Jobst (2010) examine contagion across markets and institutions using extreme value theory, while Kritzman et al. (2010) introduce the so-called absorption ratio measure to assess systemic risk using a principal components approach; see also Billio, et al. (2010) for a related analysis.
As an alternative to systemic risk measures based on the marginal risk contributions of individual institutions, network analysis is concerned with the joint distribution of losses of all market participants. Cont et al. (2009) and Martinez-Jaramillo et al. (2010) have analyzed the Brazilian and Mexican interbank markets, respectively, using this approach. Cao (2010) shows how to use Shapley values to decompose the system-wide risk among the individual institutions in a CoVaR setting (see also Tarashev et al., 2010) . A very comprehensive survey of the main systemic risk measures and analytical frameworks developed over the past several years is contained in Bisias et al. (2012) . All of these procedures have both methodological advantages and shortcomings relative to other methods, so there is no such a thing as an optimal procedure in the literature with which to measure systemic risk.
The particular choice of the CoVaR methodology as a tool to characterize systemic risk in this paper is largely motivated by three considerations. First, this procedure is particularly appealing because it allows us to characterize contagion under balance sheet deleveraging, which is a main regulatory concern and a key driver of this paper. In contrast, most of the alternative measures omit balance sheet data as they are naturally intended for stock market return data and/or defaultrelated data, as surveyed previously. Second, the CoVaR methodology is extremely informative about the dynamics followed by the systemic contribution of a particular bank to the system, which allows us to characterize the effects of different observable variables on the time-series dynamics of this latent process. In particular, the CoVaR can easily control for relevant features of the data, such as the occurrence of a crisis or a bank recapitalization, and allows us to use both historical-based and forward-looking state variables to improve downside risk forecasts. Finally, this setting can be generalized straightforwardly to accommodate non-linear patterns and other relevant effects that likely characterize the contribution of a large bank to the global system and which have not been discussed in the existing literature. Indeed, an additional contribution of our study to the literature is to show that the marginal effects of individual banks on the global system are both economically and statistically very different in good and bad times.
Data
Given the adverse effect on global financial stability from the failure of a large financial institution, with the recent crisis providing ample evidence of cross-country ripple effects, we define the financial system as a network of large, internationally active banking institutions that are the target of current regulatory efforts and that may be considered too-big-to-fail by central banks. Concerning the perimeter of the financial system, we restrict the analysis to the regulated banking sector to exclude the unobservable impact of different regulatory frameworks across financial industries.
These features configure the total population universe in our analysis. In order to construct a representative sample, we focus on banks characterized by their large capitalization, global activity, cross-border exposures and/or representative size in the local industry. Since our methodological approach is based on a two-stage procedure that requires both stock market data and firm-specific balance sheet variables (see Sections 4 and 5 for details), the ultimate criterion to configure our sample of potentially systemic banks is the availability of comparable data over a long enough period of time.
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The resulting sample is formed by a total of 54 large firms from 18 countries, starting in July 2001 and ending in December 2009. 4 All the variables used in the paper are measured in United States dollars (USD).
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Appendix A lists these banks.
In the first stage of our analysis, we characterize the time-varying conditional VaR dynamics of both individual banks and the global system (see Section 4.1 for details). The time-series parametric estimation of these processes is enhanced by using a set of macro-financial state variables that are acknowledged to capture the expected return in financial markets. We use the set of state variables sampled from the U.S. market as common conditioning variables. This approach also seems reasonable because of the strong degree of globalization in the financial industry and the predominance of the U.S. economy. In the second stage of our analysis, we identify the empirical drivers of our estimates of systemic risk using bank-specific balance-sheet data. We gather quarterly or semi-annual data (depending on the reporting frequency in each country) from Bloomberg to construct meaningful measures of leverage, market-to-book ratio, short-term wholesale funding, relative size, and marketable securities (see Section 5 for further details). Since several banks were recapitalized over the sample period, we included dummy variables to capture the specific timing of these events.
Appendix B provides detailed information on the extent and timing of these recapitalizations.
Modelling and forecasting global CoVaR dynamics
In the following subsections, we describe the features involved in the first stage involved in the CoVaR analysis and discuss the main estimation results.
Estimation methodology
VaR is the most common procedure to measure portfolio downside risk in practice. For a certain probability   0,1 ,   the %  VaR of a portfolio is defined as the maximum loss over a horizon of h days, which is expected at the   1 %   confidence level given the set of observable information, i.e., the λ-quantile of the conditional loss distribution. 6 This statistical measure has been largely popularized by the present regulatory risk-management framework, as it allows sophisticated banks and other financial institutions to use internal VaR models to set capital requirements.
Because the main interest in systemic risk derives from regulatory considerations, it seems natural to consider risk measures that attempt to capture the extent of systemic risk using the same methodological approach.
Paralleling the VaR definition, the CoVaR is defined as the maximum loss to be expected in a certain portfolio (e.g., an individual bank or, more generally, a portfolio representative of the whole financial system) for a given confidence level and time horizon, given the maximum loss expected in another portfolio at a specific confidence level and time horizon. More formally, the %  CoVaR of portfolio j given the conditioning event   i t X  of portfolio i, is defined as the  quantile of the conditional loss function: Given this measure, Adrian and Brunnermeier (2011) propose to approach the portfolio i's contribution to j's systemic risk as:
This captures the amount of additional risk that a certain firm inflicts upon the financial system when this firm is in distress (when it reaches its VaR) rather than conditional on its median level of returns. In our baseline analysis, we shall consider portfolio returns over a weekly horizon and focus on the 1% quantile of the conditional loss distribution.
Our main interest is to capture the contribution of an individual bank to a portfolio representative of the surrounding system, formed by the remaining banks. The details of the main steps involved in the application of this analysis are outlined in the following subsections.
Individual banks
For each bank, we consider weekly returns from a portfolio formed by the market-valued total assets of the firm. Our interest in this particular portfolio is entirely motivated by a regulatory perspective, since balance sheet contraction is associated with negative spillovers that may trigger financial sector instability. In order to construct weekly returns, it should be noted that, whereas market equity data are available at weekly frequency, balance sheet data are usually reported on a quarterly basis, and even on a lower frequency for several banks in our sample (e.g., banks in Australia, Belgium, France, Ireland, UK and South Africa report on a semi-annual basis).
We adopt two different strategies to circumvent the sampling frequency mismatch problem involved. As in Adrian and Brunnermeier (2011) , we assume that the leverage ratio remains (approximately) constant throughout successive weeks within any given quarter/semester, thereby approaching the unobservable weekly value with the low-frequency data available in the period. Alternatively, to avoid the seasonal discontinuities that this method may create, we smooth weekly the quarterly/biannual leverage ratio through cubic spline interpolation, a wellknown technique in applied finance (e.g., it is routinely used to construct the term structure) and other disciplines. Because the final results are not sensitive to this consideration, we present and discuss the main outcomes from the constant approach, noting that complete results are available from the authors upon request.
Global System Portfolio(s)
For each bank in the sample, we construct a (different) global system portfolio as a weighted average of the returns of the remaining banks in the sample. Thus, the returns of the representative global system portfolio for institution i are characterized according to:
where j t X refers to the simple returns of the j-th institution and j t W is some (strictly positive) variable used in the weighting scheme such that the resultant weights satisfy the
. Some comments on this approach follow.
First, each of the resulting indices is a portfolio of large-scale complex banks and, consequently, represents a systemic portfolio that allows us to study how a shock in a stressed bank spills over in the class of financial assets that poses the highest risk to the global financial system. We shall now refer to the resulting portfolios as global system portfolios.
Second, the most distinctive feature of this approach is that global system portfolios are computed after excluding the bank under analysis. This procedure ensures a small-sample adjustment that prevents a mechanical correlation effect (i.e., a spurious interdependence)
between the bank and the system not only when the total number of institutions n in the sample is not particularly large, but also when a single institution has a significant weight in relation to the whole system even if n is fairly large.
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Because the bank under analysis is not included, the 8 In our particular case, the sample is formed by 54 banks, which makes the returns of a common global system formed by all banks fairly sensitive to the largest firms. More generally, the refinement proposed may still be advisable even in large samples because a single bank (or a small set of banks) may still drive the dynamics of a common system portfolio. To illustrate this point we have computed the total assets of all listed bank holding companies and commercial banks in the U.S. at Q4 2010 using data from the Bank Regulatory Database and CRSP.
subsequent analysis of tail co-movements between this bank and the resulting system is much more rigorous and necessarily rules out the possibility of spurious interrelations stemming from the simultaneous presence of the same firm in both portfolios.
Finally, we consider two different weighting variables to define the global system portfolios in (3). Following Adrian and Brunnermeier (2011), we use the lagged value of the total assets variable. Alternatively, we use (the lagged book value of a bank's liabilities. Whereas interest in the former is motivated by the belief that relatively larger banks may impose larger shocks to the supply of credit, the latter may capture more accurately the extent of interconnectedness between financial institutions under certain circumstances.
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We report the results using total assets as the weighting variable. 
Estimating VaR of individual banks and system portfolios
The CoVaR methodology requires the estimation of the VaR for any individual bank and any system portfolio in our sample. To this end, we consider the Quantile Regression methodology (QR henceforth). The focus on the 1% quantile conforms to a standard measure of market risk used by financial institutions and regulatory authorities to compute capital requirements.
Among the 277 firms involved, the largest bank in terms of total assets in this period 
is the conditional quantile of the error term. This general specification does not impose any particular restriction on the distribution of the data, and parameters can be estimated consistently upon mild regularity conditions. The quantile regression in VaR modelling specification has been used by Engle and Manganelli (2004) , among others.
Although we do not report here the estimates from the QR estimation of the VaR processes (results are available upon request), some features are worth commenting upon. First, the market volatility index has a strong and negative effect on the size of the expected VaR, with increases in volatility levels triggering larger than expected losses. Not surprisingly, among all the predictive variables analyzed, market volatility turns out to be the best predictor. Second, changes in the T-bill rate, a widening of liquidity spreads, and spikes in credit spreads are generally found to be significantly associated with a larger one-period ahead VaR and, hence, could be used to anticipate higher levels of downside risk. Third, the dummy variable related to the financial crisis shows a structural impact on the unconditional level of the inferred VaR dynamics, and helps to improve the overall fit of the model. Generally speaking, the goodness of fit, as measured by the pseudo-R 2 , shows a strong degree of predictability in terms of the conditioning variables used in the analysis, particularly, of the volatility index.
Computing
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The key step in the CoVaR methodology is to estimate the measure of conditional co-movement. This is readily achieved by augmenting the quantile regression model (4) with the returns of the i-th bank and by setting
. Building on this approach, in this paper we consider several econometric specifications of increasing complexity, which extend the basic CoVaR model.
More specifically, our baseline specification is the same model used by Adrian and Brunnermeier (2011) , namely:
for which the contribution of institution i to its portfolio system can be approached as
In this expression, the existence of risk spillovers is captured through the estimates of the δ λ,i parameter: for non-zero values of this parameter, the left tail of the system distribution can be predicted by observing the predetermined distribution of a bank's returns.
Because the CoVaR is essentially a measure of downside risk, there are certain caveats in the basic specification of model (5) and its resulting predictions, given by (6). In particular, the estimates of δ λ,i reflect the average response of the conditional distribution of the global system returns to the whole distribution of the returns of a bank. Since the interest of our analysis is clearly on the behavior of the left tail, for which 1% VaR is expected to be a negative value, the basic specification (5) neglects an important feature of the conditioning: the final prediction is constructed on a negative value. If we factor in the reinforcing effects from credit constraints in a downward market, the model is likely to yield parameter estimates of δ λ,i which can significantly underestimate the impact on the system of a negative shock in the balance sheet of a bank. We therefore propose a simple, yet meaningful extension that accounts for the possible asymmetries in the specification (henceforth referred to as Asymmetric CoVaR),
where   I  is an indicator function taking a value equal to one if the condition in the subscript is true and zero otherwise (see López-Espinosa et al. (2012) for further details). The baseline model trivially arises as a particular case under the restriction ,
In turn, the asymmetric model delivers one-period ahead forecasts of the contribution to the CoVaR given by
and should generally be expected to generate more precise estimates of systemic risk than those based on the restricted model (6), at least if ,
In addition, since most banks in our sample underwent a recapitalization process as an endogenous policy response to large losses incurred during the financial crisis, we account for the impact on returns from the crisis period as well as from the recapitalization process as follows: 
Estimation results
The main results from the QR estimation of models (5), (7) and (9) are discussed in this subsection. Recall that estimations are carried out for two different datasets. We consider all 54 banks and use U.S. state variables as predictors of expected return. This is termed as "1-Region" in our analysis. Table 2 displays median results for equations (5), (7) and (9) under the "1-Region" specification. The table shows the median of the coefficient estimates, the median of the t-statistics for the individual significance of the estimated coefficients, and the median of the pseudo-R 2 . We also considered a "2-Region" specification with U.S. + Canada as one region and Europe as the second. While we do not report the results here, they are robust. Complete results for both the "2-Region" specification and banks at the individual level are available upon request.
[Insert Table 2 around here]
A remarkably robust picture emerges from the analysis across different estimations. Among the different state variables used as controlling variables, market volatility and market return exhibit the strongest predictive power in statistical terms. The significance of the remaining variables is much more sensitive to the specification of the model. The coefficient related to the dynamics of the lagged returns of a potentially systemic bank is always significant in our analysis and enhances the ability of the model to forecast the tail performance of the global system portfolio.
The overall evidence reveals the importance of globalization in the banking industry as it shows strong evidence of interconnectedness among large-scale banks, even if they belong to different countries and different economic regions.
Allowing for asymmetric effects in the characteristic response of the VaR of the system portfolio to the returns of a particular bank leads to considerable enhancement in the overall fit of the model as measured by the pseudo-R 2 . Interestingly, the predictive power of the liquidity spread becomes insignificant, which implies that this variable was essentially required to explain nonlinear patterns. More importantly, we observe the dramatic effect that neglecting asymmetric responses has on the estimated value of the CoVaR coefficient. A model that assumes a symmetric response tends to largely underestimate the size of the link between the bank and its system portfolio and, hence, leads to conservative predictions of the extent of systemic risk. Note that, according to our estimates, the median of the estimates of the coefficient ,i    is more than two times larger than the coefficient under the symmetric model.
On average, allowing for time-effects related to the crisis seems to lead to moderate incremental gains over the asymmetric specification, although we note that there exist considerable degrees of heterogeneity in the results that make it difficult to draw a clear conclusion. In general terms, global returns become more sensitive to negative bank returns during global financial crises.
Similarly, on average, the impact of negative bank returns on system returns tends to decrease after a capital injection, indicating the success of recapitalization programs in containing systemic risk.
[Insert Table 3a around here] Table 3a displays the systemic risk contribution of each bank, ranking banks based on the size of the asymmetric sensitivity of the system to negative bank returns. We also show the other sensitivity coefficients, including dummy variables multiplied by negative returns. The table
shows that banks such as Bank of America, HSBC and Lloyds were among the most systemic under the lens of our asymmetric beta coefficient. Asymmetries are also very noticeable. For instance, for Bank of America the coefficient on negative returns is more than 5 times larger than the coefficient on positive returns, whereas for HSBC, it is more than10 times larger.
Interestingly, the higher the coefficient on bank negative returns, the more asymmetric is its contribution to overall systemic risk. Figure 1 plots the difference between the median estimates of the coefficient on negative returns and that on positive returns as a function of the ranking of each bank listed in Table 3a . The figure reveals a strong relation between the position in this ranking and the size of the asymmetry: the higher the sensitivity of system returns to the negative returns of a bank, the more asymmetric is this bank. This again reinforces the need to account for asymmetries when performing systemic risk regressions. [Insert Figure 1 and Table 3b around here] Table 3b shows the ranking of banks based on their contribution to overall systemic risk based directly on the average ΔCoVaR measure. It does so for the whole period as well as for the precrisis and crisis periods. On average across banks, contributions are almost 0.9 percentage points higher during the crisis period, relative to the pre-crisis period. Interestingly, the ranking of an institution in the crisis period is influenced by the timing of public intervention in that bank. 
[Insert Tables 3c and 3d around here]
In order to draw cross-country comparisons of systemic risk contributions, Table 3c shows the sensitivity parameter estimates of the first-stage regressions across countries, whereas Table 3d shows the implied cross-country ΔCoVaR metric before the crisis, during the crisis, and for the whole period. Both tables reveal that the system is most sensitive to Dutch banks in distress. This is essentially due to the large effect of ING on the system, especially before the crisis.
Interestingly, Table 3c shows that recapitalizations engineered by governments of major countries reduced systemic risk in their banking system, especially in Italy, the US and the UK.
Determinants of systemic risk

Regression analysis
In this section, we discuss the main drivers of systemic risk in global banking. We aggregate the estimates of the weekly ΔCoVaR it processes obtained in Section 4 to quarterly frequency and relate them to a set of bank-specific variables in panel data and pooled regressions. In particular, we consider the following baseline predictive regression model with fixed effects:
with ΔCoVaR it computed from the first stage as described above and VaR it denoting the quarterly estimates of VaR. We include lags of these variables to correct for endogenous risk persistence.
In addition, the right-hand side of (10) includes the following predictive variables:
-Leverage it-k is the total assets to equity ratio of bank i at quarter t-k (where k can be 1, 4 or 8 quarters). This ratio is a usual a proxy for the level of solvency of the bank, and so the higher the leverage the lower the solvency. Therefore, we expect a negative relation with the dependent variable.
-WSF it-k approaches the relative level of short-term wholesale funding as the total shortterm borrowings to total assets ratio of bank i at quarter t-k (k=1, 4, 8 quarters). Shortterm borrowings include bank overdrafts, short-term debt and borrowing, repo, short-term portion of long-term borrowing due to other banks (including to the central bank) or any other financial institutions, call money, discounted bills, purchased federal funds and securities sold but not yet purchased. This ratio is a proxy for interconnectivity among financial institutions and captures liquidity risk exposures. Hence, we expect a negative relation with ΔCoVaR it .
-Size it-k is the total assets of bank i at quarter t-k (k=1, 4, 8 quarters) over the total assets of all banks in the sample at quarter t-k. We expect that the larger the relative size of a bank, the higher its contribution to systemic risk.
-MTB it-k is the market-to-book ratio of bank i at quarter t-k (k=1, 4, 8 quarters). This ratio may proxy growth opportunities, but under potential mispricing, it could also capture systemic risk due to expected market value realignment. Thus a higher value of this ratio would imply a negative relationship with ΔCoVaR it .
-Mktb it-1 is the marketable securities to total assets ratio of bank i at quarter t-k (k=1, 4, 8 quarters). It is a proxy for the proportion of financial instruments that account for fair value. Similarly to wholesale funding, we expect a negative relation with the dependent variable due to reinforcing effects from the fire sale of distressed assets.
-Bank j and Time j are bank and time dummies to control for individual fixed bank and time effects, respectively. Table 4 reports the estimates from equation (10) for asset-weighted global systems, after controlling for bank and time fixed effects and, additionally, allowing for bank clustered errors.
We show three specifications depending on the forecast horizon of systemic risk predictors: 1 quarter, 1 and 2 years. Across forecast horizons, wholesale funding appears as the most robust determinant of systemic risk, suggesting that banks that are heavily dependent on short-term borrowing contribute decisively to higher systemic risk, thus generating negative externalities.
Similar results have been found in and Adrian and Brunnermeier (2011) .
Size also appears significant at the 1-year horizon across econometric specifications, whereas marketable securities appear significant in the 2-year specification at the 10% significance level in the panel data specification. In contrast to these papers, we find that leverage and book to market are never significant at any of the standard confidence levels, implying that these firm characteristics do not add additional information over short-term wholesale funding. This evidence supports the theoretical claims in Zhou (2010) , who argues that being too big is not necessarily a systemic driver, but rather it is the excessive risk-taking behavior of "too big to fail" institutions, which may be triggered by the anticipation of future bail-out policies. Our paper suggests that riskier funding is a key contributor to systemic risk.
[Insert Table 4 around here]
There are, at least, two interrelated reasons that explain why short-term wholesale funding plays such a fundamental role in contributing to systemic risk in the global banking industry. First, banks usually raise short-term wholesale funding in the interbank unsecured market, where banks can handle liquidity needs by borrowing and lending money from their peers in over-thecounter operations. This market provides a direct channel for financial contagion, because a bank that intensively operates in this segment interconnects its balance sheet with those of other financial intermediaries around the world, thereby increasing the likelihood of a global domino fall in the industry. The extent of wholesale funding is, therefore, a natural proxy for interconnectedness, a factor that the Financial Stability Board pointed out early on as being a key determinant of systemic importance.
Second, a bank that relies excessively on short-term funding has greater maturity mismatch between assets and liabilities and becomes more vulnerable to liquidity risk. This feature makes the possibility of fire sales more likely and causes risk externalities to other intermediaries holding the same asset classes; see, among others, Brunnermeier (2009), Ratnovski (2009), Acharya and Merrouche (2010) , and Allen et al. (2010) . Consequently, short-term wholesale funding is also strongly related to liquidity risk, a major source of systemic disruption during the financial crisis. The confluence of these two channels makes short-term wholesale funding a critical variable in understanding the degree of systemic importance of a bank.
Our analysis employs the CoVaR methodology developed by Adrian and Brunnermeier (2011) but our empirical application departs importantly from theirs, as it focuses on a sample of large global banks, whereas they focus on a wider set of U.S. institutions, including also other types of 
where C i is the U.S./E.M.U. dummy.
[Insert Table 5 around here] Table 5 shows results for the 1-quarter forecast horizon. Regressions with U.S. dummies show that short-term wholesale funding is still the most reliable systemic risk predictor for all except U.S. banks, as it appears statistically significant under both econometric specifications. However, for U.S. banks, it does not appear significant and it even has the opposite sign. Thus, U.S. banks behave differently to the remaining banks in our sample. In the case of the E.M.U. regressions, the opposite is the case, and both short-term wholesale funding and size are significant drivers of systemic risk only for E.M.U. banks. As a result, and within the set of banks in our sample, a relevant difference emerges between U.S. and E.M.U. banks, with these latter banks exhibiting a strong systemic risk channel stemming from the level of short-term wholesale funding. As our sample spans the early years after the creation of the euro currency, the reduction in transaction costs may have spurred the growth of the pool of short-term wholesale funding in the European interbank system, with the associated effects on systemic risk.
Robustness checks
We performed a battery of checks to gauge the robustness of the main conclusions in the previous subsection. In order to save space, these checks and their results are briefly discussed below, but a complete analysis is available from the authors upon request.
Two-Regions v/s One-Region State Variables
In the first stage of our analysis, we use the U.S. state variables as the relevant market state variables for all international banks. As an alternative, we also grouped most banks in our sample (48 out of the 54, given the exclusion of 6 banks in Asia, Africa and Australia) into two different economic regions, namely U.S. + Canada and Europe, for which we observe two sets of local predictive variables (e.g., the VIX for American banks and the Euronext Volatility Index for European banks).
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As a result, in the first stage, we have alternative state variables for U.S. and European banks. Results under the "Two-Region" specification are very similar to those reported above, under the U.S. (One-Region) state variables.
In particular, the European counterparts of these variables are, respectively, the Euronext volatility index, the difference between the 3-month U.K. repo rate and the 3-month U.K. T-bill yield, the first difference of the French 3-month interest rate, the first difference of the French yield slope (5-year minus 3-month) on government bonds, the difference between Baa corporate bonds and the 10-year German government bond, and the FTSE European stock index.
Characterization of individual VaR dynamics
In the first stage, we use the QR to characterize and estimate the dynamics of VaR in individual banks and global system portfolios. We also consider alternative estimation procedures, namely, the popular parametric GARCH (1,1) applied on conditionally demeaned returns. Given the quasi-maximum likelihood estimates of the GARCH parameters, the VaR for each bank is then 
Measuring systemic risk
As an alternative to ΔCoVaR, we use a measure of contribution to systemic risk in the spirit of the so-called Systemic Expected Shortfall (SES) proposed by . These authors measure the exposure to systemic risk of bank i as
where r it and R t denote the returns of an individual bank and the stock market, respectively, and were regressed on lagged values of the accounting ratios defined in equation (10), finding that short-term wholesale funding appears to be a significant predictor of this measure, although its significance is somewhat weaker in this analysis (significant at the 10% level).
Definition of ΔCoVaR
In a previous version of their work, Adrian and Brunnermeier define the measure of contribution to systemic risk as
, that is, a bank's systemic risk is measured by its marginal impact on system returns conditional on the bank reaching its VaR relative to the unconditional system returns. This measure has been used in other papers, such as Van Oordt and Zhou (2010) . We repeated the determinants analysis of Section 5 with estimates of quarterly ΔCoVaR based on this definition and the main conclusions remained unaltered.
Estimation techniques and other considerations in the determinants analysis
In terms of estimation techniques, we also corrected standard errors in the panel data framework with time effects. Additionally, we estimated equation (10) and the recapitalization-extended model applying two-way clustering with bank and country dummies separately. Finally, we also performed Generalized Method of Moments (GMM) estimation, with all the independent variables as instruments, and the results remained unaltered.
We also checked the model specification of equation (10) and included macroeconomic variables related to the business cycle, namely, unemployment and interest rates time series. The results are robust to these considerations. We also checked the robustness of the results to the model specification used to estimate CoVaR dynamics and the main variables involved. First, we computed CoVaR dynamics using a symmetric specification as that in Adrian and Brunnermeier (2011) . Second, we estimated the smoothed series by implementing a cubic spline on the balance sheet data. Third, we estimated marginal CoVaR on a global system constructed by using the accounting value of liabilities to compute the weights of each bank in the system. The results are similar, with short-term wholesale funding being the main driver of systemic risk.
Concluding remarks and policy recommendations
In this paper we examine some of the main factors driving systemic risk in a global framework.
We focus on a set of large international institutions that would, in principle, be deemed "too big to fail" by financial regulators and are therefore of major interest for policy makers. For this class of firms, the evidence based on the CoVaR methodology indicates that short-term wholesale funding -a variable strongly related to interconnectedness and liquidity risk exposure -is positively and significantly related to systemic risk, whereas other features of the firm, such as leverage or relative size, seem to provide little incremental information about systemic risk.
This suggests that short-term wholesale funding subsumes most of the relevant information on systemic risk conveyed by other characteristics of the firm. The fact that systemic risk can be predicted by balance sheet variables -short-term wholesale funding, in particular -with a sufficiently large forecast horizon has important policy implications, as it prompts the regulator to take pre-emptive action against banks with riskier positions.
We also compare the relative influence of balance sheet variables on systemic risk for E.M.U.
and U.S. banks. Our findings suggest that the short-term wholesale funding channel has been operating mainly through non-U.S. banks, especially via E.M.U. banks. One possible explanation for this fact is that banks in the newly created monetary area had an increased pool of funding available due to the emergence of the euro interbank market. As a result, higher short-term borrowing by these institutions may have triggered an increased level of systemic risk. In future research, we intend to further examine these underlying international differences.
Regulators are currently developing a methodological framework within the context of Basel III that attempts to embody the main factors of systemic importance (see Walter, 2011) . These factors are categorized as size, interconnectedness, substitutability, global activity and complexity, and will serve as a major reference to determine the amount of additional capital requirements and funding ratios for SIFIs. Our analysis provides formal empirical support to the Basel Committee's proposal to penalize excessive exposures to liquidity risk by showing that short-term wholesale funding, a variable capturing interconnectedness, makes a significant contribution to systemic risk. Furthermore, since our findings suggest that some factors are much more important than others in determining systemic risk contributions, an optimal capital buffer structure on systemic banks could, in principle, be designed by suitably weighting the different driving factors as a function of their relative importance. This is an interesting topic for further research. Similarly, the evidence in this paper also offers empirical support to justify the theoretical models that acknowledge the premise that short-term wholesale funding can generate large systemic risk externalities (see, for instance, Perotti and Suarez, 2011) .
Given the relevance of liquidity strains as a contributing factor to systemic risk, the regulation of systemic risk could be strengthened by giving incentives to disclose contingent short-term liabilities, in particular those related to possible margin calls under credit default swap contracts and repo funding. In non-tabulated results, our study also points to the role of large trading books as a source of systemic risk for those banks that were recapitalized during the crisis. As a result, the 2010 revamp of the Basel II capital framework to cover market risk associated with banks'
trading book positions will not only decrease individual risk but will also help to mitigate systemic risk. Summary statistics of the U.S.weekly market variables: the credit spread is the difference between BAA rated bonds and the Treasury rate (with same maturity of 10 years). The change in TBILL is the change in the 3 month T-Bill rate. The liquidity spread is the difference between the 3-month repo rate and the 3-month T-Bill rate. The return variable is the weekly market equity return. The VIX is the CBOE option implied volatility. The yield spread is the change in the yield slope between the 10-year and the 3-month T-Bill rate. The table shows the median of estimated coefficients, t-statistics and pseudo-R 2 in 1% quantile regressions on global system returns on a set of state variables (credit spread, change in the Treasury Bill, liquidity spread, volatility index, stock market return, yield spread and a dummy for the subsequent periods to the August 2007 credit crisis) and the returns of each bank. The baseline specification corresponds to the symmetric model presented in equation (5), whereas the asymmetric model is described in equation (7) 
where  CoVaR it is the  CoVaR of bank i at quarter t;  CoVaR it-1 is the  CoVaR of bank i at quarter t-k; VaR it-k is the VaR of bank i at quarter t-k; Leverage it-k is the total assets to equity ratio of bank i at quarter t-k; WSF it-k is the short-term borrowings to total assets ratio of bank i at quarter t-k; Size it-k is the total assets of bank i at quarter t-k over the total assets of all banks in the sample at quarter t-k; MTB it-k is the Market-to-Book ratio of bank i at quarter t-k; Mktb it-k is the marketable securities to total assets ratio of bank i at quarter t-k; all right-hand-side variables are included with a lag of k=1 quarter, 1,2 years. Bank j are the n-1 bank dummies; Time j are the m-1 time dummies taking into account the year and quarter. The system is constructed using assets to compute the weights of each bank in the system. In the Panel column, the equation is estimated via firm and time fixed-effects panel data methodology. In the One-way column, the equation is estimated via Firm and Time fixed-effects one-way cluster methodology using banks as clusters. All  CoVaRs are estimated using 1% percentile. * Significant at 10%, ** Significant at 5%, *** Significant at 1%. Table 3a . The numbers in the x-axis are associated with the ranking in that table (for instance 1 is BNS -with the highest δ -coefficient, and 10 is HSBC) whereas the y-axis shows the difference between the δ -and δ + estimates (asymmetry).
