Unsupervised Adversarial Correction of Rigid MR Motion Artifacts by Armanious, Karim et al.
UNSUPERVISED ADVERSARIAL CORRECTION OF RIGID MRMOTION ARTIFACTS
Karim Armanious1,2, Aastha Tanwar1, Sherif Abdulatif 1, Thomas Ku¨stner 2,3, Sergios Gatidis 2, Bin Yang1
1University of Stuttgart, Institute of Signal Processing and System Theory, Stuttgart, Germany
2University of Tu¨bingen, Department of Radiology, Tu¨bingen, Germany
3King’s College London, Biomedical Engineering Department, London, England
ABSTRACT
Motion is one of the main sources for artifacts in mag-
netic resonance (MR) images. It can have significant con-
sequences on the diagnostic quality of the resultant scans.
Previously, supervised adversarial approaches have been sug-
gested for the correction of MR motion artifacts. However,
these approaches suffer from the limitation of required paired
co-registered datasets for training which are often hard or im-
possible to acquire. Building upon our previous work, we
introduce a new adversarial framework with a new generator
architecture and loss function for the unsupervised correction
of severe rigid motion artifacts in the brain region. Quanti-
tative and qualitative comparisons with other supervised and
unsupervised translation approaches showcase the enhanced
performance of the introduced framework.
Index Terms— Generative Adversarial Networks, Unsu-
pervised Learning, MR Motion Correction, Deep Learning
1. INTRODUCTION
Magnetic Resonance Imaging (MRI) is one of the most
widely used medical imaging techniques. Its diagnostic ca-
pabilities have elevated it as a cornerstone of modern medical
procedures. Nevertheless, due to long scanning times and
the accompanying technical complexity, MR is susceptible to
degradations in image quality due to motion artifacts. These
degradations are dependant on the type and severity of the
patient motion. Non-rigid artifacts are due to involuntary
respiratory or cardiac motion which results in local defor-
mations. Rigid artifacts are less subtle. They occur due to
the bulk motion of body parts, e.g. the head or the legs, and
prompt global deformations in the resultant scans.
There exists a large body of works which attempt to solve
the problem of MR motion artifacts. Many of them focus
on the prospective correction of the artifacts during the MR
acquisition. For example, motion tracking devices such as
cameras [1], respiratory belts [2] and electrocardiogram [3]
have been used to trigger and guide the MR acquisition. This
comes at the expense of the patients’ comfort and longer
scanning durations. Other prospective approaches employ
motion-robust acquisition schemes [4] and motion-resolved
imaging [5, 6].
Also, retrospective correction of already acquired MR
scans has been proposed as a solution for motion artifacts.
For example, MR auto-focusing techniques have been utilized
for the correction of complex motion artifacts [7, 8]. How-
ever, all of the above mentioned mechanisms rely on some
a priori knowledge of the motion such as tracking signals or
motion models
In recent years, deep learning has been utilized to sup-
port several medical tasks including MR motion correction.
Convolutional neural networks (CNNs) were used to correct
mild rigid motion artifacts [9, 10]. In our previous work, we
proposed a generative adversarial network (GAN) framework
[11], named MedGAN, which achieves state-of-the-art per-
formance for the correction of severe motion artifacts in brain
MRI [12, 13]. MedGAN was then extended for the correction
of non-rigid motion artifacts in the abdomen and pelvis [14].
However, this approach demands supervised training datasets
which consist of paired motion-free and motion-corrupted
MR scans. Such datasets require extensive planning and
acquisition effort. Additionally, any misalignment in the
training data has been reported to negatively affect the GAN
output [15]. To circumvent this drawback, we introduced in
a recent work an unsupervised translation framework titled
Cycle-MedGAN [16]. This framework is trained using un-
paired datasets without demanding any prior co-registration
or alignment. However, Cycle-MedGAN was not capable yet
of completely eliminating severe rigid motion artifacts.
In this work, we extend our previous work on Cycle-
MedGAN by incorporating several state-of-the-art advances
from the deep learning field, such as self-attention [17] and
a new loss function [18, 19]. We apply the proposed frame-
work on the task of correcting severe motion artifacts from
brain MRI without utilizing any paired datasets during train-
ing while validating on a smaller subset of paired data. The
performance of the proposed framework is compared against
other unsupervised adversarial approaches qualitatively and
quantitatively. Moreover, a comparison to a supervised trans-
lation approach is conducted to investigate the effects of
training data misalignment on supervised GAN translation
performance.
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Fig. 1: An overview of the improved Cycle-MedGAN framework with randomly sampled input images x and y.
2. METHOD
In the following subsections, the proposed framework based
on Cycle-MedGAN is described in details. Fig. 1 depicts an
overview of the framework.
2.1. The Cycle-MedGAN framework
The Cycle-MedGAN framework is based on Cycle-GAN
[20], which performs the task of unpaired image-to-image
translation from a source domain X (motion-corrupted MR
scans) to a target domain Y (motion-free MR scans). The idea
behind it is to train a set of two GANs simultaneously. The
upper part of the architecture in Fig. 1 consists of a generator
G1 and a discriminator D1, which are trained adversarially
to learn the mapping X → Y . G1 attempts to generate im-
ages yˆ = G1(x) that resemble images in domain Y . On the
other hand, D1 acts as a classifier that attempts to label yˆ as
fake images, while classifying the ground-truth motion-free
scans y as real. This adversarial training can be expressed as
the following min-max optimization over the adversarial loss
function:
min
G1
max
D1
Ladv(G1, D1) = Ey [logD1(y)] +
Ex [log (1−D1 (G1(x)))]
(1)
The lower part in Fig. 1 consists of generator G2 and dis-
criminator D2, learns the inverse mapping Y → X in a sim-
ilar fashion. Moreover, to enable training with unpaired data,
the two generators must learn to invert each other, i.e., xˆ =
G2(G1(x)) ≈ x and yˆ = G1(G2(y)) ≈ y. This is achieved
via the pixel-wise cycle-consistency loss:
Lcyc = Ex [‖x−G2(G1(x))‖] + Ey [‖y −G1(G2(y)‖] (2)
However, it has been found out that relying on the pixel
loss alone results in blurry and inconsistent results, which fail
to capture human visual perception [21]. To alleviate this
issue, Cycle-MedGAN introduced two new cyclic feature-
based loss functions, namely the cycle-perceptual loss and the
cycle-style loss, to further enhance the perceptual similarity
between generated and target images [22]. This is achieved
by utilizing a pre-trained feature extraction network to learn
the feature representation of the input images x/y and their
cycle reconstructed counterparts xˆ/yˆ. The first loss function,
the cycle-perceptual loss (LcPercep), aims to capture the high-
level perceptual differences between images. With Fi as the
activation of the ith layer of a feature extractor network with L
layers, this loss can be calculated as the mean absolute error
between the feature activations as follows:
LcPercep =
L∑
i=1
λcp,i (‖Fi(x)− Fi(xˆ)‖1 + ‖Fi(y)− Fi(yˆ)‖1)
(3)
where λcp,i is the weight assigned to the ith layer. The second
loss, the cycle-style loss (LcStyle), is inspired by works on neu-
ral style transfer [23]. It aims to enhance the style and textural
similarity between images. This is achieved by first calculat-
ing the correlation between different feature maps, which can
be approximated using the Gram matrices, whose elements
are calculated as:
Gri(x)m,n =
1
hiwidi
hi∑
h=1
wi∑
w=1
Fi(x)h,w,mFi(x)h,w,n (4)
where hi×,wi× and di are the height, width and depth of the
3D feature map Fi(x), respectively. This loss is then calcu-
lated as the squared Frobenious norm of the difference be-
tween the Gram matrices of the inputs and the cycle recon-
structed images:
LcStyle =
L∑
i=1
λcs,i
1
4d2i
(
‖Gri (x)−Gri (xˆ)‖2F
+ ‖Gri (y)−Gri (yˆ)‖2F
) (5)
where λcs,i is the weight assigned to the ith layer.
Fig. 2: The proposed generator architecture with self-attention blocks.
2.2. MS-SSIM loss
The multi-scale structural similarity index (MS-SSIM) has
been widely used in the literature as a metric to evaluate the
performance of deep learning models [24]. This is because it
takes into account the fact that the human visual system is sen-
sitive to changes in the local structure of an image. Recently,
utilizing MS-SSIM as a training penalty instead of the con-
ventional L1 pixel loss have been reported to result in higher
quality images with more detailed local structures [18]. For
this purpose, we adapt MS-SSIM as a new cycle loss function
to penalize the structural discrepancy between the input im-
ages x/y and their cycle reconstructed counterparts xˆ/yˆ. The
proposed cycle MS-SSIM loss is given as [19]:
LMS-SSIM = [1−MS-SSIM(x, xˆ)]+[1−MS-SSIM(y, yˆ)] (6)
with MS-SSIM(x, xˆ) as the metric score between x and xˆ.
The total loss function to ensure cycle consistency for our
proposed framework is a combination of the four previously
mentioned cycle losses. It is given by
Lcyc,T = λL1Lcyc + λmSLMS-SSIM + λcPLcPercep + λcSLcStyle
(7)
where λL1, λmS, λcP and λcS are the weights assigned for the
different loss components respectively. These hyperparame-
ters have been empirically optimized by trial-and-error.
2.3. Self Attention Architecture
Similar to Cycle-MedGAN, we utilize a generator network
comprising of convolutional layers along with several resid-
ual blocks [25]. However, the receptive field of the convolu-
tional layers is local and fails to capture long range dependen-
cies across image regions. Thus, we propose a new generator
architecture, inspired from Self-Attention (SA) GANs [17].
The proposed architecture incorporates two SA blocks which
enables long range dependency modelling for the motion cor-
rection task. A set of weight matrices, implemented using 1x1
convolutions, are learnt and used to decide the contribution of
different regions of the source image in synthesizing any par-
ticular region of the target image. A detailed representation
of the architecture is presented in Fig. 2. For discriminators,
we utilize the same patch architecture proposed in [20], with
the addition of one SA module.
Table I: Quantitative results
Model
MR motion correction
SSIM PSNR(dB) MSE UQI
pix2pix 0.7904 21.61 497.75 0.5106
Cycle-GAN 0.8013 22.42 439.71 0.5494
Cycle-MedGAN 0.7817 23.09 409.57 0.4119
Cycle-MedGAN V2.0 0.8090 23.47 375.01 0.5493
3. EXPERIMENTAL EVALUATIONS
The improved Cycle-MedGAN framework was evaluated
for the retrospective correction of severe motion artifacts in
brain MRI. For this purpose, a dataset was acquired using a
clinical 3 Tesla MR scanner with a T1-weighted spin echo
(SE) sequence. For each of the 16 volunteers, two scans
were acquired, one under motion-free condition and another
where they were asked to freely move their heads. For pre-
processing, two-dimensional slices were extracted from the
MR volumes and rescaled to 256 × 256 pixels. For train-
ing, 1101 images from 12 volunteers were utilized while the
remaining 436 scans from 4 volunteers were used for vali-
dation. The training dataset was explicitly shuffled between
the different volunteers to ensure that no input scans (motion-
corrupted and motion-free) were paired from the same region
or volunteer during the training procedure.
For the feature extractor network, the discriminator of a
bidirectional GAN (Bi-GAN) framework [26] pre-trained on
a distinct whole-body CT dataset was utilized. We also utilize
spectral norm [27] as a discriminator regularizer for improved
training stabilization.
To evaluate the performance of our proposed model
(Cycle-MedGAN V2.0), we compare it qualitatively and
quantitatively against other unpaired image-translation tech-
niques, namely, Cycle-GAN [20] and Cycle-MedGAN [16].
Also, we compare against the pix2pix framework [28] trained
in a supervised manner with no shuffling of the input datasets.
This is to investigate the drawbacks of misalignment and non-
ideal registration of the input images on the performance of
supervised GAN frameworks. All the models used the same
network architectures and hyperparameters as recommended
in the original publications and were trained for 100 epochs
Input Cycle-GAN Cycle-MedGANpix2pix Cycle-MedGAN V2.0 Target
Fig. 3: Qualitative comparison between our proposed model and other translation techniques for the correction of rigid MR
motion artifacts.
using a single NVIDIA Titan X GPU.
For the quantitative comparisons (Table I), we utilize
the Structural Similarity Index (SSIM) [29], Peak Signal-
to-Noise Ratio (PSNR), Mean Squared Error (MSE) and
Universal Quality Index (UQI) [30] as evaluation metrics.
4. RESULTS AND DISCUSSION
The quantitative and qualitative results of the proposed frame-
work for unsupervised correction of severe rigid motion arti-
facts in MR are presented in Fig. 3 and Table I, respectively.
The supervised translation approach, pix2pix, results in worse
performance qualitatively and quantitatively when compared
with the other unsupervised approaches. Previous works in
the literature already reported that misalignment in the input
training datasets results in a significant deterioration in the re-
sultant images [15]. In the case of motion artifacts in MR, the
imperfections in alignment are due to the separate acquisition
of motion-free and motion-corrupted MR data. In contrast,
the unsupervised GAN frameworks do not suffer from such a
dependency on co-registered datasets.
Within the unsupervised approaches, Cycle-GAN results
in the worst qualitative performance. Although it succeeds in
producing the correct global structure in the resultant brain
MR scans, however, Cycle-GAN fails in eliminating the mo-
tion blurring effect resulting from severe rigid motion. Our
previously proposed Cycle-MedGAN bypasses such prob-
lems by utilizing the cycle-style and the cycle-perceptual loss
functions to regulate the generator network. This is reflected
by the enhanced visual quality of the resultant images. De-
spite this, traces of motion artifacts can still be observed in
the results for severe rigid motion. The approach presented in
this work (Cycle-MedGAN V2.0) overcomes this limitation
by introducing the SA-based generator architecture and a new
MS-SSIM loss function. It exhibits sharper results with fewer
traces of motion blurring and better textural details. From
a quantitative point-of-view, the same conclusions are also
reached by the metrics shown in Table I.
Despite the positive results of the proposed approach,
this work is not without limitations. We plan to extend the
proposed work for 3-dimensional complex-valued data by
additionally incorporating the phase information as a multi-
channel input for both rigid and non-rigid artifacts. Addi-
tionally, the validity of the diagnostic information can not be
guaranteed at this stage. We, therefore, plan to investigate
in the future if relevant structures and pathologies are pre-
served. Thus, at this point, we only consider utilizing such
an application for post-processing tasks, e.g. organ volume
estimation or semantic segmentation.
5. CONCLUSION
In this work, we present an improved Cycle-MedGAN frame-
work for the unsupervised retrospective correction of severe
rigid motion artifacts. The proposed framework incorporates
a new MS-SSIM cycle loss function and a SA-based gener-
ator architecture to improve the local structures and to cap-
ture long-range dependencies, respectively. Quantitative and
qualitative comparisons with other unsupervised translation
approaches have illustrated the positive performance of the
proposed framework. Additionally, a comparison between the
improved Cycle-MedGAN and the supervised translation ap-
proach pix2pix have illustrated that the proposed work does
not suffer from the same performance deterioration due to
training data misalignment. For the future, we plan to con-
duct more objective evaluations of the results by radiologists.
6. REFERENCES
[1] O. Speck, J. Hennig, and M. Zaitsev, “Prospective real-time
slice-by-slice motion correction for fMRI in freely moving
subjects,” Magnetic Resonance Materials in Physics, Biology
and Medicine, vol. 19, no. 2, May 2006.
[2] T. Ku¨stner, M. Schwartz, P. Martirosian, S. Gatidis, F. Seith,
C. Gilliam, T. Blu, H. Fayad, D. Visvikis, F. Schick, B. Yang,
H. Schmidt, and NF. Schwenzer, “MR-based respiratory and
cardiac motion correction for PET imaging,” Medical image
analysis, vol. 42, pp. 129–144, 2017.
[3] M. Zaitsev, J. Maclaren, and M. Herbst, “Motion artifacts in
MRI: A complex problem with many partial solutions,” Jour-
nal of Magnetic Resonance Imaging, vol. 42, no. 4, pp. 887–
901, 2015.
[4] K.T. Block, M.Uecker, and J. Frahm, “Undersampled radial
MRI with multiple coils. iterative image reconstruction using
a total variation constraint,” Magnetic Resonance in Medicine,
vol. 57, no. 6, pp. 1086–1098, 2007.
[5] G. Cruz, D. Atkinson, M. Henningsson, R. M. Botnar, and
C. Prieto, “Highly efficient nonrigid motion-corrected 3D
whole-heart coronary vessel wall imaging,” Magnetic Reso-
nance in Medicine, vol. 77, no. 5, pp. 1894–1908, 2017.
[6] T. Ku¨stner, C. Wrslin, M. Schwartz, P. Martirosian, S. Gatidis,
C. Brendle, F. Seith, F. Schick, N. F. Schwenzer, B. Yang, and
H. Schmidt, “Self-navigated 4D cartesian imaging of peri-
odic motion in the body trunk using partial k-space compressed
sensing,” Magnetic Resonance in Medicine, vol. 78, no. 2, pp.
632–644, 2017.
[7] D. Atkinson, D. L. G. Hill, P. N. R. Stoyle, P. E. Summers, and
S. F. Keevil, “Automatic correction of motion artifacts in mag-
netic resonance images using an entropy focus criterion,” IEEE
Transactions on Medical Imaging, vol. 16, no. 6, pp. 903–910,
Dec 1997.
[8] G. Cruz, D. Atkinson, C. Buerger, T. Schaeffter, and C. Pri-
eto, “Accelerated motion corrected three-dimensional abdomi-
nal mri using total variation regularized sense reconstruction,”
Magnetic Resonance in Medicine, vol. 75, no. 4, pp. 1484–
1498, 2016.
[9] X. Cao, J. Yang, L. Wang, Q. Wang, and D. Shen, “Non-
rigid brain MRI registration using twostage deep perceptive
networks.,” in Proceedings of the 26th Annual Meeting of
ISMRM, Paris, France, 2018.
[10] P. Johnson and M. Drangova, “Motion correction in MRI using
deep learning,” in Proceedings of the 26th Annual Meeting of
ISMRM, Paris, France, 2018.
[11] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. C. Courville, and Y. Bengio,
“Generative adversarial nets,” in Conference on Neural Infor-
mation Processing Systems, 2014, pp. 2672–2680.
[12] K. Armanious, C. Yang, M. Fischer, T. Ku¨stner, K. Niko-
laou, S. Gatidis, and B. Yang, “MedGAN: Medical im-
age translation using GANs,” http://arxiv.org/abs/
1806.06397v1, 2018, arXiv preprint.
[13] T. Ku¨stner, K. Armanious, J. Yang, B. Yang, F. Schick, and
S. Gatidis, “Retrospective correction of motion-affected MR
images using deep learning frameworks,” Magnetic Resonance
in Medicine, vol. 82, no. 4, pp. 1527–1540, 2019.
[14] K. Armanious, S. Gatidis, K. Nikolaou, B. Yang, and
T. Ku¨stner, “Retrospective correction of rigid and non-rigid
MR motion artifacts using gans,” in 2019 IEEE 16th Interna-
tional Symposium on Biomedical Imaging (ISBI 2019), April
2019, pp. 1550–1554.
[15] J. M. Wolterink, A. M. Dinkla, M. H. F. Savenije, P. R.
Seevinck, C. A. T. van den Berg, and I. Isˇgum, “Deep MR
to CT synthesis using unpaired data,” in Simulation and Syn-
thesis in Medical Imaging, 2017, pp. 14–23.
[16] K. Armanious, C. Jiang, S. Abdulatif, T. Ku¨stner, S. Gatidis,
and B. Yang, “Unsupervised medical image translation using
Cycle-MedGAN,” in 2019 IEEE 27th European Signal Pro-
cessing Conference (EUSIPCO), September 2019.
[17] H. Zhang, I. Goodfellow, D. Metaxas, and A. Odena, “Self-
attention generative adversarial networks,” in Proceedings of
the 36th International Conference on Machine Learning, June
2019, vol. 97 of Proceedings of Machine Learning Research,
pp. 7354–7363.
[18] H. Zhao, O. Gallo, I. Frosio, and J. Kautz, “Loss functions for
image restoration with neural networks,” IEEE Transactions
on Computational Imaging, vol. 3, no. 1, pp. 47–57, 2016.
[19] A. Gokaslan, V. Ramanujan, D. Ritchie, K. In Kim, and
J. Tompkin, “Improving shape deformation in unsupervised
image-to-image translation,” in The European Conference on
Computer Vision (ECCV), September 2018.
[20] J. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-to-
image translation using cycle-consistent adversarial networks,”
in The IEEE International Conference on Computer Vision
(ICCV), Oct 2017.
[21] C. Ledig, L. Theis, F. Huszar, J. Caballero, A. Cunningham,
A. Acosta, A. Aitken, A. Tejani, J. Totz, Z. Wang, and W. Shi,
“Photo-realistic single image super-resolution using a genera-
tive adversarial network,” in The IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR), July 2017.
[22] J. Johnson, A. Alahi, and L. Fei-Fei, “Perceptual losses for
real-time style transfer and super-resolution,” in Computer Vi-
sion – ECCV 2016, 2016, pp. 694–711.
[23] L. A. Gatys, A. S. Ecker, and M. Bethge, “Image style trans-
fer using convolutional neural networks,” in IEEE Conference
on Computer Vision and Pattern Recognition, 2016, pp. 2414–
2423.
[24] Z. Wang, E. P. Simoncelli, and A. C. Bovik, “Multiscale struc-
tural similarity for image quality assessment,” in The Thrity-
Seventh Asilomar Conference on Signals, Systems & Comput-
ers, 2003. Ieee, 2003, vol. 2, pp. 1398–1402.
[25] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning
for image recognition,” in The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), June 2016.
[26] J. Donahue, P. Kra¨henbu¨hl, and T. Darrell, “Adversarial feature
learning,” in International Conference on Learning Represen-
tations (ICLR), 2017.
[27] T. Miyato, T. Kataoka, M. Koyama, and Y. Yoshida, “Spectral
normalization for generative adversarial networks,” in Interna-
tional Conference on Learning Representations (ICLR), 2018.
[28] P. Isola, J. Zhu, T. Zhou, and A. A. Efros, “Image-to-image
translation with conditional adversarial networks,” in The
IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), July 2017.
[29] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli,
“Image quality assessment: from error visibility to structural
similarity,” in IEEE Transactions on Image Processing, 2004,
vol. 13, pp. 600–612.
[30] Z. Wang and A. C. Bovik, “A universal image quality index,”
IEEE signal processing letters, vol. 9, no. 3, pp. 81–84, 2002.
