Abstract. We study the analog of semi-separable integral kernels in H of the type
Introduction
The principal topic in this paper concerns semi-separable integral operators and their associated Fredholm determinants. In a nutshell, suppose that H and H j , j = 1, 2, are complex, separable Hilbert spaces, that −∞ a < b ∞, and introduce the semi-separable integral kernel in H,
where for a.e. x ∈ (a, b), F j (x) ∈ B(H j , H) and G j (x) ∈ B(H, H j ) such that F j (·) and G j (·) are uniformly measurable (i.e., measurable with respect to the uniform operator topology), and
Assuming that K(·, ·) generates a trace class operator K in L 2 ((a, b); H), we derive the analog of the Jost-Pais reduction theory that naturally reduces the Fredholm determinant det L 2 ((a,b);H) (I − αK), α ∈ C, to appropriate Fredholm determinants in the Hilbert spaces H and H 1 ⊕ H 2 as described in detail in Theorem 2.13. For instance, we will prove the remarkable Jost-Pais-type reduction of Fredholm determinants [29] (see also [12] , [34] ), det L 2 ((a,b);H) (I − αK) = det H1 I H1 − αˆb a dx G 1 (x) F 1 (x; α) = det H2 I H2 − αˆb a dx G 2 (x) F 2 (x; α) , (1.3) where F 1 (·; α) and F 2 (·; α) are defined via the Volterra integral equations To illustrate the ubiquity of semi-separable integral operators it suffices to consider the special finite-dimensional case and note that the integral kernel of the resolvent of any ordinary differential and finite difference operator with matrixvalued coefficients, on arbitrary intervals on the real line, yields a Green's matrix of the type (1.1), cf. [20, Sect. XIV.3] . (The same applies to certain classes of convolution operators, cf. [20, Sect. XIII.10] .) In particular, Schrödinger, Dirac, Jacobi, and CMV operators of great relevance to mathematical physics, are prime candidates to which this circle of ideas applies. In these cases the determinant reduction formulas (1.3) lead to natural extensions of well-known results due to Jost-Pais [29] . We also note that Jost functions of the type (1.3) are intimately related to Evans functions, a fundamental tool in linear stability theory associated with classes of non linear evolution equations. In the latter context we note the frequent necessity to consider non-self-adjoint operators as the result of a linearization process and stress that (infinite) determinants are ideally suited to analyze certain spectral properties of non-self-adjoint operators. Moreover, as shown in [15] , suitable 2-modified Fredholm determinant extensions of this approach also apply to convolution integral operators, whose kernel is associated with a symbol given by a rational function. The corresponding determinant formula then represents a Wiener-Hopf analog of Day's formula for the determinant associated with finite Toeplitz matrices generated by the Laurent expansion of a rational function. In addition, we note that this circle of ideas applies to Floquet theory and relates the Fredholm determinant of a particular Birman-Schwinger-type operator (modeled by K in (1.3)) to the Floquet discriminant, a standard device in the theory of periodic differential and difference equations. In the instance where matrix-valued coefficients are replaced by operator-valued coefficients, one can now apply the results developed in this paper in the infinite-dimensional extensions reflected in (1.3) .
In Section 2, the reduction theory leading to (1.3) is presented in detail, culminating in Theorem 2.13. In order to discuss concrete applications of this reduction theory for Fredholm determinants, Appendix A recalls the basic Weyl-Titchmarsh theory for Schrödinger operators with bounded operator-valued potentials on a half-line and on R. Section 3 provides the application of Section 2 to Schrödinger operators with operator-valued potentials, culminating in Theorem 3.3, which is of interest in its own right. Section 4 recalls the computation of the Fredholm index of the model operator D A in L 2 (R; H) (cf. [13] , [37] , [40] , [41] and the references therein) in terms of appropriate spectral shift functions. Here
( 1.6) with the operator d/dt in L 2 (R; H) is defined by d dt f (t) = f ′ (t) for a.e. t ∈ R, (1.7)
and the operator A ∈ B L 2 (R; H) is associated with the family of bounded selfadjoint operators A(t) ∈ B(H), t ∈ R, in H by (Af )(t) = A(t)f (t) for a.e. t ∈ R, f ∈ L 2 (R; H).
(1.8)
(For the precise hypotheses on A(t), t ∈ R we refer to (4.3) and Hypothesis 4.1.) Our hypotheses on A(·) guarantee the existence of bounded, self-adjoint asymptotes A ± = n-lim t→±∞ A(t) ∈ B(H). In addition, we prove that D A is a Fredholm operator in L 2 (R; H) if and only if 0 ∈ ρ(A + ) ∩ ρ(A − ). We emphasize that we do not make the assumption that the operators A ± have discrete spectrum. We then prove the following equalities for the Fredholm index of D A : ind(D A ) = ξ(0 + ; H 2 , H 1 ) (1.9) = ξ(0; A + , A − ), (1.10) where ξ( · ; S 2 , S 1 ) denotes the spectral shift function for the pair of self-adjoint operators (S 2 , S 1 ), and where
11) 12) and the operator A ′ is defined in terms of the family {A ′ (t)} t∈R in H as in (4.26) . Thus,
(1.13) Here the symbol+ abbreviates the form sum (and we note that A 2 ∈ B L 2 (R; H) ).
Equation ( (1.14)
originally due to Pushnitski [37] (extended in [13] ), where g z (x) = x(x 2 − z) −1/2 , z ∈ C\[0, ∞), x ∈ R.
(1.15)
Our final Section 5 then provides a new and Fredholm determinant based proof of the trace formula (1.14). In addition, introducing the symmetrized perturbation determinant D H 2 /H1 (z) by 16) we prove the new result
where the Birman-Schwinger-type integral operator K(z) ∈ B 1 L 2 (R; H) is defined by (cf. (1.13)) 18) recalling the polar decomposition for A ′ (·), 19) with U A ′ (t) a partial isometry in H, and hence (U A ′ f )(t) = U A ′ (t) f (t) for a.e. t ∈ R, f ∈ L 2 (R; H).
(1.20)
In particular, K(z) has the semi-separable integral kernel K(z, ·, ·) defined by K(z, t, t ′ ) = −2U A ′ (t) |A ′ (t)| 1/2 G 1 (z, t, t ′ )|A ′ (t ′ )| 1/2 , z ∈ ρ(H 1 ), t, t ′ ∈ R, (1.21) with the semi-separable integral kernel G 1 (z, ·, ·), the integral kernel of (H 1 −zI) −1 , defined in (5.34) .
Finally, we briefly summarize some of the notation used in this paper: Typically, H (resp., K) will be a separable complex Hilbert space, (·, ·) H denotes the scalar product in H (linear in the second argument), and I H is the identity operator in H.
Next, if T is a linear operator mapping (a subspace of) a Hilbert space into another, then dom(T ) and ker(T ) denote the domain and kernel (i.e., null space) of T . The closure of a closable operator S is denoted by S. The spectrum, essential spectrum, discrete spectrum, point spectrum, and resolvent set of a closed linear operator in a Hilbert space will be denoted by σ(·), σ ess (·), σ d (·), σ p (·), and ρ(·), respectively.
The convergence in the strong operator topology (i.e., pointwise limits) will be denoted by s-lim. Similarly, limits in the norm topology are abbreviated by n-lim.
If T is a Fredholm operator, its Fredholm index is denoted by ind(T ). The Banach spaces of bounded and compact linear operators between complex, separable Hilbert spaces H and K are denoted by B(H, K) and B ∞ (H, K), respectively; the corresponding ℓ p -based trace ideals will be denoted by B p (H, K), p > 0. 
We will use the abbreviation C + = {z ∈ C | Im(z) > 0} for the open complex upper half-plane.
Additional notational conventions in the context of semi separable integral operators and Schrödinger operators in L 2 ((a, b); dx; H) are introduced near the beginning of Appendix A.
Semiseparable Operators and Reduction Theory for Fredholm Determinants
In this section we describe one of the basic tools in this paper: a reduction theory for Fredholm determinants that permits one to reduce Fredholm determinants in the Hilbert space L 2 ((a, b); H) to those in the Hilbert space H, as described in detail in Theorem 2.13. More precisely, we focus on a particular set of trace class operators K in L 2 ((a, b); H) with B(H)-valued semi-separable integral kernels (with H a complex, separable Hilbert space, generally of infinite dimension) and show how naturally to reduce the Fredholm determinant det L 2 ((a,b);H) (I − αK), α ∈ C, to appropriate Fredholm determinants in Hilbert spaces H and H ⊕ H (in fact, we will describe a slightly more general framework below).
In our treatment we closely follow the approaches presented in Gohberg, Goldberg, and Kaashoek [20, Ch. IX] and Gohberg, Goldberg, and Krupnik [23, Ch. XIII] (see also [24] ), and especially, in [15] , where the particular case dim(H) < ∞ was treated in detail. Our treatment of the case dim(H) = ∞ in this section appears to be new and we hope it will prove to be of independent interest.
Before setting up the basic formalism for this section, we state the following elementary result: Lemma 2.1. Let H and H ′ be complex, separable Hilbert spaces and −∞ a < b ∞. Suppose that for a.e. x ∈ (a, b), F (x) ∈ B(H ′ , H) and G(x) ∈ B(H, H ′ ) with F (·) and G(·) uniformly measurable, and
Consider the integral operator S in L 2 ((a, b); H) with B(H)-valued separable integral kernel of the type
and hencê
Thus, using the special form (2.2) of S implies
At this point we now make the following initial set of assumptions:
Hypothesis 2.2. Let H and H j , j = 1, 2, be complex, separable Hilbert spaces and −∞ a < b ∞. Suppose that for a.e. x ∈ (a, b), F j (x) ∈ B(H j , H) and G j (x) ∈ B(H, H j ) such that F j (·) and G j (·) are uniformly measurable, and 9) with B(H)-valued semi-separable integral kernel K(·, ·) defined by
The operator K is bounded,
since, using (2.6) and (2.10), one readily verifieŝ
(2.12)
Associated with K we also introduce the bounded Volterra operators H a and 14) with B(H)-valued (triangular) integral kernel
Moreover, introducing the bounded operator block matrices
one verifies
and 
Proof. It suffices to discuss H a . Then estimating the norm of H n a (x, x ′ ), n ∈ N, (i.e., the integral kernel for H n a ) in a straightforward manner (cf. (2.13), (2.15)) yields for a.e. x, x ′ ∈ (a, b),
Thus, applying (2.6), one verifies
, n ∈ N, (2.23) and hence spr(H a ) = lim
(here spr(·) abbreviates the spectral radius). Thus, H a and H b are quasi-nilpotent in L 2 ((a, b); H) which in turn is equivalent to (2.21).
Next, introducing the linear maps 
To describe the inverse of I − αH a and I − αH b , α ∈ C, one introduces the block operator matrix
and considers the linear evolution equation in
for some x 0 ∈ (a, b). Since A(x) ∈ B(H 1 ⊕ H 2 ) for a.e. x ∈ (a, b), A(·) is uniformly measurable, and A(·) B(H1⊕H2) ∈ L 1 ((a, b)), Theorems 1.1 and 1.4 in [35] (see also [28] , which includes a discussion of a nonlinear extension of (2.33)) apply and yield the existence of a unique propagator U ( · , · ; α) on (a, b) × (a, b) satisfying the following conditions:
and for a.e.
Hence, u( · ; α) defined by
is the unique solution of (2.33), satisfying
In fact, an explicit construction (including the proof of uniqueness and that of the properties of (2.34)-(2.39)) of U (· , · ; α) can simply be obtained by a normconvergent iteration of
Moreover, because of the integrability assumptions made in Hypothesis 2.2, (2.33)- 
(ii) Let α ∈ C. Then I − αK is boundedly invertible if and only if I H2 − αR(I − αH a ) −1 Q is. Similarly, I − αK is boundedly invertible if and only if I H1 − αT (I − αH b ) −1 S is. In particular,
Proof. To prove the results (2.43)-(2.47) it suffices to focus on H a . Let f ∈ L 2 ((a, b); H). Then using H(x, x ′ ) = C(x)B(x ′ ) and A(x) = B(x)C(x) (cf. (2.18) and (2.32)) one computes (for some x 0 ∈ (a, b)) with the help of (2.38),
In the same manner one proves 
54) and partitioned with respect to
where
with U (b, a; α) = n-lim x↑b U (x, a; α). These results can be shown as in the finitedimensional case treated in [20, Ch. IX] . ✸ Lemma 2.7. Assume Hypothesis 2.2 and introduce, for α ∈ C and a.e. x ∈ (a, b), the Volterra integral equations
Then there exist unique a.e. solutions on (a, b), F j (· ; α) ∈ B(H j , H), of (2.60), (2.61) such that F j (· ; α) are uniformly measurable, and
Proof. Introducing,
for a.e. x ∈ (a, b), the familiar iteration procedure (in the scalar or matrix-valued context) yields for fixed x ∈ (a, b) except for a set of Lebesgue measure zero,
Thus, the norm convergent expansions
yield the bounds
for a.e. x ∈ (a, b). As in the scalar case (resp., as in the proof of Theorem 2.5) one shows that (2.67) uniquely satisfies (2.60), (2.61) Lemma 2.8. Assume Hypothesis 2.2, let α ∈ C, and introduce
or equivalently,
is the propagator for the evolution equation (2.33) satisfying (2.34)-(2.42), and (2.73) extends by norm continuity to x, x ′ ∈ {a, b}.
Proof. Since 
if E is boundedly invertible.)
The equivalence of (2.70) and (2.71) has been settled in Theorem 2.5 (ii). Next, differentiating the entries on the right-hand side of (2.69) with respect to x and using the Volterra integral equations (2.60), (2.61) yields
Thus, by uniqueness of the propagator U (· , · ; α), extended by norm continuity to x = a (cf. Remark 2.6), one obtains that
is by construction (using norm continuity and the transitivity property in (2.36)), and U (a; α) is boundedly invertible by hypothesis. Consequently, once more by uniqueness of the propagator U (· , · ; α), one obtains that
Again by norm continuity, (2.78) extends to x, x ′ ∈ {a, b}.
In the special case where H and H j , j = 1, 2, are finite-dimensional, the Volterra integral equations (2.60), (2.61) and the operator U in (2.69) were introduced in [15] .
Lemma 2.9. Let H and H ′ be complex, separable Hilbert spaces and −∞ a < b ∞. Suppose that for a.e. x ∈ (a, b), F (x) ∈ B 2 (H ′ , H) and G(x) ∈ B 2 (H, H ′ ) with F (·) and G(·) weakly measurable, and Next, one introduces (in analogy to (2.25)-(2.28)) the linear operators
Thus, with {v n } n∈N a complete orthonormal system in H ′ , using the monotone convergence theorem, one concludes that
The same argument applied to R * G (which is of the form Q G * , i.e., given by (2.82) with
together with the factorization (2.84), prove (2.81).
Next, we strengthen our assumptions as follows:
Hypothesis 2.10. Let H and H j , j = 1, 2, be complex, separable Hilbert spaces and
and G j (·) are weakly measurable, and
As an immediate consequence of Hypothesis 2.10 one infers the following facts.
Lemma 2.11. Assume Hypothesis 2.10 and α ∈ C. Then, for a.e. x ∈ (a, b),
and
Proof. As in the proof of Lemma 2.9, one concludes that weak measurability of F j (· ; α), j = 1, 2, implies their B 2 (H j , H)-measurability by Pettis' theorem. The properties concerning F j (· ; α), j = 1, 2, then follow as in the proof of Lemma 2.7, systematically replacing · B(Hj ,H) by · B2(Hj ,H) , j = 1, 2. Applying Lemma 4.2, relations (2.89) are now an immediate consequence of Hypothesis 2.10 and the fact that
The proof of Lemma 2.9 (see (2.85)) yields
and (2.90) follows.
Given Lemma 2.9 and the fact (2.94), one readily concludes (2.91).
Next, we turn to a discussion of Fredholm determinants in connection with the operators H a , H b , and K. However, rather than working with modified Fredholm determinants det 2 (·) in the following (see, however, [15] in the special case where H and H j , j = 1, 2, are assumed to be finite-dimensional, and [16] ), we now make the following additional trace class assumption: Hypothesis 2.12. In addition to Hypothesis 2.10, suppose that
Standard examples satisfying Hypothesis 2.12 are one-dimensional Schrödinger and Dirac-type operators (on arbitrary intervals, and with appropriate boundary conditions) with suitably bounded operator-valued coefficients. Following [18] and [19] , this is demonstrated in detail in Section 3 and Appendix A in the context of Schrödinger operators on the full real line (cf. Hypothesis 3.1 and Theorem 3.2). A discrete analog of this semi-separable formalism applies to Jacobi and CMV operators, but this is not treated in this paper. More generally, ordinary differential operators of arbitrary order with bounded operator-valued coefficients have semiseparable operator-valued Green's functions and hence are a natural target for the methods developed in this paper.
As an immediate consequence of combining Hypothesis 2.12, the fact (2.90), and the decompositions (2.29), (2.30), one concludes that
In the following we use some of the standard properties of determinants and traces, such as,
Here K, K ′ , and K j , j = 1, 2, are complex, separable Hilbert spaces, B(K) denotes the set of bounded linear operators on K, B p (K), p 1, denote the usual ℓ pbased trace ideals of B(K), and I K denotes the identity operator in K. Moreover, det K (I K −A), A ∈ B 1 (K), denotes the standard Fredholm determinant, and tr K (A), A ∈ B 1 (K), the corresponding trace. Finally, ∔ in (2.99) denotes a direct, but not necessary orthogonal, sum decomposition of K into K 1 and K 2 . (We refer, e.g., to [21] , [22] , [25, Sect. IV.1], [39, Ch. 17] , [44] , [45, Ch. 3] for these facts).
The principal result of this section then concerns the following reduction of the Fredholm determinant det L 2 ((a,b);H) (I − αK) to certain Fredholm determinants associated with operators in the Hilbert spaces H j , j = 1, 2, and
Theorem 2.13. Suppose Hypothesis 2.12 and let α ∈ C. Then,
Assume in addition that U is given by (2.69). Then,
Proof. Relations (2.101) and (2.102) hold since for any quasi-nilpotent operator A in K satisfying A ∈ B 1 (K) one has tr K (A) = 0 and det K (I − A) = 1 (cf., e.g., part (I) of the proof of Theorem VII.6.1 in [20] ). Thus, (2.29), (2.30), and cyclicity of the trace (i.e., the second equality in (2.98)) imply
The equalities throughout (2.103) and (2.104) follow from computing appropriate traces in (2.111). For example, taking an orthonormal basis {v n } n∈N in H 2 , one computes
thereby establishing equality between tr L 2 ((a,b);H) (K) and the first expression in (2.104). The remaining traces in (2.111) are computed similarly to establish the other equalities in (2.103) and (2.104). Next, one observes
and hence, (2.106) and (2.109), still in the case where H and H j , j = 1, 2, are finite-dimensional, was derived in [15] . To the best of our knowledge, the present infinite-dimensional results are new.
For brevity we restricted ourselves to the case where K ∈ B 1 L 2 ((a, b); H) . However, following the detailed discussion in the finite-dimensional case in [15] , it is possible to extend all considerations in this section to the case where K ∈ B 2 L 2 ((a, b); H) . This extension, will appear in [16] .
Schrödinger Operators and Associated Fredholm Determinants
The principal purpose of this section is the application of the abstract Fredholm determinant reduction theory in Section 2, as summarized in Theorem 2.13, to the concrete case of Schrödinger operators with short-range potentials that take values in the trace class.
We will freely use the notation employed in Appendix A, identifying (a, b) = R, and throughout this section we make the following assumption:
(While it is possible to drop the self-adjointness condition V (x) = V (x) * for a.e. x ∈ R, non-self-adjointness of V plays no role in this paper and hence will not be considered in the following.)
We introduce the self-adjoint operators in L 2 (R; H) defined by
3)
Next we turn to the
, z ∈ C (in the sense described in Corollary A.5), given by
One observes that up to normalization (cf. (A.57)), f ± (z, ·) coincide with the WeylTitchmarsh solutions ψ α (z, ·, x 0 ) in (A.58) associated with H. We also recall the B(H)-valued Green's function of H 0 ,
For subsequent purposes we also recall the B(H)-valued integral kernel of ( 
and similarly,
, denotes the Wronskian of F 1 and F 2 (cf. (A.13)).
Next, we recall the polar decomposition of a self-adjoint operator S in a complex separable Hilbert space K S = |S|U S = U S |S|, (3.14)
where U S is a partial isometry in K and |S| = (S * S) 1/2 , Introducing the factorization of V = uv, where
15) one verifies (see, e.g., [14] , [30] and the references cited therein) that
Next, to make contact with the notation used in Appendix A, we now introduce
with integral kernel
18) and the Volterra operators H
(3.19) Here we used the abbreviations,
Moreover, we introduce for a.e. x ∈ R,
Assuming temporarily that
(employing the notion of support for regular distributions on R) in addition to Hypothesis 3.1, identifying H 1 = H 2 = H, and introducingf j (z, ·), j = 1, 2, bŷ
, upon a standard iteration of the Volterra integral equations (3.23), (3.24) . In fact,f j (z, ·) ∈ L 2 (R; H), j = 1, 2, have compact support as long as (3.22) holds. By comparison with (3.4), one then identifies for all z ∈ C\[0, ∞), Im(z 1/2 ) > 0, and a.e. x ∈ R,
We note that the temporary compact support assumption (3.22) on V (·) B(H) has only been introduced to guarantee that
This extra hypothesis will eventually be removed. Next we state the following basic result. 
Proof. The well-known asymptotics of K 0 (ζ) as ζ → 0 and ζ → ∞, | arg(ζ)| < 3π/2, yields
By virtue of (3.17) this proves (3.27 ).
An application of Lemma 2.8 and Theorem 2.13 then yields the following Fredholm determinant reduction result, identifying the Fredholm determinant of I − K(·) and that of the B(H)-valued Jost function F (·) (the inverse transmission coefficient). The significance of (3.30) below lies in the fact that a determinant in the Hilbert space L 2 (R; H) is reduced to one in H. (This reduction is perhaps most spectacular in cases where H is finite-dimensional.) In particular, the intimate connection between F (·) and the inverse transmission coefficient establishes the link between K(·) and stationary scattering theory for Schrödinger operators with operator-valued potentials. 
Proof. Throughout this proof we fix z ∈ C\[0, ∞), Im(z 1/2 ) > 0. Recalling our temporary assumption (3.23) that supp( V (·) B(H) ) is compact, Lemma 2.8 applies and one infers from (2.69) and (3.21)-(3.26) that the 2 × 2 block operator U = (U j,k ) 1 j,k 2 , given by
Relations (2.106) and (2.109) of Theorem 2.13 then yield (with 36) and hence (3.30) is proved under the additional hypothesis (3.22) . Removing the compact support hypothesis on V (·) B(H) becomes possible along the following approximation argument: first, one replaces
(with χ M (·) the characteristic function of M ⊂ R), and then denotes the quantities corresponding to the replacement (3.37), in obvious notation, by
In particular, what has just been proven can be summarized as
Applying (2.94) to
the dominated convergence theorem readily leads to convergence of the sequences of operators in (3.39) to the corresponding operators in (3.29) in the B 2 (L 2 (R; H))-norm. Thus, their product converges in trace norm,
(recalling that Fredholm determinants are continuous with respect to the trace norm). Consequently,
To deal with the limit n → ∞ on the right-hand side of (3.38) one first notes that by (3.9),
(3.42)
In particular, multiplying (3.4) by e ∓iz 1/2 x and rearranging terms yields 43) and replacing V (·) by V n (·) in (3.43) one obtains for all n ∈ N,
(3.44)
Noticing the elementary estimate
iterating both Volterra integral equations (3.43) and (3.44) then yields the uniform bounds,
46) for some fixed C > 0 (independent of (x, n) ∈ R × N). In addition, subtracting (3.43) from (3.44) one obtains
Using that lim 48) and lim
an iteration of (3.47), employing the estimates (3.45) and (3.46), then proves that
Finally, using (3.48)-(3.50) in (3.42), one obtains
and hence lim
Relations (3.41) and (3.52) complete the proof of (3.30).
Finally, we briefly discuss the spectral shift function for the pair of self-adjoint operators (H, H 0 ). Still assuming Hypothesis 3.1, we note that a combination of (3.9), (3.12), and (3.36) yields 
which can be proved as follows: combining (2.94), (3.7), and (3.15), one obtains 
proves (3.56) (recalling again that Fredholm determinants are continuous with respect to the trace norm). In addition, one notes that det L 2 (R;H) (I −K(·)) is analytic on C + since K(·) is analytic in the B 1 L 2 (R; H) -norm on C + . An argument completely analogous to that leading to (3.57) (employing once more the estimates for K 0 (·) in [1, p. 375, 378] , combined with Lebesgue domination in the integral over x ′′ in (3.57)) then also shows that det L 2 (R;H) (I − K(·)) extends continuously to R. Consequently, the spectral shift function ξ(· ; H, H 0 ) for the pair (H, H 0 ) permits the representation,
where we used the abbreviation (cf. (3.36) )
The choice of square root branch for (H 0 − zI) −1/2 (determined either via the spectral theorem for (H 0 − zI) −1/2 , or better yet, via its integral kernel (3.7)) is of course immaterial in (3.60).
For background on the concept of the spectral shift function we refer to [5, Sects. 191 
Fredholm Indices in terms of Spectral Shift Functions
In this section we recall some of the principal results on the Fredholm index of the operator D A (cf. (4.28)) obtained in [13] and specialize them to the case of bounded perturbations first considered by Pushnitski [37] . This is then used to discuss the Fredholm index of the operator D A in terms of scattering theoretic tools. While this has first been established in this context by Pushnitski [37] , the principal aim of this section and the next is to provide an alternative, Fredholm determinant based approach to the fundamental trace relation in [37] (cf. eq. (4.37) below and the next Section 5). In turn, this Fredholm determinant based approach permits us to derive new results, such as (5.54).
Throughout this section we make the following assumptions (equivalent to those made in [37] ):
Hypothesis 4.1. Suppose that H is a complex, separable Hilbert space.
(ii) Suppose there exists a family of bounded self-adjoint operators {B(t)} t∈R in H with B(·) weakly locally absolutely continuous on R, implying the existence of a family of bounded self-adjoint operators {B ′ (t)} t∈R in H such that for a.e. t ∈ R,
Here we recall that a family {B(t)} t∈R of bounded self-adjoint operators in H is called weakly locally absolutely continuous if and only if for all g, h ∈ H, (g, B(t)h) H is locally absolutely continuous on R.
For notational simplicity later on, B ′ (t) was defined for all t ∈ R in Hypothesis 4.1 (ii); it would have been possible to introduce it for a.e. t ∈ R from the outset.
Next, assuming Hypothesis 4.1, we introduce the family of bounded self-adjoint operators {A(t)} t∈R in H by
and hence conclude that
As shown later in (4.21), Hypothesis 4.1 implies that B(·) B1(H) ∈ L ∞ (R; dt) and hence A(·) B(H) ∈ L ∞ (R; dt). For examples satisfying Hypothesis 4.1 we refer to the Schrödinger operators discussed in Section 5.
Next, we turn to a closer examination of the family {A(t)} t∈R and recall some of the results of [13] for two reasons: first, some results now simplify under Hypothesis 4.1, and second, presenting them permits us to provide a fairly self-contained treatment of this material.
We first recall the following result:
Lemma 4.2 ([13])
. Let H be a complex, separable Hilbert space and R ∋ t → F (t) ∈ B 1 (H). Then the following assertions (i) and (ii) are equivalent: (i) {F (t)} t∈R is a weakly measurable family of operators in B(H) and
is strongly absolutely continuous with respect to the norm in B 1 (H).
In addition we recall the following fact:
is strongly locally absolutely continuous in B 1 (H). Then H(t) = G ′ (t) exists for a.e. t ∈ R, H(·) is Bochner integrable over any compact interval, and hence
(4.7)
Remark 4.3 ([13]). We temporarily introduce the Bochner integral in B 1 (H),
Applying Lemma 4.2 (iii), one concludes that 9) and hence, in particular, for all f, g ∈ H,
Thus, by Hypothesis 4.1 (iii),
Consequently, one arrives at We now choose the convenient normalization
and hence obtain In addition, we also set B(−∞) = 0, (4.19) and note that
In particular, this yields that 22) and that B, defined in terms of the family {B(t)} t∈R in H via,
actually defines a bounded operator in L 2 (R; H),
B(t) B1(H) . (4.24)
Next, let A ∈ B L 2 (R; H) be associated with the family {A(t)} t∈R in H by 25) and analogously, introduce A ′ in L 2 (R; H) in terms of the family {A ′ (t)} t∈R in H, by
We note that by [13, Lemma 4.6] and the fact that A − ∈ B L 2 (R; H) , where A − is defined as in (4.25) with A(t) replaced by the constant fiber A − , one has 27) with H 0 given by (3.1). In particular, this implies that A ′ is relatively form compact with respect to H 0 .
To state our results, we start by introducing in L 2 (R; H) the operator
We recall that g ∈ AC loc (R; H) if and only if g is of the form (4.30)
, and g ′ = h a.e.
(The integral in (4.30) is of course a Bochner integral.) It has been shown in [13] (under assumptions more general than those in Hypothesis 4.1) that D A is densely defined and closed in L 2 (R; H). Similarly, the adjoint operator
Using these operators, we closely follow [13] and introduce in L 2 (R; H) the nonnegative self-adjoint operators
Here we denoted the form sum of operators with the symbol+ and we recall that A 2 ∈ B L 2 (R; H) ; for more details we refer to [13, Lemmas 4.8, 4.9].
Finally, we introduce the functions
The next fundamental result, originally due to [37] , and extended in [13] under hypotheses more general than those in Hypothesis 4.1, will be reproved in detail in Section 5, using alternative arguments; it relates the trace of the difference of the resolvents of H 1 and H 2 in L 2 (R; H), and the trace of the difference of g z (A + ) and g z (A − ) in H. 36) and the following trace formula holds,
(4.37) Equality (4.37) is fundamental in two ways: first, it reduces a trace in the Hilbert space L 2 (R; H) to one in H, and second, it is the starting point for Fredholm (resp., Witten) index computations in [13] (resp., [9] ).
Since by (4.22), [A + − A − ] ∈ B 1 (H), the spectral shift function ξ(· ; A + , A − ) associated with the pair (A + , A − ) is well-defined, satisfies 
In particular,
Next, one also needs to introduce the spectral shift function ξ( · ; H 2 , H 1 ) associated with the pair (H 2 , H 1 ). Since H 2 0 and H 1 0, and
by Theorem 4.5, one uniquely introduces ξ( · ; H 2 , H 1 ) by requiring that
and by where we used the abbreviation
An explicit reduction of the symmetrized perturbation determinant D H2/H1 (z) in the space L 2 (R; H) to a particular determinant in H will be derived in Section 5, cf. formula (5.54).
Next, we detail the precise connection between ξ and Fredholm perturbation determinants associated with the pair (A − , A + ). In particular, this will justify the perturbation determinants formula (4.70) in the index computation in Theorem 4.11. Let
denote the perturbation determinant for the pair of operators (S, T ) in H, assuming (T − S)(S − z 0 I H ) −1 ∈ B 1 (H) for some (and hence for all) z 0 ∈ ρ(S). holds.
We note that the representation (4.48) for ξ( · ; A + , A − ) was proved in [13, Theorem 7.6] only under the additional hypothesis that 0 ∈ ρ(A − )∩ρ(A + ), by appealing to the decomposition [13, eq. (7.50)], involving A −1 − . But this additional assumption is clearly unnecessary by using the corresponding decomposition
instead.
In addition (cf., e.g., [47, Sect. 8 .2]), we recall that
(4.52)
Given these preparations, one obtains Pushnitski's formula [37] relating the spectral shift functions ξ(· ; H 2 , H 1 ) and ξ(· ; A + , A − ): Theorem 4.9 ([13], [37] ). Assume Hypothesis 4.1 and define ξ( · ; H 2 , H 1 ) according to (4.42) and (4.43). Then one has for a.e. λ > 0,
with a convergent Lebesgue integral on the right-hand side of (4.53). Proof. That D A is closed and densely defined in L 2 (R; H), as well as the sufficiency of the condition 0 ∈ ρ(A + ) ∩ ρ(A − ) for the Fredholm property of D A have been proven in [13] . It remains to show that the condition 0 ∈ ρ(A + ) ∩ ρ(A − ) is also necessary for the Fredholm property of D A .
Arguing by contradiction, let 0 ∈ σ(A + ). Then there exists a sequence
For each n ∈ N, consider a smooth function χ n :
and note that x n L 2 (R;H) = 1, n ∈ N, and x n −→ n→∞ 0 weakly, (4.60) since for each n ∈ N the support of x n is contained in [n + 1, 3n + 3]. Moreover, At this point we mention the following sufficient condition for T to be an uppersemi-Fredholm operator, to be found in [46] (where properties of T * T are exploited). For convenience of the reader we briefly state it together with its short proof:
Let T be densely defined and closed in K. Then T is not upper-semi-Fredholm if there exists a sequence {y n } n∈N ⊂ K, y n K = 1, n ∈ N, such that y n −→ n→∞ 0 weakly and T y n K −→ n→∞ 0.
(4.65)
For the proof of (4.65) it suffices to note that if T is upper semi-Fredholm, then there exists S ∈ B(K) and K ∈ B ∞ (K) such that ST = I K + K on dom(T ) (cf. [43, Ch. 7] ). Then one has ST y n −→ n→∞ 0, and, in view of compactness of K,
In view of (4.60) and (4.64), the latter property implies that D A is not an uppersemi-Fredholm, let alone a Fredholm operator. Similarly, passing to adjoint operators, D A is not a lower-semi-Fredholm operator (using the fact that the adjoint of a closed, densely defined, upper-semi-Fredholm operator is lower-semi-Fredholm).
Finally, considering { x n } n∈N ⊂ dom(D A ) defined by
and noting x n L 2 (R;H) = 1, n ∈ N, and
entirely analogous arguments show that 0 ∈ σ(A − ) implies once more that D A is not upper-semi-Fredholm (and again not lower-semi-Fredholm by passing to adjoints).
To the best of our knowledge, the "only if" characterization of the upper/lower Fredholm property of D A under Hypothesis 4.1 is new. In this context we also refer to [32, Propositions 7.11, 7.12 [42] for closely related results (which do not seem to imply Theorem 4.10). Thus, if 0 belongs to either of σ(A + ) or σ(A − ) then D A ceases to be Fredholm and hence the spectral assumptions in Theorem 4.11 below do not restrict the generality of the result. For spectral results concerning D A , we refer, for instance, to [4] , [9] , and [10, Section 2.2.2], and references cited therein. The literature concerned with model operators of the type D A is so enormous that no comprehensive account can possibly be provided here. Instead, we refer to the monograph [10] and the extensive list of references cited therein.
We conclude this section with the following result on the Fredholm index of D A . 
with a choice of branch of ln(det H (·)) on C + analogous to that in Theorem 4.8.
A New Proof of the Trace Relation (4.37)
In our final section we now provide the promised new proof of the fundamental trace relation (4.37), employing basic notions in scattering theory and the theory of Fredholm determinants. Along the way we also derive the new result (5.54), which provides an explicit computation of the symmetrized perturbation determinant D H2/H1 (z) in (4.46) in terms of a particular determinant in H. Together with the new proof of the trace relation (4.37), the determinant formula (5.54) represents the principal new result of this section.
Our proof differs from the one by Pushnitski [37] in a variety of ways: Foremost, we explicitly exploit the factorizations
A (also dubbed "supersymmetry"), in addition, we apply the reduction theory for determinants outlined in Theorem 2.13 which then permits us to go a step further and also derive the new formula (5.54).
Throughout this section we assume Hypothesis 4.1. In addition, we will temporarily assume that supp(
Proof of The Trace Relation (4.37). Introducing
with {E A± (α)} α∈R denoting the strongly right-continuous family of spectral projections for A ± , the B(H)-valued Jost solutions associated with H j , j = 1, 2, are given by
In this context one notes that
Then, for z ∈ C, f j,± (z, ·) are B(H)-valued solutions of 6) in the sense described in Corollary A.5. Since asymptotically, as t → ±∞,
and hence
the supersymmetric structure of H j , j = 1, 2, and (5.5) and (5.6) imply
and thus,
(5.10) (Actually, the temporary hypothesis (5.1) permits one to replace o(1) on the righthand sides of (5.7) and (5.8) by 0, but we don't need to use this fact.) Next, we recall that the Wronskian of B(H)-valued functions φ and ψ (which together with their derivatives are assumed to be continuous with respect to t ∈ R) is given by W (φ, ψ)(t) = φ(t)ψ ′ (t) − φ ′ (t)ψ(t), t ∈ R, where ′ denotes differentiation with respect to t ∈ R (as usual throughout this paper). Then a somewhat lengthy, but straightforward computation, employing (5.4)-(5.6) (and hence the crucial factorization of H j , j = 1, 2, into products of
Clearly, the identity (5.11) lies at the heart of the supersymmetric approach employed.
In this context we recall that (5.5), (5.6) explicitly read, 12) and hence,
(5.14)
In addition, one recalls that if
is independent of t ∈ R. The fact that V 2 (t) − V 1 (t) = 2A ′ (t) for a.e. t ∈ R, yields the following Volterratype integral equations relating f 2,± (z, ·) and f 1,± (z, ·),
16) where
denotes the B(H)-valued Volterra Green's function associated with H 1 (to be distinguished from the B(H)-valued (Fredholm) Green's function of H 1 , the integral kernel of the resolvent of H 1 , cf. (5.34)). While (5.16) is well-known in the special scalar case where dim(H) = 1 (cf. [7] ), it requires some effort to derive its present analog in the infinite-dimensional context. Introducing the B(H)-valued half-line Weyl-Titchmarsh functions (cf. Theorem A.15, (A.58)) 
This yields
and hence f 23) and similarly,
At this point one can show that f 2,± (z, ·) as defined by the Volterra-type integral equations (5.16) indeed satisfy H 2 f 2,± (z, ·) = zf 2,± (z, ·) in the sense described in Corollary A.5, upon differentiating (5.16) twice with respect to t ∈ R, employing (5.18)-(5.24). Next, we will use (5.16) to relate the Wronskians W (f 1,− (z, ·) * , f 1,+ (z, ·)) and W (f 2,− (z, ·) * , f 2,+ (z, ·)). For this purpose we note that (5.16) and (5.20) imply
Thus, one computes for t > 0 sufficiently large and beyond the support of A ′ (·),
Taking adjoints in (5.29) and replacing z by z then yields
Similarly, assuming −t > 0 sufficiently large and again beyond the support of A ′ (·), one computes
and hence,
We note as an aside that the Volterra-type integral equations (5.16) together with the Wronski relations (5.30) and (5.32) imply the Fredholm-type integral equations
were (cf. again (A.65), (A.66))
denotes the B(H)-valued Green's function of H 1 . Next, recalling the polar decomposition for A ′ (·),
with U A ′ (t) a partial isometry in H, we introduce the Birman-Schwinger-type integral operator K(z) ∈ B 1 L 2 (R; H) (cf. Theorem 3.2, particularly, (3.29)), defined by 36) with integral kernel K(z, t, t ′ ) defined by
Due to the compact support property of A ′ (·), and since |A
Associated to the (Fredholm) integral kernel K(z, ·, ·) one also introduces the corresponding Volterra integral kernel H(z, ·, ·) (cf. [15] ), (5.45) and the associated Volterra integral equations
A comparison of (5.46), (5.47) with (5.16) yields
and as in (5.42) one concludes that 
Here the final two equalities are an immediate consequence of the Wronski relations (5.30), (5.32).
Next, an application of the first relation in (2.98) to the perturbation determinant D H 2 /H1 (z) in (4.46) , taking into account the definition (5.36) of K(z), and employing the polar decomposition of A ′ as well as the factorization
, one observes that actually,
Combining (5.10), (5.11), and (5.51) finally yields
one of the principle new results of this section. Consequently,
The last equality in (5.55), although, straightforward, requires a bit of calculation, repeatedly utilizing cyclicity of the trace. This proves (4.37), subject to the constraint (5.1). However, the latter is now removed by an approximation argument precisely along the lines detailed in (3.37)-(3.52). of the details of the operator path {A(t)} t∈R . Indeed, (5.54) settles the claim for det L 2 (R;H) (I −K(z)). In addition, since only the asymptotes A ± = n-lim t→±∞ A(t) enter ξ( · ; A + , A − ), equations (4.37), (4.39), (4.53), and (4.69) also settle the claim for the remaining quantities in (5.56). This is sometimes dubbed topological invariance in the pertinent literature (see, e.g., [7] , [8] , [13] , [17] , and the references therein). ✸ Appendix A. Basic Weyl-Titchmarsh Theory for Schrödinger Operators with Bounded Operator-Valued Potentials
In this appendix we summarize some of the basic results on spectral theory for Schrödinger operators with bounded operator-valued potentials as recently developed in [18] , [19] . (The latter references, in particular, contain all proofs and the pertinent background literature on the material displayed in this preparatory section.) The results represented below provide the necessary background for the Schrödinger operators discussed in Sections 3 and 5.
We start with some necessary preliminaries: Let (a, b) ⊆ R be a finite or infinite interval and H a complex, separable Hilbert space. Unless explicitly stated otherwise (such as in the context of operator-valued measures in Nevanlinna-Herglotz representations), integration of H-valued functions on (a, b) will always be understood in the sense of Bochner (cf., e.g., [3, p. 6-21] , [11, p. 44-50] 
In the case p = 2, L 2 ((a, b); dx; H) is a separable Hilbert space. By a result of Pettis [36] , weak measurability of H-valued functions implies their strong measurability.
If
, then f is strongly differentiable a.e. on (a, b) and
In addition,
Sobolev spaces W n,p ((a, b); dx; H) for n ∈ N and p 1 are defined as follows:
In this case g is the strong derivative of f , g = f ′ . Similarly, W n,p ((a, b); dx; H) is the set of all f ∈ L p ((a, b); dx; H) so that the first n strong derivatives of f are in L p ((a, b); dx; H). For simplicity of notation one also introduces Following a frequent practice (cf., e.g., the discussion in [2, Sect. III.1.2]), we will call elements of
loc ((a, b); dx; H)), strongly absolutely continuous H-valued functions on [c, d] (resp., strongly locally absolutely continuous H-valued functions on (a, b)).
For simplicity of notation, from this point on we will omit the Lebesgue measure whenever no confusion can occur and henceforth simply write L (a, b) ). For brevity of notation, I denotes the identity operator in L 2 ((a, b); H). In addition, and also for reasons of brevity, for operator-valued functions that are measurable with respect to the uniform operator topology, we typically use the short cut uniformly measurable.
Finally, one more remark on a notational convention:
Remark A.1. To avoid possible confusion later on between two standard notions of strongly continuous operator-valued functions F (x), x ∈ (a, b), that is, strong continuity of F (·)h in H for all h ∈ H (i.e., pointwise continuity of F (·)), versus strong continuity of F (·) in the norm of B(H) (i.e., uniform continuity of F (·)), we will always mean pointwise continuity of F (·) in H. The same pointwise conventions will apply to the notions of strongly differentiable and strongly measurable operatorvalued functions throughout this paper. In particular, and unless explicitly stated otherwise, for operator-valued functions Y , the symbol Y ′ will be understood in the strong sense; similarly, y ′ will denote the strong derivative for vector-valued functions y. ✸ Definition A.2. Let (a, b) ⊆ R be a finite or infinite interval and Q : (a, b) → B(H) a weakly measurable operator-valued function with , b) ; H) and (A.6) holds a.e. on (a, b). We recall our notational convention that vector-valued solutions of (A.6) will always be viewed as strong solutions.
One verifies that Q : (a, b) → B(H) satisfies the conditions in Definition A.2 if and only if Q * does (a fact that will play a role later on, cf. the paragraph following (A.13)). ((a, b) ). Suppose that x 0 ∈ (a, b), z ∈ C, h 0 , h 1 ∈ H, and f ∈ L 1 loc ( (a, b) ; H). Then there is a unique H-valued solution y(z, ·, x 0 ) ∈ W 2,1 loc ( (a, b) ; H) of the initial value problem
where the exceptional set E is of Lebesgue measure zero and independent of z. Moreover, the following properties hold:
(i) For fixed x 0 , x ∈ (a, b) and z ∈ C, y(z, x, x 0 ) depends jointly continuously on h 0 , h 1 ∈ H, and f ∈ L 1 loc ((a, b); H) in the sense that
where C(z, V ) > 0 is a constant, and the dependence of y on the initial data h 0 , h 1 and the inhomogeneity f is displayed in (A.8).
(ii) For fixed x 0 ∈ (a, b) and z ∈ C, y(z, x, x 0 ) is strongly continuously differentiable with respect to x on (a, b). (iii) For fixed x 0 ∈ (a, b) and z ∈ C, y ′ (z, x, x 0 ) is strongly differentiable with respect to x on (a, b)\E. 
where the exceptional set E is of Lebesgue measure zero and independent of z. Moreover, the following properties hold: 
We note that if a (resp., b) is regular for −(d 2 /dx 2 ) + Q(x), one may allow for x 0 to be equal to a (resp., b) in the existence and uniqueness Theorem A.3.
If f 1 , f 2 are strongly continuously differentiable H-valued functions, we define the Wronskian of f 1 and f 2 by
Equation (A.18) will show that the right-hand side of (A.12) actually vanishes for all x ∈ (a, b). We decided to use the symbol W * (·, ·) in (A.11) to indicate its conjugate linear behavior with respect to its first entry.
Similarly, if F 1 , F 2 are strongly continuously differentiable B(H)-valued functions, their Wronskian is defined by Our main interest is in the case where V (·) = V (·) * ∈ B(H) is self-adjoint, that is, in the differential equation τ η = zη, where η represents an H-valued, respectively, B(H)-valued solution (in the sense of Definitions A.2, resp., A.4), and where τ abbreviates the operator-valued differential expression
To this end, we now introduce the following basic assumption: b) ), and assume that V (x) = V (x) * for a.e. x ∈ (a, b).
Moreover, for the remainder of this section we assume that α ∈ B(H) is a selfadjoint operator, α = α * ∈ B(H). 
(A.17) By Corollary 2.5 (iii), for any fixed x, x 0 ∈ (a, b), the functions θ α (z, x, x 0 ) and φ α (z, x, x 0 ) as well as their strong x-derivatives are entire with respect to z in the B(H)-norm. The same is true for the functions z → θ α (z, x, x 0 ) * and z → φ α (z, x, x 0 ) * . We also recall two versions of Green's formula (also called Lagrange's identity). Next, following [18] (see also [19] ), we briefly recall basic elements of the WeylTitchmarsh theory for self-adjoint Schrödinger operators H α in L 2 ((a, b); H) associated with the operator-valued differential expression τ = −(d 2 /dx 2 ) + V (·), assuming regularity of the left endpoint a and the limit point case at the right endpoint b (see Definition A.10).
As before, H denotes a separable Hilbert space and (a, b) denotes a finite or infinite interval. One recalls that L 2 ((a, b); H) is separable (since H is) and that We also introduce the operatorḢ min in L 2 ((a, b); H) as the restriction of H max to the domain dom Ḣ min = {g ∈ dom(H max ) | supp(u) is compact in (a, b)}.
( Using the dominated convergence theorem and Green's formula (A.18) one can show that lim x→a W * (u, v)(x) and lim x→b W * (u, v)(x) both exist whenever u, v ∈ dom(H max ). We will denote these limits by W * (u, v)(a) and W * (u, v)(b), respectively. Thus Green's formula also holds for x 1 = a and where ∔ indicates the direct (but not necessarily orthogonal direct) sum. Next, we determine the self-adjoint restrictions of H max assuming that a is a regular endpoint for τ and b is of limit-point type for τ (e.g., having in mind half-line situations where a ∈ R, b = ∞).
Hypothesis A.11. In addition to Hypothesis A.7 suppose that a is a regular endpoint for τ and b is of limit-point type for τ . Henceforth, under the assumptions of Theorem A.12, we denote the operator H in L 2 ((a, b); H) associated with the boundary condition induced by α = α * ∈ B(H), that is, the restriction of H max to the set dom(H α ) = {u ∈ dom(H max ) | sin(α)u ′ (a) + cos(α)u(a) = 0} (A. 31) by H α . Our next goal is to construct the square integrable solutions Y (z, ·) ∈ B(H) of τ Y = zY , z ∈ C\R, the B(H)-valued Weyl-Titchmarsh solutions, under the assumptions that a is a regular endpoint for τ and b is of limit-point type for τ .
Fix c ∈ (a, b) and z ∈ ρ(H α ). For any f 0 ∈ H let f = f 0 χ [a,c] ∈ L 2 ((a, b); H) and u(f 0 , z, ·) = (H α − zI) −1 f ∈ dom(H α ). (We recall our convention that I denotes the identity operator in L 2 ( (a, b) ; H).) By the variation of constants formula, u(f 0 , z, x) = θ α (z, x, a) g(z) +ˆc
for suitable vectors g(z) ∈ H, h(z) ∈ H. Since u(f 0 , z, ·) ∈ dom(H α ), one infers that are linear and bounded. Moreover, C 1,α (c, ·) is entire and C 2,α (c, ·) is analytic on ρ(H α ). In addition, C 1,α (c, z) is boundedly invertible if z ∈ C\R and c is chosen appropriately.
Using the bounded invertibility of C 1,α (c, z) one now defines ψ α (z, x) = θ α (z, x, a) + φ α (z, x, a)C 2,α (c, z)C 1,α (c, z) −1 , z ∈ C\R, x ∈ [a, b), (A.36) still assuming Hypothesis A.11 and α = α * ∈ B(H). By Lemma A.13, ψ α (·, x) is analytic on z ∈ C\R for fixed x ∈ [a, b].
Since ψ α (z, ·)f 0 is the solution of the initial value problem τ y = zy, y(c) = u(f 0 , z, c), y ′ (c) = u ′ (f 0 , z, c), z ∈ C\R, (A.37) the function ψ α (z, x)C 1,α (z, c)f 0 equals u(f 0 , z, x) for x c, and thus is square integrable for every choice of f 0 ∈ H. In particular, choosing c ∈ (a, b) such that C 1,α (z, c) 
