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Hilbert’s Irreducibility Theorem is applied toﬁnd theupperboundsof the timecomplexities
of variousdecisionproblems in arithmetical sentences and the following results areproved:
1. The decision problem of ∀∃ sentences over an algebraic number ﬁeld is in P.
2. The decision problem of ∀∃ sentences over the collection of all ﬁeldswith characteristic
0 is in P.
3. The decision problem of ∀∃ sentences over a function ﬁeld with characteristic p is
polynomial time reducible to the factorization of polynomials over Zp.
4. The decision problem of ∀∃ sentences over the collection of all ﬁeldswith characteristic
p is polynomial time reducible to the factorization of polynomials over Zp.
5. The decision problem of ∀∃ sentences over the collection of all ﬁelds is polynomial time
reducible to the factorization of integers over Z and the factorization of polynomials
over ﬁnite ﬁelds.
© 2008 Published by Elsevier Inc.
1. Introduction
Most interesting logical theories are known to be either undecidable or in very high complexity classes. Stockmeyer [45]
has implicitly demonstrated that except  is a theory with a very simple model structure,  is hard for PSPACE. Studying
the subclasses of undecidable or intractable theories by placing a restriction upon the syntactical structure of the formulas
(e.g., on the quantiﬁer preﬁx) may be useful in eliciting their properties. Another reason for considering such subclasses is
that decision problems which arise in mathematical practice are normally formulated by sentences with simple quantiﬁer
structures. With these ideas in mind, we study the subclasses of arithmetical theories of ﬁelds in this paper.
J. Robinson proved that the arithmetical theory of the rational number ﬁeld Q is undecidable and the theory of ﬁelds is
undecidable [39]. She also proved that for any algebraic number ﬁeld K , the arithmetical theory of K is undecidable [40].
R.M. Robinson proved that the purely transcendental extensions of real ﬁelds are undecidable [41]. In this paper Hilbert’s
Irreducibility Theorem is applied to ﬁnd the upper bounds of the time complexities of various decidable subtheories of these
undecidable arithmetical theories over ﬁelds. We also ﬁnd the upper bounds of many other related decision problems. We
list some of the results obtained in this paper here.
Theorem 5.1. Let K be a Hilbertian ﬁeld, the time complexity for the decision problem of ∀∃ sentences over K is polynomial time
reducible to the factorization of polynomials over K.
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Corollary 5.2. Let K be a Hilbertian ﬁeld and F a purely transcendental extension ﬁeld of K, then the decision problem of ∀∃
sentences over F is polynomial time reducible to the factorization of polynomials over K.
Corollary 5.4. The decision problem of ∀∃ sentences over an algebraic number ﬁeld is in P.
Our results are next extended to decision problems over different classes of ﬁelds. It is useful to review the meaning of
this type of problem. For example, the decision problem of ∀∃ sentences over the collection of algebraic number ﬁelds asks
whether there is an algorithm with which, given an arbitrary ∀∃ sentence φ, we can tell whether φ is true in every algebraic
number ﬁeld or not. In this paper we prove the following:
Theorem 5.5. The decision problem of ∀∃ sentences over the collection of all algebraic number ﬁelds is in P.
Corollary 5.6. The decision problem of ∀∃ sentences over the collection of all ﬁelds with characteristic 0 is in P.
So far, we do not have a polynomial time algorithm to factorize polynomials over a ﬁnite ﬁled, if the characteristic p of
the ﬁnite ﬁeld is input with length log p [19]. We still have the following:
Theorem 6.3. The time complexity of the decision problem of ∀∃ sentences over the collection of all ﬁelds with characteristic p > 0
is polynomial time reducible to the factorization of polynomials over Zp.
Finally, we show that given an arbitrary ∀∃ sentence there is an algorithm to decide whether it is true in all the ﬁelds.
The time complexity of this algorithm is polynomial time reducible to two of the most well-known problems in computer
algebra.
Theorem 6.5. The time complexity of the decision problem of ∀∃ sentences over the collection of all ﬁelds is polynomial time
reducible to the factorization of integers over Z and the factorization of polynomials over ﬁnite ﬁelds.
Algorithms for factorizations of polynomials in various ﬁelds are also essential for the present study. Polynomials can
now be factored in many different ﬁelds of polynomial time with the assistance of the works of [7,8,21,24,30,31]. Whether
polynomials canbe factoredover aﬁniteﬁeld Zp,p > 0,with the time complexity polynomial in log p, however, still remains to
be determined. Algorithms are available for the factorization of polynomials over Zp with the time complexity polynomial in p
[16,28]. Owing to this fact, and also due to the lack of a deﬁnite polynomial time algorithm (without assuming theGeneralized
RiemannHypothesis) for factorization of integers over Z, the decision problemof ∀∃ sentences over ﬁelds can only be claimed
to have an exponential time algorithm to solve it. The decidability of this decision problem is ﬁrst shown in [49].
For most decision problems which have the polynomial time complexity, their decidability are easily observed. The
polynomial-time decidability of the problems discussed here is highly non-trivial and relies on subtle (and perhaps even
lucky) properties of the underlying rings. Their decidability are ﬁrst provided in [49] by the methods from mathemat-
ical logic. From that paper, for example, we know that given an ∀∃ sentence φ, either φ or the negation of φ can be
deduced from the axioms of ﬁelds with characteristic 0. We then have a decision procedure for deciding whether an
arbitrarily given ∀∃ sentence is true in every ﬁeld with characteristic 0 or not. The decision procedure so obtained is not
primitively recursive. Polynomial time algorithms were derived later in [50] for the case of quantiﬁcation over any alge-
braic number ﬁeld, provided the input formula is given in disjunctive or conjunctive normal form. Every formula can be
transformed into one in disjunctive or conjunctive normal form [37]. This will, however, generally take exponential time.
In present study, formulas are no longer restricted to be in normal forms and the algorithms, therefore, become much
more complicated. These decision problems are, however, still in P even without the requirement of being in normal
form.
An accompanying paper discussed the decision problems of ∀∃ sentences over the integral domains [52]. The sentence
“Every nonzero element has an multiplicative inverse." that differentiate an integral domain from a ﬁeld is an ∀∃ sentence, i.e.,
∀x∃yx = 0 → xy = 1. In that paper, the results on the computational complexity of ∀∃ sentences are quite different fromwhat
is presented herein. For example, if I is the ring of integers of a global ﬁeld, then the decision problem of ∀∃ sentences over
I is co-NP-complete. In particular, the decision problem of ∃∀ sentences over the integer ring Z is NP-complete. Thus, it is
interesting to see that from the point of view of computational complexity, the decision problems of arithmetical sentences
become easier by passing from integral domains to their quotient ﬁelds. This is true for all the known decidable cases of
arithmetical sentences. Similarly, thedecidability for the samedecisionproblemof arithmetical sentenceswill not be affected
by passing to a ﬁnite (algebraic or transcendental) ﬁeld extension. In general, the complexity of the algorithmswill increases
by doing so, but they are still in the same polynomial hierarchy of Stockmeyer [45].
The paper is organized as follows. The preliminaries and notations are listed in Section 2. Hilbertian ﬁelds are dealt with
in Section 3. By “nonstandard mathematics", a necessary condition is provided for an ∀n∃ sentence to be true in a Hilbertian
ﬁeld . The primary algorithms and the properties of these algorithms are provided in Section 4. Our main results are veriﬁed
in Section 5 along with their corollaries. The results involving ﬁelds with ﬁnite characteristic are proved and concluding
remarks are offered in Section 6.
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2. Preliminaries and notations
The basic structures are the prime ﬁeldsQ , Zp, ﬁnite extensions (algebraic or transcendental) of these, the rational integer
ring Z and rings of polynomials over these rings. Let f (x1, . . . ,xn) be a polynomial with indeterminants x1, . . . xn over a ring
R. Let Degxi f (x1, . . . ,xn) denote the degree of f (x1, . . . ,xn) in xi and D(f ) the maximum of Degxi f (x1, . . . ,xn) for 1 ≤ i ≤ n. There
are well-known algorithms for performing the usual arithmetic operations over these rings effectively [13]. This effectivity
will hold for all the algebraic structures we considered in this paper.
In this paper, we need to present the data structures for sets and basic algorithms for manipulating with the elements of
algebraic and transcendental extensions of the basic ﬁelds. How those algebraic and transcendental elements are presented
is as follows [16]. Let Fpm be a ﬁnite ﬁeld with p
m elements where p is the characteristic of F . The bit length of the description
of elements of the ﬁeld F does not exceed m log2 p. Let K = H(T1, . . . ,Tl)[α], where either H = Q or H = Fpm , the elements
T1, . . . ,Tl are algebraically independent over H; the element α is separable and algebraic over H(T1, . . . ,Tl), and by
θ =
∑
0≤i<degz(θ)
(θ
(1)
i
/θ(2))Zi ∈ H(T1, . . . ,Tl)[Z]
we denote its minimal polynomial over H(Ti, . . . ,Tl) with leading coefﬁcient lcZ (θ) = 1, where θ(1)i , θ(2) ∈ H[T1, . . . ,Tl] and
deg(θ(2)) is the smallest possible. Any element f ∈ F[X0, . . . ,Xn] can be uniquely represented in the form
f =
∑
0≤i<degZ (θ);i0,...in
(ai,i0,...,in/b)α
iX
i0
0
· · ·Xinn ,
where ai,i0,...,in ,b ∈ H[T1, . . . ,Tl] and the degree of b is as small as possible. Whereas the polynomials ai,i0,...,in ,b are uniquely
deﬁned up to a factor from the algebraic closure of H. We let
degTj (f ) = maxi,i0,...,in {degTj (ai,i0,...,in ),degTj (b)}.
By the length of description l(h), if h ∈ Q refers to its bit-length, and if h ∈ Fpm the quantity m log2 p. Note here, the
representation here is the dense representation of a polynomial. For a polynomial f over an algebraic number ﬁeld, we may
simply use the notation used in [29]. We similarly use |f | to denote the Euclidean norm of f .
Arithmetical sentences are sentences constructed from the logical symbols∧ (and),∨ (or),¬ (negation),→ (implies),←→
(if and only if), ∀ (for all), ∃ (there exists), = (equals); the mathematical symbols +, ·; and constants over Z. The language may
be extended here in some cases by adding the constants of a ﬁeld K . The formula in this case is referred to as a formula over
K . Let Q denote the quantiﬁer ∀ or ∃. Then φ is a Qm
1
Qn
2
sentence if and only if φ is logically equivalent to a sentence of the
form
Q1x1 · · ·Q1xmQ2y1 · · ·Q2yn ψ(x1, . . . ,xm,y1, . . . yn),
where ψ(x1, . . . ,xm,y1, . . . ,yn) is a quantiﬁer free formula. We will use x¯ to denote a ﬁnite sequence of variables (x1, . . . ,xm)
form > 1; φ is then next written in the form Q1x¯Q2y¯ ψ(x¯,y¯). Ifm = 1 or n = 1,m or N are then respectively omitted from the
superscript. A Qm sentence is a sentence where n = 0. For example, “every nonzero element has an multiplicative inverse",
i.e., ∀x∃y[x = 0 ⇒ x · y = 1], is an ∀∃ sentence. This sentence is true in Q but false in Z. Let F be a ﬁeld. Does an algorithm
exist which decides whether an arbitrarily given Qm
1
Qn
2
sentence true in F or not? This is referred to as the decision problem
of Qm
1
Qn
2
sentences over F . So far, we do not have many decidable cases. In spite of much effort, the decidability of equations
in two unknowns, which may be said to be the simplest ∃2 sentence, i.e., ∃x∃yf (x,y) = 0 for an arbitrary f (x,y) ∈ Z[x,y], is
still not known [6]. The decision problem of ∀∃ sentences, hence ∃∀ sentences, over Q being decidable is proved in [47]. This
result was later extended to algebraic number ﬁelds in [49]. The decision problem of Qm
1
Qn
2
sentences over a class of ﬁelds
seeks to answer the similar question only in this case in which the sentence is required to be true in every ﬁeld of the class.
For example, the decision problem of ∀∃ sentences over the collection of ﬁelds with characteristic 0 is the decision problem,
whether an arbitrarily given ∀∃ sentence is true in “every" ﬁeld with characteristic 0 or not.
The lower case Greek letters φ, ψ are employed here as names for arithmetical formulas and Roman letters f , g, F ,
G, . . . as names for polynomials. Also, f ≡ 0 if and only if f is identically equal to zero. Arithmetical formulas are equations
combined with logical symbols. A formula ψ is in disjunctive normal form if it has the form of ψ = ψ1 ∨ ψ2 ∨ · · ·ψn where
ψi = ψi,1 ∧ · · · ∧ ψi,mi and each ψi,j is an equation such that f = 0 or the negation of an equation such that ¬(f = 0), for
which f = 0 is written here. A conjunctive normal form formula is analogously deﬁned except that the symbols ∧ and ∨ are
interchanged. Let φ be an arithmetical formula, we use |φ| to denote the number of the logical connectives in the formula,
while D(φ) the degree of φ and N(φ) the norm of φ denote the maximum of D(f ) and |f |, respectively, for all the atomic
formulas f = 0 occurred in φ.
Our notations involving computational complexity are standard [34,13]. The polynomials are input in a dense form [13]
duringmeasurement of the computational complexity of the sentences. That is, for the polynomial f (x,y), if f (x,y) contains the
monomial axmyn with a = 0 andmonomial bxiyj with i ≤ m, j ≤ n, bmust then be input even if b = 0. The requirement for the
factorization of polynomials in our algorithms is the reason for this. The input length of the factors may grow exponentially
if the polynomials are input in sparse form. Polynomial time algorithms for the factorization of polynomials are no longer
possible. Hence, the time complexity the algorithms of this paper is in exponential time. Also, the time complexity of
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algorithms over a ﬁeld with characteristic p is measured in p instead of log p. Although with much effort, ﬁnding algorithms
for factoring polynomials with time complexity polynomial in log p is unknown. How to factor polynomials in various ﬁelds
is essential to the results of this paper.
However, the interesting results of Lenstra [32,33] tells us that the rational roots of a polynomial equation can be found in
polynomial time even if the polynomial is input in sparse form. This opens the door for the possibility of ﬁnding polynomial
time algorithms for some of the decision problems described in this paper even if the polynomials are input in sparse form.
But to ﬁnd polynomial time algorithms for these cases, there are various delicate problems needed to be solved ﬁrst. For
example, with the sparse representation of polynomialswhether there is a polynomial time algorithm to ﬁnd the the rational
function solution for an equation f (y) = 0with its coefﬁcients inQ (x)? That is, whether Lenstra’s results described in [33] can
be extended to the rational function ﬁeld over Q? Can Lenstra’s results be extended to ﬁnite ﬁelds? All of these interesting
problem need to be studied further. With the Lenstra’s algorithm the efﬁciency of the algorithm described in this paper can
be much improved. But with the problemmentioned above (and some other problem) the computational complexity of the
worst case are still the same.
Let A be a set, we use |A| to denote the cardinal number of A. All common operations on sets, i.e., complementation,
intersection, union and difference, are used in our algorithms. We use a list to represent a set [1]. We will need the basic
operations MEMBER, INSERT, DELETE, UNION and FIND of [1]. We would like to explain the operations on the complements
of sets in more detail. The number of the symbols in a list must be ﬁnite. Therefore, while taking the complement of a ﬁnite
set A ( no matter what is the universal set ) we insert a symbol ¬ at the beginning of the list of A and write ¬A. If B is already
the complement of a ﬁnite set A, thenwewrite A to represent¬B and delete the symbol¬ from the list of B, which represents
¬B.
In our algorithms, at some steps we need a set T which is obtained from a certain kind of factors of a polynomial f (x,y). If
f (x,y)has no such factors, then let T = ∅ ( the empty set). If f (x,y) is identically equal to zero, hence divisible by all polynomials,
then let T = V . Here V represents the universal set. The real meaning for this V is depending on what kind of factors are
needed, thus itmay be different at each step of the algorithm. ItmeansQ ,Q [x], orQ (x)most frequently, and from the context
it should be easy to see which set it represents.
3. Hilbertian ﬁelds
Consider a ﬁeld K and the two sets of variables T1, . . . ,Tr and X1, . . . ,Xn. Let f1(T¯ ,X¯), . . . ,fm(T¯ ,X¯) be polynomials in X¯ with
coefﬁcients in K(T¯). Assume these are irreducible in the ring K(T¯)[X¯]. For a nonzero polynomial g ∈ K[T¯ ], call the set of all
r-tuples a¯ ∈ Kr such that g(a¯) = 0 and f1(a¯,X¯), . . . ,fm(a¯,X¯) are irreducible in K[X¯] a Hilbert set of K . The ﬁeld K is Hilbertian if
all its Hilbert sets are nonempty [10,26]. There are many different Hilbertian ﬁelds. In particular, the rational number ﬁeld
Q is Hilbertian. Hilbert [18] proved this theorem a century ago in an attempt to solve a central problem of Galois theory:
Is every ﬁnite group realizable over Q? This result is now known as Hilbert’s Irreducibility Theorem, which has inﬂuenced
the solutions of many deep problems of Galois theory and algebraic geometry. Hilbertian ﬁeld is also one of the central
subjects to the logical study of ﬁeld theory [10]. Another application of Hilbert’s Irreducibility Theorem lies in designing
algorithms for irreducibility testing and factorization of polynomials [7,12,15,17,22,23], and various effective versions of
Hilbert’s Irreducibility Theorem are proved in those papers. The facts that algebraic number ﬁelds and rational function
ﬁelds over a ﬁnite ﬁeld are Hilbertian [10] are applied in this paper. One of the simplest characterizations of Hilbertian ﬁeld
is given with the “nonstandard" mathematics by Gilmore and Robinson. Let K be a ﬁeld and K* be an enlargement of K , then
K is a Hilbertian ﬁeld if and only if there is a t ∈ K* − k such that K(t) is algebraically closed in K* [14,10].
Hilbertian sets must be inﬁnite sets. Thus, ﬁnite ﬁeld is not Hilbertian. The algebraically closed ﬁeld C, the real closed
ﬁeld R, and the p-adic closed ﬁeld Qp are not Hilbertian either. Interestingly, all of these non-Hilbertian ﬁelds have decidable
theories [46,3,4,5,9,35].
Given a polynomial f ∈ K[x1, . . . ,xm,y1, . . . ,yn], it may be asked whether or not for every a¯ ∈ Km there exists b¯ ∈ Kn such
that f (a¯,b¯) = 0. This problem is referred to as the diophantine equations with parameters in number theory [43]. The
computational complexities of the known decidable cases of diophantine equations with parameters have been provided
in [48]. In particular, the decision problem of diophantine equations with parameters over Z (denoted by ∀n∃ over Z) is
co-NP-complete [48]. Rojas [42] has shown that the preﬁx of ∃∀∃ over equations is decidable in polynomial time for “almost
all" the cases.
We will now prove a result extending the result of diophantine equations with parameters over a Hilbertian ﬁeld. This
result extends Theorem 34 in [43] and an exercise in [10] in different aspects. A similar result has been previously proved
for algebraic number ﬁelds [49]. We may use the same proof; only the properties of Hilbertian ﬁelds are employed instead
of Schinzel’s theorem regarding diophantine equations with parameters [44]. In this paper we use the characterization of
Hilbertian ﬁeld given by Gilmore and Robinson [14]. In this way we may simplify the proof signiﬁcantly. However, this
characterization involve the concept of “enlargement". Readers not familiar with it may consult [10]. Fortunately, we only
need that an arithmetical sentence is true in K if and only if it is true in the enlargement K* of K , and every element in K* − K
is transcendental over K .
We ﬁrst extend the characterization to ﬁnitely many elements. Since all Hilbertian sets are inﬁnite, with the same proof
in [10] we have the following.
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Lemma 3.1. Let K be a ﬁeld and K* be an enlargement of K, then K is a Hilbertian ﬁeld if and only if for any positive integer n
there are t1, . . . ,tn in K
* − K such that K(t1, . . . ,tn) is algebraically closed in K*.
A notation employed in the following theorem is next deﬁned here. For every f (X¯ ,Y) in K[X¯ ,Y ], f¯ (Y) ≡ f (X¯ ,Y) can be viewed
hereasapolynomialoverK(X¯). Similarly, ifφ(X¯ ,Y) is aquantiﬁer free formulaoverKwithvariables X¯ andY , then φ¯(Y) ≡ φ(X¯ ,Y)
can be viewed as a formula over K(X¯).
Theorem 3.2. Let K be a Hilbertian ﬁeld and φ(X¯ ,Y) be a quantiﬁer free arithmetical formula over K. If ∀x¯∃y φ(x¯,y) is true in K,
then ∃y φ¯(y) is true in K(X¯).
Proof. Without loss of generality, φ(X¯ ,Y) may be assumed here to be in disjunctive normal form, i.e., φ = φ1 ∨ · · ·φs and
φi(X¯ ,Y) =
[
∧mi
j=1fi,j(X¯ ,Y) = 0 ∧ ∧
ni
k=1gi,k(X¯ ,Y) = 0
]
,
where fi,j(X¯ ,Y), gi,k(X¯ ,Y) are polynomials over K . If gi,k(X¯ ,Y) ≡ 0 for a certain i and k, formula φi may then be omitted from
φ. If fi,j(X¯ ,Y) ≡ 0 for a certain i and j, the term fi,j(X¯ ,Y) = 0 may be omitted from the formula φi. If there is an i such that
fi,j(X¯ ,Y) ≡ 0 for every 1 ≤ j ≤ mi, then any F(X¯) ∈ K(X¯), for which Y − F(X¯) is not a factor of any gi,k(X¯ ,Y) for 1 ≤ k ≤ ni, is what
is desired. Because φ(X¯ ,F(X¯)) is true in K(X¯). Thus, without loss of generality, we assume that the polynomials fi,j(X¯ ,Y) and
gi,k(X¯ ,Y)occurred in φ(X¯ ,F(X¯)) are not be identically equal to zero.
The sentence ∀x¯∃yφ(x¯,y) is true in K , it follows that ∀x¯∃y ∨s
i=1 fi,1(x¯,y) = 0 is true in K . Hence, ∀x¯∃y [
∏s
i=1 fi,1(x¯,y)] = 0 is
true in K . Let K* be an enlargement of K , then there are t1, . . . ,tn in K
* − K such that K(t1, . . . ,tn) is algebraically closed in
K*. The sentence ∀x¯∃y φ(X¯ ,y) is true in K , it is also true in K*. Thus, there is an element s in K* such that φ(t1, . . . ,tn,s) is true
in K* and
∏s
i=1 fi,1(t1, . . . ,tn,s) = 0. This implies that s is an algebraic element over K(t1, . . . ,tn). Then, s is in K(t1, . . . ,tn), by
the fact that K(t1, . . . ,tn) is algebraically closed in K
*. Hence, there is a rational function p(x¯) ∈ K(x¯) such that s = p(t1, . . . ,tn)
and φ(t1, . . . ,tn,p(t1, . . . ,tn)) is true in K(t1, . . . ,tn). Both K(X¯) and K(t1, . . . ,tn) are transcendental extension ﬁelds of K , they are
isomorphic. Thus, φ(X¯ ,p(X¯)) is true in K(X¯), and ∃y φ¯(y) is true in K(X¯). 
This author is aware of that many people are not familiar with nonstandard mathematics. Comparing with the proof of
[49], we can easily ﬁnd that nonstandard mathematics does have its advantage.
4. Primary algorithms and their properties
Algorithms for deciding various cases of arithmetical ∀∃ sentences are given in this section. These algorithms require the
factorization of polynomials. Work is then only performed here in those ﬁelds in which the factorization of polynomials
can be effectively undertaken. These ﬁelds are referred to as ﬁelds with a splitting algorithm [10]. Solving equations in one
unknown over a ﬁeld R can be achieved by the factorization of polynomials over R, since an a of R is a root of the equation
f (x) = 0 if and only if x − a is a factor of f (x) over R. All factors will be put to be monic polynomials when polynomials are
factored. Work is also done here in the rational function ﬁeld K(X¯) over a ﬁeld K . Every element F(X¯)/G(X¯) in K(X¯) will then
be in the form where F(X¯) is monic and F(X¯) and G(X¯) are relatively prime over K[X¯].
A algorithm called LOGIC given in [51], is a primary ingredient of all algorithms described in this paper. In many cases,
LOGIC is applied several times toward solving one decision problem. Several applications of LOGIC are ﬁrst combined here
to construct the algorithms called ∀∃ SENTENCE. Similar algorithms were employed in [51] to solve the decision problems
of ∀∃ sentences over N, Z, or Q . The decision problems of ∀∃ sentences over N or Z are co-NP-complete, whereas, the same
problem over Q is in P [51]. For the sake of completeness, we give the algorithm LOGIC below. The algorithm LOGIC is run in
a universal set V . This universal set V may be different in various situations. In most cases, this V is either the set of numbers
of a ﬁeld K or the set set of polynomials of K[x].
LOGIC
Input. A parse tree T of a logical formula with each atomic formula substituted by a subset of a universal set V .
Output. The set assigned to the root of T . It is called the root set of T .
Method. For every vertex vwe assign a set Sv according to the following rules. We traverse the tree T as we assign the truth
value to logical formulas [34], hence start from the bottom.
(a) v is a leaf, i.e., v is a set, let Sv = v.
(b) v = ¬, let Sv = ¬Su, where u is the son of v.
(c) v = ∨, let Sv = Su ∪ Sw , where u,w are the sons of v.
(d) v = ∧, let Sv = Su ∩ Sw , where u,w are the sons of v.
(e) v = →, let Sv = ¬Su ∪ Sw , where u and w are the left and right sons of v, respectively.
(f) v = ↔, let Sv = (Su ∩ Sw) ∪ (¬Su ∩ ¬Sw), where u,w are the sons of v.
We give an example to illustrate the algorithm LOGIC.
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Example 1. Let φ = ((p ∧ (q → r)) ∧ s) with propositions p,q,r and s, respectively. Now, let p be substituted by {1,2}, q by
{1,3,4}, r by {1,3}, and s by {2,4}, respectively. We then obtain the following parse tree T .
We run LOGIC from the leaf, and obtain the following corresponding tree T with its roots set {2}.
Note that there is exactly one execution for every non-leaf vertices of the parse tree T . A fundamental property of LOGIC
is given below. This property is needed in the demonstration of the correctness of the algorithms in this paper.
Proposition 4.1. [51] Letφ andψ be two logically equivalent propositional sentences, and S and T be their parse trees, respectively.
If, for each propositional variable v in φ and ψ , all the occurrences of v are replaced with the same set, then the root sets S and T
are the same.
Our ﬁrst application of LOGIC is the algorithm deﬁned below:
∃ SENTENCE (over K)
Input. An arithmetical formula φ(x) over K containing no quantiﬁers.
Output. “Yes" if ∃x φ(x) is true in K , “no" otherwise.
Method. The parse tree T of φ(x) is ﬁrst written down here. For every leaf f (x) = 0 in T , f (x) = 0 is solved in K . We then
substitute f (x) = 0 in T using the set of roots of f (x) = 0. LOGIC is then run on T and let A be the root set. If A = ∅, then answer
“yes", otherwise “no".
We also use an example to illustrate the algorithm ∃ SENTENCE with the example of LOGIC above.
Example 2. Let
φ(x) = ((x2 − 3x + 2 = 0) ∧ (x3 − 8x2 + 19x − 12 = 0 → x2 − 4x + 3 = 0)) ∧ x2 − 6x + 8 = 0.
Is ∃xφ(x) true in Q?
We write down the parse of φ(x) and substitute the equation of the leaves with its set of roots. We then obtain the tree T
in the Example 1. Since the root set is non-empty, the sentence ∃xφ(x) is true in Q . Note that φ(2) is true, and the number 2
is the only element in Q which has this property.
One of the most important properties of the root set A while running the algorithm ∃ SENTENCE on a quantiﬁer free
arithmetical formula φ(x) is the following: a ∈ A if and only if φ(a) is true. All the algorithms in this paper rely heavily upon
this fact. The correctness of this algorithm follows readily from Proposition 4.1. Note also that |A| ≤ D(f )|φ|. This is important
while measuring the time complexity.
The parsing of logical formulas can be done in linear time by counting the parentheses [34]. The following corollary is
therefore obtained.
Corollary 4.2. The time complexity of the decision problem of ∃ sentences over a ﬁeld K is linear time reducible to the problem of
solving equations in one unknown over K.
Remark. Let φ(x) be a quantiﬁer free arithmetical formula over Q . Let D(φ),N(φ) be the degree and norm of φ, respectively.
The factorization of polynomials over Q with degree D and norm N can be done in O∼(D10 + D8 log2 N) [13]. Then the
computational complexity of ∃ sentence is O∼((D(φ)10 + D8 log2 N(φ))|φ|).
We will now discuss the algorithm ∀∃ SENTENCE. This algorithm may be considered to be the primary algorithm of this
paper. We use a series of lemma to avoid the long proofs of the correctness of the related algorithms. We also describe
another algorithmwhichwill be called COMMON FACTOR. This algorithm is closely relatedwith the algorithm ∀∃ SENTENCE.
For convenience, we will state and prove the related properties together. For clarity, a deﬁnition is provided here before the
properties of ∀∃ SENTENCE are shown.
Deﬁnition. Let f (x,y) = 0 be an equation occurring in the arithmetical formula φ(x,y) andDegy(f ) be the degree in y of f (x,y).
A ﬁeld F is sufﬁciently large for φ if and only if the number of elements of F is greater than the sum of Degy(f ) for all the
equations f (x,y) = 0 which have occurred in φ(x,y).
Lemma 4.3. Let φ(x,y) be an arithmetical formula over K containing no quantiﬁers and T be the parse tree of φ(x,y). For every
f (x,y) =∑ni=0 f1(x)yi = 0 in T, i.e., the leaf of T, let G(x) be the GCD of {f0(x), . . . ,fn(x)}. Let T1 be the tree by substituting each
f (x,y) = 0 in T with the set of roots of G(x) = 0, and A be the root set of T1. Let K be a sufﬁciently large ﬁeld for φ(x,y), then ∃y φ(a,y)
is true in K for every a in A. Therefore, ∀x∃y φ(x,y) is true in K if and only if ∃y φ(a,y) is true in K for every a in ¬A.
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Proof. Transform the formula φ into a logically equivalent disjunctive normal form formulaψ . We haveψ(x,y) = ∨s
i=1ψi(x,y)
and
ψi(x,y) =
[
∧mi
j=1fi,j(x,y) = 0 ∧ ∧
ni
k=1gi,k(x,y) = 0
]
.
Let Ai,j (A
′
i,k
) be the set substituting fi,j(x,y) = 0 (gi,k(x,y) = 0) in T to form the tree T1 on ψ(x,y). By Proposition 4.1,
A = ∪si=1
(
∩mi
j=1Ai,j ∩ ∩
ni
k=1¬A′i,k
)
.
If a ∈ Ai,j , fi,j(a,y) ≡ 0, then for every b ∈ K , fi,j(a,b) = 0. If a ∈ ¬A′i,k , then gi,k(a,y) ≡ 0. The number of the elements b ∈ K
such that gi,k(a,b) = 0 is at most Degy(gi,k). Therefore, if a ∈ (∩mij=1Ai,j ∩ ∩
ni
k=1¬A′i,k) and K is sufﬁciently large then
∃y
[
∧mi
j=1fi,j(a,y) = 0 ∧ ∧
ni
k=1gi,k(a,y) = 0
]
is true in K . Thus, if a ∈ A then ∃y ψ(a,y), and ∃y φ(a,y) are true in K . 
Lemma 4.4. Let F be a subﬁeld of the ﬁeld K, φ(x,y) an arithmetical formula over F containing no quantiﬁers, and T1, A be the
same as deﬁned in Lemma 4.3. Let S1 be the tree by substituting the set of roots of G(x) = 0 in K of T1 with the set of all irreducible
factors of G(x) in F, and C1 be the root set of S1. Then, ¬A is ﬁnite if and only if ¬C1 is ﬁnite. In this case, a ∈ K is in ¬A if and only
if there is an f (x) in ¬C1 such that f (a) = 0.
Proof. The formula φ is transformed here into a logically equivalent conjunctive normal form formula ψ . Let ψ(x,y) =
∧s
i=1ψi(x,y) and
ψi(x,y) = ∨mij=1fi,j(x,y) = 0 ∨ ∨
ni
k=1gi,k(x,y) = 0.
Let Ai,j (A
′
i,k
) be the set substituting fi,j(x,y) = 0 (gi,k(x,y) = 0) in T to form the tree T1 on ψ(x,y). Similarly, let Ci,j (C ′i,k) be
the set substituting Ai,j (C
′
i,k
) in T1 to form the tree S1. By Proposition 4.1 and DeMorgan’s Law
/= A = ∪si=1(∩mij=1¬Ai,j ∩ ∩
ni
k=1A
′
i,k),
¬C = ∪si=1(∩mij=1¬Ci,j ∩ ∩
ni
k=1C
′
i,k).
If ¬A is ﬁnite, then for every i, ∩mi
j=1¬Ai,j ∩ ∩
ni
k=1A
′
i,k
is ﬁnite. Therefore, either ¬Ai,j is ﬁnite for some j or A′i,k is ﬁnite for
some k. If¬Ai,j is ﬁnite for some j, then fi,j(x,y) ≡ 0, hence Ci,j is the universal set V . If A′i,k is ﬁnite for some k, then gi,k(x,y) ≡ 0,
hence C ′
i,k
is ﬁnite. In both cases, (∩mi
j=1¬Ci,j ∩ ∩
ni
k=1C
′
i,k
) is ﬁnite. Thus ¬C1 is ﬁnite. With the same argument, if ¬C1 is ﬁnite,
then ¬A is ﬁnite.
If fi,j(x,y) ≡ 0 for some j, ψi(x,y) is then true for every x, y in any ﬁeld. Then ψi(x,y) may then be omitted here without
affecting the truth of ψ(x,y). Hence, if ¬A is ﬁnite, it may be assumed that for every i, fi,j(x,y) ≡ 0 for every j, and gi,k(x,y) ≡ 0
for some k. K[x] is a principal ideal domain. For each fi,j(x,y) =
∑n
k=0 fk(x)yk , the GCD of the set of polynomials {f0(x), . . . ,fn(x)}
either inK[x] or in F[x] is the same, and letGi,j(x) be this GCD. Similarly, letG′i,k(x,y) be theGCD corresponding to gi,k(x,y). Then,
for every i, Gi,j(x,y) ≡ 0 is obtained for every j, and G′i,k(x,y) ≡ 0 for some k. If a ∈ (∩
mi
j=1¬Ai,j ∩ ∩
ni
k=1A
′
i,k
) then ∧mi
j=1Gi,j(a) = 0 ∧
∧ni
k=1G
′
i,k
(a) = 0. The element a is therefore algebraic over F . Letm(x) be themonicminimal polynomial of a over F . Thenm(x)
is not a factor ofGi,j(x) for every j, andm(x) is an irreducible factor ofG
′
i,j
(x) for every k. Therefore,m(x) ∈ (∩mi
j=1¬Ci,j ∩ ∩
ni
k=1C
′
i,k
)
and m(x) ∈ ¬C1. Hence, if a ∈ ¬A, then an f (x) ∈ ¬C1 exists such that f (a) = 0. Reversing the arguments above, if a ∈ K and
there is an f (x) in ¬C1 such that f (a) = 0, then a can be shown to be in ¬A. This completes the proof. 
Lemma 4.5. Let K be a Hilbertian ﬁeld, φ(x,y) an arithmetical formula over K containing no quantiﬁers, and T be the parse tree
of φ(x,y). Assume that the root set A in Lemma 4.3 is ﬁnite. Let T2 be the tree by substituting each f (x,y) = 0 in T with the set of
roots of f¯ (y) = 0 in K(x), and B be the root set of T2. If B is empty, then ∀x∃yφ(x,y) is false in K.
Proof. Transform the formula φ into a logically equivalent disjunctive normal form formulaψ . We haveψ(x,y) = ∨s
i=1ψi(x,y)
and
ψi(x,y) = [∧mij=1fi,j(x,y) = 0 ∧ ∧
ni
k=1gi,k(x,y) = 0].
Here, Ai,j and A
′
i,k
are the same as in Lemma 4.3. Similarly, Bi,j and B
′
i,k
are the sets substituting fi,j(x,y) = 0 and gi,k(x,y) = 0,
respectively, in T to form the tree T2 on ψ(x,y). By Proposition 4.1,
A = ∪si=1(∩mij=1Ai,j ∩ ∩
ni
k=1¬A′i,k),
and
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B = ∪si=1(∩mij=1Bi,j ∩ ∩
ni
k=1¬B′i,k).
IfA is ﬁnite, then (∩mi
j=1Ai,j ∩ ∩
ni
k=1¬A′i,k) is ﬁnite for every i. Every set in the algorithm is either a ﬁnite set or the complement
of a ﬁnite set. Hence, for every i, either Ai,j is ﬁnite hence fi,j(x,y) ≡ 0 for some j or ¬A′i,k is ﬁnite hence gi,k(x,y) ≡ 0 for some
k. If gi,k(x,y) ≡ 0 then ψi(a,b) is false for every a, b in K . The formula ψi(x,y) may therefore be omitted from ψ(x,y) without
affecting the truth of ψ(x,y). Thus, for every i, fi,j(x,y) ≡ 0 may be assumed for some j, similarly, gi,k(x,y) ≡ 0 may be assumed
for every k. From Proposition 3.1, if ∀x∃y φ(x,y) is true in K , there exists an i such that (∩mi
j=1Bi,j ∩ ∩
ni
k=1¬B′i,k) is not empty. B is
therefore not empty. This contradiction shows that if B is empty, then ∀x∃yφ(x,y) is false in K . 
Lemma 4.6. Let F be a subﬁeld of the ﬁeld K, φ(x,y) an arithmetical formula over F containing no quantiﬁers, and T2, B be the
same as deﬁned in the Lemma 4.5. Let S2 be the tree by substituting the set of the roots of f¯ (y) = 0 in K(x) in T2 with the set of the
roots of f¯ (y) = 0 in F(x), and C2 be the root set of S2, then C2 ⊆ B.
Proof. This result easily follows from the fact that F(x) ⊆ K(x). 
Lemma 4.5 is the only lemma that requires K to be a Hilbertian ﬁeld. Thus, K must be an inﬁnite ﬁeld. To apply Lemma
4.3, K may be a ﬁnite ﬁeld but it needs to be large enough to satisfy the requirements of Lemma 4.3. However, Lemma 4.7
below is true regardless of the choice of ﬁeld K .
Lemma 4.7. Let φ(x,y) be an arithmetical formula over K containing no quantiﬁers and T be the parse tree of φ(x,y). Assume
that the set A in Lemma 4.3 is ﬁnite, the set B in Lemma 4.5 is non-empty, and F(x)/H(x) is an arbitrary element in B. For every
f (x,y) = 0 occurred in T, let g(x) = f (x,F(x)/H(x)) · [H(x)]d, where d is the degree of y in f (x,y). Let T3 be the tree by substituting
each f (x,y) = 0 in T with the set of roots of g(x) = 0, and C be the root set of T3.
1. The set ¬C is ﬁnite.
2. Let D be the set of roots of H(x) = 0 in K and E = ¬C ∪ D. Then, ∀x∃y φ(x,y) is true in K if and only if ∃y φ(a,y) is true in K for
every a in E.
Proof. (a) Transform the formula φ into a logically equivalent disjunctive normal form formula ψ . We have ψ(x,y) =
∨s
i=1ψi(x,y) and
ψi(x,y) =
[
∧mi
j=1fi,j(x,y) = 0 ∧ ∧
ni
k=1gi,k(x,y) = 0
]
.
Let Ci,j (C
′
i,k
) be the set substituting fi,j(x,y) = 0 (gi,k(x,y) = 0) in T to form the tree T3. By Proposition 4.1,
C = ∪si=1
(
∩mi
j=1Ci,j ∩ ∩
ni
k=1¬C ′i,k
)
.
If ¬C is not ﬁnite, then C is ﬁnite and for every i, ∩mi
j=1Ci,j ∩ ∩
ni
k=1¬C ′i,k is ﬁnite. From the proof of Lemma 4.5 there exists an
i such that
F(x)/H(x) ∈
(
∩mi
j=1Bi,j ∩ ∩
ni
k=1¬B′i,k
)
.
This implies that
∧mi
j=1fi,j(x,F(x)/H(x)) ≡ 0 ∧ ∧
ni
k=1gi,k(x,F(x)/H(x)) ≡ 0.
Ci,j is then the universal set V for every j, 1 ≤ j ≤ mi; C ′i,k is ﬁnite for every k, 1 ≤ k ≤ nj . Then
(
∩mi
j=1Ci,j ∩ ∩
ni
k=1¬C ′i,k
)
cannot
be a ﬁnite set, which is a contradiction.
(b) It sufﬁces to show that if b is not in E, i.e., b is in C and H(b) = 0, then ∃y φ(b,y) is true in K . Transform the formula φ
into a logically equivalent disjunctive normal form formula ψ . We have ψ(x,y) = ∨s
i=1ψi(x,y) and
ψi(x,y) =
[
∧mi
j=1fi,j(x,y) = 0 ∧ ∧
ni
k=1gi,k(x,y) = 0
]
as above. Then C = ∪s
i=1(∩
mi
j=1Ci,j ∩ ∩
ni
k=1¬C ′i,k). Because H(b) = 0, F(b)/H(b) is an element of K . Since b is in C, there exists an
i such that b is in ∩mi
j=1Ci,j ∩ ∩
ni
k=1¬C ′i,k. Thus,
∧mi
j=1fi,j(x,F(b)/H(b)) = 0 ∧ ∧
ni
k=1gi,k(x,F(b)/H(b)) = 0.
Therefore, ∃y ∨s
i=1 ψi(b,y), hence ∃y φ(b,y), is true in K . 
Lemma 4.8. Let F be a subﬁeld of the ﬁeld K, φ(x,y) an arithmetical formula over F containing no quantiﬁers, and T3, C be the
same as deﬁned in Lemma 4.7. Let S3 be the tree by substituting the set of roots of g(x) = 0 in K of T3 with the set of irreducible
factors of g(x) in F(x), and C3 be the root set of S3, then b ∈ K is in ¬C if and only if there is a g(x) in ¬C3 such that g(b) = 0.
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Proof. The proof of this case is similar to the proof above. Note that ¬C is ﬁnite by Lemma 4.7. 
Now, we are ready the give the main algorithm ∀∃ SENTENCE.
∀∃ SENTENCE (over K)
Input. An arithmetical formula φ(x,y) over K containing no quantiﬁers.
Output. “Yes" if ∀x∃y φ(x,y) is true in K , “no’ otherwise.
Method.Write down the parse tree T of φ(x,y).
1. For every f (x,y) =∑ni=0 f1(x)yi = 0 in T , i.e., the leaf of T , use the Euclidean Algorithm [1] to ﬁnd G(x) which is the GCD of
{f0(x), . . . ,fn(x)}, then solve G(x) = 0 in K . A new tree T1 is formed here by substituting each f (x,y) = 0 in T with the set of
roots of G(x) = 0. (If G(x) = 0 has no roots in K , then the set of roots of G(x) = 0 is empty set ∅.) LOGIC is then run on T1
with the root set A. If ¬A is ﬁnite, then for every a in ¬A the algorithm ∃ SENTENCE is applied to verify whether ∃y φ(a,y)
is true in K or not. If ∃y φ(a,y) is true in K for every a in A, then answer “yes", otherwise answer “no", and stop. If A is
ﬁnite, i.e., ¬A is inﬁnite, then continue.
2. For every f (x,y) = 0 in T , take f (x,y) = f¯ (y) to be a polynomial in y over K(x), then solve f¯ (y) = 0 in K(x). Form a new tree
T2 by substituting each f (x,y) = 0 in T with the set of roots of f¯ (y) = 0 in K(x). LOGIC is then run on T2 with the root set
B. If B is empty, then answer “no" and stop, otherwise continue.
3. Choose an arbitrary element F(x)/H(x) in B. For every f (x,y) = 0 in T , let g(x) = f (x,F(x)/H(x)) · [H(x)]d, where d is the
degree of y in f (x,y). Solve the equation g(x) = 0 in K . Form a new tree T3 by substituting each f (x,y) = 0 in T with the set
of roots of g(x) = 0. LOGIC is then run on T3 with the root set C. The set ¬C will be ﬁnite (to be proved). Let D be the set of
roots of H(x) = 0 in K and E = ¬C ∪ D. For every a in E, ∃ SENTENCE is employed to determine whether ∃y φ(a,y) is true
in K or not. If ∃y φ(a,y) is true in K for every a in E, then answer “yes", otherwise “no".
We now modify the algorithm ∀∃ SENTENCE for later use and refer to the modiﬁed version as the algorithm COMMON
FACTOR.
COMMON FACTOR (over K)
Input. An arithmetical formula φ(x,y) over K containing no quantiﬁers.
Output. The sets C1, C2, and C3.
Method.Write the parse tree T of φ(x,y).
1. For every f (x,y) =∑ni=0 fi(x)yi = 0 in T , employ Euclidean Algorithm [1] to ﬁnd G(x) =GCD{f0(x), . . . ,fn(x)}; G(x) is then
factored over K . A new tree T1 then is formed by substituting each f (x,y) = 0 in T with the set of all factors of G(x). LOGIC
is then run on T1 with root set C1 and continue.
2. For every f (x,y) = 0 in T , f (x,y) = f¯ (y) is taken to be a polynomial in y over K(x), then solve f¯ (y) = 0 in K(x). A new tree T2
is formed by substituting each f (x,y) = 0 in T using the set of the roots of f¯ (y) = 0 in K(x). LOGIC is then run on T2 with
the root set C2 and continue.
3. If C2 is empty, C3 = ∅ is then taken to be the output and stop. If C2 is not empty, an arbitrary element F(x)/H(x) of C2 is
then chosen. For every f (x,y) = 0 in T , let
g(x) = f (x,F(x)/H(x)) · [H(x)]d,
where d is the degree in y of f (x,y). The polynomial g(x) is factored over K and a new tree T3 is formed by substituting
each f (x,y) = 0 in T using the set of factors of g(x). LOGIC is then run on T3 with the root set C3 and stop.
COMMON FACTOR and ∀∃ SENTENCE are closely related to each other. Their relationship are presented in the Lemma 4.4,
4.6, and 4.8, respectively. These results will be used frequently in subsequent sections.
In particular, the set C is said to lie above C3 if these two sets satisfy the conditions of Lemma 4.8.
5. Algorithms Over Hilbertian ﬁelds
In this section the ∀∃ SENTENCE and COMMON FACTOR are applied to determine the truth of ∀∃ sentences over Hilbertian
ﬁelds. We also demonstrate the computational complexities of some selected decision problems. Every Hilbertian ﬁeld is
inﬁnite. The size of the ﬁeld is therefore not a considerationwhen Lemma 4.3 is utilized in the discussion of Hilbertian ﬁelds.
Theorem 5.1. Let K be a Hilbertian ﬁeld, the time complexity for the decision problem of ∀∃ sentences over K is polynomial time
reducible to the factorization of polynomials over K.
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Proof. The correctness of the algorithm ∀∃ SENTENCE for determining ∀∃ sentences overK canbedemonstrated fromLemma
4.3, 4.5, and 4.7. We next analyze the question of time complexity. Euclidean algorithm can compute the gcd of two integers
of bit-length N with O(n log2 n) bit operations [1]. From our algorithm, a set is inﬁnite if and only if the list representing
the set initiates with a ¬ sign. A set can therefore be quickly veriﬁed as ﬁnite or not ﬁnite. The number of elements of
¬A is polynomially bounded by the input length if it is ﬁnite because A is obtained by a polynomial time algorithm. Using
Corollary 4.2, the time complexity of step 1 is polynomial time reducible to solving equations in one unknown. This can
be accomplished by the factorization of polynomials. In step 2, the equations in K(x) must be solved. By the Gauss Lemma,
y − (F(x)/H(x)) is a factor of f (x,y) if and only ifH(x) · y − F(x) is a factor of f (x,y). The time complexity of this step is therefore
also polynomial time reducible to the factorization of polynomials over K . Using a similar argument as in the step 1, step 3 is
polynomial time reducible to the factorization of polynomials. The time complexity of the decision problem of ∀∃ sentences
over K is therefore polynomial time reducible to the factorization of polynomials over K . 
The negation of an ∃∀ sentence is an ∀∃ sentence. The decision problem of ∃∀ sentences over a ﬁeld K is the complement
of the decision problem of ∀∃ sentences over K . The following corollary is obtained.
Corollary 5.2. Let K be a Hilbertian ﬁeld, then the decision problem of ∃∀ sentences over K is polynomial time reducible to the
factorization of polynomials over K.
A ﬁeld F is called a purely transcendental extension of a ﬁeld K if every element of F − K is transcendental over K [24]. For
example, a rational function ﬁeld K(T) is a purely transcendental extension ﬁeld of K . As mentioned before, R.M. Robinson
proved that the purely transcendental extensions of real ﬁelds are undecidable [41]. Now let K be an algebraic number ﬁeld,
F a purely transcendental extension ﬁeld of K , and φ an ∀∃ sentence over K . φ is true in K if and only if φ is true in F [49]. Using
the same proof as in [49], the ﬁeld K can be generalized here as an arbitrary Hilbertian ﬁeld and the same result is obtained.
However, this result is no longer true if K is not a Hilbertian ﬁeld. For example, the sentence “Every element has a square root."
∀x∃yx = y2 is true in the complex number ﬁeld C, but it is not true in C(T) the rational function ﬁeld of C. Combining this
result with Theorem 5.1 the following corollary is also obtained.
Corollary 5.3. Let K be a Hilbertian ﬁeld and F a purely transcendental extension ﬁeld of K, then the decision problem of ∀∃
sentences over F is polynomial time reducible to the factorization of polynomials over K.
We now demonstrate the results over more speciﬁed ﬁelds.
Corollary 5.4. The decision problem of ∀∃ sentences over an algebraic number ﬁeld is in P.
Proof. All algebraic number ﬁelds are Hilbertian ﬁelds [10]. The factorization of polynomials over an algebraic number ﬁeld
is in P [24,29]. The result can be obtained from an examination of Theorem 5.1. 
Remark. Let φ(x,y) be a quantiﬁer free arithmetical formula over Q . The step 3 of ∀∃ SENTENCE is the step with the
highest complexity. We may need to check ∃ SENTENCE with D(φ)|φ| times. The computational complexity of ∃ sentence is
O∼((D(φ)10 + D(φ)8 log2 N(φ))|φ|) which is given in the remark after Corollary 4.2. Thus, the time complexity of determining
whether ∀x∃yφ(x,y) is true in Q or not is O∼((D(φ)11 + D(φ)9 log2 N(φ)|φ|2). Let K∼=Q [x]/(f (x)) with the degree of the f (x)
equal to I. With Lenstra’s algorithm [29] the time complexity of determining whether ∀x∃yφ(x,y) is true in K or not is
O∼(I9(D(φ)11 + D(φ)9 log2 N(φ)|φ|2).
Our results are next extended to decision problems over different classes of ﬁelds. It is useful to review the meaning of
this type of problem. For example, the decision problem of ∀∃ sentences over algebraic number ﬁelds asks whether there is
an algorithm with which, given an arbitrary ∀∃ sentence φ, we can tell whether φ is true in every algebraic number ﬁeld or
not.
Theorem 5.5. The decision problem of ∀∃ sentences over the collection of all algebraic number ﬁelds is in P.
Proof. Let ∀x∃y φ(x,y) be an arbitrary ∀∃ sentence. Before going any further, ∀x∃y φ(x,y) is veriﬁed here as true or false in Q .
This can be done in polynomial time by Corollary 5.4. The sentence ∀x∃y φ(x,y) is assumed to be true in Q , otherwise we just
stop and answer “no".
Then algorithm COMMON FACTOR is applied here over Q with input φ(x,y) and resulting outputs C1, C2 and C3. This can
be achieved in polynomial time due to the fact that the factorization of polynomials over Q can be done in polynomial time
[31]. Two possible cases now exist: either ¬C1 is ﬁnite or ¬C3 is ﬁnite by Lemma 4.4. If ¬C1 is ﬁnite, the sentence ∀x∃y φ(x,y)
is then checked in the algebraic number ﬁeld Q [x]/H(x) for everyH(x) in¬C1.We claim that if ∀x∃y φ(x,y) is true inQ [x]/H(x)
for every H(x) in ¬C1, then ∀x∃y φ(x,y) is true in every algebraic number ﬁeld. Suppose that there is an algebraic number
ﬁeld F such that ∀x∃y φ(x,y) is false in F . Let the algorithm ∀∃ SENTENCE is applied with input φ(x) over F , let A, B, and C be
the corresponding root sets appeared in the Step 1, Step 2, and Step 3, respectively. The set C is also required here to lie above
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C3. From Lemma 4.4, ¬A is ﬁnite since ¬C1 is ﬁnite. Let a be the element of F such that ∃y φ(a,y) is false in F , then a ∈ ¬A
and p(a) = 0 for some p(x) in ¬C1 by Lemma 4.3 and Lemma 4.4. Since Q [x]/H(x)∼=Q (a) ⊆ F , ∃y φ(x,y) is false in Q [x]/H(x) by
treating x as an element of Q [x]/H(x). Therefore, ∀x∃y φ(x,y) is false in Q [x]/H(x). This proves the claim.
Next, the set C3 is assumed to be ﬁnite. The sentence ∀x∃y φ(x,y) is veriﬁed in each ﬁeld Q [x]/L(x) where L(x) ∈ C3 or L(x)
is an irreducible factor of G(x) over Q . (G(x) is the denominator of the rational function F(x)/G(x) used to obtain C3 in the
algorithm COMMON FACTOR.) Then, using the same arguments as above, if ∀x∃y φ(x,y) is true in Q [x]/L(x) for every such
L(x), then ∀x∃y φ(x,y) is true in every algebraic number ﬁeld.
The decision problem of ∀∃ sentences over an algebraic number ﬁeld can be solved in polynomial time by Corollary 5.4.
The number of elements of ¬C1 or ¬C3 is also polynomially bounded by the input length of φ(x,y) if it is ﬁnite. The decision
problem of ∀∃ sentences over algebraic number ﬁelds is, therefore, in P. 
Remark. Letφ(x,y)beaquantiﬁer free arithmetical formula overQ . Theworst case of the algorithmdescribedabove is that the
polynomialH(x) in¬C1 has degree O(D(φ)). Then, with Lenstra’s algorithm [29] the time complexity of determiningwhether
∀x∃yφ(x,y) is true in all the algebraic number ﬁelds or not is O∼((D(φ)20 + D(φ)18 log2 N(φ)|φ|2). It is still in polynomial time,
but it is certainly with a very high complexity.
An ∀∃ sentence φ is true in every algebraic number ﬁeld if and only if it is true in every ﬁeld with characteristic 0 [49].
The following corollary is obtained.
Corollary 5.6. The decision problem of ∀∃ sentences over the collection of all ﬁelds with characteristic 0 is in P.
Let f (x) be an irreducible polynomial over Z. One important question is whether f (x) = 0 is solvable by radicals over Q
or not. The celebrated result that solvability by radicals can be decided in polynomial time has been previously proved by
Landau andMiller [25]. The equation f (x) = 0 is not solvable by radicals if and only if ∀x f (x) = 0 (a simple ∀ sentence) is true
in every radical extension ﬁeld of Q . Landau and Miller’s result can be restated as that the decision problem of sentences
of the form ∀x f (x) = 0 over radical extension ﬁelds of Q is in polynomial time. On the basis of their result, we make an
extension to the case of ∀∃ sentences.
Theorem 5.7. The decision problem of ∀∃ sentences over the collection of all radical extension ﬁelds of Q is in P.
Proof. The algorithm is similar to the algorithm in Theorem 5.6; and only the different parts are shown. The set ¬C1 is
assumed to be ﬁnite. For every f (x) in ¬C1, Landau and Miller’s polynomial time algorithm [25] is applied to determine
whether f (x) = 0 is solvable by radicals or not. Let
A′ = {f (x) | f (x) ∈ ¬C1 and f (x) = 0 is solvable by radicals},
and sentence ∀x∃y φ(x,y) is veriﬁed in the algebraic number ﬁeld Q [x]/H(x) for every H(x) in A′. We claim that the sentence
∀x∃y φ(x,y) is true in Q [x]/H(x) for every H(x) in A′ if and only if ∀x∃y φ(x,y) is true in every radical extension ﬁeld of Q .
Q [x]/H(x) is a subﬁeld of the splitting ﬁeld of H(x) which is a radical extension ﬁeld of Q , hence, Q [x]/H(x) is a radical
extension ﬁeld [26]. This proves the “if" part.
The other direction is now proved. F is assumed to be a radical extension ﬁeld ofQ with ∀x∃y φ(x,y) false in F . Then, there
exists an a in F such that ∃y φ(a,y) is false in F . Using the same proof as in Theorem 5.6 there is an H(x) in ¬C1 such that
H(a) = 0 and ∀x∃y φ(x,y) is false in Q [x]/H(x). Since a is an element of F , a can be expressed in terms of radicals. This implies
that H(x) = 0 is solvable by radicals [26]. Hence H(x) must be an element of A′. This proves the “only if" part.
The set¬C3 is next assumed to be ﬁnite. Let C ′ be the union of the set of polynomials f (x) such that f (x) ∈ ¬C3 and f (x) = 0
is solvable by radicals with the set of polynomials g(x) such that g(x) is an irreducible factor of G(x) and g(x) is solvable
by radicals. The sentence ∀x∃y φ(x,y) is then checked here in the ﬁeld Q [x]/H(x) for every H(x) in C ′. As was shown above,
∀x∃y φ(x,y) is true for every such ﬁeld if and only if ∀x∃y φ(x,y) is true in every radical extension ﬁeld of Q . 
With similar arguments as in [50] the following corollary is also obtained here.
Corollary 5.8. The decision problem of ∀∃ sentences over the collection of all Abelian (cyclic) extension ﬁelds of Q is in P.
6. Fields with ﬁnite characteristic
The algorithms for sentences involving ﬁnite ﬁelds are described in this section. Two major problems arise in algorithms
for sentences involvingﬁniteﬁelds. Theﬁrstproblem lies in the factorizationofpolynomials. Polynomial timealgorithmshave
been claimed in several papers for the factorization of polynomials over ﬁnite ﬁelds. Given a ﬁnite ﬁeld F with characteristic
p, all of these algorithms have time complexities which are polynomials in terms of p, not log p [16,28]. As discussed in [19],
log p is a more natural input for the factorization of polynomials over a ﬁnite ﬁeld with characteristic p. So far, polynomial
time algorithms have still not been obtained in terms of log p. Our algorithm which decides the truth of ∀∃ sentences over
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all ﬁelds with characteristic p > 0 is polynomial time reducible to the factorization of polynomials over Zp with respect to
log p.
Another problemmet here is a ﬁnite ﬁeld cannot be a Hilbertian ﬁeld. Lemma 4.5 is thus not valid for ﬁnite ﬁeld, and the
algorithm ∀∃ SENTENCE is therefore no longer adequate for the decision problem of ∀∃ sentences over a ﬁnite ﬁeld. Lemma
4.7 and Lemma 4.3 can, however, still be applied here if the ﬁnite ﬁeld is sufﬁciently large.
The decision problem of ∀∃ sentences over a function ﬁeld with one variable over a ﬁnite ﬁeld is discussed ﬁrst.
Theorem 6.1. The time complexity of the decision problem of ∀∃ sentences over a function ﬁeld F with one or multiple variable
over a ﬁnite ﬁeld with characteristic p is polynomial time reducible to the factorization of polynomials over Zp.
Proof. LetK beaﬁniteﬁeldwith characteristicp > 0and F = K(T1, . . . ,Tn)withvariables T1, . . . ,Tn andn ≥ 1. Thepolynomials
in an arithmetical sentence are with coefﬁcients in Z. Thus the factorization of these polynomials in F is the same as the
factorization in K . Also, factorization of polynomials in K is polynomial time reducible to factorization of polynomials in Zp
[19]. Since F is a Hilbertian ﬁeld, the conclusion then follows from Theorem 5.1. 
Lemma 6.2. Given an ∀∃ sentence ∀x∃y φ(x,y) there is a polynomial time algorithm to decide whether or not ∀x∃y φ(x,y) is true
in every ﬁeld which is not sufﬁciently large for φ(x,y).
Proof. To see whether ∀x∃y φ(x,y) is true in a ﬁnite ﬁeld F we can simply check every element in F , i.e., for every element a
in F we try every element b in F to see whether φ(a,b) is true or not. This algorithm is still in polynomial time with respect to
the input length of φ(x,y); that is, if F is not sufﬁciently large. Because any two ﬁnite ﬁeldswith the same number of elements
are isomorphic [26], the number of the ﬁelds which are not sufﬁciently large is less than D(φ). (This estimate is quite rough
but adequate for purposes here.) Therefore, given an ∀∃ sentence ∀x∃y φ(x,y) there exists a polynomial time algorithm to
decide whether or not ∀x∃y φ(x,y) is true in every ﬁeld which is not sufﬁciently large for φ(x,y). 
We now prove another important result of this section. The decidability of this decision problem has not been previously
demonstrated.
Theorem 6.3. The time complexity of the decision problem of ∀∃ sentences over the collection of all ﬁelds with characteristic p > 0
is polynomial time reducible to the factorization of polynomials over Zp.
Proof. Let ∀x∃y φ(x,y) be the given ∀∃ sentence. We ﬁrst check whether ∀x∃y φ(x,y) is true in the Hilbertian ﬁeld Zp(T).
The algorithm COMMON FACTOR with the input φ(x,y) is then applied over Zp(T). Actually, the application is over Zp since
φ(x,y) has no variable T . The outputs C1, C2 and C3 are obtained. The polynomials in C1, C2 and C3 are in Zp[x]. The sentence
∀x∃y φ(x,y) is assumed to be true in Zp(T). By Lemma 4.4 and 4.8, either ¬C1 or ¬C3 is ﬁnite. Assume that ¬C1 is ﬁnite.
Whether or not the sentence ∀x∃y φ(x,y) is true in the ﬁeld Zp[x]/H(x) is now checked for every H(x) in ¬C1 and every ﬁeld
with characteristic pwhich is not sufﬁciently large for φ(x,y). It is claimed that if ∀x∃y φ(x,y) is true in all of these ﬁelds, then
∀x∃y φ(x,y) is true in every ﬁeldwith characteristic p. Suppose that there is a ﬁeld F with characteristic p such that ∀x∃y φ(x,y)
is false in F , where A1, B1, and C1 are the corresponding root sets of the Steps 1, 2, and 3, respectively, in the algorithm ∀∃
SENTENCE over F with input φ(x,y). From Lemma 4.4, ¬A1 is a ﬁnite set. Let a be the element in F such that ∃y φ(a,y) is false
in F . Since F must be sufﬁciently large, by Lemma 4.3 a is in ¬A1. From Lemma 4.4 again, we see that H(a) = 0 for an H(x) in
¬C1. Since Zp[x]/H(x)∼=Zp(a) ⊆ F , ∃y φ(x,y) is false in Zp[x]/H(x), then ∀x∃y φ(x,y) is false in Zp[x]/H(x). This proves the claim.
We must now show how to verify the truth of the sentence ∀x∃y φ(x,y) in the ﬁeld Zp[x]/H(x) for every H(x) in ¬C1. Note
that Lemma 4.5 is not valid in this case because these ﬁelds are ﬁnite. The algorithm COMMON FACTOR is applied with input
φ(x,y) over Zp[x]/H(x), where A2, B2 and C2 represent the outputs. Again, by Lemma 4.4, A2 is ﬁnite since ¬C1 is ﬁnite. Let
A′ = {a | a ∈ Zp[x]/H(x) and p(a) = 0 for some p(x) in A2}.
The ﬁeld Zp[x]/H(x) is assumed to be sufﬁciently large for φ(x,y). Therefore, by Lemmas 4.3 and 4.4, ∀x∃y φ(x,y) is true in
Zp[x]/H(x) if and only if ∃y φ(a,y) is true in Zp[x]/H(x) for every a in A′. A′ can be obtained by factoring the polynomials in
A2 over the ﬁeld Zp[x]/H(x). The time complexity of the decision problem of ∃ sentences over Zp[x]/H(x) is also polynomial
time reducible to the factorization of polynomials over Zp[x]/H(x) by Corollary 4.2. Since the factorization of polynomials
over Zp[x]/H(x) is polynomial time reducible to the factorization of polynomials over Zp [7], Lemma 6.2 implies that the time
complexity of the whole algorithm is polynomial time reducible to the factorization of polynomials over Zp. This proves the
case that ¬C1 is ﬁnite. If ¬C1 is inﬁnite, then ¬C3 is ﬁnite, and using similar arguments to those in the proof of Theorem 5.6
and the arguments above, the time complexity of verifying this case can also be shown to be polynomial time reducible to
the factorization of polynomials over Zp. 
Finding an algorithmwhichdecideswhether an arbitrarily given ∀∃ sentence is true over all ﬁelds is thenext goal. Deciding
whether a given ∀∃ sentence is true over the collection of all ﬁelds with characteristic 0 is relatively simple. Corollary 5.6
tells us that this decision problem can be done in polynomial time. If an arithmetical sentence is true over all the ﬁelds with
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characteristic 0, the Compactness Theorem of mathematical logic tells that there are only ﬁnitely many prime numbers p
such that this sentencemay fail in a ﬁeld of characteristic p. The Compactness Theorem does not, however, provide any clues
to ﬁnd these exceptional prime numbers. Ax [2] provides a method to ﬁnd these exceptional prime numbers, but it is not
primitively recursive. There is a primitively recursive algorithmwhich can be employed to ﬁnd these prime numbers [11,10],
but it is too complicated for the analysis of its time complexity. In [11], shown as an example, how to ﬁnd the exceptional
primes for the sentences of the form ∀x∃y f (x,y) = 0 was illustrated. Our algorithm is comparatively much simpler.
Theorem 6.4. Given an ∀∃ sentence ∀x∃y φ(x,y) true over all the ﬁelds of characteristic 0, if it is false in a ﬁnite ﬁeld which is
sufﬁciently large for φ(x,y), then there is an algorithm within time polynomial in the size of φ(x,y) output an integer a such that
the characteristic p of this ﬁnite ﬁeld divides a.
Proof. The algorithm COMMON FACTORwith input φ(x,y) over Q is applied here. The sets C1, C2 and C3 are also obtained as
outputs. Since ∀x∃y φ(x,y) is true in Q , either ¬C1 or ¬C3 is ﬁnite. The reasoning is almost the same for each case, thus, only
the case for¬C3 is ﬁnite is demonstrated. Let F(x)/G(x) be the element of C2 chosen in the algorithmCOMMON FACTOR. Since
Q is a unique factorization domain, by the Gauss Lemma, F(x) and G(x) can be taken to be polynomials with coefﬁcients in Z.
Similarly, the polynomials hi(x) in C3, 1 ≤ i ≤ l, are also polynomials with coefﬁcients in Z. Let a1 be the LCM (least common
multiple) of the contents, i.e., GCD of the coefﬁcients, of G(x) and hi(x), 1 ≤ i ≤ l. Assume K is a ﬁnite ﬁeld with characteristic
p > 0. Let f¯ represents f modulo p for every polynomial f with coefﬁcients in Z where p is assumed not to be a factor of a1.
Then G¯(x) ≡ 0 and h¯i(x) ≡ 0 for 1 ≤ i ≤ l. Hence, for every a in K if G¯(a) = 0 and h¯i(a) = 0. Therefore, a is not an element of
the set E in Lemma 4.7, then ∃y φ(a,y) is true in K .
Let a now be an element of K such that G¯(a) = 0. (The proof for the case that h¯i(a) = 0 is similar, hence it is omitted.) F
here represents an unramiﬁed complete p-adic number ﬁeld and OF the p-adic integer ring of F such that the residue class
ﬁeld OF/p is isomorphic to K . The existence of such a ﬁeld F is guaranteed [36, Theorem 3, p. 110]. Let a2 be the numerator of
the discriminant of G(x) in Q . The integer p is assumed not to be a factor of a2, then G¯(x) = 0 has no multiple roots in K [36,
p. 26]. By Hensel’s Lemma [36], G(x) = 0 has a root c in OF such that c¯ = a. Since F is a ﬁeld with characteristic 0, ∀x∃y φ(x,y)
is true in F . Thus ∃y φ(c,y) is true in F . Let b be the element in F such that φ(c,b) is true. We now want to determine the
conditions which will ensure that b is an element of OF .
Euclidean Algorithm is used to ﬁndGn(x), the GCD of fn(x) andG(x) over Z[x] for every equation f (x,y) = 0 having appeared
in φ(x,y), where f (x,y) ≡∑nj=0 fj(x)yj and fn(x) ≡ 0. Rn, the resultant of fn(x) and G(x)/Gn(x) ∈ Z[x] is then computed. Since
fn(x) and G(x)/Gn(x) are relatively prime, Rn = 0. If Gn(c) = 0 and p is not a factor of Rn, the root of f (c,y) = 0 in F must then
be a p-adic integer. If p is not a factor of Rn, i.e., Rn = 0 in Zp, then f¯n(x) = 0 and G¯(x)/G¯n(x) = 0 has no common roots in any
algebraic extension of Zp [20]. Since G¯(a)/G¯n(a) = 0 is obtainedwe also have f¯n(a) = 0 in K . Therefore, fn(c) is a unit in OF . The
roots of f (c,y) = 0 are all p-adic integers from valuation theory. For every j, 0 < j < n, we follow the same procedure as above
if Gj(x) ≡ 1 and fj−1(x) ≡ 0. This means that we compute Gj−1(x), the GCD of fj−1(x) and Gj(x); and also compute Rj−1, the
resultant of Fj−1(x) and Gj(x)/Gj−1(x). We stop computing if Gj(x) ≡ 1. If fj−1(x) ≡ 0, then let Gj−1(x) = Gj(x) and continue. If p
is not a factor of Rj−1 and Gj(c) = 0 but Gj−1(c) = 0, then the roots of f (c,y) = 0 are p-adic integers since Gj(c) = 0 implies that
fn(c) = · · · = fj(c) = 0 andGj−1(c) = 0 implies that f¯j−1(c) = 0 inK . The same argument previously employed can be usedhere.
Computeaf , the LCMof theRi, 0 ≤ i ≤ n, for each f (x,y)whichoccurred inφ(x,y). Then compute c3, the LCMof all theseaf ’s. The
integer a4 here represents the LCM of the numerators of the norms (over Q ) of all nonzero g(d,e) for all the g(x,y) appearing
in φ(x,y), where G(d) = 0 and f (d,e) = 0 for an f (x,y) = 0 in φ(x,y). Again, a5 here represents the LCM of the numerators of
the norms of the leading coefﬁcients of g(a,y) over Q for all the g(x,y) having occurred in φ(x,y) and all the numbers a that
G(a) = 0. We next claim that if p is not a factor of the LCM of a3, a4 and a5, K is also sufﬁciently large for φ(x,y), then ∃y φ(c,y)
is true in K . Let
ψ(x,y) = ∨si=1
[
∧mi
j=1fi,j(x,y) = 0 ∧ ∧
ni
k=1gi,k(x,y) = 0
]
be the disjunctive normal form of φ(x,y). Then there is a b in F and an i such that
∧mi
j=1fi,j(c,b) = 0 ∧ ∧
ni
k=1gi,k(c,b) = 0
is true in F . Let fi,1(x,y) =
∑n
l=0 fl(x)yl and let G0(x) be the GCD of {G(x),F0(x), . . . fn(x)}. Assume that G0(c) = 0. Since p is not a
factor of a3 and G0(c) = 0, then b is an element of OF as proved before. Clearly, ∧mij=1 f¯i,j(c,b) = 0 is true in OF/p. Now, if p is not
a factor of a4, then g¯i,k(c¯,b¯) = 0 for every k since the norm of g¯i,k(c¯,b¯) over Zp is not equal to zero. Therefore, it is obtained that
∧mi
j=1 f¯i,j(c¯,b¯) = 0 ∧ ∧
ni
k=1g¯i,k(c¯,b¯) = 0.
This implies that ∃y φ(a,y) is true in K . We now consider the case inwhich G0(c) = 0. If G0(c) = 0, then fi,1(x,y) ≡ 0. If there
is a j such that fi,j(x,y) ≡ 0, then we can reason as above and obtain that ∃y φ(a,y) is true in K . The polynomial fi,j(x,y) ≡ 0 is
assumed here for every j. Since gi,k(c,b) = 0, the polynomial gi,k(c,y) ≡ 0 for every k, and g¯i,k(c¯,y) ≡ 0 because p is not a factor
of a5. Therefore, if K is sufﬁciently large, there is a d in K such that g¯i,k(c¯,d) = 0 for every k and we have veriﬁed that
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∧mi
j=1 f¯i,j(c¯,d) = 0 ∧ ∧
ni
k=1g¯i,k(c¯,d) = 0
is true in K , and that ∃y φ(a,y) is true in K .
Let aG be the LCM of ai, 1 ≤ i ≤ 5. If K is sufﬁciently large and p is not a factor of aG , then ∃y φ(a,y) is true in K for all a
such that G(a) = 0. Let aH be the integer in Z for every H in ¬C3 as aG is for the G above and let α be the LCM of aG and the
aH ’s for all H in ¬C3. It is shown that if p is not a factor of a then ∀x∃y φ(x,y) is true in every sufﬁciently large ﬁnite ﬁeld with
characteristic p.
Let ψ(x,y) = ∨s
i=1[∧
mi
j=1fi,j(x,y) = 0 ∧ ∧
ni
k=1gi,k(x,y) = 0] be the disjunctive normal form of φ(x,y). Let m be the maximal
degree in y of the polynomials gi,k(x,y), where 1 ≤ k ≤ ni; then gi,k(x,F(x)/G(x)) · [G(x)]m are polynomials over Z. Let β be the
LCM of the content of G(x) and the content of gi,k(x,F(x)/G(x)) · [G(x)]m for 1 ≤ k ≤ ni. In [49], an ∀∃ sentence φ is proved to
be true in every ﬁeld if and only if φ is true in the following cases:
1. every ﬁeld with characteristic 0;
2. every ﬁnite ﬁeld; and
3. the rational function ﬁeld Zp(T) for every prime factor p of β.
By the Gauss Lemma, β is just a1. Therefore, an ∀∃ sentence φ is true in every ﬁeld if and only if φ is true in the following
cases:
1. every ﬁeld with characteristic 0;
2. every ﬁeld which is not sufﬁciently large; and
3. every ﬁeld with characteristic pwhich is a factor of α.
The number α can be computed in polynomial time because primitive elements andminimal polynomials, hence norms, can
be computed in polynomial time [24]. 
We now proof the ﬁnal result of this paper.
Theorem 6.5. The time complexity of the decision problem of ∀∃ sentences over all ﬁelds is polynomial time reducible to the
factorization of integers over Z and the factorization of polynomials over ﬁnite ﬁelds.
Proof. Let ∀x∃y φ(x,y) be an arbitrary ∀∃ sentence. We ﬁrst check whether or not ∀x∃y φ(x,y) is true in every ﬁeld with
characteristic 0 and every ﬁeld which is not sufﬁciently large. The truth of ∀x∃y φ(x,y) for these two classes of ﬁelds can
be determined in polynomial time by Corollary 5.7 and Lemma 6.2. Now, if ∀x∃y φ(x,y) fails in a ﬁeld F with characteristic
p, then p must be a prime factor of an integer α and such an α can be found in polynomial time by Theorem 6.4. These
exceptional primes can therefore be found by factoring α. The algorithm of Theorem 6.3 is then applied for these exceptional
primes to determinewhether ∀x∃y φ(x,y) is true or not in all the ﬁelds with these exceptional primes. The number of distinct
exceptional primes is clearly observed to be bounded by log a. 
Final Remarks. 1. The number α in the proof of Theorem 6.4 is obtained from the coefﬁcients of the polynomials which have
occurred in the formula φ; its input length is therefore log a. The input length of its factor p should then also be log p. The time
complexity of factoring polynomials over Zp in our algorithm should then also be estimated in log p. From the knowledge we
have obtained concerning the factorization of integers over Z [31,38] and the factorization of polynomials over ﬁnite ﬁelds
[16,28], we have shown that the decision problem of ∀∃ sentences over all ﬁelds can only be solved with an exponential time
algorithm.
2. We give a qualitative upper bounds for the decision problems of ∀∃ sentences over ﬁelds. We only estimate the
time complexities of some algorithms with a deﬁnite polynomial time upper bound. We did not try to ﬁnd the exact (or
relative) upper bounds for other algorithms, because these algorithms involve many different techniques. Various topics
currently studied in Computer Algebra are related with our algorithms. Not just solving equations, factoring polynomials
and factoring integers, we also employ the evaluation of the polynomials in ﬁnite ﬁelds, the estimate of the norms, resultants,
and discriminants etc. Any improvements of the time complexities of these problemswill also improve the time complexities
of the algorithms described in this paper.
3. What happens if the polynomials are input in sparse representation? Based on the polynomial time algorithm of of
Lenstra [33], we may go further. That is, we may go from the simplest sentences with single quantiﬁer, ∃xf (x) = 0 for an
f (x) ∈ Q , to sentences with two quantiﬁers. This certainly deserves further studies.
4.What happenswith the sentenceswith three quantiﬁers? Applying the results of [42]wemay try to ﬁnd the complexity
of the “average cases".
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