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Summary 
 
This thesis is an investigation into the accuracy of hybrid density functional theory to 
predict the properties of two transition metal oxides: Ilmenite (FeTiO3) and haematite 
(α-Fe2O3). The hybrid density functional theory examined is Becke’s B3LYP 
functional, which is an empirical mix of density functional theory and exact nonlocal 
exchange from Hartree-Fock theory. For bulk ilmenite, results from the B3LYP 
functional are compared with Hartree-Fock and pure density functional theory 
calculations. The computed properties are found to be very sensitive to the treatment 
of electronic exchange and correlation, with the best results being achieved using the 
hybrid functional. Calculations performed using the hybrid functional benefit from its 
better treatment of the electronic self interaction and its reasonable estimate of the 
pair correlation energy of the doubly occupied Fe-d orbital. 
 
To assess the performance of the hybrid functional in simulating Fe2O3 and FeTiO3 
with different cation-anion coordination than that found in ilmenite or haematite, 
studies were performed on their high pressure polymorphs, for which there are a range 
of experimental results for comparison. This tests the transferability of the functional 
before examining cases, such as the surfaces of these materials, where there are little 
or no experimental or theoretical results. 
 
For the currently known high pressure polymorphs of ilmenite and haematite, the 
structural and elastic parameters computed using the hybrid functional are found to be 
in good agreement with those observed, as is the predicted stability of the phases. In 
ilmenite, the calculations predict the stability of a new high-pressure polymorph with 
space group Cmcm, occurring at pressures above 44 GPa. Calculations of the high 
  2 
pressure polymorphs of haematite involve the examination of a range of charge, spin, 
and magnetic states for each of the polymorphs. Magnetic ordering was found to be 
important for all the polymorphs, and for each polymorph an antiferromagnetic 
ordering was found to be lower in energy than the ferromagnetic ordering. The 
predicted transition pressure from the corundum structure and the magnetic collapse 
of the Fe3+ cations were in good agreement with experiment.  At high pressures the 
lowest energy configuration for the orthorhombic perovskite structure was computed 
to occur with mixed high-spin/low-spin Fe3+ cations, in contrast to predictions in the 
literature of a Fe2+/Fe4+ solution. The CaIrO3-type structure was also computed to be 
stable with a mixed high-spin/ low-spin Fe3+ configuration at high pressures, and is 
computed to be the most stable polymorph at pressures above 46 GPa at 0 K.  
 
The structure of the ilmenite (0001) surface is examined using the B3LYP functional, 
and for this surface twelve different terminations are considered, with surface energies 
and relaxed geometries calculated. The Fe terminated (0001) surface was found to 
have the lowest cleavage energy, and also to be the most stable surface at low oxygen 
partial pressures suggesting it is most likely to form when ilmenite is cleaved under 
high vacuum.  
 
 
  3 
 
Papers arising out of this thesis: 
 
N. C. Wilson, J. Muscat, D. Mkhonto, P. E. Ngoepe, and N. M. Harrison, 
"Structure and properties of ilmenite from first principles", Phys. Rev. B 
71, 075202 (2005). 
 
N. C. Wilson, S. P. Russo, J. Muscat, and N. M. Harrison, "High-pressure 
phases of FeTiO3 from first principles", Physical Review B 72, 024110 
(2005). 
 
N. C. Wilson and S. P. Russo, "Hybrid density functional theory study of the 
high-pressure polymorphs of hematite (α-Fe2O3) ", Physical Review B 
79, 094113 (2009). 
 
N. C. Wilson and S. P. Russo, "A hybrid density functional theory study of the 
ilmenite (0001) surface", to be submitted to Physical Review B (2009). 
  4 
 
 
 
 
 
 
 
 
 
 
 
1 Introduction 
 
 
Transition metal oxides are both scientifically interesting and economically important. 
They can exhibit a diverse range of interesting and technologically important 
properties such as catalysis,1 spin electronics2, 3, and thermoelectrics,4 which are 
brought about by the properties of their d-orbital electrons. However, transition metal 
oxides pose difficulties for condensed matter theories due to the complex interplay 
between effects such as the electron correlation and exchange, p-d hybridization, 
magnetism, crystal field splitting and charge transfer.  This thesis investigates the 
suitability of hybrid exchange density functional theory in the prediction of properties 
of two important transition metal oxides: ilmenite (FeTiO3) and haematite (Fe2O3). 
 
The most common titanium containing ore is ilmenite, and in nature this usually 
forms with impurities of haematite. Ilmenite is a black coloured mineral, named after 
its place of discovery, the Ilmen Mountains, in the southern Urals, Russia. Its 
crystallography was described by Barth and Posnjak5 as being based on a hexagonal 
close packed oxygen lattice with metal atoms occupying two thirds of the available 
octahedral sites to form honeycomb-like layers of edge shared octahedra, having 
  5 
space group R3  (Figure 1-1).  It can be found in hexagonal crystals, but is more 
commonly found as small grains in heavy mineral sands. 
 
For O2- anions, there are two distinct cation charge orderings possible in FeTiO3: 
Fe2+Ti4+ and Fe3+Ti3+.  At atmospheric pressure, Mössbauer spectroscopy6, 7 has 
determined that in ilmenite iron exists in its ferrous state (Fe2+). Below its Néel 
temperature of 57.35±0.05K8, ilmenite has been determined by neutron scattering 
studies8-10 to  be antiferromagnetic, with the Fe2+ ions aligning ferromagnetically 
within (0001) planes with alternating planes antiferromagnetically coupled.8  
 
 
 
Figure 1-1 The structure of ilmenite. Yellow polyhedra represent Ti, while blue polyhedra 
represent Fe. 
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As the most common ore of titanium, ilmenite is an economically important mineral, 
supplying about 92% of the world’s demand for titanium minerals.11 Australia is a 
major producer of titanium mineral concentrates, mining 1.34 million tonnes of 
ilmenite and 2.09 million tonnes of rutile in 2007.11 Ilmenite’s major use is as a 
source of TiO2 pigment, which is a high quality pigment used in paint, plastics, 
rubber, and paper.11 TiO2 also finds uses as a photocatalyst12 and photovoltaic,13 while 
ilmenite itself has also been examined for its photocatalytic properties.14, 15  
 
Ilmenite is also of interest to Earth scientists for a number of reasons. It is commonly 
found as an inclusion in kimberlites, with the ilmenite inclusions thought to be 
incorporated into the kimberlites at depths of up to 400 km (where the pressure 
corresponds to 12-13 GPa). The exact depth is not well known and so high-pressure 
experimental studies of ilmenite have been performed in order to aid in constraining 
the depth from which the kimberlites originate.16, 17 The Fe2+/Fe3+ ratio in the FeTiO3-
Fe2O3 solid solution under pressure has been studied experimentally as an indicator of 
the oxidation state of the host kimberlites, which is used to determine the origin and 
genesis of diamond deposits.18 While in the field of paleomagnetism the magnetic 
behavior of the FeTiO3-Fe2O3 solid solution has been used to interpret rock 
magnetization studies of the historical fluctuations in the Earth’s magnetic field.19-22 
 
Haematite is a common inclusion in ilmenite and is the end member of the FeTiO3-
Fe2O3 solid solution, and is the most common iron oxide in nature. It forms in an cR3
 
corundum structure23 (Figure 1-2), with iron octahedrally coordinated with oxygen. 
Experimentally it is found to have a high-spin d5 electron configuration.24 Below its 
Néel temperature of 948 K25, haematite is observed to be antiferromagnetic, with 
alternating (0001) layers of spin up and spin down iron.   
  7 
 
Figure 1-2 The structure of haematite. 
 
Like ilmenite, haematite is both economically important and of scientific interest. 
Motivated primarily by its importance for understanding the oxygen fugacity of the 
Earth’s mantle, it has been subjected to numerous high-pressure experiments.26-35 
However, despite the number of experiments, the crystal structure of the high-
pressure phase is still not clear,31 with some authors proposing a GdFeO3-type 
structure and others a Rh2O3(II)-type structure. The difficulty in assigning the high-
pressure phase to one of these structures comes about as the two proposed structures 
have very similar x-ray diffraction patterns. Haematite has also been examined for its 
use in spintronic3, photocatalyst1, 36 and chemical sensor37 applications. 
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A fundamental understanding of the bulk properties of titanates and their surfaces is 
important to the understanding of mineral processing in the rutile and titanium 
industry.  For example, the reduction of ilmenite to TiO2 (rutile) and ultimately Ti 
metal involves the reaction of ilmenite with H2 and CO.  In order to understand these 
reactions, we need to understand the surface structure and the adsorption of molecules 
to the surface.   
 
There are only of few experimental studies on the surfaces of ilmenite at an atomic 
level.  Fellows et al.38 first examined the surface of ilmenite at the atomic level in a 
low-energy electron diffraction (LEED) study of the (0001) surface.  This work was 
followed by a scanning tunnelling microscope (STM) study39 of the unreconstructed 
(0001) surface from the first study.  From this STM study Fellows et al. proposed that 
the (0001) surface was cation terminated, but left unresolved whether the cation was 
Ti or Fe.  
 
While there have been a many experimental studies on the properties of ilmenite, 
prior to this study only a single paper40 has considered ilmenite using ab initio 
calculations, and this paper did not treat ilmenite as an extended crystalline system, 
but rather as a small cluster. No ab initio calculations have considered the surface 
structure of ilmenite. Calculations based on ab initio techniques can give unique 
insights into material properties, and this thesis studies in detail the physical, 
electronic and chemical properties of bulk ilmenite and haematite and the most 
common surface of ilmenite using electronic structure calculations.  Ilmenite and 
haematite are interesting materials to study from a theoretical point of view, having 
transition metals with highly localized d orbitals. When modeling these systems, 
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effects such as spin state, magnetic ordering and charge transfer must be considered. 
However, to trust the results from simulation, it is essential that the reliability of the 
method used be tested by a comparison with experiment where possible. 
 
The most widely used approach in modelling electronic structure is the Density 
Functional Theory (DFT)41, 42, with the exchange and correlation part of the density 
functional generally treated using either the local density approximation (LDA) or the 
generalised gradient approximation (GGA).  However, the LDA to the DFT fails to 
predict the band gap properties of highly correlated systems, predicting insulating 
systems to be metallic,43, 44 and consequently this leads to the incorrect prediction of 
other properties.  The GGA to the DFT fails to improve upon the LDA result, due to 
the inexact cancellation of the electron self-interaction in the local exchange 
functional used in DFT. To address some of the shortcomings in the GGA to the DFT, 
Becke45 proposed the hybrid functional B3LYP, which is an empirical mix of DFT 
and exact nonlocal exchange from Hartree-Fock (HF) theory.  This mix was 
determined by a least-squares fit of atomization energies, ionization potentials, and 
electron and proton affinities to a Pople’s test set of atomic and molecular species.46, 47 
B3LYP improves on the GGA description of self-interaction by making use of the 
exact cancellation between the Coulomb and exchange terms in the HF theory.   
 
B3LYP was first widely used in non-periodic computational chemistry codes and 
proved to be an improvement over DFT in the prediction of properties for molecules48 
Later B3LYP was incorporated into the CRYSTAL code49, which then allowed for 
periodic calculations to be performed. To validate the theory, comparison of 
calculations should be made with experiment, and in semi-conducting and insulating 
systems B3LYP functional has been found to give good agreement for a number of 
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important parameters, such as band gaps,50 bulk structural properties,51 bulk elastic 
properties,51  and vibration properties.52 The hybrid functional B3LYP has been 
shown to give good energies and bond distances for clusters containing transition 
metals53 in non-periodic cluster calculations.  Hybrid methods have been shown to 
give a better description of magnetic coupling54 than pure DFT. However the B3LYP 
functional is not universally applicable, and has been shown in the case of metallic 
systems to be unreliable55 . 
 
The outline of this thesis is as follows.  Chapter 2 introduces the methodology used.  
Chapter 3 is a study on the properties of bulk ilmenite and the effects of electron 
exchange and correlation on the computation of experimentally measured properties, 
with the results from this chapter being published in Wilson, et al...56 The high-
pressure polymorphs of ilmenite are considered in chapter 4, which gives a 
comparison of calculation with experiment on FeTiO3 in different structural 
arrangements as well as presenting new insights into the high-pressure physics of 
ilmenite. The results of this work have been published in Wilson et al..57  Chapter 5 
presents a study of the phase stability of Fe2O3 at high pressures, considering a range 
of spin, charge, and magnetic polymorphs and the results of this are published in 
Wilson et al..58  Chapter 6 presents an investigation of the most common ilmenite 
surface, the (0001), examining the various terminations possible.  This work is to be 
submitted as Wilson et al.59  Conclusions of the thesis are presented in Chapter 7. 
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2 Method 
Quantum mechanics was developed in the early part of the twentieth century to solve 
problems which couldn’t be explained by classical mechanics. To model the 
electronic structure of materials using quantum mechanics, Schrödinger’s equation 
must be solved; however in nearly all cases we can’t solve Schrödinger equation 
exactly.  This chapter outlines the various approximations used and the mechanics of 
solving within these approximations, as well as some of the general physics used in 
this thesis. 
 
2.1 First Principles techniques 
The ground state properties, electronic structure and total energy of a system can be 
calculated through the time-independent, non-relativistic Schrödinger equation60 
 
 ψψ EH =ˆ  Equation 2-1 
 
 
where Hˆ  is an Hamiltonian operator and Ψ is the wavefunction. For heavy atoms, 
neglecting relativistic effects will lead to erroneous results, as the mean square 
velocity of an electron in the 1 s orbital will be a significant fraction of the speed of 
light.   
 
In atomic units, the non-relativistic Hamiltonian for N electrons and M nuclei is 
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where iAr  is the distance between the i
th
 electron and Ath nucleus, rij is the distance 
between the ith and jth electron, RAB is the distance between the Ath and Bth nucleus, MA 
is the ratio of the mass of nucleus A to the mass of an electron, and ZA is the atomic 
number of nucleus A.  The five terms given in the Hamiltonian represent the kinetic 
energy of the electrons, the kinetic energy of the nuclei, the Coulomb attraction 
between electrons and nuclei, the repulsion between electrons, and the repulsion 
between nuclei, respectively.  
 
As nuclei are much slower moving than electrons, the Hamiltonian given in equation 
2-2 can be further simplified through the Born-Oppenheimer approximation61, in 
which the electrons are considered to be moving in a field of fixed nuclei.  By using 
this approximation, the kinetic energy of the nuclei and repulsion between nuclei 
become a constant and the Hamiltonian reduces to  
 
 ∑∑ ∑∑∑
= = = >=
+−∇−=
N
i
M
A
N
i
N
ij ijiA
A
N
i
i
rr
Z
H
1 1 11
2 1
2
1
ˆ
 Equation 2-3 
 
Equation 2-3 is termed the electronic Hamiltonian.  The energy derived from this 
Hamiltonian, as a function of nuclear position, can be used as a potential energy 
surface for studying nuclear motion. 
 
It is difficult to solve for the wavefunction Ψ exactly, in anything but the simplest of 
cases, so a number of approaches using different approximations have been 
  13 
developed.  The most common approaches are the Hartree-Fock and density 
functional theories, which will be described in the next sections. 
 
2.2 Hartree-Fock theory 
The electronic Hamiltonian given in equation 2-3 is a many electron Hamiltonian.  HF 
theory considers a simpler problem, where the many electron problem is replaced by a 
one-electron problem, by treating the electron-electron repulsion in an average way. 
The n-electron wave function is approximated by the product of a set of n independent 
single electron wavefunctions: 
 
 )()...()()()...,,( 221121 nniini rrrrrrrr ψψψψψ =  Equation 2-4 
 
A many electron wavefunction such as this is termed a Hartree Product. Schrödinger’s 
equation can then be expressed as a set of couple single particle equations: 
 
 )()(ˆ rr iii EH ψψ =  Equation 2-5 
 
where Hˆ is now given by 
 
 )()(ˆ 221 rrr Hen VVH ++∇−=  Equation 2-6 
 
where 221 r∇− represents the kinetic energy, Ven(r) is the Coulomb attraction between 
electrons and nuclei, and VH(r), the Hartree term, which is the electron-electron 
Coulomb repulsion. The Hartree term treats the effects of repulsion in an average 
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way, so within this approximation each electron is effectively in an average field 
produced by all of the other particles in the system.  For an electron in a single 
particle orbital ( )ii rψ , the Hartree potential is given by: 
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Equation 2-7 includes a term for electron self-interaction when i=j.  In Hartree theory, 
this self-interaction is prevented by not performing the summation when j=i. 
 
The Hartree product, as defined in equation 2-4, violates the Pauli exclusion 
principle62.  To satisfy the Pauli principle, the wavefunction needs to be 
antisymmetric with respect to the interchange of electrons between two orbitals: 
  
 ( ) ( )2112 ,, rrrr Ψ−=Ψ  Equation 2-8 
 
The requirement of antisymmetry can be easily enforced by using Slater 
determinants63 for the following reasons.  Electrons must be indistinguishable, so that 
the charge density does not change with interchange of electrons: 
 
 ( ) 212221 ),(, rrrr Ψ=Ψ   Equation 2-9 
 
The Hartree product does not satisfy this requirement, which can be demonstrated by 
examining a two electron case, in which the wavefunction is represented by two 
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single particle orbitals in which electron one is placed in 1ψ  and electron two is place 
in 2ψ : 
 
 ( ) ( ) ( )221121 , rrrr ψψ=Ψ  Equation 2-10 
 
Swapping the positions of electron-one and electron-two gives  
 
 ( ) ( ) ( )122112 , rrrr ψψ=Ψ  Equation 2-11 
 
which results in a different orbital occupation, which can lead to a different charge 
density.  To satisfy the requirement of antisymmetry, a combination of single particle 
orbitals can be chosen that does satisfy it: 
 
 ( ) ( ) ( ) ( ) ( )( )1221221121 2
1
, rrrrrr ψψψψ −=Ψ   Equation 2-12 
 
where the 
2
1
 is included as a normalisation factor. Antisymmetry is now satisfied as 
interchange of coordinates in equation 2-12 now satisfies equation 2-8.  Equation 2-12 
also demonstrates how an antisymmetric wavefunction satisfies the Pauli exclusion 
principle, as if both electrons occupy the same orbital, the wavefunction vanishes. 
 
Equation 2-12 can be rewritten as a Slater determinant: 
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which can be generalised for an N-electron system as: 
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The Slater determinant given in 2-14 satisfies all the requirements for a wavefunction. 
Antisymmetry is met, as interchanging the coordinates of two electrons swaps two 
rows of the Slater determinant, which changes the sign of the determinant.  Also, if 
two electrons occupy the same orbital, then two rows will be the same and the 
determinant will equal zero, conforming to the Pauli principle. The extra term 
generated due to the Pauli principle is called the electronic exchange, and can be 
interpreted as the tendency of electrons with the same spin to avoid each other. 
 
However, a correlation term accounting for electrons with opposite spin to avoid each 
other is completely neglected. This leads to the correlation energy (Ecorr) being 
defined from the Hartree-Fock energy (EHF) as: 
 
 HFexactcorr EEE −=  Equation 2-15 
 
 
As EHF is an upper bound to the exact energy, the correlation energy will be negative. 
The main drawback of Hartree-Fock theory is its neglect of electron correlation 
effects, which leads to an overestimation of electron-electron repulsion in the system. 
There are more complex approaches that improve on the Hartree-Fock technique, 
such as the configuration interaction method, that instead of solving a single electron 
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solution, solve a many-body N-electron problem. The problem in using these many-
body methods is that they are considerably more computationally expensive than the  
Hartree-Fock technique.    
 
2.3 Density functional theory 
Density functional theory is another approach, which avoids trying to solve the many-
electron wave function ,...),,( 321 rrrΨ , by instead solving for the electron density 
distribution n(r). Density functional theory is based on the 1964 theorem of 
Hohenberg and Kohn 41 and the computational scheme by Kohn and Sham42. It is 
based on the idea that every ground state observable property of a quantum 
mechanical system can be calculated from the charge density, and that a given ground 
state electron density cannot arise from two different external potentials, unless the 
two differ by a constant, i.e. the ground state electronic structure is uniquely 
determined by the electron density. The ground state density can be found by 
minimizing a total energy expression of the form 
 
 ∫ += ][)()( nFdrrnrvE exttot  Equation 2-16 
 
 
where vext is some external potential and F[n] is a universal functional of the density. 
 
While in principle there exists an exact exchange-correlation energy term, leading to 
an exact ground state energy, it is a complicated expression and is not known 
explicitly.  To use DFT in practice, approximations are needed to define Exc.    
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The simplest approximation, proposed by Kohn and Sham,42 is the Local Density 
Approximation (LDA) 
[ ] ∫≡ rrrr dnnnE LDAxcLDAxc )())(()( ε  Equation 2-17 
 
where ))(( rnxcε is the exchange-correlation energy per particle of uniform electron 
gas (jellium). This function has been modelled using quantum Monte Carlo data64 and 
fitted by analytic expressions such as the Vosko-Wilk-Nusair-LDA65 and the Perdew-
Zunger-LDA.66  The LDA is a good approximation for slowly-varying systems, such 
as simple metals, but less accurate in systems where the density varies rapidly. In 
general, the LDA overestimates atomization energies and predicts equilibrium bond 
lengths to be shorter than found in experiment. 
 
To improve upon the accuracy of the LDA in non homogeneous systems other 
approximations have been tried, with the most successful being based on the 
Generalised Gradient Approximation (GGA)67, 68. The exchange-correlation energy 
within the GGA improves upon the LDA by including the local spatial variations of 
the density 
 ( )∫ ∆∇= drrnrnfE GGAxc )(),(   Equation 2-18 
 
 
There have been many functions f proposed, for example the Perdew-Becke-
Ernzerhof (PBE)69 and PW9170 functionals.  
 
The LDA and GGA approximations for the exchange-correlation energy tend to work 
well for systems with delocalized electrons, but are less reliable in systems with 
localized electrons. 
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2.4 Hybrid Methods 
In a series of papers45, 71-74 Becke examined the effects of exchange and correlation in 
DFT on the computation of thermochemical properties. In examining the role of exact 
exchange45 he demonstrated the inclusion of a small component of exact-exchange  
within the DFT exchange-correlation approximation  lead to more accurate molecular 
energetics.  
 
The exchange-correlation approximation proposed by Becke was: 
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 Equation 2-19 
 
 
where  exactXE is the exact exchange energy, 
B88
XE∆  is Becke’s gradient correction to 
the exchange functional75, and PW91CE∆  is the Perdew and Wang
70
 gradient corrected 
correlation. The parameters a0, ax, and ac are semi-empirical coefficients that were 
determined by  a least-squares fit to atomization energies, ionization potentials, and 
electron and proton affinities in Pople’s test set46, 47 of atomic and molecular species, 
and Becke suggested values of a0 = 0.2, ax = 0.72, and ac = 0.81. 
 
When this method was implemented in the Gaussian 92 code, the Perdew and Wang 
correlation was replaced by the Lee-Yang-Parr76 (LYP) correlation and this hybrid 
functional was called B3LYP. As the LYP functional does not have an easily 
separable local component, Stephens et al.77 proposed the use of the VWN local 
correlation  
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This functional is the implementation of B3LYP within the CRYSTAL package, and 
consequently the implementation used in this thesis. 
 
2.5 Basis sets 
Most implementations of ab initio techniques for solid state applications use basis sets 
that are based on either plane waves and/or Gaussian type orbitals.  These types of 
basis sets are popular as they make the computation of integrals relatively easy.  Other 
types of basis sets that are used include Slater type orbitals, which are a product of 
spherical harmonics ( )φθ ,lmY  by a radial function R(r), where ζrnerrR −=)( .  Slater 
type orbitals give a much better representation of the cusps of the wave-function near 
the nuclei than Gaussian type orbitals, but are not widely used because the calculation 
of multi-center two electron integrals are more complicated, and are consequently 
more computationally expensive than using Gaussians. 
 
There are both advantages and disadvantages in using either plane wave or Gaussian 
type basis sets.  One of the great advantages of plane waves is that they can be applied 
to any system equally well.  As plane waves form an orthonormal complete set, then 
any normalisable, continuous function can be expanded to an arbitrary precession 
within the plane wave basis set. Varying the plane wave cut-off energy (the highest 
kinetic energy plane wave allowed) controls the precision of the calculation, with a 
higher plane wave cut-off adding more plane waves to the basis set, leading to a more 
accurate answer. The plane-wave cut-off can then be systematically increased until a 
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desired accuracy of a calculation is reached.  Also, the computer coding required to 
manipulate the plane waves is also simpler. 
 
The downside with plane wave basis sets is that many more basis functions are 
required to describe the wavefunction than when using Gaussian functions.  Even 
with large, modern computers, the computational cost and memory requirements are 
too large to describe core electrons accurately.  There are different ways to overcome 
this problem, with the most common approach being the use of the pseudopotential 
approximation. In the pseudopotential approximation the core electrons and the strong 
nuclear potential are removed and replaced be a weaker pseudopotential which acts on 
a set of pseudo wavefunctions. 
 
Another disadvantage in using plane waves is found when dealing with surfaces.  
When performing a plane-wave calculation, the entire simulation cell is filled with 
plane waves up to the cut-off energy, regardless of the location of the atoms.  This 
means, that in surface calculations, there is a computation cost associated with the 
empty, “vacuum gap” above the atomic surface.  This vacuum gap cannot be made 
too small or the surface will interact with its periodic image above. 
 
Gaussian functions can be far more computationally efficient, but unlike a plane wave 
basis, Gaussian functions do not constitute a universal set, and individual basis sets 
must be developed for each atom in the periodic table. Gaussian type functions can be 
expressed as: 
 
nmlrGTF zyxe
2αχ −=
 Equation 2-21 
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Where α is the exponent and l, m and n are integer exponents of Cartesian 
coordinates.  This can be factorised into Cartesian components 
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where each component has the form 
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While the Gaussian functions can be efficiently calculated, a Gaussian function is not 
an optimum basis function. To obtain a better basis function, while retaining the 
computational efficiency of Gaussian functions, basis functions can be formed from a 
fixed linear combination of primitive Gaussians. This linear combination is termed a 
contraction: 
 ∑
=
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)()( rr αχ  , Equation 2-24 
 
where L is the length of the contraction, dji is the contraction coefficient, and αji are 
the contraction exponents. 
  
One problem that Gaussian basis set calculations suffer, that is not a problem in plane 
wave calculations, is basis set superposition error.  This becomes a problem when 
comparing energies of systems in which atoms have been removed from one of them, 
as removing an atom also removes the basis set for the atom, and the variational 
freedom that goes with it.  To correct for basis set superposition error, a calculation 
can be performed where the basis set for the removed atom remains, only the nuclear 
charge and shell electron charges are removed. This is called the counterpoise 
correction method, first introduced by Boys and Bernardi.78  
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2.6 Periodic systems and symmetry 
In modelling crystalline materials, we are modelling materials with periodic boundary 
conditions. Early attempts at modelling minerals used the cluster approach, where a 
small fragment of the system was modelled as a molecule (for example Ref. 40) 
without periodic boundary conditions. A better approach is to treat crystalline 
materials as an infinite lattice exhibiting translational symmetry. In this section the 
methodology within the CRYSTAL code79 for the truncation of the Coulomb and 
exchange series is described. 
 
 In a periodic system the external potential (V(r)) felt by the electrons will also be 
periodic: 
 )()( Rrr += VV  Equation 2-25 
 
where R is any vector of the Bravais lattice. 
 
Bloch’s theorem80 uses the periodicity of the crystal to reduce the infinite number of 
one-electron wavefunctions to be calculated to only the number of electrons in the 
unit cell, and gives the wavefunction in the form of a plane wave multiplied by a 
function with the period of the Bravais lattice 
 
k.rk rr iii eU )()( =ψ  Equation 2-26 
 
where )(rkiU satisfies the following condition. 
 
)()( Rrr kk += ii UU  Equation 2-27 
 
In order to construct such a )(rkiU , it is convenient to expand it as a linear 
combination of basis functions which are periodic.  This can be done using the set of 
plane waves (eiK.r) commensurate with the Bravais lattice: 
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where K is the reciprocal lattice vector. 
 
The CRYSTAL code used in this thesis works using local orbitals, so an alternate 
approach is to build the “Bloch” functions using local functions )(rµϕ . 
 
gk
g
k gArr .)()( ie−−=∑ µµµ ϕφ  Equation 2-29 
 
where the ∑
g
is extended to the set of all lattice vectors g, and µA  denotes the 
coordinate of the nucleus in the reference cell on which µϕ  is centred. The 
wavefunctions of the crystal are then expanded in Bloch functions as: 
 
 ∑=
µ
µµ φψ )()( , rr kkk ii c  Equation 2-30 
 
 
Substituting equation 2-30 into the Schrödinger equation gives 
 
 ∑ ∑=
µ µ
µµµµ φφ )()(ˆ ,, rr kkkkk iii cEcH  Equation 2-31 
 
 
Equation 2-31 can be expressed as a matrix equation, and the expansion coefficients 
of the Bloch functions are then calculated by solving this equation: 
 
 
kkkkk EcScF =  Equation 2-32 
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where Sk is the overlap matrix of the Bloch functions, Ek is the diagonal energy 
matrix and Fk is the Hamiltonian matrix (also known as the Fock matrix) in reciprocal 
space: 
 ∑= k.ggk FF ie  Equation 2-33 
 
The matrix elements of the direct space Fock matrix, Fg, can be written as the sum of 
one-electron ( gH µν ) and two-electron ( gBµν ) contributions: 
 
ggg BHF µνµνµν +=  Equation 2-34 
 
The one electron contribution is the sum of the kinetic ( gTµν ) and nuclear attraction 
( gZ µν ) terms: 
 
ggg ZTH µνµνµν +=  Equation 2-35 
 
The two electron term is the sum of the Coulomb ( gCµν ) and exchange ( gX µν ) 
contributions: 
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where the indices µ, ν, ρ, σ represent the local orbitals of the unit cell. nρσP is the 
density matrix of the Bloch functions integrated over the volume of the Brillouin zone 
(BZ): 
 ∫ ∑ −=
BZ j
jFjj
i ccedP )(2 ** kkkk.nn k εεθσρρσ  Equation 2-37 
 
 
where θ  is the Heaviside step function, cin represents the ith component of the nth 
eigenvector, Fε  is the Fermi energy and 
k
jε is the jth eigenvalue. The density matrix 
elements nρσP do not need to be integrated over an infinite number of k points over the 
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Brillouin zone, but may be built by sampling a finite number of k points, due to the 
continuity of eigenvectors in reciprocal space. Within this thesis, the scheme used for 
distributing k points within the Brillouin zone is the Pack and Monkhorst scheme.81, 82 
as implemented in the CRYSTAL code. 
 
The total electronic energy per unit cell is given by 
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With the Coulomb and exchange components given by, respectively, 
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and 
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The Coulomb and exchange series are evaluated in direct space and truncated at long 
range using Gaussian overlap criteria. The criteria are determined by five cutoff 
tolerances ITOL1 to ITOL5.  ITOL1 controls the truncation of the Coulomb series 
in the following way. The local functions ( )(rµϕ ) are expressed as linear 
combinations of nG individually normalized Gaussian type functions defined by 
 ( ) ( )∑ −−=−− Gn
j
jjGd gArgAr µµ αϕ ;  Equation 2-41 
 
With dj and αj being fixed coefficients and exponents defined in the input. Total 
charges q1 and q2 associated with the two pseudo-overlap distributions: }{ 21 gOGG  and 
}{ 43 nhh +GG , decay exponentially to zero with increasing |g| and |n|. The sum of g and 
n are truncated and the bielectronic integral disregarded when either q1 or q2 are 
smaller then 10-ITOL1. The h summation in equation 2-39 is controlled by ITOL2. The 
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overlap between the two charge densities falls with increasing |h|, and when it falls 
below 10-ITOL2 it is approximated using a multipolar expansion and the |h| sum is 
truncated. In a similar way, ITOL3, ITOL4, and ITOL5 control the h, g, and n 
summation for the exchange series. 
 
2.7 Population analysis 
Once the ground state electronic wave function has been calculated one of the useful 
types of information that can be obtained from it is an electronic population analysis.  
Although there is no unique definition of how many electrons are associated with a 
given atom, valuable information can still be obtained when comparing the same 
analysis approach on different systems that use the same basis set.  One such 
approach is Mulliken analysis83, and is the method that has been used within this 
thesis. 
 
Mulliken analysis gives a quantitative breakdown of the electronic population based 
on the atomic orbitals of the various atoms. The charge density, ρ(r), is defined by 
 
 )()()( * rrr µµ
µ ν
µν φφρ ∑∑= P  Equation 2-42 
 
which represents the probability of finding an electron in space. The total number of 
electrons, N, can be expressed as 
 
 ∑∑=
µ ν
µνµν SPN  Equation 2-43 
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where P is the density matrix, and S the overlap matrix. The Mulliken analysis divides 
the N electrons between the basis functions, with the off-diagonal terms of PµνSµν 
being divided equally between the two appropriate basis functions. 
 
The gross population for a basis function is then given by 
 ∑
≠
+=
µν
µνµνµµµ SPPq  Equation 2-44 
 
and the gross atomic charge is calculated by summing over all the basis functions 
centred on a particular atom, A 
 
 ∑
∈
=
Ap
pA qq  Equation 2-45 
 
Mulliken charge is based on representation of the electron density on a localised basis 
set and is therefore particularly sensitive to the choice of basis set and choice of 
exchange correlation functionals.  
2.8 Software implementation  
The calculations within this thesis were performed using the CRYSTAL code.  It was 
first released in 198884, based on code developed by the Theoretical Chemistry Group 
of the University of Torino, and has been upgraded in several releases since. The 
calculations in chapters 3 and 4 were carried out using the CRYSTAL 2000 version, 
whilst CRYSTAL 2003 was used for the calculations in chapter 5 and CRYSTAL 
2006 was used in chapter 6.   
 
CRYSTAL is an all-electron full potential linear combination of Gaussian type 
functions method. The code offers great flexibility and can perform calculations on 
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molecules (no periodic conditions), polymers (periodicity in one direction), slabs 
(periodicity in two directions) and crystals (periodicity in three directions) with either 
an all electron basis set or the use of pseudopotentials. It offers a wide range of 
exchange /correlation functionals, including hybrid HF-DFT methods. The 
CRYSTAL code can be run in parallel (distributing the problem over many processes) 
allowing large problems to be run on supercomputer clusters. 
The algorithms used in the development of CRYSTAL are presented in a number of 
publications, describing the Hartree-Fock method for periodic systems,85-87 Coulomb 
implementation,88-90 exchange implementation,91 symmetry,92-94  DFT 
implementation,95, 96 analytical gradients implementation,97, 98  and geometry 
optimisation.99 
 
2.9 Geometry Optimisation 
It is a non-trivial task to find the optimal geometry for a given structure, as it is not 
possible to fully investigate the potential energy surface of any system, except in the 
simplest of cases.  In finding the optimal geometry care must be taken, as the 
optimised geometry is heavily dependent upon the initial geometry chosen and may 
often represent a local minimum, rather than the global minimum.  This means that in 
practise several starting geometries should be tested to gain confidence in the final 
result.  
 
In this thesis, structures were optimised using the optimiser routines within the 
CRYSTAL package. Optimisations performed in Chapters 3 and 4 used the numerical 
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optimiser, while calculations performed in Chapter 5 and 6 used the analytical 
gradients based optimiser that was later introduced into the CRYSTAL code. 
 
To optimise a structure using the CRYSTAL code, the required input is a choice 
based on what structural parameters are to be optimised, and initial guess structure, 
and choices on the various optimisation tolerances.  The numerical optimiser works 
by first calculating the total energy of the initial guess structure, then calculating 
energy gradients numerically by performing a geometric displacement for each degree 
of freedom and recalculating the total energy. The geometry is then varied in search 
of a minimum using a Broyden-Fletcher-Goldfarb-Shanno algorithm.100-103 However, 
the numerical optimiser can become quite computationally expensive for systems with 
a large number of degrees of freedom, as the CRYSTAL code performs two total 
energy calculations to establish the energy gradient for each degree of freedom. 
 
This problem is solved by the use of analytic expressions for the total energy derivates 
which were first added to CRYSTAL for Hartree-Fock theory97, 104 and then later for 
DFT. Analytical evaluation of the energy gradients is performed after completion of 
the SCF procedure, and geometry optimisation is performed by making atomic 
displacements to minimise the forces on atoms, and cell parameter changes to 
minimise stress and forces on the unit cell.   
2.10  Equations of state 
Elastic properties of materials are something that are often measured and can be 
compared to the values calculated from theory, and so help asses the reliability of the 
various approximations. The most often reported elastic property of a material is the 
bulk modulus. 
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 The bulk modulus of a material is given by the expression  
 





∂
∂
= 2
2
V
UVB  Equation 2-46 
 
where V is the volume and U is the internal energy. A simple approach to determine 
the bulk modulus is to fit a polynomial to the set of single point energy calculations 
performed on equilibrium structures at different volumes and then use equation 2-44 
to calculate the bulk modulus. However, to do this a choice needs to be made about 
what order polynomial to use, and then value obtained for the bulk modulus obtained 
this way is sensitive to this choice,  and does not converge on a value with increasing 
polynomial order51.  A more reliable approach 51 for extracting the bulk modulus is to 
use an equation of state (EOS).   
 
Some examples of EOS are those proposed by Murnaghan 105 
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and Birch106 
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where U is the internal energy, V is the unit cell volume, V0 is the volume of 
minimum energy, B0 is the zero-pressure bulk modulus, B’ is the pressure derivative 
of the bulk modulus, and U0 is the minimum energy, and in the Birch equation, N is 
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the order of the fit.  A nonlinear fitting routine is then used to solve for V0, U0, B0, 
and B’.  
 
2.11 Calculation of surface cleavage energies 
 
When performing surface calculations, the cleavage energy of the surface can be 
calculated by subtracting the bulk energy, from a separate bulk calculation, from the 
total energy of a surface calculation using the formula 
 
( )bulkslabsurface 2
1lim NEE
A
E N
N
−=
∞→
 Equation 2-49  
 
 
where NslabE  is the total energy from an N-layer slab, bulkE  is the total energy from a 
bulk calculation, and A is the surface area of the slab. 
 
An alternate approach to the calculation of cleavage energies, which does not use the 
energy from a bulk calculation is to use the formula  
 
 
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where total energies from two slabs of different thicknesses, NslabE and 
M
slabE  are used. 
Calculating the cleavage energy this way has the advantage of calculating all the 
energies under the same numerical conditions, which leads to a cancellation of any 
systematic error,107 and this is the method that has been used in this thesis. 
 
In practise slabs of a finite thickness must be used to calculate the surface energy, and 
due to the large computational cost of such calculations, it is desirable to avoid 
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making the slabs larger than needed. In determining an appropriate number of layers 
for a slab, a set of calculations can be performed on slabs of increasing thickness until 
convergence in the surface energy is obtained to a satisfactory level. In addition to 
this, the atoms within the middle of the slab should have electronic properties that 
mirror that of the bulk. 
 
When creating a surface, the cut in the bulk geometry can lead to surface 
stoichiometries that are different to that found in the bulk, which in turn can lead to 
surface dipoles. Care must be taken as surfaces with a macroscopic field will not have 
a surface energy that converges with increasing thickness. However, in some cases, 
rearrangement of the electronic structure at the surface can remove the macroscopic 
dipole, giving a convergence of the surface energies. More generally, polar surfaces 
can also be stabilized by atomic relaxation or reconstruction.  
 
2.12 Crystal Field splitting 
 
Crystal field theory offers a useful way of understanding the electronic configuration 
of transition metals within different coordinations. In this thesis it is particularly 
useful for understanding the orbital occupation of Fe in FeTiO3 and Fe2O3.  The Fe 3d 
orbital occupation is dependent on the balance between the orbital pairing energy and 
crystal field splitting energy, which will be explained below. 
 
The 3d orbitals can be classified into two groups based on the symmetry of their 
charge distribution.  The doubly degenerate x2-y2 and 3z2-r2 orbitals which belong to 
the eg symmetry group, where the charge density occurs along the coordinate axes, 
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and the triply degenerate xy, yz and xz orbitals which belong to the t2g symmetry 
group, where the charge density is localised between the coordinate axes.  
 
To place two electrons in an orbital they must overcome the pairing energy, denoted 
by pi, which is a combination of the Coulomb repulsion energy between the pair of 
electrons and the Hund exchange energy.  In a free iron atom, the energy levels of the 
five d orbitals are degenerate and so electrons will fill each of the five orbitals before 
pairing occurs.  However, for chemically bonded Fe the orbitals are no longer 
degenerate, but split into different energies depending upon the coordination 
environment. The difference in energy between the eg and t2g orbitals is called the 
crystal field splitting energy, denoted by ∆ following the convention in reference 108. 
For Fe2+ placed in an octahedral coordination with oxygen, the eg and t2g  orbitals 
split, as shown in Figure 2-1.  The eg orbitals have lobes which point directly to the 
point charges of the ligands, and so have a greater electrostatic repulsion and 
consequently a higher in energy than the t2g orbitals whose lobes point between the 
ligands.  In this example, the pairing energy is greater than the crystal field energy, 
and so both the eg and t2g orbitals are filled with five electrons, before the sixth 
electron pairs with one of the t2g orbitals. This configuration is called a high-spin 
solution. 
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Figure 2-1.  3d subshell electronic configuration of high-spin octahedrally coordinated Fe2+. 
 
 
 
A simplified drawing of the electronic configuration  of octahedrally coordinated 
high-spin Fe2+ is given in Figure 2-2(a), in which only the crystal field splitting is 
shown.  When the crystal field splitting energy exceeds the pairing energy, as shown 
for Fe2+ in Figure 2-2(b), the minority spin electrons pair with majority spin electrons 
in the t2g orbitals in preference to filling the eg orbitals, giving a low-spin solution.  
 
(a)              (b)    
 
 
Figure 2-2 (a) Simplified picture of 3d subshell electronic configuration of high-spin octahedrally 
coordinated Fe2+, showing only the crystal field splitting (b) crystal field splitting of low-spin 
octahedrally coordinated Fe2+ 
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For Fe3+, which possesses only five d electrons, there is no need for spin pairing in the 
high-spin configuration when octahedrally coordinated, (Figure 2-3(a)). The low-spin 
Fe3+ configuration occurs when the crystal field energy exceeds the pairing energy, 
Figure 2-3(b), and electrons are paired in two of the t2g orbitals. 
 
(a)        (b)  
 
 
Figure 2-3 Electronic configuration in 3d subshells of octahedrally coordinated Fe3+ in the (a) 
high-spin and (b) low-spin configurations. 
 
 
 
For coordinations other than octahedral, different energy ordering of the orbitals may 
occur.  For example, the orbital occupancy of Fe2+ in an ideal cubic (8-fold 
coordination) site is show in Figure 2-4.  In this case the lobes of the eg orbitals point 
furthest from the anions and are lower in energy than the t2g orbitals. 
 
 
(a)         (b)  
 
 
Figure 2-4 3d subshell electronic configuration for 8-fold coordinated Fe2+  in the (a) high-spin 
and (b) low-spin configurations. 
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2.13  Magnetism 
Magnetic phenomena can play an important role in the properties of materials, and 
practical applications of magnetic properties have lead to many important 
technologies.  All forms of conventional matter will form a magnetic dipole moment 
in the presence of an external magnetic field, but beyond this some atoms will 
effectively possess a permanent magnetic dipole. If a material is made of atoms with a 
dipole that are randomly oriented in the absence of an external magnetic field giving 
zero net magnetic moment, the material is termed paramagnetic.  
 
For a material that has a permanent magnetic moment, i.e. it is magnetised in the 
absence of a magnetic field, then it is described as being ferromagnetic. This magnetic 
moment is generated by an alignment of net spins on the ions, and the moment has a 
maximum value at 0 K and initially slowly decreases with temperature.  At elevated 
temperatures the magnetic coupling between atoms breaks down, and magnetisation 
of the material is reduced to zero.  The temperature at which the magnetisation 
becomes zero is called the Curie temperature. 
 
When the spins of the electrons are aligned, but neighbouring atoms have spins in 
opposite directions, the material is described as antiferromagnetic. As in the 
ferromagnetic case, above a certain temperature the magnetic coupling breaks down 
and the spins become disordered.  In antiferromagnetic materials, this critical 
temperature is termed the Néel temperature.  In the case where the spins on 
neighbouring atoms in an antiferromagnetic material are not equal, then the net spin 
of the material will not be zero, and the material is called ferrimagnetic. 
 
  38 
2.14  Control of charge and magnetic states in within the 
CRYSTAL code 
 
In strongly localized systems, such as ilmenite and haematite, it is possible, through 
the careful choice of initial conditions to converge to the SCF procedure to a number 
of different electronic structures. The lowest-energy state is the ground state for a 
particular geometry while the other structures correspond to possible excited states. 
To achieve various charge, spin and magnetic states within the CRYSTAL software a 
range of techniques can be used.  
 
To converge to different charge states, the initial orbital occupations and atomic spins 
are modified to resemble those of the desired state.  This is achieved by the initial 
choice of electron population in the basis sets and the use of the ATOMSPIN and 
EIGSHIFT commands. If needed, the net spin of the system can be constrained for the 
first few cycles of the SCF procedure by use of the SPINLOCK command. In this way 
solutions corresponding to the Fe2+/Ti4+ and Fe3+/Ti3+ states of ilmenite were 
converged within both the HF and B3LYP approximations. 
 
To examine magnetic structures, it is often necessary to create a supercell in order to 
describe the magnetic ordering. An antiferromagnetic solution can then be set up 
using the ATOMSPIN command and setting spins of 1 and -1 to the appropriate 
atoms. However, for an antiferromagnetic solution the net spin for the entire system 
will be 0, and so the SPINLOCK command cannot be used to guide the SCF 
procedure to different charge states. In this case a better approach is to create an initial 
ferromagnetic solution in the supercell, as the net spin of the system will depend on 
the charge state.   The density matrix from this solution can then be used as a starting 
  39 
guess for the various magnetic solutions, using the SPINEDIT command to alter the 
appropriate atoms magnetic moments. 
 
The ability to converge the SCF procedure to different electronic structures also 
highlights a potential problem.  As in the case of geometry optimisation, where a 
converged structure is not necessarily a global minimum energy structure, for a 
particular geometry a converged electronic structure does not necessarily represent the 
global energy minimum for that geometry, but may be a local energy minimum.  This 
can be a problem in systems with large electronic degrees of freedom like FeTiO3 and 
Fe2O3.  For example, in haematite the default setting in CRYSTAL will converge to a 
ferromagnetic solution, which is 0.55 eV per formula unit (within the B3LYP 
approximation) higher in energy than the ground state antiferromagnetic solution. 
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3 The effects of electron exchange and correlation on 
the prediction of the properties of bulk ilmenite 
 
 
3.1 Introduction  
 
Ilmenite is an economically important mineral primarily because of its role in the 
production of titania pigments. Its magnetic properties and those of ilmenite-
haematite (Fe2O3) solid solutions are of particular importance in commercial 
extraction via magnetic separation. The magnetic behavior of the solid solution is also 
of crucial importance to studies in which rock magnetization is used to interpret 
historical fluctuations in the Earth’s magnetic field as rocks containing it display self-
reversed magnetization—that is, the spontaneous magnetization occurring as the rock 
is cooled below the Curie temperature opposes the applied field.20, 21 
 
Ilmenite is a wide band gap semiconductor with a measured band gap of about 
2.5 eV.15, 109 A useful place to start in the analysis of the electronic structure of 
transition metal oxides is the ionic model in which formal charges are assigned to the 
ions. For FeTiO3 this is complicated by the fact that there are two distinct cation 
charge orderings consistent with O2− anions, i.e., Fe2+Ti4+ and Fe3+Ti3+. The charge 
transfer excitation between these two states is well known and has been observed and 
modeled in a number of Fe and Ti bearing minerals.40  
 
The dependence of ilmenite’s structure on temperature, pressure and composition is 
strongly coupled to its electronic, magnetic, and optical properties. A detailed 
  41 
understanding of this coupling is of fundamental interest in the study of strongly 
interacting systems and also of great importance to a number of commercial 
processes. An approach within which the structural, charge ordering, orbital ordering, 
and magnetic energy scales are computed reliably is required. Quantum mechanical 
simulations based on density functional theory (DFT) offer a potential solution but 
these methods also face difficulties. The local electronic configurations of the Fe2+ 
and Fe3+ states are d6 and d5, respectively. The correlation energy difference between 
these states is large and in a pure octahedral environment the d6 state is degenerate 
and thus a strong interaction between orbital occupancy and the local structure is to be 
expected. The widely used local density and generalized gradient approximations 
(LDA and GGA) to DFT have a strong tendency to describe wide band gap magnetic 
insulators as nonmagnetic metals due to the incorrect treatment of electronic self-
interaction.  
 
This chapter demonstrates that reliable and predictive simulations of the structure and 
properties of ilmenite can be obtained using a hybrid-exchange density functional 
approach. This approximation retains, and improves on, the GGA’s description of the 
ground-state energy surface while introducing sufficient self-interaction to allow a 
reasonable description of the states surrounding the Fermi energy to be obtained. The 
chapter is organized as follows. In Section 3.2 the crystallographic structures of 
FeTiO3 are described. Section 3.3 discusses the details of the calculations. The 
computed structure, electronic structure, and magnetic properties are presented in 
Section 3.4 and the results are discussed in Section 3.5. The main conclusions are 
summarized in Section 3.6. 
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3.2 Description of the structures 
 
Ionic, or semi-ionic, materials with ABO3 composition tend to adopt either the high 
coordination cubic perovskite form (should ionic packing allow) or a lower 
coordination sesquioxide structure. The two common sesquioxide structures are the 
ilmenite, which is displayed in Figure 3-1, and the lithium niobate structures. Both of 
these structures are based on the higher symmetry corundum (B2O3) structure (space 
group cR3 ) which is based on a hexagonal close-packed anion lattice with cations 
occupying two thirds of the available octahedral interstices such that AO6 octahedra 
share edges in a honeycomb arrangement in (001) planes and share octahedral faces 
between adjacent planes. The metal atoms all lie on threefold axes parallel to c, 
forming the sequence A-A-□-A-A of face-shared pairs of octahedra alternating with 
vacant octahedral sites (□). 
 
Figure 3-1. The structure of FeTiO3 
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In ilmenite, there are two types of metal ions, which form alternating bilayers of Fe 
and Ti ions perpendicular to the c axis, with –Fe–Ti–□–Ti–Fe– ordering along the 
threefold axes, reducing the symmetry to R3 . The Fe and Ti ions are octahedrally 
coordinated to O ions with three octahedral edges shared between cation octahedra of 
the same type (see Figure 3-2). Each cation octahedron shares one octahedral face 
with a cation of the other type in an adjacent bilayer whereas the face opposite is 
shared with an empty octahedral position (“hole”). The crystallographic cell contains 
two formula units of FeTiO3 with Fe ions at ±(0,0,Fez), Ti ions at ±(0,0,Tiz) and 
oxygen ions at ±(Ox, Oy, Oz; -Oy, Ox-Oy, Oz; Oy-Ox, -Ox, Oz). The lithium niobate 
form differs by having mixed Fe, Ti bilayers, and a threefold axis ordering of 
-Fe-Ti-□–Fe–Ti–.  
 
Figure 3-2. The FeTiO3 structure showing FeO6 (light colour) and TiO6 (dark colour) octahedral 
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FeTiO3 adopts the ilmenite, lithium niobate, or perovskite structures depending on the 
temperature and pressure, with ilmenite being the stable phase at ambient pressure. 
The pressure of transition from ilmenite to the perovskite is 16 GPa at room 
temperature, with the lithium niobate phase being a quench phase from the perovskite 
structure. The lithium niobate structure transforms reversibly to perovskite at 
16±1 GPa at room temperature16, 110. 
3.3 Computational method 
 
All calculations were performed using the CRYSTAL software package,49 which is 
based on the periodic, all-electron, linear combination of atomic orbitals (LCAO) 
formalism where the Bloch orbitals of the crystals are expanded using atom centered 
Gaussians orbitals with s, p, or d symmetry.  The most significant numerical 
approximation made in the calculations is based on the choice of the local Gaussian 
basis sets. The basis sets used here were developed and optimized in previous 
calculations on rutile TiO2 and bulk surfaces111-115 and studies of haematite Fe2O3.116 
The general quality of the basis set is triple valence; that is, three independent 
functions are used to expand the valence electrons of each ionic type. In addition d-
symmetry polarization functions were introduced on the oxygen ions. Full details of 
the basis sets are available on the internet.117 
 
 The Coulomb and exchange series are evaluated in direct space and truncated at long 
range using Gaussian overlap criteria as described in section 2.6. The five cutoff 
tolerances in the current study were set to 10-7, 10-7, 10-7, 10-7, and 10-14 which 
typically converge the total energy differences between related structures to within 0.1 
mHa. The reciprocal space integration was performed by sampling the Brillouin zone 
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using the Monkhorst-Pack49, 82 scheme with a shrinking factor of 4. This gives 14 
symmetry nonequivalent points in the irreducible Brillouin zones of the bulk crystals.  
 
The lattice parameters and internal coordinates of FeTiO3 were optimized using a 
modified Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm to a tolerance of 
0.0005 Å in the structure and 10−7 Ha in the total energy. Calculations at pressures 
other than 0 GPa were performed by applying a hydrostatic pressure and performing 
unconstrained minimization of the enthalpy with respect to both internal coordinates 
and cell parameters. The bulk modulus was computed by fitting the results from a set 
of optimizations at nine pressure values between −2 and 10 GPa to a Murnaghan 
equation of state105 of the form 
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where U(V) is the total internal energy, V the unit cell volume, V0 the equilibrium 
volume, B0 the bulk modulus with pressure derivative '0B , and U0 is the equilibrium 
total energy. 
3.4  Results 
 
3.4.1 Electronic and magnetic structure 
 
 
Initial calculations were performed at the experimental geometry118. The self-
consistent field (SCF) calculations are initiated with a density matrix formed from a 
superposition of atomic or ionic charge densities. In strongly localized systems it is 
possible to converge to a number of different fixed points of the SCF procedure by 
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variation of the initial conditions. The lowest-energy state is the ground state for a 
particular geometry while the other fixed points correspond to possible excited states. 
To achieve the various charge and spin states, initial orbital occupations and atomic 
spins were modified to resemble those of the desired state and, if needed, the net spin 
of the system was constrained for the first few cycles of the SCF procedure. In this 
way solutions corresponding to the Fe2+/Ti4+ and Fe3+/Ti3+ states were converged 
within both the HF and B3LYP approximations. The solutions for these charge states 
with ferromagnetic coupling are denoted here as Fe +2F  and Fe
+3
F , respectively. The 
various spin arrangements considered below, and the notation used to refer to them 
herein, are illustrated in Figure 3-3. 
 
 
Figure 3-3. The various spin arrangements considered for the Fe2+/Ti4+ and Fe3+/Ti3+ states. 
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The differences in the computed total energies for these charge states in high-spin and 
low-spin configurations are summarized in Table 3-1. Both within the HF and B3LYP 
approximations the Fe +2F  state is found to be the most stable. However, the relative 
stabilities of the charge states depend significantly on the treatment of exchange and 
correlation. Within B3LYP the Fe +3F  state is 2.54 eV above the ground state while 
within HF is 0.78 eV higher. The solution with Fe in the diamagnetic, low-spin 
configuration (Fe +2LS ) is 1.52 eV above the ground state within B3LYP and 3.45 eV 
higher within HF. The charge ordering and on-site spin coupling energies are very 
sensitive to the treatment of exchange and correlation. 
 
Table 3-1. Energy differences (relative to lowest energy state per FeTiO3 formula unit in eV) and 
Mulliken population analysis of net charge (α+β) and net spin (α-β) for ilmenite at 0 GPa, 
computed using B3LYP and HF theory. The state labels are defined in the text and illustrated in 
Figure 3-3. 
  Net charge Net spin 
State ∆E (eV) Fe Ti O Fe Ti O 
B3LYP 
+2FeF  0.0000  24.26 19.68 9.36 3.76 0.01 0.08 
+2FeLS  1.5199  24.52 19.67 9.27 0.00 0.00 0.00 
+3FeF  2.5366  23.90 19.90 9.40 4.26 0.94 0.27 
HF 
+2FeF  0.0000  24.17 19.13 9.57 3.90 0.01 0.03 
+2FeLS  3.4512  24.26 19.13 9.54 0.00 0.00 0.00 
+3FeF  0.7808  23.46 19.56 9.66 4.74 0.98 0.09 
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Some insight into the nature of the various solutions can be gained from Mulliken 
population analysis83 of the charge and spin densities. The overall picture of the 
charge and spin distribution amongst the ions is qualitatively similar within the HF 
and B3LYP approximations. For example, the charge (spin) for an Fe2+ ion is 24.3|e| 
(3.8|e|) within B3LYP and 24.2|e| (3.9|e|) within HF. Both solutions are consistent 
with a simple ionic picture of a high-spin d6 Fe2+ ion. The electronic state can be 
analyzed further in terms of the occupation and spin of the individual orbitals in the d 
shell. The occupations and spins computed with the B3LYP approximation for both 
the Fe +2F  and Fe
+3
F  states are presented in Table 3-2. Within the ionic model the Fe d
6
 
state in Fe +2F  state is expected to have four singly occupied and one doubly occupied d 
orbital. Table 3-2 confirms this simple picture with the dz2 orbital essentially doubly 
occupied (an occupancy of 1.8|e| and a net spin of about 0|e|). The other d orbitals are 
singly occupied (with a spin of 1|e|). It is, of course, possible that other stable states 
exist in which different d orbitals are doubly occupied. Such states have been 
converged and found to be metastable with energies around 4 eV above the ground 
state and typically with metallic character. Supplementary calculations performed 
using GGA functionals were found to yield only metallic solutions without strong 
localization into a particular d occupancy supporting the assertion made in 3.1 that the 
treatment of electronic self-interaction is essential.  
 
For the Fe +3F  state, within the B3LYP approximation, the extra electron on the Ti site 
localizes in the Ti 3d shell in a dz2 orbital yielding a spin on the Ti ion of about 0.8|e|. 
On the Fe d5 ion all the orbitals are singly occupied (and hence each have a spin of 
about 1|e|). Again this electronic structure of this state is remarkably consistent with a 
simply ionic model.  
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Table 3-2 Mulliken population analysis of net charge (α+β) and net spin (α-β) for the cations in 
the FeF2+ and FeF3+ states as computed using B3LYP at the experimental geometry. 
 
 
+2FeF  
+3FeF  
 Fe Ti Fe Ti 
Orbital Occ. Spin Occ. Spin Occ. Spin Occ. Spin 
dz2 1.84  0.14 0.22 −0.01 1.10 0.90 0.83 0.74 
dxz 1.09  0.90 0.34 0.00 1.20 0.81 0.26 0.05 
dyz 1.09  0.90 0.34 0.00 1.20 0.81 0.26 0.05 
dx2-y2 1.08  0.90 0.31 0.01 1.14 0.86 0.23 0.05 
dxy 1.08  0.90 0.31 0.01 1.14 0.86 0.23 0.05 
 
 
In addition to the ferromagnetically coupled state discussed thus far there are a 
number of possible spin orderings the most likely of which are displayed in Figure 
3-3. In the Fe +2 1AF  state the Fe spins are antiferromagnetically aligned both within a 
bilayer and between bilayers, in the Fe +2 2AF  state the Fe spins are antiferromagnetically 
aligned within a bilayer but ferromagnetically between bilayers and in Fe +2 3AF  the Fe 
spins are ferromagnetically aligned with a bilayer but antiferromagnetically aligned 
between bilayers. Due to the different spin symmetries each of these arrangements 
can be converged as a metastable state within supercells containing up to four FeTiO3 
formula units. The relative energies of these states for both charge configurations are 
presented in Table 3-3. The energy scale for magnetic ordering is about two orders of 
magnitude smaller than that for charge ordering.  
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Table 3-3 The relative energetics (in eV, per FeTiO3 formula unit) of the ferromagnetic and 
antiferromagnetic configurations of ilmenite. Labels refer to Figure 3-3. 
 
 
 Energy relative to the F state, eV 
State B3LYP HF 
 Fe2+/Ti4+ 
+2FeF  0.0000  0.0000 
+2
1Fe AF  −0.0302  0.0046 
+2
2Fe AF  −0.0287  0.0047 
+2
3Fe AF  −0.0108  0.0000 
 Fe3+/Ti3+ 
+3FeF  0.0000  0.0000 
+3Fe AF      — 0.0340 
 
The Fe +2 3AF  state is the experimentally observed spin ordering below the Néel 
temperature of 57.35 K8. Within the B3LYP approximation the Fe +2 1AF  and Fe +2 2AF  
arrangements are the lowest-energy configurations. The observed Fe +2 3AF  state is 
0.02 eV higher in energy. Within the HF approximation the Fe +2 3AF  arrangement is 
found to be the most stable but is essentially degenerate with Fe +2F . The Fe
+2
1AF  and 
Fe +2 2AF  are 0.005 eV higher in energy. The magnetic coupling is extremely sensitive to 
the treatment of exchange and correlation, with the B3LYP approximation favoring 
antiferromagnetic and the HF favoring ferromagnetic coupling within the bilayers. In 
addition the coupling energy is one order of magnitude smaller in the HF 
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approximation. The inter-bilayer coupling which is mediated by the Ti bilayer is very 
small.  
 
In the Fe3+/Ti3+ state, the spin on the Ti3+ ion can align either ferromagnetic (Fe +3F ) or 
antiferromagnetically (Fe +3AF ) with the spin on the Fe ions (see Figure 3-3). Within the 
B3LYP approximation, the Fe +3AF  state is unstable and reverts to the Fe
+2
F  state. 
However, both states are stable within the HF approximation and the Fe +3F  state is 
favored by 0.03 eV. Within HF the coupling between the Fe and Ti bilayers is thus 
ferromagnetic in nature and significantly larger than the coupling within the Fe 
bilayers in the Fe2+/Ti4+ state.  
 
The charge transfer excitation energy between the Fe2+ and Ti4+ has been measured 
using optical absorption experiments to be 2.15 eV (20 200 cm−1).119 The predicted 
excitation energy within the B3LYP approximation is in close correspondence with 
this measurement, 2.54 eV (20 459 cm-1), while the HF estimate is much lower, 
0.78 eV.  
 
The electronic structure and nature of the bonding can be examined further using 
Mulliken projected densities of states (DOS). The DOS computed for the Fe +2F  and 
Fe +3F  states within the HF, B3LYP, and GGA approximations are presented in Figure 
3-4, Figure 3-5, and Figure 3-6 respectively. For the Fe +2F  state both HF and B3LYP 
approximations predict the material to be an insulator and yield a qualitatively similar 
picture of the DOS, while the GGA approximation predicts the material to be a 
conductor (fig 3-6).  
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For the Fe2+ state the valence band is composed primarily of a mixture of O 2p and Fe 
3d states with a small contribution from the Ti 3d states. There is significantly more 
hybridization of the Fe 3d and O 2p states within the B3LYP approximation, which is 
consistent with the overall greater ionic character of the HF solution noted above.  
 
 
 
Figure 3-4. The density of states of ilmenite computed within the HF approximation at the 
observed geometry.  That for the FeF2+ state is displayed in the top panel and for FeF3+ bottom 
panel. 
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O
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Figure 3-5. The density of states of ilmenite computed within the B3LYP approximation at the 
observed geometry.  That for the FeF2+ state is displayed in the top panel and for FeF3+ bottom 
panel. 
 
 
The detailed structure of the Fe 3d states is very different in the two approximations. 
Within HF the four singly occupied orbitals (α spin orbitals) contribute strongly to the 
peak between −7 and −9 eV, the α and β orbitals of the doubly occupied dz2 orbital 
are strongly split from these states to higher energies. The α state forms the peak 
between −6 and −7 eV while the β state is split from the top of the valence band 
between 0 and −1 eV. This structure is as one would expect from the ionic model. The 
doubly occupied dz2 states are both pushed to higher energies by their mutual 
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Coulomb repulsion but are split because the α state is stabilized somewhat by on-site 
exchange interaction with the four other occupied α orbitals.  
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Energy (eV)
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Figure 3-6 The density of states of ilmenite in the FeF2+ state computed within the GGA 
approximation at the observed geometry. 
 
 
The B3LYP solution yields a valence band where the Fe 3d α states are strongly 
hybridized with the O 2p valence band. The α-spin dz2 state contributes strongly to 
the top of the valence band while the β-spin dz2 state is split with sites almost 2 eV 
above the valence band maximum. The on-site energy scales expected from the ionic 
model are clear in the overall structure of Fe d states but are strongly modified by 
hybridization with O 2p states.  
 
The overall valence band width varies from 7 (B3LYP) to 9 eV (HF). The nature of 
the band gap is also different in the two formalisms; the lower conduction band edge 
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is predominantly of Ti 3d character in the HF solution and of Fe 3d character in the 
B3LYP solution.  
 
It is well known that HF eigenvalues considerably overestimate occupied band widths 
and band gaps while recent studies have shown B3LYP eigenvalues reproduce band 
gaps rather well (within 10%) for a wide range of materials.50 In the current case, the 
HF approximation yields a gap of 13 eV and B3LYP a gap of 2.6 eV. Electrochemical 
measurements of the band gap, give values of between 2.58 and 2.9 eV.15, 120, 121 
Diffuse reflectance spectra of ilmenite show absorption peaks at energies of about 1, 
2.5, and 4 eV,119 however do not provide definitive measurements of band gaps. 
Strens and Wood119 attribute the 1 eV transition to a t2g-eg transition of octahedral 
Fe2+, the 2.5 eV transition to Fe2+-Ti4+ charge transfer and the 4 eV transition to an O–
Ti charge transfer. This is consistent with the B3LYP DOS. 
 
Excitation to the Fe +3F  state causes significant shifts in the electronic structure. In HF 
and B3LYP approximations the Fe 3d states are significantly narrowed and shifted to 
lower energy (to −18 and −9 eV in HF and B3LYP, respectively) and the lower edge 
of the conduction band is of Fe 3d character. The position of the O 2p states is largely 
unaffected and thus hybridization with these states is reduced dramatically and the 
upper valence band is dominated by O 2p character. In the HF DOS, the Fe 3d–O 2p 
hybridization is reduced to zero leaving a small Ti 3d contribution to the almost pure 
O 2p character of the valence band. The electron transferred to the Ti site occupies 
states just below the Fermi energy, about 2 eV above the valence band maximum. 
This state is reminiscent of the “band gap” state reported in studies of reduced 
TiO2.113, 122  
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In the B3LYP case the Fermi energy falls in the lower conduction band, occupying 
some of the Fe 3d β states resulting in a metallic ground state. The electron on the Ti-
site occupies 3d orbitals which hybridize with the Fe 3d states and thus contribute 
both to the metallic states at the Fermi edge and main Fe 3d peak at -9 eV.  
 
The above discussion reveals very significant differences in the electronic structure of 
the Fe2+/Ti4+ and Fe3+/Ti3+ states computed at the experimental geometry. It is likely 
that the nature of the bonding and thus the equilibrium geometry is strongly affected 
by these differing descriptions; this is explored further in section 3.4.2. 
 
3.4.2 Geometric structure 
 
There have been a number of structural determinations of ilmenite.118, 121 The 
structural parameters of natural crystal and synthetic crystals are somewhat different 
and also depend on how the crystals are grown. The structure obtained by Wechsler 
and Prewitt from a synthetic crystal118 is given in Table 3-4. Morosin et al.121 obtained 
a structure from another synthetic crystal with a slightly different c parameter (14.04 
vs. 14.08 Å). This variation could be due to the formation of haematite (α-Fe2O3). 
Natural samples are a solid solution of Fe2O3 and FeTiO3 and have a c parameter of 
about 14.04 Å. 
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Table 3-4. The structure of ilmenite.  Experimental values from Wechsler and Prewitt118 and 
computed values from B3LYP and HF calculations. Values in parentheses indicate percentage 
error from experiment. 
 
  B3LYP HF 
 Experimental ( +2FeF ) ( +3FeF ) ( +2FeF ) ( +3FeF ) 
a0 5.0875  5.150(1.2) 5.183(1.9) 5.165(1.5) 5.223(2.6) 
c0 14.0827  14.095(0.1) 13.877(−1.5) 14.200(0.8) 13.695(−2.7) 
c/a 2.7681  2.737(−1.1) 2.677(−3.3) 2.749(−1.9) 2.622(−5.2) 
z(Fe) 0.1446  0.1444 0.1439   
z(Ti) 0.3536  0.3516 0.3507   
x(O) 0.3172  0.2944 0.3077   
y(O) 0.0234  −0.0251 0.0469   
z(O) 0.2450  0.2548 0.2498   
Fe-O 2.20  2.22 2.16   
Fe-O 2.08  2.09 1.97   
Ti-O 2.09  2.09 2.11   
Ti-O 1.87  1.90 2.04   
K0  1.77  1.74    
K’ 4 4    
 
 In Sec. 3.4.1 it was established that the energy difference between the various 
magnetic states is much smaller than the charge ordering energy scale. Structural 
optimization has been performed for both charge states within the B3LYP and HF 
approximations adopting the ferromagnetic configuration for simplicity. 
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The structural parameters of the minimum energy geometry computed within the 
B3LYP and HF approximations are compared to those measured by Wechsler and 
Prewitt118 in Table 3-4. The structure computed within B3LYP for the Fe +2F  state is in 
excellent agreement with that observed. The cell vectors and the c/a ratio are accurate 
to within 1%. The structure predicted for the Fe +3F  underestimates the c/a ratio by over 
3%. Similarly structures computed within HF find the cell parameters for the Fe +2F  
state in better agreement with experimental results than those of the Fe +3F  state. 
However the values for the cell vectors computed within HF are slightly larger than 
those computed within B3LYP, due to the neglect of inter-electronic correlation 
effects in the HF approximation.  
 
Wechsler and Prewitt118 deduced the bulk modulus (K0) by fitting to a Birch-
Murnaghan equation of state105 and, constraining the pressure derivative (K’) to 4, 
obtained a value of 177 GPa. Here, if the pressure derivative is constrained to 4 a 
value of 174 GPa is obtained while an unconstrained fit yields a pressure derivative of 
5.1 and a modulus of 172 GPa in good agreement with the observed value.  
 
The structural relaxation alters the relative stability of the different charge states. 
Within the B3LYP approximation there is an increase of the relative stability of the 
Fe +3F  state by 0.9 eV so that it lies 1.6 eV above the Fe
+2
F  state. In the HF 
approximation the relaxation shift is larger, 1.1 eV, and the relaxed Fe +3F  state is 
predicted to be more stable than the Fe +2F  state by 0.35 eV. 
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3.5 Discussion 
 
In Sec. 3.4 it was established that the computed properties of ilmenite depend strongly 
on the treatment of exchange and correlation. In particular that in HF approximation 
the Fe3+/Ti3+ state is found to be more stable than the Fe2+/Ti4+ state. In addition the 
ionic model was found to be a reasonable basis for the analysis of the charge and spin 
densities and the electronic structure. This basic picture is achieved in a band structure 
calculation based on DFT only if the electronic self-interaction is taken into account. 
An understanding of the role of Coulomb, exchange and correlation interactions can 
be developed from this basis. In the high-spin states the Fe3+ ion has a d5 
configuration with five unpaired electrons while the Fe2+ d6 ion has a doubly 
occupied dz2 orbital. The mutual Coulomb repulsion of the electrons in the doubly 
occupied orbital is apparent in the projected DOS. The correlation energy associated 
with this electron pair is large and tends to stabilize the Fe2+ ion. The neglect of 
correlation in the HF approximation therefore leads to an underestimate of the 
stability of the Fe2+ state. This results in the low value for the charge transfer 
excitation energy at the experimental geometry and the incorrect prediction of an Fe3+ 
ground state after structural relaxation. Within the B3LYP approximation the 
component of exact exchange models a partially screened self interaction and 
correlation is treated at the GGA level. The correlation energy stabilizes the Fe2+ state 
relative to the Fe3+ state. The excellent agreement between the predicted and 
measured charge transfer excitation energies indicates that the functional is describing 
the balance between Coulomb, exchange and correlation interactions rather well. The 
role of the correlation energy can be isolated by computing it from the self-consistent 
HF charge density—a so-called a posteriori correction.  
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The importance of correlation effects in iron systems has also been highlighted in 
recent studies of FeS2 where it was reported that the poor description of the structure 
and electronic properties of this material was due to the failure of HF theory to 
describe the low-spin Fe2+ ion 123. The inclusion of correlation effects, through DFT, 
hybrid functionals (B3LYP) or a posteriori correlation corrections resulted in much 
improved structural parameters.  
 
The a posteriori corrections to the HF energies have been computed here using a 
variety of density functionals. For the relaxed geometries this alters the relative 
stability of the FeF2+ and FeF3+ states. With LDA functionals the shift is about 0.5 eV 
and so the FeF2+ is found to be more stable by 0.14–0.21 eV; a smaller shift is found 
for GGA functionals. This result fully supports the simply ionic picture described 
above in which the key energy scale is the pair correlation energy of the doubly 
occupied Fe dz2 orbital.  
 
The variation in the electronic structure induced by the charge transfer excitation can 
also be understood in terms of these energy scales. The shift to lower energies of the 
Fe-d bands of the Fe3+ state relative to the Fe2+ state is a natural consequence of the 
reduction in the on-site repulsion and the resulting decrease in hybridization with the 
O 2p bands and the contraction of the d orbitals leads to the narrowing of bands. 
 
The charge transfer excitation also couples strongly to the geometry. This can be 
clearly seen in the variation of the c/a ratio. The interatomic distances for the two 
states are reported in Table 3-5.  
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Table 3-5.  The interatomic distances (in Å) computed with B3LYP. Experimental values from 
Wechler and Prewitt.118 The O-O distances are illustrated in Figure 3-7 and labels refer to 
(O-O)cFe[(O-O)cTi], distance between O-planes sandwiching the Fe (Ti) bilayers along the c 
direction; (O-O)Fe-hole[(O-O)Ti-hole], O-O distances in the face of an Fe (Ti) octahedron shared with 
an octahedral vacancy (hole); (O–O)Fe–Fe[(O–O)Ti–Ti], O–O distance of edges shared by 
neighboring Fe (Ti) octahedra; and (O–O)Fe[(O–O)Ti], distance of unshared edges in Fe (Ti) 
octahedra. 
 Experiment Calculated ( +2FeF ) Calculated ( +3FeF ) 
(Fe–O)1 2.078 2.099 1.974 
(Fe–O)2 2.201 2.222 2.160 
Fe–O (mean) 2.139 2.160 2.067 
(Ti–O)1 1.871 1.897 2.041 
(Ti–O)2 2.087 2.091 2.113 
Ti–O (mean) 1.981 1.994 2.077 
mean Metal-O 2.060 2.077 2.072 
Ti–Ti 2.992 3.018 3.031 
Fe–Fe 3.002 3.039 3.059 
Fe–Ti 2.944 2.921 2.870 
(O–O)cFe 2.487 2.485 2.307 
(O–O)cTi 2.207 2.213 2.319 
(O–O)Fe–Ti 2.698 2.745 2.741 
(O–O)Fe-hole 3.217 3.261 3.096 
(O–O)Fe–Fe 3.051 3.073 2.787 
(O–O)Fe 3.005 3.009 2.940 
(O–O)Ti-hole 2.921 2.939 3.156 
(O–O)Ti–Ti 2.604 2.615 2.841 
(O–O)Ti 2.884 2.906 2.928 
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In the FeF2+ state, the average nearest neighbor Fe–O and Ti–O bond lengths are 2.16 
and 1.99 Å, respectively, whereas in the FeF3+ structure, the mean Fe–O and Ti–O are 
2.07 and 2.08 Å, respectively. These variations are consistent with the change in the 
ionic radii124 induced by the charge transfer. The radius of the Fe ion is reduced from 
0.74 to 0.64 Å while the Ti-ion radius increases from 0.68 to about 0.76 Å accounting 
for the observed changes in average M–O distances. Although the MO6 octahedra 
expand and contract in this way the Ti–Ti and Fe–Fe distances are almost constant. 
The Fe–Ti distance is reduced by 0.05 Å.  
 
Figure 3-7. The O-O bond distances in the relaxed geometry computed within the B3LYP 
approximation for the FeF2+ state.  Values in parentheses are for the FeF3+ state.  
 
(O-O)Ti-hole 
2.939 
(3.156) 
(O-O)Fe-
hole 
3.261 
(3.096) 
(O-O)Ti 
2.906 
(2.928
) 
(O-O)Ti-Ti 
2.615 
(2.841) 
(O-O)cFe 
2.485 
(2.307)
 
(O-
O)cTi 
2.213 
(2.319) 
(O-
O)Fe 
3.009 
(2.940) 
(O-O)Fe-Fe 
3.073 
(2.787) 
(O-O)Fe-Ti 
2.745 
(2.741) 
  63 
The overall effects of the changes in the ionic radii and the Fe–Ti distance are neatly 
encapsulated in the changes that occur to the separation of the oxygen layers along the 
c direction. Two such separations can be defined; the separation of oxygen layers 
across the Fe bilayer [(O–O)cFe] and that across the Ti bilayer [(O–O)cTi]. These are 
illustrated in Figure 3-7and tabulated in Table 3-5. Fe and Ti ions neighbor along c 
and one expects the decrease in their separation to correspond to a reduction in the 
separation of the oxygen planes and an overall reduction in c. The increase in the size 
of the Ti ions increases (O–O)cTi by 0.11 Å while (O–O)cFe it is reduced by 0.18 Å due 
to the decrease in the radius of  the Fe ions. This leads to an overall decrease in the 
average separation between oxygen planes of 0.03 Å, which is comparable to the 
decrease in the Fe–Ti distance. Since there are six oxygen planes in the 
crystallographic cell of FeTiO3 the excitation produces an overall contraction of 
0.21 Å in the c parameter. 
 
The O–O bond distances within Fe and Ti octahedra are also listed in Table 3-5 and 
Figure 3-7. Again, the differences in the bond distances between the two charge states 
can be explained by the changes in the ionic radii. As the Fe (Ti) ion becomes smaller 
(bigger) in going from the 2+ to the 3+ (4+ to 3+) state, the O–O distances that define 
the edges of the polyhedron contract (expand). The (O–O)Fe–Ti distance which 
corresponds to the edges that make up the face that is shared by Fe and Ti octahedra 
remains almost unchanged as the tendency for the Ti octahedron to expand is almost 
equally matched by the contraction of the Fe octahedron. In the ab plane the layers are 
not free to expand and contract independently and thus the expansion of the Ti plane 
leads to an overall increase in the a cell parameter. 
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3.6 Conclusions 
 
The ground-state and charge-transfer excitation in ilmenite FeTiO3 are determined by 
a strong coupling of the geometry with charge, orbital, and spin degrees of freedom. 
The quantum-mechanical description of these states is very sensitive to the treatment 
of electronic exchange and correlation. The B3LYP hybrid-exchange density 
functional provides a qualitatively correct description of the ground-state electronic 
structure. Predicted geometric and elastic parameters are in close agreement with 
experiment as is the charge transfer excitation energy. The essential features of this 
functional are its treatment of the electronic self-interaction and its reasonable 
estimate of the pair correlation energy of the doubly occupied Fe-d orbital. The band 
gap is predicted to be within the experimental range that observed, unlike that 
computed within a Hartree-Fock which greatly overestimates the gap or unmodified 
density functional formalism which results in a metallic ground state. 
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4 High-Pressure Polymorphs of ilmenite 
 
 
4.1 Introduction 
 
 
As stated in chapter 1, Ilmenite is commonly found as an inclusion in kimberlites, a 
type of igneous rock. The ilmenite inclusions are incorporated into the kimberlites at 
depths of up to 400 km (12-13 GPa), but the exact depth is not well known and 
therefore an understanding of the high-pressure physics of FeTiO3 could aid in 
constraining the depth from which they originate.16  The Fe2+/Fe3+ ratio in ilmenite 
under pressure has been studied experimentally as an indicator of the oxidation state 
of the host kimberlites, which is used to determine the origin and genesis of diamond 
deposits.18 
 
In addition to ilmenite, two other polymorphs of FeTiO3 are known,110 namely the 
lithium niobate and perovskite structures. The lithium niobate phase forms as a 
quench product of the perovskite phase which is stable only at pressures greater than 
16 GPa. It is presumed that the lithium niobate phase is the favoured quench product 
of the perovskite phase due to kinetic restrictions, as this transition only requires 
rotation of the oxygen octahedra, whereas transition to the ilmenite structure requires 
cation rearrangement. The lithium niobate structure is only metastable at atmospheric 
pressure and will revert to the ilmenite structure at temperatures of 1200 K.16 Shock-
Hugoniot experiments on natural ilmenite have demonstrated that the perovskite 
structure phase separates into a mixture of FeO and TiO2 at pressures greater than 65 
GPa.125 
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Several other oxides with ABO3 stoichiometry transform from the ilmenite structure to 
a perovskite structure under pressure.  Examples of these are the germanates ZnGeO3 
and MgGeO3126, the titanates ATiO3 (A=Mg, Mn, Cd)127, 128 and the silicate MgSiO3. 
Recently there has been considerable interest in the discovery of a new high-pressure 
CaIrO3-type ‘post perovskite’ phase of MgSiO3 129, 130 due to its implications for the 
geology of the lower mantle of the Earth. This discovery was inspired by the 
observation of a CaIrO3-type post-perovskite phase in Fe2O329, 30, which transforms 
from the corundum to perovskite, then to the CaIrO3 phase under increasing pressure. 
The structural similarity of FeTiO3 to Fe2O3 and MgSiO3 and their respective 
polymorphs suggest that a similar phase could also exist for FeTiO3. 
 
Two cation charge orderings are consistent with O2- anions, namely Fe2+Ti4+ and 
Fe3+Ti3+, in which Fe has d-electron configurations of d6 and d5 respectively. In each 
of these combinations Fe can exist in a high-spin or low-spin state. As FeTiO3 may 
exist in this range of possible charge and spin configurations, the theoretical 
investigation of the high-pressure polymorphic phases requires a careful study of the 
energetics of the possible Fe/Ti charge/spin combinations and their interaction with 
the structural degrees of freedom.  
 
In the present study hybrid exchange density functional theory is used to investigate 
the structure and electronic properties of the high-pressure polymorphs of FeTiO3. 
The chapter is organized as follows. Section 4.2 contains a description of the 
crystallography of the FeTiO3 polymorphs. Section 4.3 describes the computational 
method used. Structural relaxation data, elastic constants and charge states for the 
lithium niobate, perovskite, and CaIrO3-type post-perovskite phases are given in 
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Section 4.4, and the phase stability of all the polymorphs is given in Section 4.5. 
Conclusions are summarized in Section 4.6. 
 
4.2  Polymorphs of FeTiO3  
 
4.2.1  Ilmenite 
 
Ilmenite is the naturally occurring form of FeTiO3 and hence the most stable 
polymorph at ambient temperatures and pressures.  The ilmenite structure, as outlined 
in section 3.2 is based on a hexagonal close packed oxygen lattice with metal atoms 
occupying two thirds of the available octahedral sites to form honeycomb-like layers 
of edge shared octahedra.  Ilmenite responds anisotropically under pressure, being 
more compressible in the c direction because of the vacancies that alternate with the 
cations, leading to a decrease in the c/a ratio with increasing pressure. 
4.2.2 Lithium Niobate 
 
The lithium niobate differs from the ilmenite structure only in that it has layers of 
mixed Fe and Ti ions and a c-axis ordering of -Fe-Ti-⁭-Fe-Ti-, with a space group of 
R3c (Figure 4-1). As for ilmenite, the structure is defined by the a and c lattice vectors 
and contains two FeTiO3 units,  but with the Fe ions at (0,0,u) and (0,0,u+½), Ti ions 
at (0,0,0) and (0,0,½) and the O ions at (x,y,z), ),,( zyxy − , ),,( zxyx + , 
),,( 21+zxy , ),,( 21++ zyyx  and (x,x-y,z+½).   X-ray diffraction measurements 16 
give unit cell parameters of  a = 5.12 and c = 13.76 and internal coordinates u = 
0.287, x = 0.0449, y = 0.3446 and z = 0.0641.  Compared to the ilmenite structure the 
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octahedra in the lithium niobate form are contracted along the c direction, with the 
niobate structure having a smaller c lattice parameter.  
 
 
Figure 4-1. The structures of the FeTiO3 polymorphs studied: (a)  ilmenite, (b) 
LiNbO3, (c) perovskite, and (d) CaIrO3-type post-perovskite polymorphs. Blue octahedra 
represent TiO6, yellow octahedra show FeO6, and Fe ions are shown as large spheres.  
(a) (b) 
(c) (d) 
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4.2.3 Perovskite 
 
At high pressures, FeTiO3 forms an orthorhombic perovskite phase with the 
gadolinium ferrite (GdFeO3) type structure 110, a distortion of the cubic perovskite 
structure, with space group Pbnm, as shown in Figure 4-1. In the perovskite structure 
there are two distinct cation sites and typically the smaller cation is octahedrally 
coordinated with oxygen at positions (½, 0, 0), with the larger cation in the larger 12 
coordinated site (u, v, ¼). In the GdFeO3 structure, tilting of the octahedra results in a 
lowering of the coordination of the large cation site from 12 to 8. The unit cell 
contains four FeTiO3 units with O ions at ±(xyz;  ½-x, y+½, ½-z; x , y , z+½; x+½, ½-
y, z ). Based on the measured volume changes Leinenweber et. al.110  have proposed 
that no charge transfer occurs during the transition from ilmenite to the perovskite 
phase, with the iron remaining divalent and the titanium tetravalent. The observed 
equation of state 16 extrapolated to absolute zero gives the ilmenite to perovskite 
phase transition at 25±4 GPa, while the lithium niobate phase transforms to the 
perovskite phase at 17±7 GPa. 
 
4.2.4 CaIrO3-type post-perovskite phase 
 
The proposed post-perovskite phase investigated here is an orthorhombic structure 
based on the CaIrO3 structure with space group Cmcm 131, shown in Figure 4-1. It has 
two distinct cation sites, one sixfold coordinated and the other eightfold. Ti ions are in 
the six-fold coordinated sites, with the octahedra forming an edge sharing chain as in 
the rutile structure. The Fe ions occupy eight-fold coordinated sites. 
 
 
  70 
4.2.5 Dissociation phases 
 
At high pressures the perovskite phase separates to a mixture of "FeO" and TiO2 125.  
Leinenweber et al.110 predicted this TiO2 phase to have a baddeleyite structure as this 
was the densest known phase of TiO2 at the time.  More recent studies115, 132 have 
found the cotunnite structure stable at pressures above 60 GPa, making this a possible 
dissociation phase. 
 
The baddeleyite unit cell contains four TiO2 units, and is the stable form of TiO2 at 
about 20GPa 133. It has space group P21/c with Ti and O ions at ±(x,y,z; x ,y+½,½-z).  
The lattice vectors at 0 GPa, extrapolated from X-ray diffraction experiments, are 
a=4.662 Å, b=4.969 Å, c=c.911 Å and β=99.4°.  The cotunnite structure has a space 
group Pnma, with experimentally measured lattice parameters a=5.52 Å, b=5.30 Å, 
and c=5.60 Å at 61 GPa and the FeO phase has a rocksalt structure (space group 
Fm3m), with Fe ions at (0,0,0) and O ions at (½,½,½). 
 
4.3 Computational method 
 
All calculations within this chapter were performed using the CRYSTAL 2000 
software 79, and Becke's three parameter hybrid functional (B3LYP)45 was used to 
approximate electronic exchange and correlation. The basis sets used were those 
developed and optimized in previous calculations on rutile TiO2 and bulk surfaces111-
115
 and studies of haematite Fe2O3 116, and are the same as used in chapter 3.   
  
The accuracy of the calculation of the bielectronic Coulomb and exchange series 
controlled by five cut-off tolerances denoted as ITOL1, ITOL2, ITOL3, ITOL4, and 
ITOL5 as outlined in section 2.6, were set to 10-7, 10-7, 10-7, 10-7, and 10-14 
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respectively. The reciprocal space integration was performed by sampling the 
Brillouin zone using the Monkhorst-Pack 79, 82 scheme with a shrinking factor of 4, 
giving 14 symmetry non-equivalent points in the irreducible Brillouin zone of the 
lithium niobate polymorph, and 27 symmetry non-equivalent points for the perovskite 
structure. 
 
The lattice parameters and internal coordinates of the FeTiO3 polymorphs were 
optimized using a modified Broyden-Fletcher-Goldfarb-Shanno (BFGS)100 algorithm 
to a tolerance of 0.001 Å in the structure and 10-7 Ha per formula unit in the total 
energy.  Calculations at finite pressures were performed by applying a hydrostatic 
pressure and minimizing the enthalpy with respect to the cell parameters and internal 
coordinates. The bulk modulus and its pressure derivative were computed by fitting 
the results from a set of optimizations at six pressure values between 0 and 60 GPa to 
a Murnaghan equation of state 105. 
 
4.4 Structural, elastic, and electronic properties 
 
The properties of ilmenite have been extensively studied previously within the HF and 
B3LYP approximations in chapter 3. It was found that the hybrid-exchange density 
functional (B3LYP) provided a qualitatively correct description of the ground state 
electronic structure and that the predicted geometric and elastic parameters were in 
close agreement with experiment as was the charge transfer excitation energy. This 
previous investigation also found the energy difference between the ferromagnetic 
and antiferromagnetic solutions to be small, less than 0.03 eV per formula unit, and so 
in this investigation the ferromagnetic solutions have been used for computational 
efficiency 
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4.4.1 Lithium Niobate 
 
Initial calculations for the lithium niobate were performed at the experimental 
geometry 110, with solutions converged for both the Fe2+/Ti4+ and Fe3+/Ti3+ states 
within  the B3LYP approximation. The total energies are reported in Table 4-1, and 
show the Fe2+ state to be the most stable with the Fe3+ state 2.14 eV higher in energy. 
 
 
Table 4-1 Energy differences (relative to lowest energy state per FeTiO3 formula unit in eV) and 
Mulliken population analysis of ionic net charge (α + β) and net spin (α - β) for lithium niobate 
phase at 0 GPa, computed within the B3LYP approximation 
 
 
 
State 
Energy 
Difference 
 
Ionic net charge 
 
Net Spin 
  Fe  Ti O Fe Ti O 
Fe2+ 0.000 1.77   2.31 -1.36 3.80 -0.10 0.10 
Fe3+ 2.138 2.11 2.10 -1.40 4.27 0.95 0.26 
 
 
Mulliken population analysis of the charge and spin densities reveals the Fe ion to 
have a ionic net charge of 1.8 |e| and a net spin of 3.8 |e| consistent with the Fe ion 
being in a high-spin d6 state. For the Fe3+/Ti3+ state an electron localizes on the Ti ion 
and the net spin on the ion increases from about 0 |e| to 0.95 |e|. Further analysis of the 
Mulliken results, given in Table 4-2, shows the electron is localized in the Ti-dz2 
orbital.  
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Table 4-2 Mulliken population analysis of total charge (α + β) and net spin (α-β) for the cations 
in the Fe2+/Ti4+ state computed within the B3LYP approximation for the high-pressure 
polymorphs. 
 
 Fe Ti 
Orbital Charge Spin Charge Spin 
Lithium niobate 
dz2 1.84 0.14 0.34 -0.03 
dxz 1.08 0.91 0.17 -0.01 
dyz 1.08 0.91 0.17 -0.01 
dx2-y2 1.08 0.91 0.18 -0.01 
dxy 1.08 0.91 0.18 -0.01 
 
Perovskite 
dz2 1.12 0.87 0.39  0.00 
dxz 1.05 0.94 0.25  0.00 
dyz 1.09 0.90 0.23 -0.10 
dx2-y2 1.50 0.49 0.24 -0.10 
dxy 1.45 0.53 0.39  0.00 
 
CaIrO3 – type post perovskite 
dz2 1.10 0.894 0.37 0.0 
dxz 1.09 0.894 0.25 0.0 
dyz 1.07 0.912 0.32 -0.04 
dx2-y2 1.80 0.157 0.24 -0.04 
dxy 1.12 0.866 0.41 0.01 
 
 
Relaxation of the structure in the Fe2+, high-spin, state resulted in the geometry 
reported, and compared to that deduced from X-ray diffraction, in Table 4-3. The unit 
cell parameters and c/a ratio are found to be within 1% of the experimental values 110. 
No experimental values for the internal coordinates are available for comparison with 
the values predicted here. The calculated bulk modulus, given in Table 4-5, is 191 
GPa which is in excellent agreement with that observed (182 ±7 GPa).  
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Table 4-3 Structural Parameters of the FeTiO3-lithium niobate phase at 0GPa, FeTiO3-
perovskite phase at 18 GPa and the post-perovskite phase at 50 GPa.  Distances are in Angstrom 
and volumes in Å3/formula unit. Solutions converged in the Fe2+ state. 
 
 a b c Internal coordinates Volume 
     x y z  
 
FeTiO3-lithium niobate phase 
B3LYP 5.168  13.899  Ti 0 0 0.287 53.57 
    Fe 0 0 0.001  
    O 0.045 0.341 0.063  
Expt  5.12    13.76     Not given 52.13 
 
FeTiO3-perovskite phase 
B3LYP 4.966 5.278 7.262 Fe -0.025 0.072 0.25 47.6 
    O1 0.127 0.446 0.25  
    O2 -0.321 0.313 0.064  
Expt 110 5.026 5.174 7.245  Not Given 47.1 
 
FeTiO3-post-perovskite phase 
B3LYP 2.79 8.93 6.82 Fe 0 0.238 0.25 42.5 
    O1 0 0.915 0.25  
    O2 0 0.638 0.433  
 
4.4.2 Perovskite 
 
The structure of the perovskite phase was computed at 18 GPa in order to facilitate 
comparison with the high-pressure observations of Leinenweber et. al. 110. For the 
perovskite structure there are two different cation sites; a small octahedrally 
coordinated site and a large 12 coordinated site. Solutions were converged with the Fe 
ion in both the small and large cation sites, and Mulliken analysis of the resulting 
charge and spin densities are presented in Table 4-4. The lowest energy configuration 
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was found to be with Fe in the large cation site, with a high-spin d6 electron 
configuration, consistent with the interpretation of the experimental data presented by 
Leinenweber et al..110 
 
Table 4-4 Energy differences (relative to lowest energy state per FeTiO3 formula unit in eV) and 
Mulliken population analysis of ionic net charge (α + β) and net spin (α - β) for perovskite phase 
at 18 GPa, computed within the B3LYP approximation.  The notation LS refers to Fe in the low-
spin configuration and Small to Fe in the small cation (6 coordinated) site. 
 
 
State 
Energy 
Difference 
 
Ionic net charge 
 
Net Spin 
  
Fe Ti O1 O2 Fe Ti O1 O2 
Fe2+ 0.00 1.71 2.34 -1.36 -1.34 3.73 -0.02 0.08 0.10 
Fe +2LS  3.38 1.44 2.32 -1.25 -1.26 0.00 0.00 0.00 0.00 
Fe +
−
2
LSSmall  
2.03 1.45 2.32 -1.25 -1.26 0.00 0.00 0.00 0.00 
Fe +3Small  2.33 2.01 2.16 -1.38 -1.40 4.16 0.92 0.21 0.23 
 
Not all charge/spin states were stable in this phase. The ionic radii given by Shannon 
and Prewitt 124 give a larger size for the Ti3+ ion than the Fe3+ ion, implying that it will 
be more favourable for Fe in the 3+ state to be located in the small cation site in the 
perovskite structure. A stable solution was found with the Fe3+ in the small cation 
state but this state has an energy 2.33 eV per formula unit higher than the lowest 
energy state found in the current study. A solution with the Fe3+ ion in the large cation 
site would be expected to be even less energetically favourable and was found to be 
unstable.  
 
The population analysis for the Fe2+ state is given in Table 4-2, and confirms a high-
spin d6 configuration. The dz2, dxz and dyz are singly occupied while the β-spin 
electron is accommodated in a combination of the dx2-y2 and dxy orbitals. 
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Structural parameters computed for the perovskite phase with Fe in the large cation 
site are presented in Table 4-3. In the Fe2+ high-spin state the predicted unit cell 
parameters are in good agreement with those observed. The bulk moduli are given in 
Table 4-5 and, the computed value of 222 GPa is in good agreement with that 
observed (211 GPa).  
 
Table 4-5 Bulk Moduli measured in GPa for the three high-pressure polymorphs. 
 
Method Lithium niobate Perovskite Post-perovskite 
B3LYP 191 222 207 
Expt.   182±7 (Ref.16) 211±14 
(Ref.110) 
— 
 
 
4.4.3 CaIrO3-type post-perovskite phase 
 
No structural data has been measured for the post-perovskite phase in FeTiO3. For this 
phase, the high-spin Fe2+ state was relaxed at 50 GPa resulting in the structural 
parameters given in Table 4-3. With these structural parameters other charge and spin 
states were tested. A low-spin Fe2+ state was stable, but solutions for the Fe3+ 
configuration were found to be unstable. Table 4-6 gives the relative energies of the 
high and low-spin Fe2+ states, with the high-spin state being 3.5 eV more favourable. 
The population analysis given in Table 4-2 shows that the dx2-y2 orbital is doubly 
occupied, with the other d-orbitals singularly occupied. The computed bulk modulus 
for this phase is 207 GPa at 0GPa. 
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Table 4-6 Energy differences (relative to lowest energy state per FeTiO3 formula unit in eV) and 
Mulliken population analysis of ionic net charge (α + β) and net spin (α - β) for the CaIrO3-type 
‘post-perovskite’ phase at 50 GPa, computed within the B3LYP approximation.  The notation LS 
refers to Fe in the low-spin configuration and Small to Fe in the small cation (6 coordinated) site. 
 
 
State 
Energy 
Difference 
 
Ionic net charge 
 
Net Spin 
  Fe  Ti O1 O2 Fe Ti O1 O2 
Fe2+ 0.0 1.73 2.26 -1.31 -1.34 3.74 -0.07 0.09 0.12 
Fe +2LS  3.46 1.50 2.26 -1.24 -1.26 0 0 0 0 
 
4.5 Phase stability 
 
To study the phase stability of the various polymorphs, each of the structures were 
relaxed in a range of charge and spin states for a set of pressures. This approach will 
give   the relative phase stability of the four polymorphs and disassociation phases 
considered. At 0 GPa the most stable polymorph of FeTiO3 is found to be ilmenite, 
with Fe in a low-spin d6 configuration.   The computed pressure dependence of the 
enthalpies, relative to ilmenite, of the other polymorphs are plotted in Figure 4-2.  
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The ilmenite to perovskite phase transition is predicted to occur at 23 GPa, which is in 
good agreement with the observed transition pressure, extrapolated to 0 K, of 25±4 
GPa 16. The most stable perovskite phase is predicted to have Fe in the large cation 
site with a high-spin d6 configuration. In this perovskite phase structural relaxations 
were performed for Fe2+ in the low-spin configuration in both cation sites, along with 
Fe3+ in the small cation site, none of which were found to be more stable than the 
high-spin Fe2+ configuration in the range of pressures considered here. 
 
The lithium niobate phase, with high-spin Fe2+, is slightly higher in energy than the 
ilmenite phase (0.1 eV per formula unit at 0 GPa), and is predicted here to transform 
to the perovskite structure at 17 GPa which is in close agreement with the observed 
transition pressure, extrapolated to 0 K of 17±7 GPa 16. Relaxations were also 
performed with Fe2+ in a low-spin configuration, which was found to become more 
stable than the high-spin configuration at pressures greater than 43 GPa. This is 
similar to the high to low-spin collapse of Fe seen experimentally in Fe2O3 26 and 
(Mg, Fe)SiO3 134, however in the case FeTiO3 the lithium niobate phase is not the 
most stable polymorph at 43 GPa, and it is unlikely that the high to low-spin transition 
will be observable. 
 
At 44 GPa, a transition from the perovskite to a CaIrO3-type post-perovskite phase is 
predicted. This transition has not yet been observed for FeTiO3, but is comparable to 
the observed post-perovskite phase of MgSiO3, which was overlooked until recently 
129
. The CaIrO3-type post-perovskite phase, with high-spin Fe2+, is predicted to be 
stable, with respect to all phases considered here, until it dissociates into its oxides at 
65 GPa.  
 
  80 
Ito and Matsui 126, gave a pressure of 20-25 GPa at 1000 °C for the dissociation of 
FeTiO3 in the perovskite structure to TiO2 and FeO. In another study, Liu 125 gives a 
dissociation pressure of 25 GPa at a temperature of 1800 °C on natural samples of 
ilmenite containing 11% MgO, but also cites unpublished shock experiments that give 
a dissociation pressure of 65 GPa. Here, the CaIrO3-type post-perovskite phase is 
predicted to decompose to TiO2 in the cotunnite structure and FeO at 65 GPa, as at 
this pressure the cotunnite form of TiO2 is more stable than the baddeleyite. This 
possibility has not been considered in the interpretation of previous work. 
 
A recent study 18 on natural ilmenite, with minor rutile and haematite impurity phases, 
found a pressure induced charge transfer from Fe2+/Ti4+ to Fe3+/Ti3+. Earlier 
experimental studies on synthetic ilmenite 135, 136 show that Fe exists in the 2+ state to 
pressures of at least pressures 18 GPa. The calculations presented here do not show an 
increase in the stability of the Fe3+ for ilmenite with pressure, consistent with the 
experimental results on synthetic samples. Ilmenite relaxed with a low-spin Fe2+ ion 
does show an increasing stability with pressure, but does not become more stable than 
ilmenite with a high-spin Fe2+ until 73 GPa, well out of the stability range of ilmenite. 
 
Table 4-7 gives enthalpy and volume changes between the various polymorphs.  The 
calculated values are found to be in very good agreement with experiment. 
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Table 4-7 Enthalpy and volume changes for the phase transitions Ilmenite to Lithium Niobate 
(Il→LN), Ilmenite to Perovskite (Il→Pv), and Lithium Niobate to Perovskite (LN→Pv).  
Enthalpy in units of eV per formula unit, volumes in units of Å3 per formula unit 
 
 Il→LN Il→Pv LN→Pv 
∆Enthalpy 
B3LYP 0.11 0.33 0.22 
Expt.16 0.14±0.01 0.26±0.04 0.12±0.05 
 
∆Volume 
 -0.38 -1.75 -1.6 
Expt.16 -0.56 -1.66 -1.1 
 
4.6 Conclusion 
 
The prediction of the ground state electronic configuration of the lithium niobate and 
perovskite polymorphs of FeTiO3, and hence the predication of structural parameters, 
are very sensitive to the treatment of electron exchange and correlation. The hybrid 
functional, B3LYP, gives structural and elastic properties in close agreement with 
experiment. The phase stability and transformation pressures of the ilmenite, lithium 
niobate, and perovskite structures are in good agreement with experimental results. 
The existence of a post-perovskite phase is predicted, with the transformation from 
the perovskite phase occurring at 44 GPa, and its dissociation to TiO2 and FeO 
occurring at 65 GPa. At the dissociation pressure of 65 GPa, the TiO2 is predicted to 
have the cotunnite structure.  
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The stable phases are all predicted to have high-spin Fe2+. Other spin and charge 
configurations were optimized at each pressure point, but were found to be higher in 
energy. No evidence was found for charge transfer in ilmenite with pressure. 
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5 High-pressure polymorphs of haematite 
 
5.1  Introduction  
 
Haematite (α-Fe2O3) and its high-pressure polymorphs have been the subject of 
numerous high-pressure experimental studies.26-35 Fe2O3 is an important end-member 
compound in geophysics being studied for the understanding of the role of ferric 
oxides in the composition and dynamics of the earth’s mantle.32, 33, 35  Despite the 
numerous experiments, the structural phases that haematite transforms to under 
pressure have not been unambiguously defined.29 Simulation of Fe2O3 is challenging, 
as the Fe d shell is partially occupied, which means for each structural polymorph 
there are a range of charge, spin, and magnetic states allowed. It also presents a 
challenge to theory, as the Fe d electrons are strongly correlated and the widely used 
local density and generalized gradient approximations (LDA and GGA) to DFT have 
a strong tendency to describe wide band gap magnetic insulators as nonmagnetic 
metals due to the incorrect treatment of electronic self interaction.44   
 
At ambient pressure the stable polymorph of Fe2O3 is haematite, which has a 
cR3 corundum structure23 (Figure 5-1). In this structure iron is octahedrally 
coordinated with oxygen, and experimentally is found to be trivalent with a high-spin 
(HS) d5-electron configuration24.  Below its Néel temperature of 948 K,25 haematite is 
observed to be antiferromagnetic,137 with alternating (0001) layers of spin up and spin 
down iron (giving a magnetic space group of 3R ), and between the Néel temperature 
and the Morin temperature of 263K138 shows a weak ferromagnetism due to a slight 
canting of the sublattice magnetizations. 
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Figure 5-1 Corundum structure.  (a) Top view and  (b) side view showing Fe polyhedra, with 
polyhedra in the front ( 0211 ) plane highlighted in yellow.  (c) Side view with numbering used to 
indicate magnetic ordering in the text. 
 
Compression studies have proposed that under pressure Fe2O3 transforms to either a 
Rh2O3(II)27, 32, 33  (Figure 5-2) or a Pbnm orthorhombic perovskite with the 
gadolinium ferrite (GdFeO3) 30 structure (Figure 5-3). The uncertainty in assigning the 
phase to either one of these structures arises because both structures give a reasonable 
fit to the measured X-ray diffraction patterns.29 However, the Rh2O3(II) structure has 
(a) 
(b) 
(c) 
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only one cation site which is octahedrally coordinated with oxygen, whereas the 
orthorhombic perovskite structure has two distinct cation sites, one sixfold 
coordinated and the other eightfold, allowing for two types of iron cation.  In order to 
determine which structure occurs, a range of spectroscopic measurements26, 32, 34, 35 
have been performed to establish the charge and spin state of Fe. 
 
 
 
 
 
       
 
 
 
Figure 5-2  Rh2O3-(II) type structure.  .  (a) Top view and (b) side view showing Fe polyhedra, 
with polyhedra in the front (100) plane highlighted in yellow.  (c) Side view with numbering used 
to indicate magnetic ordering in the text. 
 
(a) 
(b) 
(c) 
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Figure 5-3  GdFeO3 distorted perovskite structure. (a) Top view, (b) side view with yellow 
polyhedra showing 6-fold coordinated Fe and green spheres 8-fold coordinated. (c) Side view 
with yellow spheres representing Fe in a 6-fold site, while green spheres represent Fe in the 8-fold 
site. Numbering is used to indicate magnetic ordering in the text. 
 
 
Mossbauer spectroscopy experiments32 performed at room temperature on the high 
pressure phase imply that only one crystallographic site exists, suggesting the 
Rh2O3(II) structure. Consistent with this, results from room temperature Raman 
spectroscopy34 were also incompatible with the GdFeO3 perovskite structure. Room 
temperature X-ray emission spectroscopy has been used to examine the iron spin 
state,26 demonstrating that the crystallographic change was independent of the change 
in  electron spin state. 
 
While room temperature compression studies observe the phase transition at about 50-
55 GPa, high-temperature experiments29-31 performed between 800-2500 K give an 
estimated transition pressure when extrapolated to 300K of 26 GPa.  This discrepancy 
in transition pressures was explained by Ono et al..,29 suggesting the 50 GPa transition 
could be a corundum to Rh2O3(II) transition, and the 26 GPa transition as a corundum 
(a) (b) (c) 
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to orthorhombic perovskite transition, with the corundum to perovskite transition 
occurring only at high temperatures due to kinetic limitations.   
 
At pressures of about 60GPa and temperatures greater than 1200 K, Fe2O3 has been 
observed to transform to a Cmcm CaIrO3 structure30, 31 (Figure 5-4).  This structure 
has also been observed at high pressures in the important mantle phase of MgSiO3129, 
130
, and also in MgGeO3139  and Al2O3140. 
 
 
 
 
 
Figure 5-4   CaIrO3-type structure. (a) and (b) polyhedral views, with polyhedra in the front 
(010) plane highlighted in yellow. (c) Numbering is used to indicate magnetic ordering in the text. 
 
Ab initio calculations of the relative phase stability are complicated by the importance 
of magnetism in Fe2O3.  Experimentally haematite is found to be antiferromagnetic, 
(a) 
(b) 
(c) 
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with previous DFT calculations having found the antiferromagnetic solution to be 
0.776 eV per formula unit  more stable than the ferromagnetic solution within the 
GGA,141 and 0.98 eV142 per formula unit within the LDA .  This stabilisation energy is 
not small and so antiferromagnetic solutions must be considered for an accurate 
understanding of the high-pressure phases. Two previous ab initio studies33, 141 have 
considered the effect of pressure on Fe2O3, however neither of these studies have 
considered all four polymorphs and their various magnetic states.  Rollmann et al.141 
considered the effect of pressure only on the corundum structure, while investigating 
its various magnetic and electronic configurations.  Rozenberg et al.33, while not 
examining the various magnetic configurations, considered the corundum, Rh2O3(II), 
and perovskite structures,  performing both  LDA and GGA calculations and 
predicting a corundum to Rh2O3(II) transition at about 20-25 GPa. While this value is 
in agreement with the experimental transition seen at 26 GPa, it is in disagreement 
with the explanation put forward by Ono et al..29 that this is a corundum to perovskite 
transformation. 
 
To investigate the nature of Fe2O3 under pressure ab initio calculations have been 
performed to predict the relative stability of the corundum, Rh2O3(II), Pbmn 
orthorhombic perovskite, and Cmcm CaIrO3 polymorphs of Fe2O3.  Within each of 
these four polymorphs a range of ferro- and anti-ferromagnetic solutions were 
examined, along with high and low-spin Fe3+ states, and for the Pbmn and Cmcm 
structures, Fe2+/Fe4+ charge states were also considered. 
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5.2  Computational method 
 
The calculations within this chapter have been performed using the CRYSTAL03 
code79.  This version of CRYSTAL differs from the version used in chapters 3 and 4, 
in that it allows internal coordinates to be optimised using analytical energy gradients. 
Treatment of electron exchange and correlation was performed using the B3LYP 
hybrid exchange functional45.   
 
The calculations performed in this chapter have been done using collinear spins. The 
truncation of the overlap integrals (as described in section 2.6) controlled by the five 
cut-off tolerances denoted as ITOL1, ITOL2, ITOL3, ITOL4, and ITOL5, have been 
set to 10-7, 10-7, 10-7, 10-7, and 10-14 respectively within this chapter. The reciprocal 
space integration was performed by sampling the Brillouin zone using the Monkhorst-
Pack scheme82 with a shrinking factor of 8. The self-consistent field calculation was 
converged with a tolerance of 10-7 Ha per unit cell in total energy. The basis sets used 
here were developed and optimized in previous calculations of haematite116. The cell 
parameters of the Fe2O3 polymorphs were optimised using numerical energy 
gradients, whilst the internal coordinates were optimised using analytical energy 
gradients97, 99 to a tolerance on the maximum  and rms forces of 0.00045 and 0.0003 
Hartree/Bohr.  
 
Calculations at finite pressures were performed by applying a hydrostatic pressure and 
performing a minimization of the enthalpy with respect to the cell parameters and 
internal coordinates, where the enthalpy (H) is given by: 
     H = U + PV 
  90 
where U is the internal energy, P the chosen pressure and V the volume. To study the 
phase stability of the various electronic and structural polymorphs with respect to 
pressure, minimization of the enthalpy for each polymorph was performed for a set of 
pressures between 0 and 90 GPa. 
  
 
5.3  Results 
 
5.3.1 Corundum structure 
 
For the corundum structure, eight different combinations of magnetic and spin states 
were considered. The magnetic states are labelled from Figure 5-1 where AFM+--+ 
is an antiferromagnetic state with Fe atoms 1 and 4 having opposite magnetic moment 
to Fe atoms 2 and 3.  The enthalpies of the corundum structure with various magnetic 
and spin configurations are plotted relative to the high-spin AFM+--+ state in Figure 
5-5.  At 0 GPa the high-spin Fe3+ AFM+--+ state is calculated to be most stable, in 
agreement with experiment.137    The projected DOS for this state is given in Figure 
5-6, and shows a bandgap of approximately 3 eV, which while larger than the 
experimental value of 2.0-2.2 eV,143-145 is reasonable when compared to previous 
GGA-DFT (0.3 eV141), LDA (0.51 eV,146 0.75 eV142), HF (15 eV116, 147) and B3LYP 
(4.1 eV148) band gap predictions. The previous B3LYP calculations148 were performed 
treating the core electrons with a Durand pseudopotentatial, while the present 
calculation uses an all electron basis set. LDA+U146, 149, 150 and GGA+U141 can 
achieve the correct band gap by choosing an appropriate value for Hubbard U-
parameter151 .  The upper edge of the calculated valence band is dominated by O 2p 
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states, while the lower conduction band is mainly Fe 3d in character, agreeing with 
experiment24, 152, 153 that haematite is a charge transfer insulator.   
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Figure 5-5  Enthalpies of the various magnetic orderings considered for the corundum structured 
Fe2O3 plotted relative to AFM+--+ state. 
 
There have been numerous experimental determinations of the bulk modulus, giving 
values of 178,154 199,155 203,156 206,27  225,157 230,28 231,154 and 25833 GPa. The bulk 
modulus of the AFM+--+ phase was calculated by fitting a Birch-Murnaghan 
equation of state105 to an energy-volume curve generated from ten full geometry 
relaxations at pressures ranging from -8 GPa to 10 GPa in 2 GPa steps.  The 
calculated zero pressure bulk modulus is 215 GPa, with a pressure derivative B’=3.1, 
which sits within the range of experimental values.   The calculated c/a ratio of 
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haematite decreases with increasing pressure, as is found experimentally.33  At 0 GPa 
the c/a ratio is calculated to be 2.74 and decreases to 2.62 at 90 GPa.  
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Figure 5-6  Atom  projected density of electronic states near the Fermi level of AFM+--+ 
corundum structure. 
 
Table 5-1 gives the relative stability of the various magnetic configurations of 
haematite at 0 GPa.  The ferromagnetic solution is calculated to be 0.55 eV per 
formula unit less stable than the antiferromagnetic solution, a slightly lower value 
than the 0.78 eV per formula unit calculated within the GGA by Rollmann et at.141, 
and lower than the  value calculated by Sandratskii et al., 142 within the LDA, of 0.98 
eV per formula unit. The energy difference in the GGA calculations of Rollmann et 
al.. are, as in the present work, calculated from relaxed geometries, while the LDA 
calculation of Sandratskii et al. used fixed geometries. Figure 5-5 shows the 
ferromagnetic (FM) solution is calculated to become increasingly less stable with 
increasing pressure, being 1.2 eV less stable than the AFM+--+ state at 90 GPa.  The 
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AFM+-+- and AFM++-- states are also found to be more stable than the 
ferromagnetic solution, but not as stable as the AFM+--+ state. 
 
 
Table 5-1 Energies (eV per formula unit) relative to the AFM+--+ state, and a Mulliken analysis 
of the net atom spin for the various magnetic and spin states of haematite at 0 GPa. 
 
 Energy 
(eV) 
|α−β| 
Fe 
|α−β| O 
AFM+--+ 0 4.16 0.00 
AFM++-- 0.245 4.21 0.11 
AFM+-+- 0.322 4.21 0.00 
FM 0.547 4.27 0.48 
LS AFM +--+ 1.836 1.04 0.00 
LS FM 2.198 1.12 0.08 
 
It is possible to extract magnetic coupling constants in periodic calculations from the 
energy differences of the various magnetic solutions158. The four types of cation-
anion-cation paths are given by J1 the Fe-O-Fe linkage through 86°, J2 the linkage 
through 94°, J3 the linkage through 120°, and J4 the linkage through 132°.  
Calculations of energy from the different solutions can be directly mapped to the 
eigenvalues of the Ising Hamiltonian159  
 ∑∑−=
i j
zzij jSiSJH )()(Ising  Equation 5-1 
giving 
 FM  = S2 (J0 –J1 – 3J2 – 3J3 - 6J4) Equation 5-2 
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 AFM+-+-  = S2 (J0 + J1 + 3J2 + 3J3 - 6J4)   Equation 5-3 
 
 AFM++--  = S2 (J0 – J1 + 3J2 – 3J3 + 6J4)   Equation 5-4 
 
 AFM+--+  = S2 (J0 + J1 – 3J2 + 3J3 - 6J4)   Equation 5-5 
 
Solving equations 5-1 to 5-4 to get: 
 
 2S2 J0 = (AFM++--) + (AFM+--+) Equation 5-6 
 
 
 6S2 J2 = (AFM+-+-) + (AFM++--) -2J0 Equation 5-7 
 
 12S2 J4 = -(FM) – (AFM+-+-) + 2J0  Equation 5-8 
 
 6S2 (J1 + J3) = (AFM+-+-) – (AFM++--) Equation 5-9 
 
 
Using S = 5/2, the values of J2 = 49.8 K, J4 = -48.3 K, and J1+3J3 = -169.2 K are 
obtained. Values for the magnetic coupling constants determined from neutron 
scattering160 are J1 = 6.0 K, J2 = 1.6 K, J3 = -29.7 K and J4 = -23.2 K. The B3LYP 
result for J4, is about twice the experimental value, which is typical for magnetic 
coupling constants derived from B3LYP calculations.44, 161, while the value for J2 
derived from the B3LYP calculations is significantly overestimated. 
 
In addition to Fe3+ in a high-spin state, Fe3+ is also considered in a low-spin (LS) 
state. The ferromagnetic low-spin Fe corundum structure was computed to be 2.2 eV 
per formula unit higher in energy at 0 GPa than the high-spin AFM+--+ 
configuration, but with increasing pressure becomes more energetically favourable 
and at about 42 GPa it is more stable than the high-spin ferromagnetic solution, and 
becomes more favourable than the high-spin antiferromagnetic solution at 75 GPa.  
The energy stabilisation found for the high-spin state in going from a ferromagnetic to 
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AFM+--+ state is also found for low-spin Fe.  The low-spin Fe AFM+--+ state is 
calculated to be 0.36 eV per formula unit more stable than the ferromagnetic low-spin 
solution at 0 GPa, less than the 0.55 eV energy difference in the high-spin state.  The 
low-spin AFM+--+ state becomes the most stable arrangement of the corundum 
structure at 57 GPa.  
 
 
Table 5-2   Structural parameters of haematite at 0 GPa for the various magnetic and spin states 
 
 a (Å) c (Å) c/a 
FM 5.13 13.95 2.72 
AFM++-- 5.12 13.82 2.70 
AFM+--+ 5.076 13.93 2.74 
AFM+-+- 5.10 13.90 2.73 
LS FM 4.94 12.96 2.62 
LS AFM+--+ 4.87 13.27 2.72 
Expt. (AFM+--+)  5.038 13.772 2.73 
 
Net spins on the Fe atom have been calculated from a Mulliken population analysis, 
and are presented in Table 5-1. The high-spin solutions have a net Fe spin of about 
4.2 |e|, slightly lower than the expected 5 |e| for a high-spin d5 solution, but consistent 
with the value of 4.26 |e| calculated within the B3LYP approximation for high-spin 
Fe3+ in FeTiO3.56 For low-spin Fe, the Mulliken analysis gives a value of about 1 |e|, 
as expected for Fe with a low-spin d5 configuration. Table 5-2 gives structural 
parameters calculated for the various spin and magnetic states of haematite. The 
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relaxed cell parameters of the computed ground state AFM+--+ solution are in good 
agreement with experimental values, with an error of about 1%. Calculated Fe-O and 
Fe-Fe distances at various pressures are listed, together with experimental values 
taken from Ref. 6 in Table 5-3.  At 0 GPa the calculations are in good agreement with 
the experimental values, and with increasing pressure there is a decrease in all of the 
bond lengths. At 46 GPa, the calculations are slightly overestimating the Fe-Fe bond 
lengths and the face shared Fe-O distance, while underestimating the edge shared Fe-
O distance.  
 
Table 5-3  Face and edge shared Fe-O and Fe-Fe bond distances of the haematite phase (in Å) 
calculated within the B3LYP approximation at various pressures, with experimental values 
measured at 2.9 and 46GPa for comparison. 
 
Pressure (GPa) Fe-O Å Fe-Fe Å 
0 1.9597(F)b 2.953(F) 
 2.142 (E) 2.998 (E) 
2.9a 1.924(F) 2.880(F) 
 2.122(E) 2.958 (E) 
30 1.882(F) 2.858(F) 
 2.069(E) 2.912 (E) 
46a  1.771(F) 2.632(F) 
 2.158(E) 2.841 (E) 
50 1.850(F) 2.812(F) 
 2.031(E) 2.873 (E) 
60 1.8375(F) 2.795(F) 
 2.014(E) 2.858 (E) 
aExperimentally determined values from ref.33. 
b(E) denotes distances corresponding to shared edges; (F) denotes distances 
corresponding to shared faces 
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5.3.2  Rh2O3(II) structure 
 
Figure 5-7 shows the enthalpies of the various magnetic and spin states calculated for 
the Rh2O3(II) structure relative to the Rh2O3(II) high-spin AFM+--++--+ state, 
where the magnetic states are labelled from Figure 5-2.   In the corundum structure 
the most stable antiferromagnetic solution (AFM+--+) was found to comprise of 
alternating (0001) layers of spin up Fe and spin down Fe, whilst for the Rh2O3(II) 
structure the calculations find the most stable magnetic state (AFM+--++--+) 
having alternating spin up and down Fe in each (001) layer.   The ferromagnetic 
solution is 0.47 eV per formula unit less stable than the lowest energy 
antiferromagnetic solution at 0 GPa (Table 5-4), and is computed to become 
increasingly less stable with increasing pressure.  At 0 GPa the least stable solution 
considered is the ferromagnetic low-spin Fe state, which is computed to be 1.7 eV per 
formula unit less stable than the high-spin AFM+--++--+ state.  Several 
antiferromagnetic arrangements with the low-spin Fe were tested and the lowest 
energy solution was found with the +--++--+ ordering, and was computed to 
increase the stability of the low-spin state by 0.04 eV per formula unit.  Relative to the 
high-spin AFM+--++--+ solution, the low-spin AFM+--++--+ solution becomes 
more stable with increasing pressure, and is calculated to be the most stable 
arrangement for Rh2O3(II) at pressures above 52 GPa. 
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Figure 5-7  Enthalpies of the various magnetic orderings considered for the Rh2O3-(II) structured 
Fe2O3 plotted relative to AFM+--++--+ state. 
 
 
 
Net spin of Fe calculated from a Mulliken population analysis (Table 5-4) gives 
values for the Rh2O3(II) polymorph, that are quite close to that calculated for the 
corundum structure, in both the high-spin and low-spin state. Under compression the 
change in the Rh2O3(II) structure is less anisotropic than in haematite.  In haematite 
there is a 4% decrease in the c/a ratio between 0 and 90 GPa, while in the Rh2O3(II) 
structure the largest distortion between a, b, and c, is a 2% reduction in the c/a ratio. 
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Table 5-4  Energies (eV per formula unit) relative to the AFM+--++--+ state, and a Mulliken 
analysis of the net spin for the various magnetic and spin states of the Rh2O3(II) structural 
polymorph at 0 GPa. 
 
 Energy (eV) 
 
|α−β| Fe |α−β| O 
Average  
AFM+--++--+ 0 4.18 0.00 
AFM++--++-- 0.115 4.19 0.22 
AFM++++---- 0.124 4.21 0.10 
AFM+-+-+-+- 0.269 4.19 0.25 
AFM+-+---++ 0.155 4.20 0.15 
AFM++----++ 0.119 4.22 0.03 
FM 0.473 4.27 0.48 
LS AFM+--++--+ 1.706 1.06 0.01 
LS FM 1.744 1.05 0.03 
 
 
5.3.3  Orthorhombic perovskite structure 
 
The enthalpies of the various magnetic and spin states of perovskite structured Fe2O3 
are plotted in Figure 5-8.  Unlike the corundum and Rh2O3(II) structures,  
orthorhombic perovskite has two distinct cation sites, which allows for the possibility 
of a mixed Fe2+/Fe4+ charge state, or for the cations to have different spin states, ie 
one cation in a high-spin state and the other in a low-spin.  The enthalpies in Figure 
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5-8 are plotted relative to the state with a high-spin  Fe3+ in the 8-fold site and a low-
spin Fe3+ in the 6-fold site (3H3L) and with the magnetic ordering AFM--++++--, 
as given by the atom labelling in Figure 5-3. 
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Figure 5-8  Enthalpies of the selected magnetic orderings considered for the distorted perovskite 
GdFeO3 structured Fe2O3 plotted relative to AFM--++++-- state. 
 
For the perovskite structure the most stable electronic configurations were found with 
the cation in the 3+ state, with the Fe2+/Fe4+ solutions difficult to converge and much 
higher in energy.  At 0 GPa the most stable arrangement calculated had both cations 
sites filled with high-spin Fe3+, but at pressures above 26 GPa a more stable 
arrangement was found with a low-spin Fe3+ in the 6-fold site, while the 8-fold site 
remained high-spin. The lowest energy magnetic state found was with the ordering 
AFM--++++--, in which cations within (001) planes have alternating spin.  When 
both cation sites contained high-spin Fe3+, the AFM--++++-- configuration was 
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found to be 0.38 eV per formula unit more stable than the ferromagnetic arrangement, 
at 0 GPa. With increasing pressure the antiferromagnetic solution becomes 
increasingly more stable relative to the ferromagnetic solution, and at 90 GPa the 
energy difference is 1.28 eV per formula unit.  With the mixed spin (3H3L) 
configuration, the antiferromagnetic stabilisation was computed to be smaller, with 
the AFM--++++-- magnetic ordering being 0.12 eV per formula unit lower in 
energy than the ferromagnetic ordering. 
 
 
Table 5-5  Energies (eV per formula unit) relative to the AFM--++++-- state, and a Mulliken 
analysis of the net spin for the various magnetic and spin states of the orthorhombic perovskite 
structural polymorph at 30GPa. 
 
 Energy 
(eV) 
|α−β| Fe in 6-
fold site 
|α−β| Fe in 8-
fold site 
            
|α−β| O 
High-spin Fe in eightfold site and low-spin Fe in sixfold site 
FM  0.116 4.16 1.03 0.27 
AFM--++++--  0.000 4.12 0.98 0.09 
AFM++--+-+- 0.072 4.14 0.98 0.07 
AFM++--++-- 0.042 4.14 0.97 0.07 
AFM--+++--+ 0.006 4.13 0.99 0.08 
High-spin Fe in eightfold site and high-spin Fe in sixfold site 
FM  0.726    
AFM--++++-- 0.050 4.13 4.12 0.08 
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Table 5-5 gives the relative stability of the electronic arrangements, and the net spin 
on atoms from a Mulliken population analysis.   The values of 4.1 |e| for high-spin 
Fe3+ and ~1 |e| for low-spin Fe3+ are similar to the values computed for high and low-
spin Fe3+ in the other polymorphs.  
 
 
5.3.4  CaIrO3 structure 
 
As in the perovskite case, there are two distinct cation sites in the CaIrO3 structure (a 
six-fold and an eight-fold coordination), again allowing for a range of possible spin 
and charge combinations for iron.  Enthalpies of the CaIrO3 structured Fe2O3 in the 
various magnetic and spin states computed are shown in Figure 5-9, with the magnetic 
states labelled from Figure 5-4. Table 5-6 details the relative stability of the different 
magnetic and spin arrangements at 60 GPa.  At 60 GPa the most stable arrangement 
computed was with the larger 8-fold cation site containing  high-spin Fe3+ and the 
smaller 6-fold cation site having low-spin Fe3+, and antiferromagnetic coupling within 
the (010) layers (AFM+-+-). The enthalpies in Figure 5-9 are plotted relative to this 
state.   
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Table 5-6  Energies (eV per formula unit) relative to the AFM+-+- state, and a Mulliken 
analysis of the net spin for the various magnetic and spin states of the CaIrO3 structural 
polymorph at 60GPa. 
 
 Energy (eV) |α−β| Fe site 1 |α−β| Fe site 2 
High-spin Fe in small cation site and low-spin Fe in the large cation site 
AFM+-+-  0 4.11   0.98 
FM  0.080 4.13 1.08 
AFM++-- 0.061 4.13 0.84 
AFM+--+ 1.019 4.11 0.96 
High-spin Fe in both large and small cation sites 
FM  1.987   
AFM+-+-  0.375   
 
As was found for the perovskite structure, at 0 GPa the most stable configuration 
computed was with both cations in a high-spin Fe3+ state, and for the CaIrO3 structure,  
the lowest energy AFM+-+- ordering was computed  to be 1.0 eV per formula unit 
more stable than the ferromagnetic solution at 0 GPa.  In the mixed high-spin/low-
spin configuration, the magnetic stabilisation was much smaller, with the difference 
between the ferromagnetic and AFM+-+- solutions being 0.08 eV per formula unit 
at 60 GPa.  The high-spin/low-spin Fe3+ solution is computed to be more stable than 
the high-spin/high-spin state at pressures above 37 GPa. 
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Figure 5-9  Enthalpies of the selected magnetic orderings considered for the CaIrO3 structured 
Fe2O3 plotted relative to AFM+-+- state. 
 
 
5.3.5  Relative stability of the polymorphs and their Néel 
temperatures 
 
Calculated enthalpies of selected magnetic and spin states from the four polymorphs 
are plotted relative to the corundum high-spin AFM+--+ state in Figure 5-10. At 0 K 
both the orthorhombic perovskite and Rh2O3(II) polymorphs are calculated to only 
exist as metastable polymorphs, with the CaIrO3 structure becoming the stable 
polymorph above 46 GPa. 
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Figure 5-10  Selected enthalpies of the four polymorphs of Fe2O3, plotted relative to the 
corundum AFM+--+ state. 
 
 
It has been proposed29 from experiment that at low temperatures the orthorhombic 
perovskite structure is kinetically inhibited from forming, so the Rh2O3(II) structure at 
50 GPa is metastable with respect to the perovskite structure.  These results are 
consistent with this picture, and predict the corundum to Rh2O3(II) transition to occur 
at 47 GPa.  However, the calculations do not agree with experiment on the high-
temperature corundum to perovskite transition. The experimental results29, when 
extrapolated to 0 K, give a transition pressure between 23 and 27 GPa.  As will be 
discussed in the next section, the present calculations show the 0 K phase stability of 
the polymorphs, where they are below their respective Néel temperatures. 
 
An estimate of the Néel temperature can be made by using a simple Ising Hamiltonian 
to compute the transition temperature within the mean field approximation.142  
Although the simplicity of this Hamiltonian leads to only very approximate estimates 
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of the transition temperature, it is still useful for a qualitative comparison of the 
magnetic transition temperatures of the various structural polymorphs.  At 0 GPa the 
Néel temperature of haematite is estimated to be 1040 K, compared with the 
experimental value of 948 K.25  This value is lower than the value of 1711 K142 
calculated within the LDA, reflecting the lower energy differences between the 
magnetic states calculated within the B3LYP approximation. 
 
Using the same approach as above, an approximate Néel temperature for the 
Rh2O3(II) structure is calculated to be 1270 K. For the perovskite polymorph, the 
energy differences between the magnetic states are smaller than those for the 
corundum and Rh2O3(II) structures, and consequently, the calculated  Néel 
temperature for this structure is lower, at 340 K.   
 
 
5.4  Discussion 
 
The magnetic properties of the four structural polymorphs play an important role in 
determining their phase stability, and with increasing pressure there is a general trend 
for a greater stabilisation of the antiferromagnetic phase. In haematite the 
antiferromagnetic solution is largely stabilised through the electron superexchange 
mechanism116, 162, 163, whereby stabilisation is found by the antiferromagnetic coupling 
of the net spin moments of two Fe atoms through the electron distribution of an in-
between O atom.  Superexchange interactions can be classified into σ-type and pi-type 
superexchange, with the σ-type superexchange being stronger and at its greatest 
through metal-oxygen-metal bond angles of 180°, weakening as the angle approaches 
90°.   In high-spin Fe3+ the d5 configuration having half filled eg orbitals leads to 
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strong sigma type cation–anion–cation interactions. In the corundum structure the 
lowest energy magnetic ordering at 0 GPa is calculated to be AFM+--+, where the 
antiferromagnetic coupling takes place through Fe-O-Fe bond angles of 132° (x 6),  
119° (x 3), and 86° (x 2).  The antiferromagnetic coupling in the AFM++-- ordering, 
which is 0.25 eV per formula unit less stable than the AFM+--+ ordering, takes 
place through  Fe-O-Fe bond angles of 132° (x 6), and 94° (x 2), and the AFM+-+- 
ordering, 0.32 eV per formula unit less stable then the AFM+--+ ordering, takes 
place through  bond angles of 119° (x 3), 94° (x 3), and 86° (x 1). This ordering is 
different than that computed within the GGA141 and LDA142 formalisms, where the 
AFM+-+- was found to be lower in energy than the AFM++--, but is the same as 
the ordering found using HF147. 
 
In the Rh2O3(II) structure the largest Fe-O-Fe bond angle is 130° found for bonds 
with two Fe cations in the same (001) plane.  Of all the antiferromagnetic solutions 
considered for the Rh2O3(II) structure, the three least stable have ferromagnetic 
ordering within (001) planes.  In the orthorhombic perovskite structure there are both 
high-spin and low-spin Fe3+ cations. The largest Fe-O-Fe bond angle in this structure 
is 152° found between high-spin Fe cations in the (110) plane.  The most stable 
antiferromagnetic orderings are found with antiferromagnetic coupling though this 
bond. 
 
The results show that the B3LYP functional provides a very good description of the 
properties of bulk haematite, such as the cell parameters, bulk modulus and magnetic 
ordering.  Rollman et al.141 have shown that the GGA predicts a  collapse of the 
magnetic moment, from the HS antiferromagnetic solution to a LS ferromagnetic 
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solution at 14 GPa, a result that is inconsistent with experiment.  Experimentally, no 
HS to LS transition is observed in the corundum structure, and by using a DFT+U 
method, Rollman et al.141 showed that this HS to LS transition was no longer 
predicted to occur for values of U ≥4.  Using the B3LYP functional it is found that for 
the corundum structure, the HS AFM+--+ solution collapses to a LS AFM+--+ 
solution at 56 GPa, a result which is not inconsistent with experiment, as at this 
pressure the corundum structure is no longer the stable polymorph.   
 
Ono et al.29 have proposed that the transition seen at about 50 GPa in room 
temperature experiments be attributed to a transformation from a corundum to a 
metastable Rh2O3(II) structure, with the lower energy perovskite structure being 
kinetically inhibited from forming and so only obtainable at higher temperatures. In 
comparing calculated results to experiment, it should be noted that at room 
temperature the transition is taking place below the experimental Néel temperature of 
haematite and the estimated Néel temperature of the Rh2O3(II) structure. 
 
Figure 5-10 shows that the calculations also predict the Rh2O3(II) structure to be 
metastable with respect to the perovskite structure at 50 GPa.  The calculations predict 
that the high-spin antiferromagnetic Rh2O3(II) structure becomes more stable than the 
high-spin antiferromagnetic corundum structure at 47 GPa,  with a spin crossover to a 
low-spin antiferromagnetic Rh2O3(II) solution calculated to occur at 52 GPa. These 
transition pressures are in good agreement with the experimental values given in 
Badro et al. 26.  In that experiment haematite was compressed to 46 GPa, at which it 
showed no crystallographic or spin change, then slightly heated, enough to nucleate 
the Rh2O3(II) phase but not another high-pressure phase.  The Rh2O3(II) phase was 
found to have Fe in a low-spin state. After relaxing at 46 GPa for ten hours the phase 
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remained in a Rh2O3(II) structure, but the Fe reverted to a high-spin state.  The 
calculations presented in Figure 5-10 are in agreement with this experiment with the 
closeness in pressure of the calculated corundum high-spin to Rh2O3(II) high-spin 
transition and the calculated Rh2O3(II) high-spin to Rh2O3(II) low-spin transition.  
The transition to low-spin Fe is not required to obtain the high-pressure phase.  This 
agreement with experiment suggests that in this case the B3LYP functional is 
accurately modelling the HS to LS transition in the Fe.  
 
In high-temperature experiments (> 1000 K) Fe2O3 is found to undergo a phase 
transformation from the corundum structure at about 30 GPa. Ono et al.29 
experimentally determined the transition boundary to be represented by the equation  
 
P(GPa) = 29.4(±0.4) + 0.0046(±0.0015) x (T(K) - 1000)     Equation 5-10 
 
and attributed the transition as a corundum to perovskite transformation. When 
extrapolated to 0 K, equation (5-10) gives a phase transition of between 23 and 27 
GPa.  The calculated enthalpies shown in Figure 5-10 give the corundum to 
perovskite transition pressure of about 47 GPa, significantly higher than the 
extrapolated experimental value.  A possible explanation for this discrepancy may be 
the following. 
 
To overcome kinetic effects, high temperatures are often required for phase transitions 
to occur.  However in the case of haematite, with a Néel temperature of 948 K, 
heating to over 1000 K also changes the magnetic structure of the material, from anti-
ferromagnetic at 0 K to being paramagnetic above the Néel temperature. 
Extrapolation from the high-temperature experiments does not consider the change in 
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internal energy between the paramagnetic and antiferromagnetic states.  With the 
larger magnetic stabilisation of the corundum phase, there is likely to be a greater 
destabilisation in the internal energy of the corundum phase compared to the 
orthorhombic perovskite in going from the anti-ferromagnetic solution to the 
paramagnetic solution.  This would have the effect of lowering the transition pressure 
from the calculated anti-ferromagnetic solutions, suggesting that in addition to 
overcoming possible kinetic effects, the high temperature required for the 30 GPa 
transition is also needed to change the magnetic state of haematite.  
 
Experimentally, the CaIrO3 type structure is found to occur at pressures above 60 GPa 
and temperatures greater than 1200 K,31 and when extrapolated to 0 K the transition 
pressure is estimated to be between 50 and 63 GPa. Once again care must be taken in 
extrapolating the high-temperature experiments to 0 K, as the magnetic state in the 
high-temperature experiments is not the same as that of the 0 K calculations. The (> 
1200 K) temperatures required to drive the transformation are above the estimated 
Néel temperatures of both the perovskite and CaIrO3 polymorphs. The calculations 
predict stability of the CaIrO3 structure with respect to the perovskite structure at 46 
GPa at 0 K. That the calculated pressure is close to the 0 K extrapolated value is 
possibly due to the smaller and similar magnetic energies of the perovskite and 
CaIrO3 phase. 
 
5.5  Conclusions 
 
This study of Fe2O3 has shown that the results of hybrid B3LYP calculations are in 
very good agreement with experiment in predicting the structural, elastic, electronic 
and magnetic properties of haematite.  For all of the structural polymorphs of Fe2O3 
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considered here, the most stable configurations found were with Fe3+. In the 
orthorhombic perovskite and CaIrO3-type structures we did not find a Fe2+/Fe4+ 
solution stable, rather, both structures took a mixed high-spin, low-spin Fe3+ 
configuration at high pressures. For the corundum structure the B3LYP calculations 
predict an antiferromagnetic ordering that is in agreement with experiment. It is found 
that antiferromagnetic orderings also give the lowest energy solutions for the other 
structural polymorphs, and that consideration of magnetic properties is important to 
understanding of the stability of the high-pressure phases. The calculations are in 
agreement with the low temperature transition found experimentally at 50 GPa, 
predicting it to be a corundum to Rh2O3 (II) transformation, however the calculations 
do not predict the high-temperature transition that occurs at 30GPa. 
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6 The ilmenite (0001) surface  
 
6.1 Introduction 
 
While there have been many theoretical and experimental studies performed on the 
surfaces of TiO2114, 122, 164-172 and Fe2O3,173-179 no theoretical studies of ilmenite 
surfaces have been published and only two experimental studies have been performed 
to determine the structure of FeTiO338, 39 surfaces and these two experimental studies 
fail to unambiguously describe the surface termination. 
 
Ilmenite is an economically important mineral that must be separated from other 
minerals, and is generally processed into TiO2. Processes such as separation and 
reduction depend upon the surface structure, and so a fundamental understanding of 
the surface structure can aid these processes. 
 
The dominant face of ilmenite is the (0001) surface.180 A low-energy diffraction 
(LEED) study by Fellows, et. al.38 demonstrated that clean ilmenite (0001) surfaces 
are stable at ambient temperature and relax in an unreconstructed (1 X 1) termination. 
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(i) 
 
(ii) 
 
Figure 6-1 (i) Possible surface terminations of the ilmenite (0001) surface. (a) the O3-Fe-Fe- 
surface, denoting a surface layer of three oxygens, above the Fe bi-layer (b)the  Fe-Fe-O3- 
surface, denoting an Fe bi-layer above a layer of three oxygens (c) Fe-O3-Ti-, a layre of Fe above 
a layer of three oxygens, above a Ti layer (d) O3-Ti-Ti-, (e) Ti-Ti-O3-,and (f) Ti-O3-Fe-.  (ii) Top 
view of the ilmenite (0001) ,  with the unrelaxed Fe-terminated surface shown.   
(a) 
 
 
(b) 
(c) 
 
(d) 
 
(e) 
 
(f) 
  114 
 
There are several possible ways to terminate the (0001) surface with a (1 x 1) 
periodicity, as shown in Figure 6-1.  These surfaces are labelled as Fe-Fe-O3-, Fe-O3-
Ti-, O3-Ti-Ti-, Ti-Ti-O3-, Ti-O3-Fe-, O3-Fe-Fe-. In addition to these cleaved surfaces, 
one can consider the more reduced surfaces that can be formed from the O3-Fe-Fe and 
O3-Ti-Ti- surface, namely the O2-Fe-Fe-, O1-Fe-Fe-, O2-Ti-Ti-, and O1-Ti-Ti- 
surfaces, and the oxidation of the Fe-O3- and Ti-O3- surfaces to form ferryl 
(O-Fe-O3-) and titanyl (O-Ti-O3-) surfaces. From a simple electrostatic point of view, 
the stable surface in a vacuum might be expected to be metal terminated with the 
same number of cations above and below the oxygen layer (ie Ti-O3-Ti- or Fe-O3-
Fe-), but it has been shown that in oxides with a corundum structure, including α-
Fe2O3, that the surface may be terminated with metal-oxygen double bonds178giving 
the ferryl and titanyl surfaces (O-Fe-O3- and O-Ti-O3-).   
 
Fellows et al.,39 in a scanning tunnelling microscopy (STM) investigation of the 
(0001) ilmenite surface, found that after cleaving and annealing,  a terraced surface 
formed with two types of surface area.  These surface areas were labelled X and Y, 
with the X-type surface being the dominant terrace, and the Y terraces being smaller. 
Height steps between two X terraces were measured to be 4.4 Å, and steps between X 
and Y terraces were measured at 2.2 Å. From high resolution images on the Y terrace, 
features were observed arranged in hexagonal arrays, with a measured separation of 
4.8 Å. High resolution imaging of the X surfaces was unsuccessful. From these 
measurements, Fellows et al.39 attributed the surfaces to have either a Fe-O3-Ti- or Ti-
O3-Fe- termination, however they were not able to determine which of these 
terminations were the X and Y surfaces. 
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While there have been no published investigations of the surface of ilmenite, there are 
a number of theoretical and experimental studies on the (0001) surface of 
heamatite.173, 174, 178, 181-183 Haematite is crystallographically similar to ilmenite 
(replacement of the Ti in ilmenite with Fe gives the haematite structure), which makes 
haematite surfaces interesting for comparison with ilmenite in the absence of any 
other calculations. However differences are to be expected when comparing similar 
surfaces (eg. the Fe-O3-Ti- in ilmenite and the Fe-O3-Fe- in haematite) due to the 
different valances of the cations, with Fe3+ in haematite, as apposed to the Fe2+ and 
Ti4+ in bulk ilmenite. Periodic DFT calculations were first used by Wang et al.182 to 
study the (0001) surface of haematite within the GGA approximation, examining the 
Fe-Fe-O3-, Fe-O3-Fe-, O3-Fe-Fe-, O2-Fe-Fe-, and O1-Fe-Fe- surfaces.  Within the 
GGA, the O3-Fe-Fe- surface was found to be the most stable surface in oxygen rich 
conditions, while the Fe-O3-Fe- surface became the most stable under more reducing 
conditions. Bergermayer et al.,183 in a later GGA DFT study considered the O-Fe-O3- 
surface in addition to those studied by Wang et al.,182 and found that within a 
particular range of temperature and oxygen pressure it was more stable than the O3-
Fe-Fe- and Fe-O3-Fe- surfaces. This ferryl (O-Fe-O3-) termination of haematite was 
later experimentally verified by infrared reflection absorption spectroscopy.178 
 
This chapter examines the structure and stability within the B3LYP approximation of 
the various possible terminations for the unreconstructed (1 X 1) (0001) ilmenite 
surface.  This chapter is organised as follows. Sec. 6.2 contains a description of the 
computational method used, structural relaxation data and electronic density of states 
are reported in Sec. 6.3 and discussed in Sec. 6.4, with conclusions given in Sec. 6.5. 
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6.2 Computational method 
All calculations in this chapter were performed using the CRYSTAL06 ab initio 
software package, with Becke's three parameter hybrid functional (B3LYP) 45 used 
for the treatment of electron exchange and correlation in the calculations.  The basis 
sets used here are the same as used in the pervious chapters. 
 
The five cut-off tolerances for the evaluation of the Coulomb and exchange series 
were set to 10-8, 10-8, 10-8, 10-8, and 10-16. The reciprocal space integration was 
performed by sampling the Brillouin zone using the Monkhorst-Pack49, 82 scheme with 
a shrinking factor of 8. The internal coordinates of the surfaces were optimised using 
analytical energy gradients97, 99 to a tolerance on the maximum and rms forces of 
0.00045 and 0.0003 Hartree/Bohr respectively. In Chapter 3, it was found that the 
energy difference between the ferromagnetic and antiferromagnetic solutions of 
ilmenite to be small, at less than 0.03 eV per formula unit, and so in this investigation 
the ferromagnetic solutions have been used for computational efficiency. 
 
When working with localised basis set calculations, some consideration for basis set 
superposition error must be given when comparing different surfaces. Basis set 
superposition error comes about because unused basis functions of one atom can 
lower augment the basis functions of a second atom and lower its energy compared to 
a calculation of the second atom alone. For high quality basis sets this effect is small. 
In the case of the Fe-O3-Ti- and Ti-O3-Fe- surfaces calculations were performed with 
the basis functions for an extra oxygen atom atop of the surface for comparison with 
the O-Fe-O3- and O-Ti-O3- surfaces, and it is these numbers that are reported. The 
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effect of this correction is small, and wasn’t carried out for the other surfaces, and 
should not alter the ordering of the surface energies. 
 
To determine the optimum slab thickness, calculations were performed on a set of 
increasingly thick slabs for several of the surfaces, until convergence in the cleavage 
energy was found. Slabs 24 layers thick were found to give energies within 3 meV/A2 
of the 32 layer slabs and so were chosen for the calculations. In the cases of the non-
stoichiometric surfaces where there were large electronic rearrangements to cancel the 
surface dipole, it was also verified that the electronic structure of the middle layers 
was similar to that of bulk ilmenite.   
 
To allow for a comparison of the stability of the various surfaces and an 
understanding the effect of non-vacuum conditions on the various surfaces the Gibbs 
free energy can be considered, following the approach of Reuter and Scheffler.184 The 
Gibbs free energy of a slab at temperature T and pressure p is given by 
 
 OOTiTiFeFe µµµ NNNG −−−=Ω  Equation 6-1 
 
where 
 
 pVTSEpTG ++= )0,0(),(  Equation 6-2 
 
and T is the temperature, S the entropy,  and p the pressure. At T = 0 and p = 0 this 
simplifies to  
 OOTiTiFeFslab µµµ NNNE e −−−=Ω  Equation 6-3 
 
If ilmenite is chosen as the chemical reservoir for iron and titanium then 
 OTiFeFeTiO 33 µµµµ ++=  Equation 6-4 
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and if NFe = NTi  then Equation 6-4 can be written as 
 
 
 ( ) OOFeFeTiOFe NNNG µµ −+−=Ω 33  Equation 6-5 
 
However, if NTi ≠ NFe then µFeTiO3 cannot be used as the chemical reservoir for both 
Fe and Ti. Instead, if TiO2 is used as the chemical reservoir for Ti then 
 OTiTiO 22 µµµ ++=  Equation 6-6 
 
which rearranges to  
 OTiOTi µ22 −= µµ  Equation 6-7 
 
The chemical potential of Fe can the be calculated by using FeTiO3 as the chemical 
reservoir for Fe, and substituting equation 6-7 into equation 6-4 gives 
 OTiOFeTiOFe 23 µµµµ −−=  Equation 6-8 
 
and the surface energy as 
 
 OOTiFeTiOTiFeFeTiOFeslab )2()( 23 µµµ NNNNNNE −++−+−=Ω Equation 6-9 
 
 
The surface energies can be plotted as a function of oxygen partial pressure by 
varying the oxygen chemical potential. As a reference the chemical potential of 
oxygen can be taken to be half the total energy of O2 
 
total
OO E 22
1
=µ     Equation 6-10 
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6.3 Results 
 
Table 6-1 gives the cleavage energies for the various (0001) surface terminations. The 
cleavage energies have been calculated using the approach outlined in section 2.10. 
When cleaving bulk ilmenite, either two identical or two different surfaces will be 
formed, depending on where the bulk is cleaved.  For the paired surface terminations 
(Ti-Ti-O3-/ O3-Fe-Fe-, Fe-Fe-O3-/ O3-Ti-Ti-, O2-Fe-Fe-/ O1-Ti-Ti-, and O2-Ti-Ti-/ O1-
Fe-Fe-) both surfaces in the pair arise simultaneously under cleavage and so the 
cleavage energy has been distributed evenly between the pair.  From table 6-1 we see 
that the Fe-O3- terminated surface is found to have the lowest cleavage energy at 1.92 
J/m2.  This is similar to calculated values for other (0001) surfaces in corundum like 
structures, such as haematite (2.3 J/m2)182, α-Al2O3 (1.76 J/m2)185 and Cr2O3 (1.60 
J/m2)186.  The highest cleavage energy belongs to the Ti-Ti-O3-/ O3-Fe-Fe- pair at 10.8 
J/m2. 
 
Table 6-1 Cleavage energies for the various terminations considered. 
 
Termination Surface  energy (J/m2 ) 
Ti-O3-Fe- 3.73 
Fe-O3-Ti- 1.92 
Ti-Ti-O3-/ O3-Fe-Fe- 10.8 
Fe-Fe-O3-/ O3-Ti-Ti- 3.25 
O2-Fe-Fe-/ O1-Ti-Ti- 5.65 
O2-Ti-Ti-/O1-Fe-Fe- 3.43 
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Surface relaxations were performed on the twelve different surface terminations 
outlined in Sec. 6.1. For the Ti-O3-Fe-, Ti-Ti-O3-, and Fe-Fe-O3- surfaces initial 
relaxations found local minima structures (i.e. no forces on any atom, but not the 
lowest energy structure), but subsequent relaxations were able to find geometries for 
these surfaces with a lower energy (See sections 6.3.1 and 6.3.2). Table 6-2 gives the 
change in interlayer spacing after relaxation for the lowest energy structure found for 
each surface. The interlayer relaxations are expressed as percentage change from the 
bulk interlayer distances, given by the equation 
 
 
100(bulk)
(bulk)(relaxed)
1,
1,1,
1, ×
−
=∆
+
++
+
ii
iiii
ii d
dd
d
  Equation 6-11 
 
 
Where i is the layer number and a positive sign indicates an expansion and a negative 
sign a contraction between layers. 
 
Mulliken population analysis was performed on the relaxed surfaces and the net 
charge and spin of the outer layers are given in Table 6-3. For all the surfaces, the 
inner layers had a Mulliken analysis which was consistent with an Fe2+/Ti4+ solution, 
in agreement with bulk calculations. 
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Table 6-2 Interlayer relaxations (in %) of the different surface terminations considered relative 
to the corresponding bulk spacing. Positive values indicate an expansion of the layer, while 
negative values denote a contraction.  Negative values greater than 100% indicate a contraction 
that has reversed the order of the layer. 
 
 Fe-O3-Ti- O-Fe-O3- O3-Fe-Fe- O2-Fe-Fe- O1-Fe-Fe- Fe-Fe-O3- 
O3(2/1)- Fe — — -26.1 -9.3 -7.7 — 
Fe-Fe — — -64.8 -53.7 3.9 197 
Fe-O3 -74.4 -27.4 40.0 11.2 -20.0 -196 
O3-Ti 7.0 -0.5 -9.5 -22.5 -21.8 17.6 
Ti-Ti -29.2 -22.0 21.2 18.2 16.7 -5.8 
Ti-O3 10.4 6.2 -6.3 -8.7 -6.3 -5.6 
O3-Fe 3.3 3.5 -0.8 0.4 2.3 39 
       
 Ti-O3-Fe- O-Ti-O3- O3-Ti-Ti- O2-Ti-Ti- O1-Ti-Ti- Ti-Ti-O3- 
O3(2/1)-Ti — — -23.9 4.1 25.1 — 
Ti-Ti — — -62.1 -40.5 -25.4 58.9 
Ti-O3 -191 -6.7 64.1 -19.8 -56.6 -78.4 
O3-Fe -126 -35.4 -39.7 -11.4 -49.0 24.4 
Fe-Fe 143 23.1 14.8 3.8 -65.9 2.0 
Fe-O3 21 0.6 12.1 -.4 -25.3 -6.4 
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Table 6-3  Mulliken population analysis of net charge (α+β) and net spin (α-β) for the relaxed 
surfaces, computed using the B3LYP.functional. 
 
 Fe-O3-Ti- O-Fe-O3- O3-Fe-Fe- O2-Fe-Fe- O1-Fe-Fe- Fe-Fe-O3- 
Net charge (α+β) 
O — 8.57 9.09, 9.09, 
9.09 
9.07,9.05 9.43 — 
Fe — — 23.90 24.21 24.37 24.58 
Fe 24.24 24.02 23.99 24.00 24.33 24.42 
O 9.30, 9.32, 
9.31 
9.26, 9.26, 
9.26 
9.17, 9.17, 
9.17 
9.41, 9.35, 
9.27 
9.44, 9.44, 
9.31 
9.49, 9.49, 
9.49 
Ti 19.62 19.64 19.64 19.65 19.65 19.78 
Ti 19.61 19.63 19.03 19.66 19.65 79.70 
Net Spin (α-β) 
O — 0.250 0.26,0.26, 
0.26 
0.50, 0.34 0.50 — 
Fe — — 4.07 2.83 3.60 3.34 
Fe 3.68 3.39 3.53 4.05 3.62 -3.48 
O 0.08, 0.09, 
0.09 
0.10, 0.10, 
0.10 
0.05, 0.05, 
0.05 
0.06, 0.09, 
0.06 
0.07, 0.06, 
0.06 
0.04, 0.04, 
0.04 
Ti 0.06 0.05 0.02 0.07 0.08 0.02 
Ti 0.07 0.07 0.01 0.07 0.07 0.02 
 
Continued overleaf… 
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Table 6-3.      Continued  
 Ti-O3-Fe- O-Ti-O3- O3-Ti-Ti- O2-Ti-Ti- O1-Ti-Ti- Ti-Ti-O3- 
Net charge (α+β) 
O — 8.57 9.00, 9.00, 
9.00 
9.03, 9.04 9.26 — 
Ti — — 19.75 19.77 19.56 20.21 
Ti 19.76 19.79 19.73 19.75 19.98 20.10 
O 9.32, 9.32, 
9.32 
9.29, 9.24, 
9.28 
9.38, 9.38, 
9.38 
9.39, 9.37, 
9.37 
9.48, 9.45, 
9.49 
9.75, 9.75, 
9.75 
Fe 24.29 23.94 23.92 24.27 24.30 23.50 
Fe 24.27 24.23 23.91 24.28 24.30 23.47 
Net Spin (α-β) 
O — -0.978 0.02,0.02, 
0.02 
0.01,0.01 0.01 — 
Ti — — -0.002 0.01 -0.88 1.92 
Ti 0.08 0.13 0.004 0.03 0.94 -1.88 
O 0.13, 0.13, 
0.13 
0.20, 0.13, 
0.22 
0.38, 0.38, 
0.38 
0.05, 0.07, 
0.09 
0.09, 0.05, 
0.14 
0.09, 0.09, 
0.09 
Fe 3.67 4.16 4.18 3.74 3.71 4.67 
Fe 3.74 3.80 4.23 3.73 3.68 4.68 
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6.3.1 Fe surfaces 
 
Relaxation of the Fe-O3-Ti- surface (Figure 6-2) found a large (-0.72 Å) inward 
movement of the surface Fe atom, resulting in the Fe atom sitting only 0.24 Å above 
the O3 layer, coordinated with three oxygen atoms, whilst there is computed to be a 
small (7%) expansion of the O-Ti distance. The inward movement and final geometry 
of the Fe atom is qualitatively similar to that found in Fe-O3-Fe- terminated haematite 
(0001) surface where calculations within the GGA178, 183 give a large inward 
movement of the Fe placing it 0.4 Å above the oxygen layer and an expansion of the 
O-Fe distance.  
 
The electron DOS of the Fe-O3-Ti- surface (Figure 6-3) resembles that of bulk 
ilmenite (Figure 3-5), except for a splitting of the Fe state at the top of the valence 
band, with the surface Fe contributing a state 0.5 eV lower in energy than the bulk Fe 
state. The overall band gap remains the same as in the bulk at 2.5 eV.  Mulliken 
population analyses of the Fe-O3-Ti- surface (Table 6-3), finds there is little change in 
the computed net spin of the surface Fe at 3.68 |e| from the bulk value of 3.76 |e|.  
 
In the relaxed Fe-O3-Ti- surface, the surface Fe sits above a cavity in the lower Ti-
bilayer, as shown in Figure 6-2. Computations performed on the Ti-O3-Fe- surface 
(the results of which are given in section 6.3.2) found a lower energy structure when 
the surface Ti was placed in the cavity in the lower Fe bilayer. As a test for local 
minima, an alternate geometry was minimized where the surface Fe was placed below 
the surface oxygen layer, into the cavity of the Ti-bilayer, giving a mixed Ti-Fe layer. 
A stable structure was found (Figure 6-4) with this configuration, however it was 
computed to be 3.8 eV higher in energy, and so a metastable solution. 
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Figure 6-2 Relaxed structure for the Fe-O3-Ti- surface, with (a) showing polyhedral view, (b) a 
top view showing the surface Fe, and the first Ti bi-layer, and (c)  showing an atom view. 
(a) 
(b) 
(c) 
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Figure 6-3 Electron DOS for the Fe-O3-Ti- surface. Total DOS decomposed to Fe, Ti, and O is 
shown in (a), while (b) shows a decomposition of just the surface Fe, Ti, and O, with (c) showing 
the decomposition into Fe, Ti, and O of the other layers. 
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Figure 6-4 Relaxed metastable geometry for the Fe-O3-Ti- surface, with (a) atom view and (b) top 
polyhedral view. 
(a) 
(b) 
  128 
  
 
Figure 6-5 Relaxed structure for the O-Fe-O3- surface, with (a) showing polyhedral view, (b) 
looking down the c-axis showing the surface Fe and the first Ti-bilayer and (c) showing atom 
view. 
(a) 
(b) 
(c) 
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Figure 6-6 Electron DOS for the O-Fe-O3- surface. Total DOS decomposed to Fe, Ti, and O is 
shown in (a), while (b) shows a decomposition of just the surface Fe, Ti, and O, with (c) showing 
the decomposition into Fe, Ti, and O of the other layers. 
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Oxidising the Fe-O3-Ti- surface to form the O-Fe-O3-Ti- surface lessens the inward 
contraction of the surface Fe layer to -0.22 Å, with the O atom sitting atop the Fe at a 
distance of 1.62 Å (Figure 6-5). Again, the relaxed geometry for this ilmenite surface 
is similar to that found in calculations on the haematite O-Fe-O3- surface within the 
GGA,178 where the O-Fe distance was found to be 1.58 Å. The net spin of 3.39 |e| on 
the outermost Fe has changed little from the bulk , remaining consistent with a Fe2+ 
solution, and the net spin of the other atoms are also very similar to their bulk values. 
The DOS plot (Figure 6-6) shows that the surface oxygen introduces a sharp 
unoccupied state into the band gap that is hybridised with Fe, and the unfilled spin 
down Fe states of the surface Fe move down to just below the bulk valance band. 
 
In the cleaved Fe-Fe-O3- surface two iron atoms sit above the first oxygen layer 
(Figure 6-7a). Directly below one of these iron atoms is a cavity in the first Ti bilayer, 
whilst the other iron atom sits above a titanium (Figure 6-7 b). With relaxation, it was 
found that the surface Fe that was directly above the cavity moved down to fill the 
cavity (Figure 6-7 c-e). This differs from the geometry reported in GGA studies on 
the Fe-Fe-O3- terminated haematite surface183, where both iron atoms remain above 
the first layer of oxygen atoms, similar to the cleaved geometry in (Figure 6-7a). 
Geometries with both iron atoms above the first oxygen layer were tested, but proved 
unstable. 
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Figure 6-7 The Fe-Fe-O3- surface, with (a) showing the cleaved geometry, (b) a top view of the 
cleaved geometry showing the surface Fe and first Ti-bilyer, (c) a top view of the relaxed 
geometry, (d) a polyhedral view of the relaxed geometry, and (e) the atomic view of the relaxed 
geometry.
(a) (b) 
(c) 
(d) (e) 
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Figure 6-8 Relaxed structure for the O3-Fe-Fe- surface, with (a) showing polyhedral view, and (b) 
showing atom view. 
(a) 
(b) 
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Figure 6-9 Electron DOS for the O3-Fe-Fe- surface. Total DOS decomposed to Fe, Ti, and O is 
shown in (a), while (b) shows a decomposition of just the surface Fe, Ti, and O, with (c) showing 
the decomposition into Fe, Ti, and O of the other layers. 
 
 
In the fully oxidized O3-Fe-Fe- surface, the Mulliken analysis (Table 3-1) of the 
relaxed surface shows the net spin on the outer Fe atom to be 4.07 |e|, greater than the 
net spin of 3.76 |e| typical for an Fe2+ state, and approaching the 4.26 |e| calculated for 
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an Fe3+ solution in bulk ilmenite. Both the O3-Fe and Fe-Fe interlayer distances have 
contracted from their bulk spacing, while the Fe-O3 distance has increased. The net 
result of this is the surface Fe polyhedra (Figure 6-8) have slightly smaller Fe-O bond 
distances than in the bulk, with the shorter Fe-O distance lowering from 2.1 Å to 1.9 
Å. There is a narrowing of the band gap (Figure 6-9) from the bulk value to 0.83 eV 
due to the introduction of unfilled Fe surfaces states from the outer Fe-bilayer, 
consistent with the picture of the surface Fe having a higher valance.  
 
Removing an oxygen atom from the O3-Fe-Fe- surface forms the O2-Fe-Fe- surface 
(Figure 6-10). Under relaxation there is an inward movement of the outer O atoms 
and a contraction of Fe-Fe bi-layer, but to a lesser extent than that found for the O3-
Fe-Fe- surface. The DOS (Figure 6-11) shows a slight contraction of the band gap 
from the bulk value of 2.5 eV to 2.3 eV, due mainly to a lowering in energy of the 
unoccupied surface Fe states.  
 
Relaxation of the O1-Fe-Fe- surface, computes a small inward movement of the 
surface oxygen and a small expansion of the Fe-bilayer. The single surface oxygen is 
shared between the two surface Fe atoms, with a bond length of 1.83 Å to the higher 
Fe atom in the higher position bi-layer, and 1.84 Å to the Fe in the lower position in 
the bi-layer.(Figure 6-12) 
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Figure 6-10 Relaxed structure for the O2-Fe-Fe- surface, with (a) showing polyhedral view, and 
(b) top view showing the surface O, Fe and first Ti-bilayer. 
(a) 
(b) 
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Figure 6-11 Electron DOS for the O2-Fe-Fe- surface. Total DOS decomposed to Fe, Ti, and O is 
shown in (a), while (b) shows a decomposition of just the surface Fe, Ti, and O, with (c) showing 
the decomposition into Fe, Ti, and O of the other layers. 
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Figure 6-12 Relaxed structure for the O1-Fe-Fe- surface, with (a) showing polyhedral view, and 
(b) showing atom view. 
(a) 
(b) 
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6.3.2 Ti surfaces 
 
Initial relaxations of the Ti-O3-Fe- surface saw a movement of the surface Ti to a 
metastable position 0.26 Å above the O3 layer (Figure 6-13 (a)), with the Ti above the 
cavity in the lower Fe bi-layer and coordinated with three oxygen atoms as shown in 
Figure 6-13 (b). This geometry is analogous to that found for the Fe-O3-Ti- surface. 
However by displacing the surface Ti to below the topmost O3 layer into the cavity 
below in the Fe bi-layer, a lowering in energy was found. However this geometry is 
not stable, and a lower energy solution was found by moving the high position iron 
from the bi-layer to a position above the surface O3 layer (Figure 6-14). This final 
geometry has an Fe just above the topmost O3 layer, coordinated with three oxygen 
atoms and above a cavity in the next bilayer. It is -1.98 eV lower in energy than the 
original metastable relaxed geometry with the Ti atom above the first oxygen layer. 
This final geometry resembles that of the Fe-O3-Ti- surface, but with a mixed Fe-Ti 
bi-layer below the O3 layer, with this mixed bi-layer having a similar cation 
arrangement to that found in the LiNbO3 high-pressure structure of ilmenite. The 
lowest energy relaxed Ti-O3-Fe- surface has a DOS (Figure 6-15) which shows a 
narrowing of the band gap, due to the filled Fe beta states in the gap. The net spin on 
all the atoms is little changed from their bulk values, with the outer Ti remaining close 
to Ti4+, and the outer Fe close to Fe2+.   
 
The O-Ti-O3- surface, formed by placing an oxygen atom atop the surface Ti in the 
unrelaxed Ti-O3-Fe- surface, relaxed to a geometry with the oxygen atom sitting 1.84 
Å above the Ti, with the Ti atom displaced -0.27 Å from its bulk position (Figure 
6-16). The net spin on the outermost Ti changed to 0.11 |e|, only a slight change from 
the 0 |e| of a Ti4+ cation in the bulk. The DOS state plot (Figure 6-17) shows that, like 
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in the O-Fe-O3- case, the surface oxygen introduces a sharp state at the bottom of the 
valance band. 
 
Initial relaxations of the Ti-Ti-O3- surface from its cleaved bulk geometry lead to a 
metastable geometry in which both surface titanium atoms remained above the first 
oxygen layer. A displacement of one of the surface titanium atoms into the cavity 
below the oxygen layer lead to a stable geometry with a lower energy. The outer Ti 
surface atom contracted to a position 0.3 Å above the oxygen layer and the lower Ti 
from the surface bilayer relaxed in the vacant site within the Fe-bilayer below its 
initial position (Figure 6-18). An increase in the net spin and charge on the Ti atoms 
(Table 6-3) indicates that their valence has changed from Ti4+ to Ti3+ or less.  The 
lower Ti which has moved close the Fe bilayer has perturbed the net spin of the Fe 
atoms in this layer, but for atoms below this their Mulliken values are close to their 
bulk values.  
 
For the fully oxidised O3-Ti-Ti- surface geometry relaxation calculates an inward 
movement of -0.2 Å of the oxygen layer towards the Ti bilayer, the Ti bilayer 
contracting by -0.3Å and a 0.5 Å expansion of the Ti–O interlayer distance (Table 
6-2, Figure 6.19). Reducing this surface to form O2-Ti-Ti-, there is a slight (0.07 Å) 
expansion interlayer distance between the surface oxygen and the Ti bilayer.  The 
contraction of the Ti bilayer is slightly less at -0.2 Å, and the expansion of the Ti 
bilayer to O is smaller at 0.2 Å (Figure 6-20). Removing another surface oxygen gives 
the O-Ti-Ti- surface which, under relaxation, moves the oxygen 0.17 A from the Ti 
bilayer.  The Ti bilayer still contracts, but only -0.1 A (Figure 6-21). 
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Figure 6-13 Relaxed metastableTi-O3-Fe geometry, with (a) showing polyhedral view, and (b) 
showing a top view of the surface Ti and first Fe bilayer.  
(a) 
(b) 
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Figure 6-14 Relaxed structure for the Ti-O3-Fe-- surface, with (a) showing polyhedral view, (b) 
showing atom view, and (c) a top view showing the surface Fe and the mixed Fe-Ti bilayer. 
(a) (b) 
(c) 
  142 
 
 
 
-10 -5 0 5 10
Energy (eV)
Ti
Fe
O
(a)
(b)
(c)
 
Figure 6-15 Electron DOS for the Ti-O3-Fe- surface. Total DOS decomposed to Fe, Ti, and O is 
shown in (a), while (b) shows a decomposition of just the surface Fe, Ti, and O, with (c) showing 
the decomposition into Fe, Ti, and O of the other layers. 
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Figure 6-16 Relaxed structure for the O-Ti-O3- surface, with (a) showing polyhedral view, (b)  a 
top view showing the surface O, Ti and the first Fe bilayer, and (c) an atomic view. 
(a) 
(b) 
(c) 
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Figure 6-17 Electron DOS for the O-Ti-O3- surface. Total DOS decomposed to Fe, Ti, and O is 
shown in (a), while (b) shows a decomposition of just the surface Fe, Ti, and O, with (c) showing 
the decomposition into Fe, Ti, and O of the other layers. 
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Figure 6-18 Relaxed structure for the Ti-Ti-O3- surface, with (a) showing polyhedral view, and 
(b) showing atom view, and (c) top view. 
(a) (b) 
(c) 
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Figure 6-19 Relaxed structure for the O3-Ti-Ti-  surface, with (a) showing polyhedral view, and 
(b) showing atom view. 
(a
) 
(b
) 
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Figure 6-20 Relaxed structure for the O2-Ti-Ti-  surface, with (a)  and (b) showing two side views, 
and (c) showing a top view of the surface Ti, O and the first Fe bilayer. 
 
(a) (b) 
(c) 
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Figure 6-21 Relaxed structure for the O1-Ti-Ti-  surface, with (a) and (b) showing two different 
side views. 
 
 
6.3.3 Relative stability of the surfaces 
 
The relative stability of the Fe-O3-Ti-, O-Fe-O3-, Ti-O3-Fe-, and O-Ti-O3- surfaces  
calculated using equation 6-9 are plotted versus oxygen chemical potential in Figure 
6-22, using ½O2 for the chemical potential of oxygen, and FeTiO3 as the chemical 
reservoir for Fe and Ti. In oxygen rich conditions (high partial pressures of oxygen), 
the oxidised O-Fe-O3- and O-Ti-O3- surfaces become more stable than their reduced 
counterparts Fe-O3-Ti- and Ti-O3-Fe-, with the most stable surface in oxygen rich 
conditions being the O-Fe-O3- surface, and the Fe-O3-Ti- surface being the most 
stable under oxygen poor conditions. 
(a) (b) 
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Figure 6-22 Surface energies of selected surface terminations plotted as a function of oxygen 
chemical potential. O2 used as the chemical reservoir for O, and FeTiO3 used for Ti and Fe. 
 
Surfaces other than that shown in Figure 6-22, have an unequal number of Ti and Fe 
atoms, so it is not possible to use FeTiO3 to determine the chemical potentials of Fe 
and Ti. Instead, using O2 for the chemical reservoir for oxygen, TiO2 as a chemical 
reservoir for Ti and FeTiO3 for Fe allows the calculation of relative surface energy for 
surfaces with unequal number of Ti and Fe via Equation 6-9, and the surface stability 
versus oxygen chemical potential calculated this way is shown in Figure 6-23. The 
choice of TiO2 as the chemical reservoir for Ti has no effect on the stability of the Fe-
O3-Ti-, O-Fe-O3-, Ti-O3-Fe-, and O-Ti-O3- surfaces, as when NFe = NTi, the µTi is 
cancelled out of equation 6-9, while the choice of TiO2 as a chemical reservoir will 
have an effect on the relative stability of the other surfaces. A change in the choice of 
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chemical reservoir will change the stability of the surfaces, with an increase in µTi 
stabilising the O3-Ti-Ti-, O2-Ti-Ti-, O1-Ti-Ti-, and Ti-Ti-O3- surfaces and 
destabilising the O3-Fe-Fe-, O2-Fe-Fe-, O1-Fe-Fe-, and Fe-Fe-O3- surfaces, and a 
decrease in µTi  having the opposite effect. The choice of TiO2 as a chemical reservoir 
in this case seems reasonable, as the Ti has the same charge state (4+) as it is in 
FeTiO3. 
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Figure 6-23 Surface energies of selected surface terminations plotted as a function of oxygen 
chemical potential, using TiO2 as the chemical reservoir for Ti, FeTiO3 for Fe, and O2 for oxygen 
 
 
 
Figure 6-24 shows the effect of temperature on the various surfaces at an oxygen 
partial pressure of 1 bar. This figure is calculated by correcting the Ti and O chemical 
potentials by adding the increase in the Gibb’s free energy per mole from 0 K to 
temperature T, )1,( TG ∆∆ , which were obtained from thermochemical data187.   
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Figure 6-24 Surface energy of the different surface terminations versus temperature at 1 bar 
pressure (µo = 0). O2 used for the chemical reservoir for O, TiO2 for Ti, and FeTiO3 for Fe, with 
the chemical potentials of Ti and O corrected for temperature based on experimental values. 
 
 
 
6.4 Discussion 
The stability of the various ilmenite surfaces bears resemblance to that found in 
haematite. Under greatly reducing conditions the Fe-O3-Ti- surface in ilmenite and the 
Fe-O3-Fe- surface in haematite are the most stable. As conditions become more 
oxidising, the O-Fe-O3- termination becomes more stable in both ilmenite and 
haematite, with the haematite O-Fe-O3- surface becoming stable at lower oxygen 
partial pressures than the ilmenite surface. At high oxygen partial pressures, the 
haematite O3-Fe-Fe- surface becomes the most stable, while for ilmenite the O-Fe-O3- 
surface remains slightly more stable. These results are consistent with the cation in 
hematite being more positive than the iron in ilmenite. For the titanium surfaces in 
ilmenite, at very reducing conditions, the Ti-O3-Fe- surface is most stable, and then at 
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very low oxygen partial pressures the O3-Ti-Ti surface becomes the most stable of all 
the ilmenite surfaces. 
 
The surface with the lowest cleavage energy calculated within the B3LYP 
approximation is the Fe-O3-Ti- surface, with a calculated cleavage energy of 1.92 
J/m2. This is a lower energy than the 2.3 J/m2 of Fe-O3-Fe- terminated (0001) surface 
of Fe2O3.182 calculated within the GGA, which seems reasonable as in iron in ilmenite 
has a lower valence (Fe2+) than that of haematite (Fe3+). Following this reasoning, it 
would be expected that the Ti-O3-Fe- surface would have a higher cleavage energy 
than the Fe-O3-Ti- surface, which it does at 3.73 J/m2. As well as having the lowest 
cleavage energy, the Fe-O3-Ti- surface is found to be the most stable of the surface 
terminations under reducing conditions and at 0 K, with the O3-Ti-Ti- surface 
becoming the most stable termination at higher oxygen partial pressures. 
 
From the results of the B3LYP calculations, some interpretations as to the nature of 
the surfaces seen in the Fellows, et al.39 STM study can be made. In this study, the 
FeTiO3 (0001) surface was cleaved under high vacuum and then annealed at 10-10 
mbar at 1073K, followed by annealing in 5x10-7 mbar of O2 at 1073 K. Wide scale 
STM images of the surface showed large terraced areas, labelled X, and smaller 
terraced areas which they labelled Y. Given that the Fe-O3-Ti- surface has the lowest 
cleavage energy, and is the most stable at low oxygen partial pressures, it is likely that 
this surface is the dominant X terraces in the image. To determine the likely candidate 
for the Y surface, Table 6-4 gives the step height and surface energy of the other 
surfaces relative to the Fe-O3-Ti- surface, along with the surface atom-atom distance. 
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High resolution imaging of the Y terraces showed a hexagonal array of features, with 
a 4.8±0.2 Å spacing.  From this feature spacing we can rule out some of the surfaces 
considered here.  The relaxed O3-Fe-Fe-, O3-Ti-Ti-, O2-Fe-Fe-, and O2-Ti-Ti- surfaces 
all have feature spacing of less than 4.8 Å, leaving the O-Fe-O3-, O-Ti-O3-, O-Fe-Fe-, 
O-Ti-Ti-, Fe-Fe-O3-, and Ti-Ti-O3-, and Ti-O3-Fe- as possible surfaces for the Y 
terrace. 
 
Table 6-4 Step height for the relaxed surfaces from the relaxed Fe-O3-Ti- surface, surface 
geometries and surface energies relative to the Fe-O3-Ti- surface at µO = -1. 
 
Surface X-Y step (Å) Surface (Å) Energy at µO = -1 
(eV/ Å)  
O-Fe-O3- 2.65 4.8 0.024 
Fe-Fe-O3- .86 4.8 0.332 
O3-Fe-Fe- 0.4 2.6 0.076 
O2-Fe-Fe- .26 — 0.059 
O1-Fe-Fe- .19 4.8 0.094 
Ti-O3-Fe- 2.3 4.8 0.052 
O-Ti-O3- 0.08 4.8 0.039 
O3-Ti-Ti- 2.8 2.7 -0.002 
O1-Ti-Ti-  2.4 4.8 0.295 
 
 
Fellows, et al.39 also measured the height difference between two X terraces  to be 4.4 
+/- 0.5 Å and the step from X to Y or Y to X was 2.2+/- 0.3 Å, and noted that the Y 
terraces grew larger with longer annealing times. From the relaxed geometries 
calculated within B3LYP, Table 6-4 gives three possible surfaces for the Y terrace 
that have step heights from the Fe-O3-Ti surface that are consistent with experiment: 
the O-Fe-O3- surface with at step of 2.65 Å, the Ti-O3-Fe- surface at 2.3 Å, and the 
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O1-Ti-Ti- surface at 2.4 Å. From the calculated relative stabilities of these three 
surfaces, the O-Fe-O3- surfaces seems the most likely candidate for the Y terrace. 
This surface also seems reasonable in light of the experimental results showing the Y 
terrace ‘grows’ from the X, as the O-Fe-O3- surface is simply the oxidation of the 
proposed X terrace surface, Fe-O3-Ti-.  
 
The formation of the O-Fe-O3- surface instead of the more stable O3-Ti-Ti- surface 
can be explained in terms of kinetics, with the O-Fe-O3- surface requiring only 
oxidation of the Fe-O3-Ti- surface, whereas formation of the O3-Ti-Ti- surface would 
require a larger atomic rearrangement. The plots of surface stability in figures 6-23 
and 6-24 show that at the experimental conditions that the O-Fe-O3- surface will still 
be less stable than the Fe-O3-Ti- surface, however this does not rule out the formation 
of the O-Fe-O3- surface, but lowers the probability that it will form. The O-Fe-O3- 
surface has been found to form on haematite surfaces. 
 
6.5 Conclusions 
A number of possible terminations for the ilmenite (0001) surface have been 
examined using the B3LYP functional. In addition to the twelve different terminations 
considered, metastable geometries were found for the Ti-O3-Fe-, Ti-Ti-O3-, and Fe-
Fe-O3- surfaces, illustrating the complex nature of the (0001) surface. The Fe-O3-Ti- 
surface was found to have the lowest cleavage energy, and also to be the most stable 
surface at low oxygen partial pressures suggesting it is most likely to form when 
ilmenite is cleaved under high vacuum. Based on step heights, surface geometry and 
surface energy it is likely that under slightly oxidising conditions that the O-Fe-O3- 
surface forms. 
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7 Conclusions 
 
Standard DFT treatments, such as the LDA and GGA are parameterised to reproduce 
the interaction of a uniform electron gas, which leads them to be poor in describing 
systems with strong local interactions, such as the highly localised 3d states found in 
transition metal oxides. This is due to the exchange term not exactly cancelling out 
the self-term in the Coulombic sum, with the dominating Coulombic term causing 
partially occupied states to be excessively delocalised. This leads them to 
underestimate band gaps, and in the case of small band gap transition metal oxides, 
fail to predict the insulating nature and give a qualitatively incorrect metallic ground 
state. 
The B3LYP functional is an attempt to address this problem by incorporating some 
exact nonlocal exchange from HF theory with DFT. This thesis examines the 
applicability of the B3LYP functional in the simulation of to two crystalline transition 
metal oxide systems, ilmenite and haematite, and gives new insights into the 
properties of these materials. To investigate the reliability of the B3LYP functional, a 
range of calculations were performed and compared with experiment. For bulk 
ilmenite the B3LYP functional gives a predicted band gap close to the experimental 
value, as opposed to the GGA which predicts a metallic ground state. Calculated 
geometric and elastic parameters from the B3LYP functional are also in close 
agreement with experiment. 
When simulating systems which are more complex than the perfect crystalline bulk, 
such as in surface or defect calculations, the cation-anion coordination, charge state, 
and magnetic properties may be quite different to that found in the bulk material. To 
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examine the reliability of the B3LYP functional in simulating other cation 
coordination and geometric arrangements for FeTiO3 and Fe2O3, high pressure 
experiments on these materials provide a range of results which can be compared to 
results of calculation. In the high pressure polymorphs of ilmenite and haematite, Fe 
can be found in both 8-fold and 12-fold coordinations, in addition to the 6-fold 
coordination that is found in the ilmenite and haematite structures. For the 
experimentally known high pressure phases of ilmenite the computed structural and 
elastic parameters are in good agreement with experiment. The charge transfer 
excitation energy of ilmenite was also well reproduced by the B3LYP functional. 
It is also crucial when simulating surfaces and defects that not only structural 
parameters are predicted well, but the relative energies of the various surface or defect 
models are accurate so as to be able to reliably predict which is the most stable. The 
B3LYP functional was found to compute stability of the high pressure phases in both 
ilmenite and haematite in good agreement with experiment, whereas in this thesis 
there are examples of HF and DFT giving incorrect stability of phases. For example, 
in chapter three the HF approximation was shown to predict the Fe3+/Ti3+ state to be 
more stable than the Fe2+/Ti4+ for bulk ilmenite, in disagreement with experiment and 
in chapter five it was noted that the GGA had been shown to incorrectly predict the 
stability of the LS Fe2+ haematite solution at pressures above 10 GPa.  
In studying the high pressure phases of ilmenite and haematite, new insights into these 
materials were gained. These calculations also illustrate the complex nature of these 
materials, with a large number of electronic, geometric and magnetic degrees of 
freedom to explore. The interplay between geometry and electronic energy mean the 
local minima are often encountered.  
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The B3LYP functional has been shown to give substantially better results for these 
transition metal oxides than pure density functional theory methods at only slightly 
more computational cost, making the B3LYP functional a good choice for further 
studies on these types of materials. 
Future studies could build upon this work by investigating the interaction of 
adsorbates with the ilmenite surface. The interaction of  H2 and CO with the ilmenite 
(0001) surface could be examined as the next step in investigating the reduction of 
ilmenite to TiO2. 
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