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Introduction
The image source model (ISM) is a widespread tool in ge-
ometrical room acoustic simulation for the generation of
early reflections, which can take into account the source
and receiver directivity, as well as the absorption proper-
ties of the acoustic environment. A downside of the ISM
is the increase in computational eﬀort with increasing im-
age source order caused by costly visibility checks that
need to be done separately for each image source [1]. In
the special case of a shoebox-shaped, rectangular room,
a closed-form ISM exists, without the need for visibility
checks [2]. However, the closed-form ISM inherently as-
sumes omnidirectional sources, an assumption that is vi-
olated in almost all real-life scenarios. Theoretically, the
source directivity aﬀects the sound field at the receiver in
the following: i) The spectral shape and energy of direct
sound and early reflections changes, which might aﬀect
the perceived coloration and source position, and the ap-
parent source width. ii) The direct-to-reverberant energy
ratio can be altered, which possibly influences the listener
envelopment and perceived duration and strength of the
reverberation. iii) The coloration of the late reverbera-
tion is influenced by the diﬀuse field transfer function of
the source, i.e. the spatially averaged directivity.
In the current study, the closed-form ISM is extended
for the source directivity by exploiting geometrical prop-
erties of the room. Sound examples for auralizations from
a closed-form ISM combined with a stochastic model for
the late reflections are given in the digital appendix [3].
They demonstrate that the approach can be attractive
for applications that require perceptually plausible and
computationally eﬃcient, rather than physically accurate
simulations.
Image source model
According to the ISM, a reflection on a single wall can be
simulated by mirroring the source at the wall. This cre-
ates a so-called image source, whose distance and angle
in relation to a receiver (e.g. a microphone) are iden-
tical to the reflected sound path, as shown by the blue
image source and reflection path in Fig. 1 (left). The
ISM can be applied to arbitrary acoustic environments
by successively mirroring the image sources at the room
boundaries, which leads to higher-order image sources,
where the order denotes how many times the source was
mirrored/reflected by a wall. Note that the zeroth order
image source is the source itself, and that the term im-
age source is used to refer to the source and the image
sources in the remainder of this article.
The repeated mirroring of the source results in a cloud
of image sources as shown in Fig. 1 (left) for the 2-
dimensional slice of a rectangular room. For complex
room shapes, not all image sources are visible to the re-
ceiver – e.g. due to obstacles inside the room – which
requires visibility checks that become computationally
expensive with increasing image source order [1]. In the
special case of a rectangular room, however, all image
sources shown in Fig. 1 are visible, and the corresponding
room impulse response h can be calculated by a closed-
form expression [2]
h(t) =
1󰁛
u=0
∞󰁛
l=−∞
A(u, l) · δ(t− τ(u, l)). (1)
Eq. (1) shows that the impulse response consists of a
superposition of Dirac pulses δ /Pa·m that are weighted
by the amplitude A / 1m , delayed by τ / s, and summed
across u = (u, v, w) and l = (l,m, n). Accordingly, a sum
in (1) represents a triple sum, e.g.
1󰁛
u=0
=
1󰁛
u=0
1󰁛
v=0
1󰁛
w=0
. (2)
The notation follows Lehmann and Johansson [4], and
a comprehensive re-formulation of the derivation can be
found in the Appendix [3]. h /Pa is defined for a room
in the first octant of a three-dimensional Cartesian coor-
dinate system with one corner at the origin (cf. Fig. 1).
The room size L /m, source position s /m, and receiver
positions r /m are given by
L =
󰀵󰀷LxLy
Lz
󰀶󰀸 , s =
󰀵󰀷sxsy
sz
󰀶󰀸 , and r =
󰀵󰀷rxry
rz
󰀶󰀸 . (3)
The delay τ can be calculated from the distance d /m
between an image source and the receiver divided by the
speed of sound c / ms
τ(u, l) = d(u, l)/c, (4)
and d can be calculated from the position of the image
source relative to the receiver pˆ = [pˆx pˆy pˆz]
T
d(u, l) =
󰁴
pˆ2x + pˆ
2
y + pˆ
2
z, (5)
with
pˆ =
󰀵󰀷(1− 2 u )sx + 2 l Lx − rx(1− 2 v )sy + 2mLy − ry
(1− 2w)sz + 2 n Lz − rz
󰀶󰀸 . (6)
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Figure 1: Left: Image sources of a rectangular room (restricted to the x/y-plane). Zeroth, first, and second order image
sources are given by orange, black, and gray dots, respectively; the direct sound path and examples for first and second order
reflection paths are given by orange, blue, and green lines, respectively. Right: Corresponding room impulse response.
Note that Eq. (6) diﬀers from the original work of Allen
and Berkley [2], and was adjusted to correctly reflect pˆ
(see section Image source position below). Moreover, the
absolute image source position is now given by
p = pˆ+ r. (7)
The amplitude A is a combination of energy losses caused
by wall reflections and the path distance
A(u, l) =
β
|l−u|
x,1 β
|l|
x,2 β
|m−v|
y,1 β
|m|
y,2 β
|n−w|
z,1 β
|n|
z,2
4πd(u, l)
, (8)
with the wall reflection coeﬃcients β
|k|
x,i. The subscript
x/y/z denotes the coeﬃcient for walls with constant
x/y/z-coordinates, where i = 1 is the wall that is closer
to the origin of coordinates. The exponent |k| gives the
number of times that an image source was reflected at the
corresponding wall - which will be used later to obtain
the source exit angles. Moreover, the image source order
can be obtained by summing all |k| in Eq. (8). The re-
flection coeﬃcient is related to the more commonly used
absorption coeﬃcient α by
β = ±√1− α, (9)
whereby β = +
√· refers to a sound hard reflection on a
rigid boundary without any phase shift, and β = −√· to
a sound soft reflection with a 180◦ phase shift.
Image source position
The closed-form image source model for rectangular
rooms with rigid boundaries was derived from the cor-
responding 3D wave equation, and thus is a physically
correct description of the sound field inside this room.
However, Allen and Berkley heuristically derived the de-
pendency of the image source amplitude on the reflection
coeﬃcients described in Eq. (8). Strictly spoken, this
part of the image source model is physically incorrect,
but is widely accepted for moderately damped rooms
(|β| ≳ 0.7 ⇒ α ≲ 0.5), and source/receiver positions
that are not close to the wall [2].
Unfortunately, the heuristically derived part of the
original model contains an error in the description of the
relative image source position (Eq. (6, 10, 11) in [2], orig-
inally termed Rp +Rr). The x-component is given by
pˆx,AB79 = (2u− 1)rx + 2lLx + sx. (10)
The error becomes obvious by the example of the one
dimensional image source model given in Fig. 2, where
the relative position of image a is incorrect for Eq. (10)
given by Allen and Berkley – the correct position is given
by Eq. (6). Since Allen and Berkley applied Eq. (10)
only to obtain the distance between the image source
and the receiver as given in Eq. (5), sign errors as oc-
curring for image b in Fig. 2 did not aﬀect their results.
However, the original formulation cannot be used to cal-
culate the absolute images source position p. It should
be noted that the formulation of Allen and Berkley leads
to the same absolute values, i.e., distances between image
sources and receivers, only the order in which they are
calculated is diﬀerent and produces errors if considering
non-rigid walls as some image sources are associated with
wrong reflection coeﬃcients.
In conclusion, Eq. (6) and (7) contain the correct im-
age source positions. They are similar to Lehmann and
Johansson [4] who used the opposite sign without men-
tioning the error of Allen and Berkley.
Extension for source directivity
Originally, the ISM does not account for source nor re-
ceiver directivity. For this purpose, the exit and incidence
angles under which the reflection paths leave the source
∠s(u, l) = [ϕs,ϑs] and hit the receiver ∠r(u, l) = [ϕr,ϑr]
must be known. The latter can simply be calculated from
the relative position pˆ
ϕr = arctan2
󰀕
pˆy
pˆx
󰀖
, and ϑr = arcsin
󰀕
pˆz
d
󰀖
, (11)
where the azimuth ϕ denotes the counterclockwise an-
gle in the x/y-plane (ϕ = 0◦ in positive x-direction, and
ϕ = 90◦ in positive y-direction), and the elevation ϑ the
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Figure 2: Second-order one-dimensional image source model for the example of sx = 2, rx = 5, and Lx = 6. Source and
receiver are denoted by the black and white dot; image sources by grey dots. px and pˆx give the absolute and relative image
source positions; values in brackets are the positions according to [2, Eq. (6, 10, 11)]. [u, l] gives the values for u and l according
to Eq. (1); |l − u| and |l| denote how many times an image sources was reflected by wall x1 and x2, respectively (cf. Eq. 8).
angle between the x/y-plane and the z-axis (ϑ = 0◦ in
the x/y-plane, and ϑ = ±90◦ in positive and negative z-
direction, respectively). pˆ could also be seen as a vector
pointing from the receiver to the direction of the image
source. An example for the vector interpretation and the
calculation of ∠r is given in Fig. 3.
The usual way to obtain the source exit angles is
to perform a visibility check for each image source, by
tracing back the reflection path from the receiver to
the source [1]. In this iterative procedure, it is checked
whether the line between the nth order image source and
receiver intersects with the wall by which it was reflected
at last. If the intersection exists, it is checked whether
the line between the intersection and the (n-1)th order
image source intersects with the wall that corresponds to
the current reflection. This procedure is repeated until
source is reached, and is aborted if an intersection does
not exist. In this case, the image source is not visible
to the receiver and can be discarded. For the closed-
form model of the rectangular room, however, all image
sources calculated by Eq. (1) and shown in Fig. 1 exist,
which makes the visibility check obsolete. Please note,
that it would still be needed if mirroring the source by
hand, because two versions of the green image source in
Fig. 1 would exist (one first mirrored at wall x2, and
one first mirrored at wall y1). If using the closed form,
tracing the reflection paths is only necessary to obtain
the order in which an image source was reflected by the
walls. Without this, it is unknown whether the green
image source in Fig. 1 was first reflected by wall x2 and
afterwards by wall y1, or the other way around.
However, due to the geometry of the rectangular
room, the source exit angle ∠s can be obtained in a sim-
ple and eﬃcient manner: Because the walls are parallel
to the axes of the coordinate system, and orthogonal to
each other, each reflection only aﬀects either the x, y, or z
coordinate of the ray’s propagation path, e.g., if a ray hits
a wall that is parallel to the y-axis (reflection coeﬃcients
βx,i) only its x-coordinate is mirrored. As a consequence,
i) the order in which a ray hits the walls does not aﬀect
the source exit angle, and ii) the direction of propagation
stays the same if the number of reflections on walls with
constant x, y, and z coordinates is even. Thus, a vector
pointing from the source to the first point of reflection
s = [3, 3, 2]T
L = [16, 9,4]T
p = [3, 15, 2]T
r = [11, 5, 2]T
p = [-8, 10, 0]T^
p = [8, 10, 0]T^
x
y
p^
p^
r = [129°, 0°]
s = [51°, 0°]
ϕr
ϕs
s
r
Figure 3: An example of the vector interpretation of pˆ
and pˆ′, and calculating the exit and incidence angles ac-
cording to Eq. (11)–(13). The image source was reflected
once at wall y2, and pˆ
′ was thus obtained for m = v = 1 and
l = n = u = w = 0. Color coding of image sources and re-
ceiver according to Fig. 1; ∠ = [ϕ,ϑ].
after the ray left the source can be calculated by
pˆ′ = −
󰀵󰀷 pˆx (−1)|l−u|+|l|pˆy (−1)|m−v|+|m|
pˆz (−1)|n−w|+|n|
󰀶󰀸 . (12)
In this context, −pˆ can be interpreted as the position of
the receiver in relation to the image source, or as a vec-
tor pointing from the image source towards the receiver.
Eq. (12) takes −pˆ and mirrors its x, y, and z coordinates
in case an image source was reflected an odd number
of times at walls with constant x, y, and z coordinates.
This is denoted by the superscript, e.g., |l − u| + |u| for
the walls with constant x-coordinates (cf. Eq. (8), and
Fig. 3). The source exit angle can now be calculated in
analogy to Eq. (11)
ϕs = arctan2
󰀕
pˆ′y
pˆ′x
󰀖
, and ϑr = arcsin
󰀕
pˆ′z
d
󰀖
. (13)
The directivities can now be included in the impulse
response calculation by convolution of each pulse A · δ(·)
with the impulse responses of source and receiver (S and
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R) at the exit and incident angles
hd(t) =
1󰁛
u=0
∞󰁛
l=−∞
[A(u, l) · δ(t− τ(u, l))]
∗S(t,∠s(u, l)) ∗R(t,∠r(u, l)).
(14)
Discussion and conclusion
Despite the variety of room acoustic modelling algo-
rithms that are available for arbitrarily shaped rooms [5,
6], the suggested closed-form image source model for rect-
angular rooms is still appealing in case of limited com-
putational resources and if aiming at plausible acoustics
scenes, rather than at physical correctness. Moreover,
the simplicity of the suggested model and the exten-
sion for source directivity suggested in the current study,
make it easy to implement. It is thus suitable for use in
research, where open software is often preferred to foster
reproducibility [7]. So far, only frequency-independent
reflection factors β were considered, but an extension
to frequency-dependent and even complex-valued factors
can be achieved by evaluating Eq. (8) at diﬀerent frequen-
cies. As a consequence, the influence of the reflections
could be considered by means of an impulse response
A(t − τ(u, l),u, l) with a phase behaviour according to
the complex β values, or an artificial minimum/linear
phase. For the case of complex values, Aretz et al. [8]
showed that the physically correct modal behaviour of a
moderately damped, rectangular room can be computed
with the image source model up to one octave above
the Schro¨der frequency. So far, air attenuation is not
included in Eq. (8), but could be considered following
ISO 9613-1 [9].
The purely specular reflections produced by the im-
age source model become physically incorrect with in-
creasing image source order. For this reason, the image
source model is commonly used for calculating early re-
flections only, and is combined with a stochastic model
for the late reverberation [1, 5]. Three examples for such
hybrid rectangular room models are McRoomSim [10],
RAZR [11], and TASCAR [12], that are intended to pro-
vide acoustic simulations for spherical microphone array
development and research in hearing aid design. RAZR
and TASCAR employ feedback delay networks to model
the late reverberation and do not include the source di-
rectivity. McRoomSim uses diﬀuse rain for late reverber-
ation and is capable of simulating the source directivity,
however, this is done by the computationally more de-
manding backwards-tracing of the image source reflection
paths.
Appendix
The digital appendix contains a detailed re-formulation
of the derivation of the closed-form image source model
for rectangular rooms according to [2, Appendix A], and
auralizations using an omnidirectional and a directional
source that can be compared against a measured counter-
part [3]. The auralizations were obtained with the sug-
gested image source model in combination with a stochas-
tic reverb based on decaying noise [13]. The model is part
of AKtools, and intended for educational purposes [14].
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