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Korean Part-of-Speech Tagging Based on Syllables
Using Machine Learning Methods
Kil-Ho Jeon
Department of Computer Engineering, 
Graduate School of Korea Maritime University
Abstract
Korean morphological analysis and part-of-speech (POS) tagging are 
more complex as compared to those for languages like English because 
Korean is agglutinative. In general, Korean POS taggers have, as a 
part of preprocessors, Korean morphological analyzers, which use very 
much knowledge like dictionary, but still have problems on unknown 
words and ambiguity. To alleviate the problems, a Korean POS tagger 
without a Korean morphological analyzer had proposed using machine 
learning techniques. The POS tagger has two problems : One is not to 
be able to segment compound nouns and the other one is not to be 
able to correctly recover root (or stem) forms from surface forms of 
words because of ambiguity in root form recovering rules. To solve 
the former problem, we propose a new syllable coding scheme for 
representing morphemes using machine learning methods like condition 
random fields (CRFs). Basically we use the BIO (Beginning, the Inside 
and Outside) coding scheme and additionally employ the special tag 
‘sp’ for white spaces used between words. We also propose the new 
method for recovering root forms  using machine learning techniques 
like Naïve Bayes models in order to solve the latter problem.
In this thesis, we propose the Korean POS tagging system with the 
two solutions. The proposed system consists of three modules. The 
v
first module is the syllable tagger that segments words into 
morphemes and assigns BIO-tags coded for morphemes to syllables, 
the second module is the root form recoverer that recoveries the root 
forms of surface morphemes, and the final module is the POS 
recoverer that assigns POS tags to morphemes. 
The proposed system has demonstrated the -score of 97.5% for 
the ETRI tree-tagged corpus. Thus it can be decided that the 
proposed system is more effective than other existing Korean POS 
taggers using machine learning methods to handle the compound nouns 
and root form recovery. 
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제 1 장  서  론
인터넷의 급속한 발전으로 각종 포털 사이트의 게시판, 카페, 동호회, 블로그 
등에는 수많은 문서가 생성되고 있다. 예를 들어 개인 블로그에는 관심분야에 따
른 수많은 정보들이 게시되고 있고, 각종 동호회 게시판에는 동호회의 목적과 관
련된 수많은 정보 등이 매일 게시되고 있다. 이렇게 많은 문서들은 분석과 분류
를 통해 보다 많은 사람들에게 중요한 정보로 활용될 수 있고, 이러한 이유로 문
서의 분석 및 분류와 같은 정보처리의 필요성이 대두되고 있다. 이러한 필요성에 
따라 많은 학자들이 문서를 보다 정확하게 분석하고 분류하기 위한 방법들을 연
구하고 제안하며 실제로 사용되고 있다(Manning et al., 2010). 이러한 수많은 
방법들 중에서 형태소 분석 및 품사 부착은 문서를 분석하고 분류하여 정보로 활
용하기 위한 여러 방법들의 공통된 최하위 단계에 속한다. 
형태소 분석이란 입력된 문서에 대해 형태소의 변형과 분리 경계를 결정하는 
문제를 처리하는 과정으로 언어적 특성에 맞게 구현된다(Dale, et al., 2000). 특
히 한국어는 내용어와 기능어의 결합으로 다양한 형태의 변형이 발생된다(서정
수, 1996). 이러한 이유로 한국어 형태소 분석기는 영어와 같은 외국어 형태소 
분석기 보다 복잡한 구조를 가지고 있다1). 이렇게 복잡한 구조의 형태소 분석기
를 설계하고 구현하기 위해서는 복잡한 지식과 방대한 사전정보가 요구된다(김
재훈, 이공주, 2003). 뿐만 아니라 매우 까다로운 구현과정을 거치기 때문에 유
지보수를 한다는 것은 형태소 분석기를 구현하는 것만큼 어려운 것이 현실이다. 
그러나 일부 정보검색 시스템은 주어진 문장에서 명사만 추출하여 색인하는데 
응용분야에 따라서는 모든 종류의 형태소 분석결과를 필요로 하지 않는다. 또한 
품사부착은 형태소 분석에서 발생된 여러 분석 결과를 주어진 문장에 가장 적합
한 분석을 선택하여 여러 응용분야에 사용된다.
이러한 문제들을 해결하국어 품사를기 위해 음절단위로 한 부착한 연구(심광
섭, 2011)가 있으나 복합명사를 분석하기 어려우며 규칙을 사용하기 때문에 규
칙의 모호성 문제가 존재한다. 
1) 용언에 대한 형태소 분석은 활용 처리, 불규칙 처리, 음운현상 처리 등 매우 복잡한 과정을
포함하고 있다.
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본 논문에서는 이와 같은 문제를 해결하고자 기계학습 기법을 이용한 음절기반 
품사 부착 방법을 제안한다. 이 방법은 언어처리 시스템이나 대량의 사전정보를 
이용하여 형태소 분석을 하지 않고 기계학습 도구를 이용하여 음절단위로 품사 
부착이 가능한 학습모델을 생성하여 입력된 문장을 음절단위로 음절품사를 부착
하고 어절경계를 표시하여 복합명사의 분석이 가능하다. 음절품사가 부착된 문장
은 음절 복원기를 통해 음절의 원형 복원 결과를 얻는다. 음절을 복원하는 과정
에서 발생하는 모호성 문제는 Naïve Bayes 분류기를 이용해서 해결한다. 본 논문
에서 제안하는 형태소 분석 및 품사부착은 기계학습 기법을 이용하고 있으며, 구
현이 쉽고 간단하기 때문에 단기간 내에 구현할 수 있으며, 복잡한 구조를 가진 
기타 품사 부착기와 비슷한 수준의 성능을 가지고 있다.
본 논문의 구성은 다음과 같다. 2장에서 기존의 형태소 분석 및 품사 부착 방
법들과 음절기반 언어 처리 방법들에 대해 살펴보고, 3장에서 기계학습에 필요한 
학습말뭉치의 가공방법에 대해 살펴본다. 4장에서 기계학습을 이용한 음절 기반 
형태소 분석에 대해 논하며 5장에서는 본 논문에서 제안한 방법으로 구현한 시
스템의 성능을 평가한다. 마지막으로 6장에서 결론을 맺고 앞으로의 연구 방향을 
제시한다.
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제 2 장  관련연구
본 장에서는 본 논문에서 제안하는 품사 부착 방법에 대해 논하기에 앞서 기존 
형태소 분석기 및 품사 부착 방법, 음절을 이용한 언어처리 방법 등에 대해 간단
히 소개한다. 그리고 기존의 음절 기반 품사 부착 방법 및 그 문제점에 대해서 살
펴본다.  
2.1. 형태소 분석 및 품사 부착
형태소란 의미를 가진 가장 작은 언어의 단위를 말한다(서정주, 1996). 형태소 
분석이란 문장에 포함된 형태소를 찾아내는 과정이며 형태소 분리 및 복원과 같
은 복잡한 과정이 포함되어 있다. 품사부착은 형태소 분석과정에서 발생된 여러
가지 분석에서 가장 적합한 분석을 선택하는 과정이며, 이후 구묶음, 구문구조 분
석 등을 수행하므로 형태소 분석 및 품사부착은 언어처리에 있어서 기초 단계이
다. 
<표 2.1>은 한국어 형태소 분석 및 품사부착과정의 예이다. 입력문장은 형태소 
단위로 분리되고 형태소의 원형을 복원한 다음, 적용 품사를 분석하여 형태소 분
석을 완료하고 품사부착을 통해 가장 적절한 품사를 결정하는 것으로 품사부착을 
완료한다.
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구  분 분석의 예
입 력 문 장 : 아름다운 추억상자를 냈다고 해도 된다.
형 태 소  분 리  : 아름다 / 운 / 추억 / 상자 / 를 / 냈 / 다고 / 해 / 도 / 된 / 다 / .
형태소 원형 분석 : 아름답 / ᄂ / 추억 / 상자 / 를 / 내 / 었 / 다고 / 하 / 어도 / 되 / ᄂ다 / .
형태소 품사 분석 : 아름답 / 형용사 + ᄂ / 전성어미
추억 / 명사 + 상자 / 명사 + 를 / 조사
내 / 동사 + 었 / 선어말어미 + 다고 / 연결어미
하 / 동사 + 어도 / 연결어미
되 / 동사 + ᄂ다 / 연결어미 + . / 문장부호
되 / 형용사 + ᄂ다 / 종결어미 + . / 문장부호
품 사 부 착 : 아름답 / 형용사 + ᄂ / 전성어미
추억 / 명사 + 상자 / 명사 + 를 / 조사
내 / 동사 + 었 / 선어말어미 + 다고 / 연결어미
하 / 동사 + 어도 / 연결어미
되 / 동사 + ᄂ다 / 종결어미 + . / 문장부호
<표 2.1> 한국어 형태소 분석 및 품사부착과정의 예
2.2. 한국어 형태소 분석 방법
형태소 분석은 한국어의 여러 특성을 고려하여 연구되고 있으며 여러 가지 방
법(Two-level 형태론(Koskenniemi et al., 1983), Head-Tail 구분법(최형
석, 이주근, 1984), Tabular parsing 방법(김성용 외, 1987), 최장일치법과 최
단일치법, 기계학습 기법 등)이 있다. 
Two-level 형태론은 1983년 핀란드의 K. Koskenniemi가 형태소의 철자변
화를 처리하기 위해 처음 제안한 일반적인 형태소 분석 및 생성 방법으로 사전 
표현(lexical representation)과 표층표현(surface representation)을 사용해 
형태소 분석을 하는 방법이다(Koskenniemi et al., 1983; Kim et al., 1999). 
Head-Tail 구분법은 단어를 어근(head)과 문법형태소(tail)로 분리하여 분석
하는 방법이다. 한국어 처리 분야에 Head-Tail 구분법을 적용하면 인식의 모호
성을 이유로 역 탐색 현상이 발생하고 효율이 떨어진다. 또한 모호성이 존재하는 
분리점은 분리 가능한 모든 정보를 출력해야 하고, ‘사랑면서’와 같은 오류 어절
은 오류로 인식해야 하는 문제점이 발생한다(Kwon et al., 1994; 이근용 외, 
2004). 이를 모두 해결하는 시스템을 제작하기 위해서는 고도의 기술과 많은 시
간이 필요하다. 
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Tabular Parsing 방법은 상향식 구문분석법(bottom-up parsing) 방식을 따
르는 형태소 분석 방법으로 입력 어절에 대해 가능한 모든 형태소 열을 계산하는 
과정에서 중복계산을 줄이기 위해 Tabular Parsing 방법을 이용한다(김성용 외, 
1987). 이는 앞서 언급한 Head-Tail 구분법과 마찬가지로 접속검사를 하기 때
문에 접속검사표를 구성해야 하는 단점이 있지만 정확도가 높은 장점을 가지고 
있다. 
최장일치법은 가능한 모든 형태소로 분리한 형태소의 집합에서 가장 긴 형태소
를 우선적으로 선택하는 방법을 말한다. (최재혁, 이상조, 1993)에서는 조어사전
을 이용한 양방향 최장일치법을 사용하여 형태소 분석기 제작방법을 제안하였으
며, (이기오 외, 1996)에서는 '먹어 보았다'와 같이 동사가 결합된 경우 인식하
지 못하는 기존 최장일치법의 단점을 없앤 확장된 최장일치법을 제안하고 있다. 
여기서는 파서(parser)를 사용하여 정확한 형태소 분석결과를 생성할 수 있도록 
하고 있다. 최단일치법은 최장일치법과 반대로 가장 짧은 형태소를 우선적으로 
선택하는 방법으로 기본적인 의도는 어절을 분석하는 과정에서 문법적인 형태소
를 발견하면 더 이상 분석하는 과정을 하지 않고 올바른 형태소로 간주하자는 것
이다(조영환 외, 1990). 이는 어절 내의 오류를 발견하기 위해서 하나의 어절에 
대해 단지 형태론적인 분석으로도 족하기 때문이다. 
기계학습 기법은 학습말뭉치의 문맥 정보, 품사 정보 등을 이용하여 입력된 형
태소를 분석하는 기법으로 말뭉치로부터 정보를 추출하여 저장한 학습모델을 필
요로 한다. 기계학습 기법은 본 논문과 밀접한 관련이 있으므로 2.5절에서 자세
히 살펴본다.
2.3. 한국어 품사 부착 방법
한국어 품사 부착 방법은 크게 통계 기반 접근 방법, 규칙기반 접근 방법 등으
로 구분할 수 있다(임해창 외, 1996). 통계기반 접근 방법은 말뭉치를 분석하고 
확률정보를 추출하여 이용하는 방법이고, 규칙기반 접근 방법은 한국어에 적용되
는 공통된 원리나 결정적인 규칙을 이용하는 방법이다.
통계 기반 접근 방법에는 어절 단위로 품사를 부착하는 모델과 형태소 단위로 
품사를 부착하는 모델이 있다. 어절 단위 품사 부착 방법은 어절 열이 주어졌을 
때 확률이 가장 높은 어절의 태그 열을 구하는 것이고 형태소 단위 품사 부착 방
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법은 어절 단위 품사 부착 방법과 동일하게 어절 열이 주어졌을 때 확률이 가장 
높은 형태소 열과 그에 대응하는 품사 열을 구하는 것이다. 확률값은 HMM모델, 
Tri-gram에 기반한 상태 전이 확률 등을 사용한다(김재훈, 1996). 
규칙 기반 접근 방법은 한국어에 적용되는 공통된 원리나 결정적인 규칙을 적
용하여 품사를 부착하는 방법인데 일관성 있고 예외가 없는 규칙을 찾는 것이 쉽
지 않다. 규칙을 사용한 품사 부착 방법으로는 한국어의 변형규칙을 이용한 품사
부착(임희석 외, 1997) 등이 있다. 이 시스템들은 여러 종류의 기능어 사전을 참
조하고 예외단어와 접미어, 특수기호 등을 처리하여 품사부착 규칙을 적용하는 
방법이다. 
2.4. 음절정보를 이용한 언어처리
음절 정보를 이용한 언어처리 방법은 단어 분리, 형태소 분석기 등 그 종류가 
매우 다양하며 어절 정보를 이용한 대부분의 언어처리 방법에 필요한 형태소 분
석 단계를 생략할 수 있는 장점이 있다.
2.4.1. 단어 분리 및 범주 결정
(김재훈, 이공주, 2003)에서는 형태소 분석기, 품사 부착 시스템, 대량의 사전
정보 등을 이용하지 않고 사례기반 학습을 통해 단어를 분리하고, 분리된 단어의 
범주를 결정하는 방법을 제안하고 있으며 크게 말뭉치 구축과정과 학습 및 분류 
과정으로 구성되어 있다. 
말뭉치 구축 과정은 정답 정보를 포함하는 말뭉치를 구축하기 위해서 품사 부
착 말뭉치로부터 음절 기반 단어 분리 말뭉치를 구축하는데 품사 부착 말뭉치에
는 어절에 대한 올바른 형태소 분석 결과가 포함되어 있기 때문이다. 이 과정에
서 구축된 말뭉치는 차후 시스템에서 사용하는 지도학습의 정답으로 이용된다. 
학습 과정에서는 앞서 구축한 음절 기반 단어 분리 말뭉치로부터 자질을 추출
하고 자질집합을 이용해서 학습을 수행한다. 여기서 사용된 사례기반 학습은 유
사도기반 혹은 예제기반 학습이라고도 불리며 지도학습(supervised learning) 
방법의 일종이다. 시스템의 구성은 품사 부착 말뭉치로부터 음절기반 단어 분리 
말뭉치를 구축하는 음절기반 단어분리 말뭉치 구축 단계, 학습모델을 생성하는 
학습과정 단계, 생성된 모델과 분류기를 이용해서 일반문장을 음절기반으로 단어 
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분리하는 분류 단계로 구성되어 있다.
2.4.2. 한국어 품사 부착
위에서 언급한 사례기반 단어 분리 및 범주결정 문제 해결 방법을 확장하여 형
태소 단위 품사태깅을 한 연구도 있다(심광섭, 2011). 여기서는 기계학습을 통
해 모델을 생성하고 입력된 문장에 대해 음절단위로 품사를 부착한다. 음절별로 
품사가 부착된 문장은 동일한 품사가 연속된 음절들을 묶고 하나의 품사를 부착
하여 형태소 단위로 품사가 부착된 문장으로 변형시킨다. <표 2.2>는 입력된 문
장에 대해 음절단위로 품사부착을 하고 형태소 단위로 품사가 부착된 문장으로 




입력문장 아름다운 추억상자를 냈다고 해도 된다
음절단위 품사 부착
아/AJ + 름/AJ + 답/AJ + ᄂ/EM
추/NN + 억/NN + 상/NN + 자/NN + 를/JO
내/VV + 었/EP + 다/EM + 고/EM
하/VV + 어/EM + 도/EM 
되/VV + ᄂ/EM + 다/EM
음절단위 품사 부착으로부터
형태소 단위 품사 부착
아름답/AJ + ᄂ/EM
추억/NN + 상자/NN + 를/JO
내/VV + 었/EP + 다고/EM
하/VV + 어도/EM
되/VV + ᄂ다/EM
<표 2.2> 음절단위 품사부착으로부터 형태소 단위 품사부착 과정
2.4.3. 복합명사 분해
한국어는 명사를 연속하여 사용하는 것으로 복합명사를 만들 수 있다. 이러한 
복합명사는 사람과 사람 사이에서 별 문제가 되지 않지만 정보검색 시스템이나 
기계번역 시스템과 같은 한국어 정보처리 시스템에서는 심각한 인식오류 문제를 
야기시킨다(심광섭, 1997). 이를 해결하기 위해 조합이 가능한 모든 복합명사를 
사전에 수록하는 방법이 있으나 조합이 가능한 복합명사의 수가 너무 많기 때문
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에 이 방법은 사실상 불가능하다. 
(박성배, 장병탁, 2003)는 음절 정보를 이용하여 복합명사를 분해하는 방법을 
제안하고 있는데 I-REP(Incremental Reduced Error Pruning) 알고리즘
(Furnkranz et al., 1994)에 기초하여 성능을 개선시킨 GECORAM 
(GEneralized Combination of Rule-based learning And Memory-based 
learning) 알고리즘을 개발하여 사용하고 있다. 
2.5. CRF를 이용한 한국어 품사 부착
기계학습을 이용한 기존 형태소 분석 방법은 그 종류가 매우 다양하나 본 절에
서는 2.4.2절에서 언급했던 기계학습을 이용한 음절기반의 한국어 품사 태깅 방
법(심광섭, 2011)에 대해 살펴보고 이 시스템의 문제점 및 개선점에 대해 논하
도록 한다.
이 시스템은 먼저 음절 단위로 음절품사를 부착한 뒤, 형태소를 복원하여 품사
를 부착하는 방법이다. 이는 어절 단위로 품사부착을 할 때 나타나는 자료 부족
문제를 해결하기 위한 방법으로 시스템 구조는 <그림 2.1>과 같다.
                                   문장입력
                                          ↓
                                    음절품사     학  습    →            →                  CRF 모델        부착기
    ↓
                                          ↓
                               음절단위 품사부착 결과학습데이터
    ↓                                     ↓
     변  환                  원형복원                  형태소 구성
                       사전    ↓
                                          ↓
    말 뭉 치                  어절 단위 품사부착 완료
<그림 2.1> CRF를 이용한 음절기반 품사부착 시스템
문장 입력 단계에서 입력된 문장은 공백을 제거하되, <그림 2.2>와 같이 어절
의 시작을 B, 중간과 끝은 I로 표시하여 어절경계를 표시하고, 음절 단위로 분리
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하여 미리 생성된 CRF 모델에 적용한다. CRF 모델에서는 음절단위로 입력된 문
장에 음절품사를 부착하여 음절품사가 부착된 문장을 출력한다. 출력된 문장은 
규칙을 이용하여 어절의 복원 및 음절의 원형을 복원하여 최종 형태소 집합을 구
성한다.
2.5.1. 음절품사 부착기
이 시스템에서 음절품사 부착기는 학습말뭉치로부터 정보를 학습한 학습모델
을 사용하여 입력된 문장에 음절단위로 음절품사를 부착하는 역할을 한다2). 학
습말뭉치 제작 과정은 <그림 2.3>과 같이 어절과 어절에 대한 품사 태깅 결과가 
일대일로 대응되어 있는데 이 두 부분을 음절 단위로 비교하면서 어절을 구성하
는 각 음절에 적절한 태그를 부여하는 방식으로 제작된다. 































































<그림 2.2> 학습말뭉치 제작과정 1 
2) 품사부착에 사용된 NN, JO, EM, VV, AJ는 각각 명사, 조사, 어미, 동사, 형용사를 의미한다.
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(가)
추 억 상 자 를 추억/NN+상자/NN+를/JO
(나)
아 름 다 운 아름답/AJ+은/EM
된 다 되/VV+ᄂ다/EM
<그림 2.3> 학습말뭉치 제작과정 2
이 때 <그림 2.3> 의 (가)의 분석결과와 같이 두 부분의 음절이 일치하는 경우
에는 쉽게 변환이 가능하지만 (나)의 분석결과와 같이 음절이 일치하지 않는 경
우도 존재한다. 이 경우에는 한국어의 형태론적 특성을 고려하여 처리한다. 이 예
에서는 ‘ᄇ불규칙’ 용언이 ‘ᄂ(은)’, ‘ᄅ(을)’, ‘ᄆ(음)’ 등으로 시작하는 어미 앞에
서 ‘ᄇ’이 탈락하고 ‘ᄂ(은)’, ‘ᄅ(을)’, ‘ᄆ(음)’은 각각 ‘운’, ‘울’, ‘움’으로 변한다
는 특성을 고려하여 ‘다’는 ‘답’과 대응하는 것으로 간주하고 ‘아름답’에 부착되어 
있는 품사 ‘AJ’를 부여했으며, ‘운’은 ‘은’에 대응되는 것으로 보고 품사 ‘EM’을 
부여했다. 또한 ‘된다’ 에서 ‘된’의 오른쪽에 나오는 음절 ‘다’는 부착 결과 ‘ᄂ다’
의 ‘다’와 일치하므로 ‘된’은 ‘되ᄂ’과 대응되는 것으로 판단하여 ‘된’에 대해서는 
‘VVEM’이라는 복합태그를 부여한다. 일반적으로 모음으로 끝나는 용언 어간에 
“ᄂ, ᄅ, ᄆ, ᄇ, ᄊ, 아/어” 등이 결합된 경우에는 복합태그가 부여된다. <표 
2.3>은 품사부착 중 복합태그가 부여된 경우의 예이고 ‘B’, ‘I’는 어절의 경계를 
표시하는 것으로 ‘B’는 음절의 시작을 뜻하고, ‘I’는 중간과 끝을 의미한다. 이는 
차후 음절을 어절로 복원하는 단계에서 경계를 구분하는 용도로 사용된다.
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어절 품사부착 결과 음절 어절경계 품사






냈 내/VV + 었/EM 냈 B VVEM









해 하/VV + 어/EM 해 B VVEM
<표 2.3> 품사부착 중 복합태그의 예
2.5.2. 규칙을 이용한 원형복원
음절품사가 부착된 문장은 사전에 정의한 규칙을 이용해 복합태그를 단순태그
로 변경하고 동일한 품사를 가지는 연속된 음절을 하나의 어절로 묶어서 어절복
원을 한다. 뿐만 아니라 형태론적으로 변형된 음절의 원형을 복원한다. 
복합태그를 단순태그로 분리하는 방법은 음절을 “ᄂ, ᄅ, ᄆ, ᄇ, ᄊ, 아/어” 등
을 제거한 음절과 “ᄂ, ᄅ, ᄆ, ᄇ, ᄊ, 아/어” 등이 포함된 음절로 분리하여 복합
태그를 둘로 나눠 첫 번째 품사는 첫음절에 부착하고 두 번째 품사는 두 번째 음
절에 부착하여 단순태그로 분리한다. 예를 들어 “했/SVEP → 하/SV + 었/EP”과 
같이 복합품사 ‘SVEP’를 가진 ‘했’ 음절을 “ᄂ, ᄅ, ᄆ, ᄇ, ᄊ, 아/어” 등을 제거
한 ‘하’ 와 “ᄂ, ᄅ, ᄆ, ᄇ, ᄊ, 아/어”가 포함된 ‘었’으로 나누고 복합품사 ‘SVEP’
를 ‘SV’와 ‘EP’로 나누어 각각 음절에 부착한다.
음절을 어절로 복원하는 방법 또한 규칙을 이용하는데  <그림 2.4>과 같이 동






































<그림 2.4> 어절 복원
그러나 이 방법은 음절이 형태론적으로 변한 경우에는 적용할 수 없는 문제가 
있다. 이를 해결하기 위해 원형복원 사전을 이용한다. 원형복원 사전은 품사 부착 
말뭉치에서 학습데이터를 제작할 때 어절과 어절에 대한 품사 부착 결과의 어절
이 다른 경우 해당 음절이 포함된 형태소와 여기에 포함된 음절과 대응되는 음절
열을 어절 부분에서 찾아 원형 복원 사전에 저장하는 방법으로 제작한다. 원형복
원 사전은 <그림 2.5>와 같이 콜론(:) 왼쪽에는 탐색키가 위치하고 오른쪽에는 
탐색키에 포함된 변형된 형태소를 대체할 원형 형태소가 위치한다.




:         아름답
:         듣
:         ᄂ
<그림 2.5> 원형복원 사전의 예 
원형 복원 사전을 이용하여 품사부착 및 어절복원 결과 “아름다/AJ + 운/VV 
추억상자/NN + 를/EM”의 원형을 복원하면 “아름답/AJ + ᄂ/VV 추억상자/NN
+ ᄂ/EM”과 같은 품사부착 결과를 얻을 수 있다. 
2.5.3. 시스템의 문제점
이 시스템에는 두 가지 문제점이 있다. 먼저 어절 복원 단계에서 동일한 품사를 
가진 음절을 하나의 어절로 간주하는 규칙으로 어절복원을 하게 되면 복합명사를 
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구분해 내지 못하는 문제가 생긴다. <그림 2.6>의 (가) 예제 '추억상자를'에서 앞
의 네 음절은 모두 'NN' 품사를 가지고 있기에 ‘추억상자/NN’로 품사부착이 되
지만 실제로 ‘추억상자’는 복합명사이고 ‘추억’ 과 ‘상자’로 분리되어 “추억/NN +
상자/NN”로 분석되는 것이 정확한 분석이다. 
뿐만 아니라 규칙을 이용해 형태론적으로 변형된 음절의 원형을 복원하는 경우 
“들/VV → 듣” 규칙을 <그림 2.6> 의 (나)에 적용하면 문제없이 정상적으로 원
형 복원이 가능하다. 그러나 (다)의 경우 주변 음절 정보를 고려하지 않고 규칙





















추억상자를 추억상자/NN + 를/JO 복합명사오류
→
어절 품사부착 결과 비고
추억상자를 추억/NN + 상자/NN + 를/JO
음절 어절경계 품사
→






















소리를 소리/NN + 를/JO
들어 듣/VV + 어/EM
보다 보/VV + 다/EM
원형복원 사전 비고
들 / VV   :   듣 적용가능
음절 어절경계 품사
→



















책을 책/NN + 을/JO
들어 들/VV + 어/EM 원형복원오류
보다 보/VV + 다/EM
원형복원 사전 비고
들 / VV   :   듣 적용불가
(나)
(다)
<그림 2.6> (심광섭, 2011)에서 제안한 품사부착 시스템의 문제점
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본 논문에서는 형태소의 경계를 표시하는 ‘+’ 기호(형태소 구분자)를 사용하여 
앞서 언급한 복합명사의 형태소 분석 불가 문제를 해결한다. 형태소가 분리되는 
음절의 품사는 품사 뒤에 ‘+’ 기호를 사용하여 차후 음절을 어절단위로 복원하는 
경우 정확한 구분이 될 수 있도록 하였다. 또 Naïve Bayes 분류기를 사용하여 형
태소의 원형을 복원하는 과정에서 해당 전후의 문맥정보를 고려하지 않고 규칙만
을 사용해서 발생하는 모호성 문제를 해결하였다. 이와 관련된 내용은 4장에서 
자세히 설명한다.
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제 3 장  학습말뭉치의 구성 및 가공
본 장에서는 기계학습에 필요한 학습말뭉치에 대해 살펴보고 말뭉치의 가공에 
필요한 여러 알고리즘 등의 방법에 대해 기술한다. <그림 3.1>은 원시말뭉치로
부터 음절품사 부착 학습말뭉치, 음절 복원 학습말뭉치, 품사 복원 학습말뭉치를 
생성하는 과정이다.
   
                      원시말뭉치
                         ↓
                       품사부착
                     말뭉치 추출
                         ↓
                      학습말뭉치  
               ↙     ↓     ↘
 음절품사 부착       음절 복원         품사 복원
  학습말뭉치        학습말뭉치       학습말뭉치 
<그림 3.1> 학습말뭉치의 생성 과정
3.1. 품사 태그 집합
본 시스템에 사용된 말뭉치(김재훈 외, 2005)의 품사태그 수는 총 71개이다. 
그러나 기계학습 모델의 성능을 향상시키기 위해 본 논문에서는 품사태그들을 
26개의 품사태그(음절 품사 13개 + 형태소 경계 13개)로 줄여서 사용한다. 음
절 품사태그는 품사의 종류3)를 13개로 나눈 것이며, 형태소 경계는 음절 품사 
태그와 동일하지만 형태소의 경계에 위치하는 음절 품사 태그로 경계를 구분할 
수 있도록 음절 품사 태그 뒤에 ‘+’기호를 부착하여 사용한다. 자세한 사항은 
<부록 1>에 기재하였다.
3) 명사, 조사, 수사, 용언, 접두/접미사, 동사, 형용사, 관형사, 전성사, 부사, 어미, 기호, 감탄사
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3.2. 학습말뭉치의 구성
본 논문에서는 <그림 3.2>과 같은 ETRI 구문구조 부착말뭉치를 학습말뭉치로 
사용한다. 이 학습말뭉치는 문서번호, 제작자, 수정자, 제작일자 등의 정보(A)와 
함께 원본문장(B)에 대해 형태소 분석 결과(C), 구묶음 분석 결과(D), 구문구조 
분석 결과(E)를 '-'의 열로 구분하고 있다. 말뭉치의 통계치는 <표 3.1>과 같다. 
             ###                       #####       




문장 당 평균 어절 수 21.6
어절 수 2,200,914
어절 당 평균 형태소 수 1.98
총 형태소 수 4,375,332
전체 품사 수 71
<표 3.1> ETRI 구문구조 말뭉치의 통계치
3.3. 학습말뭉치 구축
본 시스템에 사용된 학습말뭉치는 3.2절에서 언급했던 것처럼 여러 종류의 분
석결과를 포함하고 있기 때문에 필요한 분석결과만 추출하는 가공단계가 필요하
다. 본 논문에서 제안하는 시스템은 음절기반의 형태소 분석이므로 형태소 분석 
결과를 사용하여 음절단위로 품사부착이 가능하도록 가공한다.
3.3.1. 어절과 형태소 분석 결과의 정렬
형태소 분석결과로부터 음절 단위로 음절품사를 부착하는 것은 실제 구현에 있
어서 매우 까다로운 구조를 가지고 있다. <그림 3.3>의 (가)와 같이 어절과 해당 
어절이 형태소 단위로 분석된 결과의 형태소열과 일치하는 경우는 순차적으로 어
절의 각 음절에 해당 품사를 부착하면 된다. 그러나 (나)와 같이 어절과 형태소
열이 일치하지 않는 경우에는 음절이 일치하는 부분과 일치하지 않는 부분으로 
구분하여 품사를 부착해야 한다. 
(가)
추 억 상 자 를 추억/NNI+상자/NN+를/JO
(나) 해 도 하/VV+어도/EM
<그림 3.3> 음절단위 품사부착의 예
이를 위해 본 시스템에서는 어절과 형태소열이 일치하지 않는 경우 입력된 어
절과 형태소열을 음절단위로 유사도를 비교하여 높은 유사도를 가진 음절끼리 같
은 음절로 정렬하는 함수 align_syllable()을 제작하여 사용한다. 이 함수는 <그
림 3.4>와 같다. 이 함수에서 유사도 계산은 Levenshtein Distance(Edit 
Distance) 알고리즘(Jurafsky and Martin, 2009)을 사용한다.
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def align_syllable(s1, s2):
  // s1, s2 = 입력 어절
  // 입력예시 : s1 = ‘아름다운’, s2 = ‘아름답ㄴ’  
  // path = s1, s2내 음절의 관계 정보
  
  m = len(s1)  // m = 입력어절 s1의 음절길이
  n = len(s2)  // n = 입력어절 s2의 음절길이
  d = {(i,j): 0 for i in range(m) for j in range(n)}
   // d = 두 음절의 유사도 정보를 저장하는 2차원 배열
  p = {(i,j): (-1, -1) for i in range(m) for j in range(n)}
   // p = 유사도 정보에 따른 경로를 저장하는 2차원 배열
  for i in range(m): d[i, 0] = i
  for j in range(n): d[0, j] = j
  for i in range(1, m): p[i, 0] = (i-1, 0)
  for j in range(1, n): p[0, j] = (0, j-1) 
  for j in range(1,n):
      for i in range(1, m):
          if s1[i] == s2[j]:
              d[i,j] = d[i-1,j-1]
              p[i,j] = (i-1, j-1)
          else:
              replace_dist = 1 - Levenshtein.ratio(s1[i], s2[j])
              delete = d[i-1,j] + 1
              insert = d[i,j-1] + 1
              replace = d[i-1,j-1] + replace_dist
              d[i,j] = min(delete, insert, replace)
              if d[i,j] == replace:  p[i,j] = (i-1, j-1)
              elif d[i,j] == insert: p[i,j] = (i, j-1)
              else: p[i,j] = (i-1, j)
      path = [(m-1, n-1)]
      i, j = m-1, n-1
      while path[-1][0] != 0 and path[-1][1] != 0:
          path.append(p[i,j])
          i, j = p[i,j]
      path.reverse()
  
      for i, j in path: print (s1[i], s2[j])
  return (path)
<그림 3.4> 어절과 형태소 분석 결과의 정렬 알고리즘
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3.3.2. 원시말뭉치의 가공
본 논문에서는 학습말뭉치로 음절품사 부착 학습말뭉치, 음절 복원 학습말뭉
치, 품사 복원 학습말뭉치를 사용한다. 음절품사 부착 학습말뭉치는 음절품사 부
착을 위한 학습말뭉치이고, 음절 복원 학습말뭉치는 음절 복원을 위한 Naïve 
Bayes 분류기에 사용되는 학습말뭉치이다. 품사 복원 학습말뭉치는 원형 품사를 
부착하기 위한 학습말뭉치이다.  <그림 3.5>는 학습말뭉치의 생성 알고리즘이며 
이 알고리즘에 의해 3가지 종류의 학습말뭉치가 생성된다. <그림 3.3>의 (가)와 
같이 어절과 형태소열이 일치하는 경우에는 형태소에 부착된 품사태그를 해당 음
절에 부착하고 (나)와 같이 어절과 형태소열이 일치하지 않는 경우에는 유사도를 
계산하여 유사도가 높은 두 음절을 같은 음절로 간주하고 품사를 부착한다. 
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def make_learning_corpus(W):
  // W = Wi 집합
  // Wi = 어절 P와 P의 형태소 분석 결과(M, T)의 리스트, [P, M, T]
  // M = P의 형태소 분리 결과의 리스트, T = M의 품사정보 리스트
  // C1 = 음절품사 부착 학습말뭉치
  // C2 = 음절 원형 복원 학습말뭉치
  // C3 = 품사 부착 학습 말뭉치
 
  for i = 0 to W.size()
     for j = 0 to W[i].M.size()
        C3.append(W[i].M[j], get_reduced_form(W[i].T[j]), W[i].T[j])
        for k = 0 to W[i].M.size()-1 : 
           t.append(get_reduced_form(W[i].T[j]))    //품사열 저장
        t.append(get_reduced_form(W[i].T[-1])+‘+’) //어절구분자 포함
        m.append(W[i].M[j])                           //형태소열 저장
     S.append(W[i].P, m, t)
     S.append(‘sp’, ‘sp’, ‘SP+’) 
  for i = 0 to S.size()
     p = S[i][0], m = S[i][1], t = S[i][2]
     if p == m
        for j = 0 to p.size()
           if j == p.size()
              C1.append(p[j], t[j], t[j]), C2.append(p[j], t[j], m[j]+)
              break
           C1.append(p[j], t[j], t[j]), C2.append(p[j], t[j], m[j])
     else 
        Lp, Lm = Levenshtein_distance(p, m) // 어절과 형태소열의 음절 정렬
        Lt = t                                  // 복합태그 
        for k = 0 to Lm.size-1
           if Lp[k] == Lp[k+1]
              Lm[k] = Lm[k] + Lm[k+1]
              Lt[k] = Lt[k] + Lt[k+1]
              delete(Lp[k+1]), delete(Lm[k+1]), delete(Lt[k+1])
        for j = 0 to Lp.size()
           if j == p.size()
              C1.append(Lp[j], Lt[j], Lt[j]), C2.append(Lp[j], Lt[j], Lm[j])
              break
           C1.append(Lp[j], Lt[j], Lt[j]), C2.append(Lp[j], Lt[j], Lm[j])
  return (C1, C2, C3)
<그림 3.5> 학습말뭉치의 생성 알고리즘 
알고리즘의 11번째 줄에 위치한 get_reduced_form() 함수는 품사의 원형을 
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입력 받아 축약된 품사를 반환하는 함수이다. 본 논문에서는 학습모델의 성능 향
상을 위해 축약된 품사를 사용하는데 이와 관련된 사항은 본 논문의 3.1절에서 
기술하였다. 음절품사 부착에 사용되는 학습말뭉치 C1은 <표 3.2>와 같은 품사 
부착결과에서 형태소를 음절단위로 분리하고 분석된 품사를 분리된 음절에 부착
하여 학습말뭉치를 생성한다. 한 어절에 대한 분석이 끝나면 ‘sp’기호를 사용하여 
어절을 구분하고, 하나의 음절처럼 취급한다. 또한 형태소 경계 구분자 ‘+’를 사
용하는데 이는 차후 형태소의 경계를 구분하는 역할을 하며 복합명사를 처리하는 
중요한 구분자로 사용한다. <표 3.3>은 음절품사 부착 학습말뭉치의 예이며, 음
절정보와 축약된 품사정보를 포함하고 정답 또한 품사정보를 사용한다. 







추억/NNI + 상자/NNI + 를/FSD
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되/VBB + ᄂ다/EEA











































<표 3.3> 음절품사 부착 학습말뭉치의 예
음절 복원에 사용되는 학습말뭉치 C2 생성결과의 예는 <표 3.4>과 같고 C1 학
습말뭉치를 생성할 때 자질정보는 음절과 품사를 사용한다. 대신 정답에 대한 정
보는 <표 3.2>와 같은 형태소 분석결과에서 음절의 원형 정보를 추출하여 생성































































<표 3.4> 음절 복원 학습말뭉치의 예
마지막으로 품사 복원 학습말뭉치 C3는 품사의 원형을 결정하는 모델의 학습
말뭉치 이다. 이 말뭉치는 <표 3.5>와 같이 형태소와 축약된 품사정보를 자질로 
사용하고 있으며, 품사의 원형을 정답으로 사용한다. 이 말뭉치에서는 형태소 경



















































<표 3.5> 품사 복원 학습말뭉치의 예
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제 4 장  기계학습을 이용한 음절기반 품사부착
본 논문은 기계학습을 이용한 음절기반 품사 부착 방법을 제안한다. 제안하는 
시스템의 구조는 <그림 4.1>과 같다. 입력된 원시문장은 품사부착기에서 음절단
위로 분리하고 기계학습을 통해 생성한 학습모델을 이용하여 음절단위로 품사가 
부착된다. 음절단위로 품사가 부착된 문장은 형태론적으로 변형된 형태소의 원형
을 Naïve Bayes 분류기를 이용해 음절의 원형을 복원한다. 그리고 음절의 원형이 
복원된 문장은 형태소 복원 알고리즘을 이용해 형태소 단위로 복원하고 기계학습 
시스템의 성능 향상을 위해 축약했던 품사의 원형을 복원하기 위해 품사 복원기
를 사용한다. 품사 복원기는 기계학습으로 생성한 학습모델을 이용하여 품사의 
원형을 복원한다.
     원시문장
         ↓
      음절품사              
                     ←   음절품사부착       부착기
                          CRF 모델 
         ↓
    음절 복원기                 ←  음절복원
      (Naïve Bayes 분류기)
                                                              NB 모델
         ↓
   형태소 복원기
         ↓
    품사 복원기                                   품사복원                     ←
                           CRF 모델
         ↓
      품사부착
        결과 
<그림 4.1> 본 논문에서 제안한 음절기반 품사 부착 시스템의 흐름도
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4.1. 음절품사 부착기
음절품사 부착기는 기계학습 모델을 이용하여 입력된 음절에 대한 품사를 결정
하는 기능을 수행한다. 음절품사 부착기에 사용되는 기계학습 모델을 생성하기 
위해서는 학습말뭉치가 필요하고 생성된 학습말뭉치는 자질추출 및 기계학습을 
통해 학습모델을 생성한다. <그림 4.2>는 음절품사 부착기의 학습모델 생성 과
정을 보여준다.
  음절품사            자질추출 및
             →             → 음절품사 부착                                              부착 학습말뭉치 CRF모델 학습                                     CRF 모델
<그림 4.2> 음절품사 부착기의 학습모델 생성 과정 
4.1.1. 음절품사 부착 학습말뭉치의 자질추출
기계학습 모델은 학습말뭉치로부터 정보를 학습하여 생성하는데 학습말뭉치의 
어떤 정보를 학습할 것인지 정의(자질 추출)해야 한다. 이 기계학습 모델(음절품
사 부착기)은 총 7가지( ,  , , , ,  , )의 자
질을 사용한다. 여기서  는 음절정보를 의미하고 는 현재 음절의 위치, ±는 
전후 위치를 의미한다. <표 3.3>에서 음절품사에 대한 자질추출의 예는 <표 
4.1>과 같다. 
            
름 다 운 sp 추 운다 운sp
다 운 sp 추 억 sp운 sp추
운 sp 추 억 상 추sp 추억
<표 4.1> 음절품사 부착 학습말뭉치의 자질추출 예
4.1.2. 기계학습 모델
음절품사 부착기의 기계학습 모델은 CRF++(Ver. 0.64)4)를 사용하여 생성한
4) http://crfpp.sourceforge.net
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다.  이 학습도구는 품사부착 문제에 있어서 우수한 성능을 보인 연구결과(Sha 
et al., 2003)가 있는 CRFs(Conditional Random Fields) 모델을 기반으로 동
작하며 앞서 생성한 학습말뭉치와 자질집합을 이용한다. 
4.2. 음절 복원기
음절 복원기는 한국어의 형태론적 변형에 의해 음절이 변형된 경우, 그 음절의 
원형을 복원하는 기능을 수행한다. 예를 들어 ‘아름다운’ 은 “아름답+ᄂ” 으로 
분석되고 ‘다’, ‘운’의 원형인 ‘답’, ‘ᄂ’을 찾아서 복원하는 것이다. 본 논문에서는 
형태소에 포함된 음절의 원형을 복원하기 위해 Naïve Bayes 분류기를 사용한다. 
Naïve Bayes 분류기는 베이즈 정리에 기초하고 속성들 간의 독립성을 가정한 
확률모델(Manning et al., 2007)이다. 이 방법은 매우 단순한 방법이지만 자연
어처리 분야에서 널리 알려진 전통적인 중의성 해소 방법이다. 
Naïve Bayes 분류기의 분류식은 (식 4.1)과 같고 자질값이 주어졌을 때 가장 
높은 값을 가지는  를 정답으로 결정한다. <그림 4.3>은 Naïve Bayes 분류기의 
계산방법을 표현하였으며 (A)는 결정 가능한 정답후보 집합으로 가장 높은 값을 
가지는  를 선택한다. (B)는 자질을 의미하며, 그 속성은 (C)에서 예로 표현하
였다5). 각 자질이 출현했을 때 결정 가능한 후보 정답 중 가장 높은 확률을 가지
는 를 선택하는 것이 Naïve Bayes 분류기의 분류 방법이다. 
  arg∈                  (4.1)
5) 는 음절의 받침정보를 의미
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(A)                        
                             (B)
(C) 다    운    sp    V    V    sp   N    ᄂ     운V
<그림 4.3> Naïve Bayes 분류기 
 
Naïve Bayes 분류기는 <표 4.3>과 같이 학습말뭉치를 ARFF6) 입력양식으로 
가공하여 사용한다. ‘#RELATION’은 학습말뭉치의 이름을 의미하고, 
‘#ATTRIBUTE’는 각 자질별 중복을 제거한 자질집합이다. ‘#DATA’는 미리 
정의한 9가지 자질과 정답을 순차적으로 나열한 것이다.
#RELATION Naïve_Features
#ATTRIBUTE W1 {$, 아, 름, 다, 운, sp, 추, 억, 상, 자, 를, 냈, .....}
#ATTRIBUTE W2 {아, 름, 다, 운, sp, 추, 억, 상, 자, 를, 냈, .....}
#ATTRIBUTE W3 {$, 름, 다, 운, sp, 추, 억, 상, 자, 를, 냈, .....}
#ATTRIBUTE T1 {$, V, V+, E+, SP+, N, N+, E, B+E, .....}
#ATTRIBUTE T2 {V, V+, E+, SP+, N, N+, E, B+E, .....}
#ATTRIBUTE T3 {$, V, V+, E+, SP+, N, N+, E, B+E, .....}
#ATTRIBUTE F1 {N, ᄆ, ᄂ, sp, ᄀ, ᄋ, ᄅ, ᄊ, .....}
#ATTRIBUTE F2 {N, ᄆ, ᄂ, sp, ᄀ, ᄋ, ᄅ, ᄊ, .....}
#ATTRIBUTE B {아/V, 름/V, 다/V+, sp/SP+, 추/N, 억/N+, 냈/B+E+, .....}
#ATTRIBUTE C {아, 름, 답, ᄂ, sp, 추, 억, 상, 자, 를, 내+었, .....}
#DATA
$, 아, 름, V, $, V, $, N, 아/V, 아
아, 름, 다, V, V, V+, N, ᄆ, 름/V, 름
름, 다, 운, V, V+, E+, ᄆ, N, 다/V+, 답




<표 4.2> ARFF 입력양식의 학습말뭉치 
6) Atrribute-Relation File Format의 약어
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4.3. 형태소 복원기
형태소 복원기은 음절단위로 품사가 부착된 문장의 음절을 형태소 단위로 복원
하는 기능을 수행한다. (심광섭, 2011)에서는 연속된 품사를 하나의 품사로 바
꾸고 동일한 품사를 가진 연속된 음절을 묶어서 하나의 형태소로 간주하였다. 이 
방법은 복합명사를 정확하게 구분하지 못하는 문제가 있다. 이를 해결하기 위해 
본 논문에서는 형태소 구분자 ‘+’를 사용하였다. 형태소 구분자는 품사열 사이에
서 복합명사를 정확하게 구분할 뿐만 아니라 한 음절 내에 두 개 이상의 품사가 
존재하는 경우에도 이를 정확하게 구분한다. <그림 4.4>는 음절품사가 부착된 
문장을 형태소 단위로 복원하는 알고리즘이다. 이 알고리즘은 현재 음절에 부착
된 음절품사에 형태소 구분자가 없다면 다음 음절은 현재 음절과 같은 어절이라
는 사실을 이용한다. 알고리즘의 입력은 <그림 4.5>의 입력예시와 같이 음절과 
음절품사의 집합으로 이루어져 있고, 출력예시와 같이 ‘+’ 기호가 출현할 때까지
의 음절을 하나의 형태소로 부착하여 출력한다. 
def convert_syllable_to_morph(L)
   // L = (음절 s, 품사 t)의 집합
  // M = (음절열, 품사)의 집합
   for i = 0 to L.size()
      if not ‘+’ in L[i].t
         m.append(L[i].s)
      else
         m.append(L[i].s)
         M.append(m, (L[i].t.pop(‘+’)) )
         m.clear()
   return(M)













<그림 4.5> 형태소 복원 알고리즘의 입출력 예 
4.4. 품사 복원기
품사 복원기는 기계학습 모델의 성능 향상을 위해 축약하여 사용했던 품사의 
원형을 복원하는 단계이다. 축약품사의 정보는 <부록 1>에서 확인 가능하다. 품
사 복원기는 품사부착기와 유사한 기계학습 모델을 사용하며 있으며 기계학습 모
델의 생성은 <그림 4.6>과 같다. 
  품사 복원            자질추출 및
              →              →                                             품사 복원  학습말뭉치          CRF모델 학습        
                                             CRF 모델 
<그림 4.6> 품사 복원기의 학습모델 생성 과정
품사복원 학습말뭉치로부터 기계학습에 필요한 9가지 학습자질  , ,  , 
 , , , ,   ,   을 사용하여 학습 모델을 생성하는데 은 형태
소, 는 품사원형을 의미하고 품사부착기와 동일한 기계학습 도구를 사용한다. 
여기서 생성된 학습모델을 이용해 품사 복원이 완료되고 이 결과는 품사 태깅 결
과로 간주한다. 
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제 5 장  실험 및 평가
본 논문의 학습 및 실험에 사용한 원시 말뭉치는 한국전자통신연구원 ETRI 구
문구조 말뭉치(김재훈 외, 2005)이며 기계학습 도구는 CRF++을 사용한다. 또
한 시스템의 성능은 각 단계별로 오류유형을 분석하고 이 유형에 대한 성능을 분
석하여 차후 연구방향을 모색한다.
5.1. 기계학습 도구
품사부착기의 기계학습 모델은 CRF++(Ver. 0.64)를 사용하여 생성한다.  이 
학습도구는 품사부착 문제에 있어서 우수한 성능을 보인 연구결과가 있는 CRFs 
모델을 기반으로 동작하며 앞서 생성한 학습말뭉치와 자질집합을 이용하여 학습
모델을 생성한다. 학습 모델이 생성되면 이 모델을 이용하여 입력된 문장에 대해 
음절 단위로 품사가 부착된다. <그림 5.1>은 학습도구의 실행화면이다.
<그림 5.1> 기계학습도구 CRF++ 실행화면
5.2. 성능 평가 척도
본 논문의 성능 평가 척도는 <표 5.1>과 같이 정확도(accuracy, Acc), 정확률
(precision, P), 재현율(recall, R), -척도(-score, )를 이용한다. 
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정확도 시스템 결과의 전체 개수
시스템 결과의 정답 개수
×
정확률 시스템 결과의 전체 개수
시스템 결과의 정답 개수
×
재현율말뭉치의 분석정보 전체 개수




<표 5.1> 성능 평가 척도 
5.3. 성능평가
5.3.1. 전체 시스템의 성능 평가
<표 5.2>는 전체 시스템의 성능평가를 나타낸다. 음절품사 부착기의 성능은 정
확률과 재현율이 동일하기 때문에 정확도만 분석하였으며 성능은 97.3%이다. 다
음으로 음절 복원기는 음절복원 실험말뭉치 전체의 성능과 실험말뭉치 중 적용음
절(복합품사 음절과 그 이전 음절)에 대한 성능을 나누어서 평가하였다. 실험말
뭉치 전체 음절수는 900,153 음절 이며 오류음절의 수는 1,499 음절로 성능평
가 결과 정확률 99.8%, 재현율 99.9%,  99.9%의 성능을 보이고 있으나 이는 
적용되지 않는 음절의 수가 94%이상을 차지하기 때문에 정확한 성능평가로 간
주할 수 없다. 이에 더욱 정확한 성능평가를 위해 실제 적용한 52,418 음절에 대
한 성능평가를 하였으며 그 결과 정확률 97.2%, 재현율 98.0%,  97.6%의 성
능을 보였다. 끝으로 품사 복원기의 성능은 정확률 97.4%, 재현율 97.6%,  
























900,573 899,074 ․ 99.8% 99.9% 99.9%
음절 복원
(적용음절)






435,509 424,064 ․ 97.4% 97.6% 97.5%
<표 5.2> 전체 시스템의 성능 평가 
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5.3.2. 각 시스템별 성능 평가
전체 시스템은 <표 5.2>와 같이 97.5%의 성능()을 보이지만 각 단계의 출
력값에는 평균 2.53%의 오류를 가지고 있어 <표 5.2>에 표시한 각 단계의 성능
은 정확한 수치라고 할 수 없다. 이에 보다 정확한 성능 파악을 위해 각 단계의 
입력 값으로 오류가 없는 실험말뭉치를 사용하여 평가를 한다. <표 5.3>은 입력 
값으로 오류가 없는 실험말뭉치를 사용하여 각 단계의 성능을 평가한 결과이다. 
음절품사 부착기는 오류가 없는 일반문장으로 입력으로 사용하기 때문에 성능이 
동일하다. 음절 복원기는 오류가 없는 실험말뭉치를 입력으로 사용한 경우 
98.1%의 정확률과 98.8%의 재현율을 보였으며 98.4%의 을 보인다. 또한 품
사 복원기의 성능에서도 실험말뭉치를 사용한 경우 정확률 98.4%, 재현율 


























900,547 898,604 ․ 99.8% 99.9% 99.9%
음절 복원
(적용음절)







437,042 429,936 ․ 98.4% 98.9% 98.7%
<표 5.3> 각 단계의 시스템 성능 평가 
1) 음절품사 부착기의 성능
음절품사 부착기의 성능은 실험말뭉치의 전체 음절 개수 시스템 결과의 전체 
음절 개수가 동일하여 정확도만 측정하여 성능을 평가한다. 음절품사 부착기의 
성능은 97.3%이다.
2) 음절 복원기의 성능
음절 복원기의 성능은 음절품사 부착 결과가 정확한 실험말뭉치를 음절 복원기
의 입력데이터로 사용한 경우와 품사 부착기의 결과를 음절 복원기의 입력데이터
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를 사용한 경우로 나누어 정확률과 재현율을 평가하였다. 성능평가에 사용된 실
험데이터 861,011 음절(9,827 문장) 중 실제 Naïve Bayes 분류기에 의해 복원
되는 음절은 52,812 음절이다. 이는 형태소의 경계지점에서 음운변화 현상이 일
어나는 점을 고려하였으며, 형태소의 경계지점 중에서도 복합품사7)가 부착된 음
절과 이 음절의 앞 음절에서 음운변화 현상이 나타나기 때문에 복합품사가 부착
된 음절과 이 음절의 앞 음절에 대해서만 음절 복원을 하기 때문이다. 
실험말뭉치를 사용한 시스템의 성능은 정확한 입력데이터를 사용할 때의 시스
템 성능을 파악하기 위한 것으로 음절 복원기의 자체 성능을 판단하는 기준이 된
다. <표 5.4>와 같이 실험 결과 입력 데이터 전체 861,011 음절에 대한 정확률
은 99.9%의 성능을 보이지만 실제로 음절 복원이 필요한 52,812 음절은 입력 
데이터 전체의 6% 밖에 되지 않고 오류 음절은 1,003 음절에 불과하기 때문이
다. 본 실험에서는 보다 정확한 성능평가를 위해 음절 복원을 해야 하는 6% 음
절에 대해서만 성능평가를 하였다. 그 결과 98.1%의 정확률과 98.8%의 재현율
을 보였으며 98.4%의 을 보였다. 
구분 입력 음절 개수 정답 음절 개수 오답개수 Acc
전체 음절 입력 900,153 899,150 1,003 99.9%
적용 가능 음절 입력 52,812 51,809 1,003 98.1%
<표 5.4> 전체성능 및 실제성능 차이
반면 음절품사 부착기의 결과에는 일부 오류가 포함되어 있어 실험말뭉치를 사
용한 시스템의 성능보다 낮은 성능을 보인다. 하지만 실제 문장을 입력한 경우 
품사부착기의 결과를 사용하여 음절 복원을 하는 것이 시스템의 실제 성능이므로 
이와 같은 실험을 통해 시스템 전체의 성능을 판단한다. 실험 결과 97.2%의 정
확률과 98.0%의 재현율을 보였으며 97.6%의 을 보였다. 
3) 품사 복원기의 성능
품사 복원기의 성능은 음절 복원기와 동일하게 실험말뭉치를 품사 복원기의 입
력으로 사용한 시스템의 성능 분석과 음절 복원기의 결과를 품사 복원기의 입력
으로 사용한 시스템의 성능 분석으로 나누어 성능을 비교한다.
7) 두개 이상의 품사가 한 음절에 부착된 경우를 지칭.(ex. 냈 / V+E) 
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실험말뭉치를 사용한 시스템의 성능은 98.4%의 정확률과 98.9%의 재현율을 
보였고 98.7%의 을 보였다. 반면 음절 복원 결과를 사용한 시스템의 성능은 
96.4%의 정확률과 97.6%의 재현율을 보였으며 97.0%의 을 보여 음절 복원
기와 동일하게 실험말뭉치를 사용한 시스템의 성능이 높게 나왔다.
5.4. 오류분석
5.4.1. 음절품사 부착결과의 오류분석
음절품사 부착결과의 오류분석은 혼돈행렬을 생성하여 분석한다. 분석결과는 
<표 5.5>와 같으며 경계구분 오류와 품사부착 오류를 구분하여 분석하였다. 첫 
번째 열은 정답품사이고 첫 번째 행은 시스템의 결과이다. 또한 etc는 복합품사
를 의미하는데 이는 한 음절이 두 가지 이상의 품사를 포함하는 경우로 형태소의 
원형 복원 단계에서 분리된다.
 이 혼돈행렬은 대각선을 중심으로 대칭적인 구조를 가지고 있으며 경계구분 




N N+ P P+ Y Y+ U U+ F F+ B B+ V V+ A A+ C C+ D D+ E E+ S S+ I I+ etc
N 1435 10 83 70 4 9 573 128 310 20 838 2 3 956 17 11 13 6 7 232
N+ 2000 26 122 2 101 4 159 77 97 34 11 50 156 7 334 348 29 246 2 15 9 1332
P 9 35 2 2 4 2 2 3 2 60 144 215 2 2 10
P+ 277 2 18 2 2 683 2 810 90
Y 2
Y+ 2
U 58 21 4 6 26 7 13
U+ 41 44 7 27 5 4 4 31 4 4 13 250
F 2
F+ 4 139 9 6 2 2 8 9 2 9 31
B 494 67 2 3 70 500 12 218 14 4 2 512
B+ 115 100 20 19 13 2 2 104 4 318 20 6 7 109 5 44 33 2 2 1425
V 152 16 231 2 2 165 466 2 2 18
V+ 14 3 6 5 141 16 139 3 2 46
A 503 7 19 2 38 195 2 25 2
A+ 257 43 19 2 19 3 313
C
C+ 8 6 339 22 2 12 3 2 46 260 2 7
D 703 167 90 8 3 159 88 320 301 9 57 3 8 63
D+ 362 306 13 669 6 71
E 17 35 373 8 13 11 2 34 3 43 125 22
E+ 167 1228 8 2 5 3 34 2 519 72 37 3 161
S 9
S+ 10 47 11 8 45
I 2 2
I+ 2
etc 6 148 19 2 7 12 2 151 11 8 39 219 799
<표 5.5> 품사부착기의 혼돈행렬
경계구분 오류는 품사는 동일하지만 형태소 경계 구분자(+)의 유무와 관련한 
오류로 전체 음절오류(22,966 음절) 중 17.2%(3,952 음절)가 경계구분 오류로 
분석되었다. 또한 품사부착 오류는 다른 품사가 부착되는 오류로 경계구분 오류
와 중복되는 경우도 품사부착 오류로 간주하였다. 품사부착 오류는 82.8% 
(19,014 음절)를 차지한다.
5.4.2. 음절 복원 결과의 오류분석
음절 복원 결과의 오류는 다양한 오류를 포함하고 있다. 예를 들어 ‘했’의 경우 
‘하’와 ‘었’으로 복원되는 것이 정확하지만 ‘하’와 ‘았’으로 복원되어 오류로 확인
된다. 또한 ‘슬기로운’에서 ‘로’는 ‘롭’으로 정확히 복원되지만 ‘운’은 ‘ᄂ’이 아닌 
‘은’으로 복원되어 오류로 나타났다. 이 외에도 또한 ‘정신적인’에서 ‘인’은 ‘이’와 
‘ᄂ’으로 복원되어야 하지만 ‘은’으로 분리된 경우도 있었다. 이는 Naïve Bayes 분
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류기 생성과정에서 발생한 학습오류로 판단된다. 
5.4.3. 음절품사 복원결과의 오류분석
음절품사 복원결과의 오류는 종류가 다양하여 <표 5.6>과 같이 오류빈도에 대
해 표시하였다. 음절품사 복원기는 동일한 분류에 속하지만 품사가 세분화 되면
서 해당품사를 정확하게 결정하지 못한 경우가 대부분이며 특히 명사류에서 발생
한 오류가 전체 오류의 71%를 차지하였다. 이는 입력 데이터에 명사류의 품사가 
많기 때문으로 판단된다. 몇몇 다른 명사가 감탄사로 결정되는 경우도 있었으나 
이는 전체 오류의 0.3%에 불과하다.
오류품사 빈도 오류품사 빈도
D 721 U 186
A 70 P 885
E 760 S 306
F 62 V 32
N 7,490 B 6
<표 5.6> 품사복원의 오류 빈도
<표 5.7>과 <표 5.8>은 품사복원 단계의 오류 중 ‘E’품사와 ‘D’ 품사에 대한 
혼돈행렬이다. 두 혼돈행렬에서도 알 수 있듯이 전체적인 구조는 대칭을 이루고 
있으며 품사복원 오류의 유형을 쉽게 파악할 수 있다. 
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시스템
말뭉치 EEA EEB EEC EED EEE EEF EEG EEI EEJ EEK ERA ERB ERD ERE INA
EEA 13 19 16 10 25 1
EEB 1 1
EEC 2 7 7 2
EED 1 1
EEE 1 1
EEF 4 307 2
EEG 26 3 15 9 2 55 54 33 25 2 3
EEI 7
EEJ 24 1
EEK 4 1 5 2 59
ERA 1
ERB
ERD 2 3 1 2
ERE
INA
<표 5.7> ‘E’ 품사의 혼돈행렬
시스템
말뭉치 ADA ADB ADC ADD ADE ADF ADG ADH ADI INA
ADA 50 4 22




ADF 1 2 3 1 3
ADG 3
ADH 6 71 2 4 10
ADI 7 27 1 3 5 13 2 29 2
INA
<표 5.8> ‘D’ 품사의 혼돈행렬
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제 6 장   결론 및 향후 연구과제
본 논문에서는 기계학습을 이용한 품사부착 방법을 제안하였다. 일반적으로 한
국어 형태소 분석을 위해서는 형태소 분석기나 품사 부착 시스템을 사용하는 것
이 대부분이지만 이들 시스템은 매우 복잡한 구조를 가지고 있다. 뿐만 아니라 
구현을 위해서는 복잡한 지식과 방대한 사전 정보가 요구된다. 이러한 문제점을 
해결하기 위해 규칙을 사용한 기존 연구가 있었으나 이 또한 복합명사의 분석 불
가능 문제, 규칙의 모호성 등의 문제를 가지고 있었다. 이를 해결하기 위해 본 논
문에서는 기계학습을 통해 품사 부착이 가능한 간단한 구조의 품사부착 방법을 
제안하였다. 본 시스템은 구현이 간단하며 빠른 시간 내에 제작이 가능하고 형태
소 분석을 하는 과정에 음절 단위로 품사를 부착하기 때문에 단어 분리 시스템으
로 사용이 가능하다. 또한 한국어 관련 연구가 활발히 진행되면서 각종 말뭉치를 
어렵지 않게 구할 수 있고, 공개된 기계학습 도구가 많기 때문에 누구라도 간단
한 지식만으로 구현이 가능하다. 뿐만 아니라 간단한 구조로 설계된 시스템임에
도 불구하고 복잡한 구조를 가진 기존 형태소 분석기나 품사부착 시스템과 대등
한 성능을 얻을 수 있었다. 그리고 음절품사 부착, 음절과 품사의 원형 복원 단
계, 형태소 복원 단계를 거치면서 여러 분야에서 활용이 가능하여 광범위한 사용
영역을 가지고 있다. 물론 개인이 필요로 하는 시스템에 맞추기 위해 추가적으로 
결과 값을 가공해야 하는 단점이 있지만 여러 분야에 접목하여 사용가능하다는 
장점으로 생각할 수 있다. 
반면 본 논문에서는 한 가지 종류의 말뭉치만으로 시스템을 구축하여 성능을 
평가하였기에 특정 분야에 치우칠 가능성을 가지고 있다. 이를 해결하기 위해 향
후 수집 가능한 많은 종류의 말뭉치를 이용하여 시스템을 구축하고 성능차이를 
평가하여 성능을 높일 수 있는 방법을 모색한다. 뿐만 아니라 여러 종류의 실험
을 통해 시스템의 각 단계에서 나타날 수 있는 오류문제를 해결하여 현 시스템의 
성능을 더 끌어 올릴 수 있도록 한다. 
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<부록 1> 원시 말뭉치의 한글 / 영문 태그 / 사용예제(계속)
