Abstract. Generalized m-Gelfand-Shilov-Roumieu vector spaces Sm(X) are introduced. Here m = (m (1) , ..., m (n) ), X = (X 1 , ..., Xn) and m (1) , ..., m (n) are sequences of positive real numbers and X 1 , ..., Xn are operators in a Hilbert space. Our definition extends Ter Elst's definition of Gevrey vector spaces [TE2]. Conditions are given on the sequences m (1) , ..., m (n) and on the operators X 1 , ..., Xn so that the equality Sm(X) = S m (1) (X 1 ) ∩ ... ∩ S m (n) (Xn) is valid. As a corollary we obtain a new proof of a characterization theorem for classical Gelfand-Shilov spaces.
Introduction
The GS (Gelfand-Shilov) spaces were introduced in the last chapter of the second volume of I. M. Gelfand and G. E. Shilov's monograph on Generalized Functions [GS] . They are subspaces of Schwartz's space ( [Sch] ) S of rapidly decreasing functions. Usually a C ∞ function ϕ : R n → C is said to belong to a GS space S a b , a, b ∈ R n + if there exist positive constants C, A and B so that
We have used the following notations: x α = x α1 1 ...x αn n , |α| = α 1 + ... + α n , α! a = α 1 ! a1 ...α n ! an for α = (α 1 , ..., α n ) and a = (a 1 , ..., a n ). In the same monograph Gelfand and Shilov introduced more general spaces. Let m (1) ,...,m (n) , q (1) ,..., q (n) be sequences of positive real numbers, m = (m (1) , ..., m (n) ), q = (q (1) , ..., q (n) ). A rapidly decaying function ϕ : R n → C belongs to the space S q m if there exist positive constants C, A and B such that
where m α = m αn . These spaces were also thoroughly studied in Roumieu's PhD thesis ([R] ). In fact, in [GS] and [R] , only functions which depended on a single variable were considered, but the generalization of their definition to more variables is straightforward. In this paper we shall call the spaces of functions which satisfy (1.1) GS spaces of Gevrey type and the more general spaces of functions which satisfy (1.2) Gelfand-ShilovRoumieu (GSR) spaces.
A series of papers have been devoted to the study of these spaces and alternative characterizations have been provided. We can distinguish two approaches, a pure analytical one, see [Ka] , [CCK] , [GZ] , [Te1] , [Te2] for GS spaces of Gevrey type and [Ba] , [CCK] , [Pa1] , [Pa2] for GSR spaces, and another one which involves more functional analytic and Lie groups theory methods, see [GW] , [EG] , [Ei] , [TE1] , [TE2] for GS spaces of Gevrey type. In this context, we have also to mention the seminal works of Nelson ([Ne] ), Nussbaum ([Nu] ) and Goodman ([Go] ).
In [Ka] Kashpirovski answered to a question raised in [GS] and proved the equality S b a = S b ∩ S a for n = 1, a, b ≥ 0, where
and
In [CCK] a similar result was proved for GSR spaces. If
.. = q (n) = q, if these sequences satisfy assumptions (A1), (A2) and an assumption slightly weaker than (A3) ((A1), (A2), and (A3) will be introduced in the next section), then a function ϕ belongs to S q m if and only if there exist positive constants C, A and B such that
In [TE2] , TerElst obtained Kashpirovsky's result as a corollary of a general theorem on Gevrey vectors relative to finite families of operators in a Hilbert space H. For n ∈ N * let M (n) be the set of multiindices
.., n} k we put |α| = k (|α| is the length of α) and, for every j ∈ {1, ..., n}, |α| j = card {l ∈ {1, ..., n} ; i l = j}.
If X 1 , ..., X n are operators in H and if u ∈ H, then u is called a Gevrey vector of order λ = (λ 1 , ..., λ n ) relative to X 1 , ..., X n (u ∈ S λ1,...,λn (X 1 , ..., X n )) if u belongs to the domain of the operator X i1 ...X i k , ∀k ∈ N and ∀α = (i 1 , ..., i k ) ∈ M (n) and if there exist some positive constants C and A so that
Ter Elst investigated the problem of finding appropriate conditions on λ 1 , ..., λ n and X 1 , ..., X n in order that S λ1,...,λn (X 1 , ..., X n ) = n j=1 S λj (X j ). As a corollary of his results one obtains Kashpirovsky's theorem. We prove that Ter Elst's approach works also for the more general spaces of Gelfand-Shilov-Roumieu vectors where α! λ is replaced with m α , if the sequences m (1) , ..., m (n) satisfy assumptions (A1)-(A3) from the next section. Chung, Chung, Kim's result can be obtained as a corollary of this approach. Let us stress that other general results on the intersections of Gevrey spaces are valid for the more general spaces of Gelfand-Shilov-Roumieu vectors. We shall give an example in the third section.
The Heisenberg group
First of all we have to introduce some more notations.
.., n} are sequences of positive real numbers and α ∈ M (n), then we put
is the multiindex which is obtained from α = (i 1 , ..., i k ) after the elimination of its components i l with i l = n and m 
We shall also use the notation X ′ = (X 1 , ..., X n−1 ). The space of X−smooth vectors is
The space of m−Gelfand-Shilov-Roumieu(GSR) vectors relative to X is
We shall impose the following conditions on the sequences
p+1 , ∀j ∈ {1, ..., n} , ∀p ∈ N * (logarithmic convexity);
q , ∀j ∈ {1, ..., n} , ∀p, q ∈ N (the ultradifferentiability condition of Komatsu ([K] ).
Remark 2.1. If m (j) is a logarithmic convex sequence and if i 0 is so that m
Since the definition of the spaces S m (X) does not depend on the values of a finite number of terms of the sequences m (j) , the technical assumption (A0) is not a restrictive one in this case. Also we can assume without any loss of generality that m (j) are nondecreasing sequences.
The fourth assumption which we shall need is in the spirit of Definition 2.2 from [CCK] and ensures that the GSR spaces, as they are defined in [GS] , are not trivial. This assumption relates two sequences
for q < p.
The next result is a generalization of Lemma 1 from [TE2] .
Lemma 2.3. Let X 1 , ..., X n be Hermitian or skew-Hermitian operators in a Hilbert space H. Let m = (m (1) , ..., m (n) ) be such that m (j) satisfy (A2) ∀j ∈ {1, ..., n}. Then u ∈ S m (X) if and only if u ∈ C ∞ (X) and there exist two positive constants A and C such that
Proof. If the estimates (2.1) hold for some u ∈ C ∞ (X) and if α ∈ M (n), then
If u ∈ S m (X), then (1) follows from Schwarz's inequality: |(X α u, u)| ≤ X α u u . 
Then there exist some constants A, C > 0 so that
l , ∀l ∈ N. We shall apply Lemma 2.3. We shall prove by induction on |γ| that
for A ≥ max {max {|c j |; j ∈ {1, ..., n − 1}} , 1} and L sufficiently large, so that the inequalities (A3) hold for all the pairs (m (j) , m (n) ) for every j ∈ {1, ..., n − 1}. Remark that if l = 0, |α ′ | = 0, then (2.2) coincides with (2.1).
If |γ| = 0, then
and (2.2) is true in this case. Let us assume that the estimate is true for all multiindices of length k and let γ be a multiindex of length k + 1. There are two possibilities: |γ ′ | ≥ |γ| n or |γ ′ | < |γ| n . We consider first the case when |γ ′ | ≥ |γ| n . If γ = (i 1 , ..., i k+1 ) and i k+1 ∈ {1, ..., n − 1} we have nothing to prove. So we assume that X γ = X δ X j X i n for some δ ∈ M (n), j ∈ {1, ..., n − 1} and i ∈ N * . We have
Since |γ ′ | ≥ |γ| n ≥ i and, consequently, |δ ′ | ≥ i − 1, there exists p ∈ {1, ..., n − 1} so that |δ
Using Lemma 2.1 and (A3) for the pair (m (p) , m (n) ), we obtain
and (2.2) holds for |γ| = k + 1 in this case. If |γ ′ | < |γ| n , then we can write X γ = X i1 ...X iµ X n X δ for some i 1 , ..., i µ ∈ {1, ..., n − 1}, δ ∈ M (n). We have
Using this formula and the induction hypothesis we can prove in a similar manner than (2.2) is valid in this case also. 
and A are positive constants as in the begining of the proof of Proposition 1 and if α ∈ M (n), then 
Proof. It is sufficient to prove that if
We can proceed as in the proof of Proposition 1. We can prove by induction on |γ|
i and if [X j , X n ] = 0, then the hypothesis (A3) for the pair (j, n) is not necessary.
Corollary 2.7. Let X 1 , ..., X n be Hermitian or skew-Hermitian operators in a Hilbert space H defined on a common invariant domain D,
for some c i ∈ C \ {0} , ∀i ∈ {i, ..., n}.
Let us also assume that m (1) , ..., m (n) , q (1) , ..., q (n) are sequences of positive numbers which satisfy (A0) -(A2) and that the pair (m
and if and only if
Remark 2.8. Let us assume that π is a strongly continuous representation of a Lie group G on H and that X j is the infinitesimal generator of the strongly continuous one parameter group t → π(exptY j ) for j ∈ {1, ..., n}, where {Y 1 , ..., Y n } is a basis for the Lie algebra of the Lie group G. Then, accordingly to Theorem 1.1 from [Go] ,
and, if the hypothesis of Theorem 2.6 is satisfied, then
We shall apply now these results to the case when X 1 , ..., X n , Y 1 , ..., Y n , Z , X j = ∂/∂x j , Y j = x j , ∀j ∈ {1, ..., n}, Z = I are the infinitezimal generators of a representation of the Heisenberg algebra on H = L 2 (R n ). In this case the hypothesis of Corollary 2.7 is satisfied. Hence, for a function ϕ : R n → C there exists some positive constants A, B and C so that
if and only if there exists some positive constants A, B and C so that
Now let us assume that ϕ ∈ S and (2.5)
for some positive constants A 1 , B 1 and C 1 . Then
From (A2) we obtain that
On the other hand
Therefore if ϕ ∈ S satisfies (2.5), then it satisfies also (2.4). We know also that ϕ ∈ S q m if and only if ϕ satisfies (2.3) (see e. g. Lemma 2 and Lemma 3 from [Pa1] ). Hence we have derived Chung-Chung-Kim's result: ϕ ∈ S q m if and only if ϕ ∈ S and ϕ satisfies (2.5).
More general commutation relations
The commutation relations between the operators X j we considered in the previous section are the commutation relations satisfied by the operators which generate the Heisenberg algebra. However, one can prove in a similar manner results for intersections of spaces of Gelfand-Shilov-Roumieu vectors if the generators of the Lie algebra of operators satisfy more general commutation relations. The simplest one is the following: 
.., X n }) for every i, j ∈ {1, ..., n − 1}, then u ∈ D belongs to S m (X) if and only if u ∈ ∩ n j=1 S m (X j ). Theorem 3.1 is an immediate consequence of Proposition 3.3 from below. In the proof of Proposition 3.3 we shall use the following remark.
where m is a sequence of positive numbers which satisfies (A0)-(A2), then u ∈ S m (X) if and only if u ∈ C ∞ (X) and there exists A, C > 0 such that X α u ≤ CA |α| m |α| , ∀α ∈ M (n). Therefore if X 1 , ..., X n are Hermitian or skew-Hermitian operators in a Hilbert space H, then u ∈ S m (X) if and only if u ∈ C ∞ (X) and there exist two positive constants A and C so that 
Proof. The proof is similar to the proof of Proposition 2.4. So, let [X j , X n ] = n p=1 c j,p X p , ∀j ∈ {1, ..., n − 1} and L be the constant from the inequality (A3'). Let A ≥ 1 and C be constants as in the begining of the proof of Proposition 2.4. We may assume also that A ≥ |c j,p |, ∀j ∈ {1, ..., n − 1} , ∀p ∈ {1, ..., n}. We shall prove by induction on |γ| that
Again, if |γ| = 0, then (3.2) is clearly true. We assume that the estimate is true for all multiindices of length k and let γ be a multindex of length k + 1. If γ = (i 1 , ..., i k+1 ) and i k+1 ∈ {1, ..., n − 1} we have nothing to prove. So we assume that X γ = X δ X j X i n for some δ ∈ M (n), j ∈ {1, ..., n − 1} and i ∈ N * . We have [X j , X In a future paper we intend to consider the case when the condition m (1) = ... = m (n) = m is not satisfied.
