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More　than　Forty　Years　History　of　Developing
　　　　　Algorithms　and　Codes　to　Solve　lnteger
　　　　　　　　　　　　　　　　Programming　Problems
Kε恥k亙嵐zo　Iwamura＊
　　　　　　　　　　　　　　　　　　　　　　　　　　　　Abstract
　　　In　this　articie，　we　will　talk　on　some　algorithmic　developments　for　Knapsack
Problem，　Set－Covering／Set－Partitioning　Problem．　Then，　we　propose　that　finding
an　optimal／Rear　optimal　solution　for　a　given　Real－World　input　data　of　a　NP－
Complete／NP－Hard　iRteger　programming　problem　is　great　enough　because　any
algorithm　for　such　a　problem　shows　exponential　and　heavy　data　dependent
computing　time．
1．　IRtroduction
　　　ln　1970，　1　happened　to　get　a　job　in　Mitubishi　Research　lnstitnte．　There，　1　was　ordered　to
make　sory｝e　programs　in　Operations　Research．　They　were
1．　Travelling　salesperson　problem　（TSP），
2．　Capacitated　Facilities　Location　Programming　（CFLP）　Problem
and　other　statistical　problems．　Of　the　two，　We　devised　an　excellent　computer　program　to
solve　the　CFLP　problem　with　another　efficient　heuristic　one．　Computational　results　of　our
computer　programs　can　be　found　partly　in　Mul〈awa，　H．，　Sensui，　J．，　lwamura，　K．　and　J．　Kase
［1971］．　As　for　the　efficient　heuristic　algorithm　for　the　CFLP　Problem，　the　readers　can　consuk
Sorimachi，　Y．　［1970］．　They　worked　very　well　for　a　Real－World　input　data．
　　　OR　the　contrary，　we　were　not　able　to　develope　an　efficient　computer　program　to　solve　the
TSP　for　a　Real－World　data．　Through　IBM　360／370，　the　fastest　computer　in　1970　in　the　world，
our　algorithm　using　a　minimum　spanning　tree　bound　needed　more　than　ten　minutes　for　a
TSP　problein　instance　sized　30　cities．　lt　meant　it　costed　more　than　300　thousand　yen　to　solve
a　30　city　TSP　and　so　a　100　city　TSP　was　far　from　being　able　to　be　solved．　Furthermore　its
compu伽g　tlme　varied　drastically　as　the　problem　instances　changed．　This　was　a　great　sur－
prise　for　me．　Even　wheR　1　faithfully　implemented　an　algorithm　of　Little，　J．　D．　C．　et　al．　［1963］
with　the　most　professional　programming　technique　given　by　Mr．　H．　Mukawa，　our　computer
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prograra　showed　both　exponential　compgtiRg　time　and　its　computing　time　dependency　on
each　problem　instance．　We　were　shocked　by　its　computational　inefficiency　and　its　un－
expectable　computing　time．　“Oh！　What　a　shock．　Little　et　al’s　algorithm　got　the　prize　because
lt　solved　a　US　state　capital　TSP　problem．　Yet，　it　showed　a　poor　computing　efficiency．　A　great
difference　from　the　CFLP　Problem．　But　why？”　This　experience　caused　us　a　deep　contradic－
tion．　lt　was　so　deep　that　our　programmer　group　disappeared　in　twe　years．
　　　After　findiRg　a　job　at　the　Dept．　of　Math．，　Josai　University，1　started　a　theoretical　research
activities　in　lnteger　Programming．　1　found　a　1〈napsack　typed　integer　programming　problern
computationally　greedily　solvable　through　D．　P．　technique．　Then，　1　changed　my　interest　to
Set－coverning／Set－PartitioniRg　Problems．　At　that　time，　stM　now　1　thiRk，　there　was　a　roumor
that　general　algorithms　for　the　linear　iRteger　programming　problems　such　as　Gomory’s　frac－
tional　integer　programmiRg　algorithm　was　inefficientfor　Real－World　data．　So，　it　was　the　time
to　try　to　invent　a　specific　algorithm　to　solve　a　specific　problem　such　as　the　Set－Partitioniltg
problem．　Furtherrnore　it　had　a　wide　application　in　transportation　engineeriRg．　For　example，
air　line　crew　scheduling，　bus　routing，　truck　dispatching　and　so　on．　1　made　a　great　efforts　to
develop　an　efficient　computer　algorithm　to　solve　the　Se“Partitioning　Problem．　1　payed　every
attentioR　to　rnake　the　computer　program　as　fast　as　posslble．　lt　amounted　over　600　pages
documents　to　devise　three　computer　programs　to　solve　the　Set－Partitioi｝ing　Problem．　The
interested　readers　can　have　information　through　Suzuki，　H．　aRd　K．　Iwamura　［1979］，Iwamura，
K．alld　Y．　Maeda　fi1977a，　1977b］，Maeda，　E．　and　K　lwamura　［1982］．　Still，　our　computational
experiments　showed　the　same　aspect　as　1　had　experienced　in　developing　computer　programs
to　solve　the　TSP．　ExponeRtial　computing　time　and　a　heavy　data　dependent　compgtiRg　time．
One　data　was　solved　by　oRe　algorithr［i　efficieRtly　while　another　data　of　the　same　size　wasn’t
solved　by　another　in　one　week　through　FACOM　230－38S．　Of　the　three　algorithms，　1　was　not
able　to　say　thatthis　one　was　always　superior　to　that　one．
2．　］DefinitioRs
　　　Atraveling　salesperson　has　to　visit　all　the　cities（n　cities　in　a1D　for　a　given　time　period．
Adistarlce　cost　for　any　pair　of　cities乞ブis％，　which　are　all　given・He　has　to　visit　any　city　only
once，　yet　he　has　to　visit　all　of　them．　There　are（n－1）！（1まfferent　routes　to　do　this．　Each　trav－
eling　rou之e　is　called　a　tour．　The　cos毛of　the　tour　is　defi難ed　as　the　sum　of　the　dista難ce　costs　on
the　tour．　Among　all　the　possible（i．　e．，　feasible）tours，　he　has　to　find　the　tour　which　has　the
minimum　cost，　which　we　call　opt勿mal　tour，　or　optimal　solution　for　a　given　input　data　of　the
Traveling　Salesperson　Problem．
　　　Given　n　pairs　of　positive　integers　oブ，αブand　a　positive　integer　b．・Kna！）sack　Problem　is　an
integer　programming　Problem，
　　　maxlmlze
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Σoブ％・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ブ：．．tl
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　　　subject　to
　　　　　　　　　　　　　　　　　　　ガ　　　　　　　　　　　　　　　　　　、萎、嶋≦わ・Cr」・一・g・tiV・int・g・・（1≦ブ≦n）　　　（1）
　　　If　we　change
　　　　　　　　　　　　　　　　　　　　　　　　　　　　rcj・：nonnegative　integers　　　　　　　　　　　　　　　　　　　　　（2）
to
　　　　　　　　　　　　　　　　　　　　　　　　　　　　Cf：binary　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3）
then　we　get　O－！Knapsack　Problem．　If　we　further　change
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノエ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　、婁1購≦∂　　　　　　　（4）
into
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノヨ　　　　　　　　　　　　　　　　　　　　　　　　　　　　Σαがち・≦∂ゼ（1≦；i≦m）　　　　　　　　　（5）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ブ：：．l
whereαかbi　are　nonnegative　integers，　then　we　have　Multiple　O－1　Knc砂sack　Pγて）blem．　Fina11y，
if　the　constraints　are
　　　　　　　　　　　　　　　　　　　ガ　　　　　　　　　　　　　　　　　　、尋，・晒≦bi（1gi　一く　m）・x」・n・nn・g・tiv・int・g・・　　　（6）
then　we　have　Unbounded　Multiple　Knopsach　Problem，　which　we　called　KnOpsαck　7⑫認傭θ92γ
Programming（K．　Iwamura［1972，1974］）．
　　　ASet－Covering　Problem　is　another　integer　programming．　We　want　to　maximize
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Σoゴ錫・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ冨葉
sublect　to
　　　　　　　　　　　　　　　　　　　ノエ　　　　　　　　　　　　　　　　　　黒馬≧1（IKi　〈ww　m）・・x・・bin・・y（1≦ブ≦n）・　　　（7）
　　　Here，　if　we　replace　inequality　by　equality，　then　we　get　Set－Paγtit乞。η伽g　Problθm．　In　the
next　section　we　wiU　see　algorithmic　aspects　of　these　problems　with　some　computer　program－
ming　features．
3．　KRapsack　Problem
　　　Already　in　1970’　it　was　well　recognized　that　Knapsacl〈　problem　was　easily　solved　te
Real－World　problem　data．　We　imagined　that　the　situation　was　same　for　knapsack　typed
integer　programming　problems　（K．　Iwamura　［1972］）．　lts　easiness　contributed　almost　half　of
success　of　H．　Mukawa，　」．　SeRsyui，　K　lwamura　and　J．　Kase　［1971］．　Another　half　of　it　was
because　Copacitated　Facilities　Location　Progranzming　Problem　contained　a　transportation　prob－
iem　as　a　subproblem．　To　solve　a　transportation　problem　is　much　faster　than　te　solve　a　general
linear　programming　problem．
　　　We　find　that　S．　Martello　and　P．　Toth’s　book，　Knopsack　Problem，　published　in　1990，　is　a　fine
one．　They　treat　almost　all　types　of　knapsack　problems．　Butthey　don’t　treat　our　Knapsack
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Typed　integer　programming．　They　equip　the　book　with　some　FORTRAN　programs　to　solve
some　1〈inds　of　knapsack　problems，　although　we　can’t　see　whether　personal　computers　other
than　IBM　PCs　can　read　the　programs．　Using　the　terminology　of　S．　Martello　aBd　P．　Toth，
Knapsack　Typed　integer　programming　is　called　Unbounaed　Multiple　Knapsacfa　Problem．　Fi－
nally　it　is　author’s　duty　to　ask　the　readers　to　take　Rotice　that　they　say　thatthey　have　some
imput　data　of　seme　knapsack　typed　problems　which　they　are　not　able　to　sove　successfully．
　　　As　for　the　research　activities　carried　out　by　other　Japanese，　1　think　that　H．　Suzuki　and　K．
Iwamgra　［1979］，H．　Konno　and　H．　Suzuki　［1982］　are　still　usefuL　M．　Futakawa　et　al．　［1995］
（Max－Min　Knapsack　Problem）　reported　that　their　problem　was　able　te　be　solved　very　quickly
through　their　heuristlc　algorithrc　aRd　its　error　ratio　got　lesser　ar｝d　lesser　down　to　O．OOI　per－
cent　as　the　problem　size　increased　up　to　ten　thousand．　This　fact　was　pointed　out　already　in
1972　by　J．　G．　Lithrs　［1972」　for　a　simple　Knapsack　Preblem．　IR　1970s　researchers　thought　that
knapsack　problem　was　an　easy　one　to　devote　ourselves　in．　ln　fact，　they　are　still　fruitful　as　the
piles　of　the　computational　results　in　S．　IV｛artello　and　P．　Toth　［1990　］　show　it　to　us．　See　also
T．一C．　Lai，　M．　L．　Brandeau　and　S．　Chiu　［1994］　and　Y．　Hayashi　［1995］．　Today，　we　can　say　that　we
will　find　an　optimal　／a　near　optimal　solution　for　a　Real－World　data　of　Knapsack　Problems　by
the　Branch　and　Bound　rnethod　within　a　reasonable　amount　of　time．
4．　Set－Covering／Set－Partitioning　Problem
　　　When　we　tum　our　attentioR　to　the　Set－Cove蘭g　and／or　Set－Partitioning　Problems，　we
realize　they　are　far　beyond　our　ability，　particularly　finding　an　optimal　solution　for　a　Real－
World　data　of　the　Set－Partitioning　problerr｝．　Therefore　the　author　thinks　it’s　benificial　to　state
an　algorithmic　history　of　discrete　optimization　and　iRteger　programming．
　　　The　importance　to　solve　the　integer　programrr｝ing　problems　by　computers　were　well
acknowleged　by　operations　researchers　late　1950s　（G．　B．　Danzig　［1963］）．　R．　E．　Gomory’s　“Out－
line　of　aR　Algorithm　for　lnteger　Solutions　to　Linear　Pregrams”　appeared　in　Bull．　Amer．　Math．
Soc．　in　1958．　Gory｝ory　developed　two　algorithms　te　solve　general　linear　integer　programming
problem．　They　are　called　“Fractional　iRteger　programming　algerithra”　and　“All　integer　algo－
rithm”　（T．　C．　Hu　［1970］）．　ln　R．　S．　Garfinkel　and　G．　L　Nemhauser　［1972］，　they　are　called　“the
method　of　integer　forms”　and　“dual　all　integer　algorithm”．　ln　their　beek　are　showed　Young’s
priffia｝　all－integer　algorithm，　too．　These　algorithms　are　all　based　on　cutting　plane　methods
because　they　add　a　new　cutting　plane　constraint　from　iteration　to　iteration．　ln　the　early　70s，
the　author　got　a　rumour　that　a　cutting　plane　method　generated　so　many　cut　constraints　that
the　algorithms　based　on　it　wasn’t　able　to　go　further　because　ef　both　storage　and　computing
time　lirr｝it．　And　so，　practitioners　thought　that　a　general　algorithm　to　solve　general　integer
linear　programming　problem　were　useless　and　helpless．　The　rumour　was　in　fact　a　truth．　We
were　able　to　see　it　at　page　380　in　Garfinkel　and　Nemhallser　［1972］，although　there　were　some
problems　and　some　problem　instances　that　could　be　solved　within　a　reasonable　time　bound．
　　　Then　came　a　wave　of　research　activities　in　integer　programrning　（IP）　by　the　Branch　and
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Bound　method．　This　time，　we　picked　up　a　specific　integer　programming　problem　such　as
Knapsack　Problem，　Travellillg　Salesman　（Salesperson）　Problem，　Set　Covering　Problem，　Vehi－
cle　Routing　Problem，　Set　Partitioning　Problem　and　so　on．　Yet　some　Japanese　researchers，
Prof．　H．　Watanabe　at　Tokyo　University，　Dr．　H．　Naruhisa　and　Dr．　E．　Maeda　at　Nippon　Univac
Research　Center　suggested　that　their　computatienal　experiences　de　not　coincide　with　the
resu！ts　reported　in　journals．　So，　we　carried　out　computational　experiments　of　the　Set　Parti－
tioning　Problem　with　three　algorithms．　The　first　one　is　from　E．　Balas　and　M．　W．　Padberg
［1975，　1972］，the　second　one　is　from　R．　S．　Garfinkel　and　G．　L　Nemhauser　［1969］，the　third　one
is　from　J．　F．　Pierce　and　J．　S．　Lasky　［1973］．　These　were　selected　on　the　basis　of　their　algo－
rithmic　efficiency，　independent　of　implimentation　easiness　of　their　algorithms．　Furthermore
we　gave　every　irnproveraent　to　each　of　the　three　with　as　much　programming　techniques　as
we　were　able　to　pay．　To　each　problem　instance，　we　applied　MPS／X　to　compare　the　efficiency
of　the　three　so　that　we　could　draw　a　fare　judgement　for　the　efficiencies　of　them　three．　Up　to
problem　size　IOO　rows　and　200　columns，　densities　varying　from　68％o　to　3．49060　every　algorithm
was　able　to　get　an　optimal　solution　to　all　problem　instances　on　FACOM　230－38S　except　E．
Balas　and　M．　W．　Padberg’s　one．　But　when　we　tried　200　rows　and　2000　columRs　problem　in－
stance，　then　MPS／X　stopped　computing　because　it　had　used　up　all　the　external　memory．　E．
Balas　and　M．　W．　Padberg’s　algerithfn　was　unsuccessful　because　it　demanded　too　much　mem－
ory　size　for　its　Column　Generating　Procedure．　This　drawback　was　also　observed　by　E．　Balas’s
student　Pro£　Geritssen．　The　most　promising　algorithm　of　J．　F．　Pierce　and　」．　S．　Lasky　contin－
ued　cornputing　for　more　than　70　hours，　i．e．，　more　than　7　days，　each　day　with　10　hours．　Finally
we　were　asked　to　give　up　computing　by　our　University　Computing　Center．　So，　we　re－ran　the
same　problem　instaRce　with　a　new　counter　variable　in　the　prograrr｝　to　see　how　many
subproblems　it　created．　lt　was　not　a　million　but　more　than　a　billion．　But　why　se　many？　This
is，　still　at　present，　the　cornputational　difficulty　every　NP－Complete／NP－Hard　Problem　has．　ln
this　case，　we　easily　saw　that　even　the　computations　like
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　9←9＋ら
and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　z←z…cゴ
were　meaningless　because　siitgle　or　double　floating　point　numbers　mechanism　could　not
maintain　computational　accuracy．　Declaring　g，　cj　Real　8　byte　isn’t　safe　enough，　i．　e．，　one　has　to
keep　costs　cj　and　z　all　in　integers．　Even　if　we　had　improved　the　original　algorithm　so　that　it
should　re－calculate　objective　function　value　each　time　it　got　a　new　feasible　solution，　it　was
still　iRcapable　of　treating　an　infeasible　input　problem　data．　Atthe　worst　we　hoped　that　J．　F．
Pierce　and　」．　S．　Lasky’s　algorithm　weuld　over－perforra　the　others，　but　in　fact，　it　wasn’t　true．
No　algorithm　showed　such　uniform　efficiency　over　the　others．　We　were　heavily　shocked　that
we　once　rnore　got　the　same　result　as　in　the　case　of　Travelling　Salesman　problem．　Exponential
coinputing　time　and　its　heavy　data　dependency．　ln　1977．　Garfinkel　and　Nemhauser　sent　us
a　letter　that　they　had　no　source　prograrn　because　they　had　a　business　campany　make　an
assembler　program　and　so　they　had　no　rightto　send　us　a　source　pregrarr｝　list．　ln　their　paper，
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they　wrote　that　they　made　a　source　program　in　FORTRAN！　But　we　thoughtthey　were　sin－
cere，　aRyway　they　answered　uis．　N．　Chris£ofides　［1974－75］　just　sent　us　his　new　coming　book
with　Ro　letter，　no　source　prograf［i．　ln　these　cases，　we　offered　them　our　source　program　in
exchange　for　theirs　to　solve　the　Set　PartitioniRg　Problem．　E．　Balas　also　wrote　to　us　to　try
some　Set　Partitioning　data　of　low　density，　from　1．5％　dewn　to　19（o（．　Stirprizingly　enough，　in
Balas　and　Padberg’　paper　“On　the　set　covering　problem：　II　An　algorithm　for　set　partitioning”，
OPerations　Research　23　（1975），74－90，　there　appeared　no　seRtences　that　their　algorithm　was
devoted　to　low　density　Set　Partitioning　Problem．　We　confirmed　low　density　data　3．7％　cagised
deRsity　57SO）6　whelt　their　algorithm　gotto　the　Block　Privoting　Procedure　for　the　enlarged　table．
Devising　a　braRch　and　bouRd　algorithm　enthusiastically　to　solve　a　specific　IP　problem　lasted
about　15　years．
5．　Sorae　Algorithmic　Prospect　te　selve　Reai－World　NP－Complete　Problems
　　　For　almost　25　years　ttp　to　today，　there　appeared　lots　of　theoretical　papers　on　the　Complex－
ity　Theory．　We　can　see　its　developments　in　M．　R．　Garey　and　D．　S．　JehRson　［1979］，　A．　V．　Aho，
」．E．　Hopcroft　and　J．　D．　Ullman［1974］and　T．　Ibaraki［1994コ．　Yet，　at　present　we　can　not　think
that　1970’s　integer　programming　problems　are　completely　analyzed　and　explained　through
the　Turing　MachiRe　based　Complexity　Theory．　But　the　results　of　M．　Li　aRd　P．　M．　B．　Vitanyi
［1989］，　Kobayashi　［1994］　coincide　with　the　computational　experiences　in　the　lnteger　Pro－
gramming．　They　say　the　following；
　　　Tzer2is　an　in！）ut　d：o：ta　distri．bu～疹07z　such　that／br　an二y　algonthm　to　solveαs2：）ecificノ〉：P－Coml）lete
Problem，　its　mean　time　comPlescity　and　its　worst　time　comPlexity　are　of　the　same　oraer．
　　　In　Y．　Saruwatari，　R．　Hirabayashi　and　N　Nisida　［i992］，　M．　Kiuchi，　Y．　ShiRano，　Y．　Saru－
watari　and　R。　Hirabayashl［1995コ，　they　report　some　problem　instances　which　can　not　be
solved　within　a　suitable　amount　of　computing　time．
　　　Concluding　these　experieRces，　the　ayithor　thinks　that　we　are　in　the　third　stage　of　the
integer　programming　where　an　algorithm　of　some　IP　problem　which　has　done　well　for　just
one　Real－World　input　data　should　be　appreciated　appropriately．　Let’s　try　to　solve　one　Real－
World　imput　data　for　which　we　have　to　fina　an　optinzal／near　oPtimal　solution　by　any　means．　Don’t
try　to　get　a　great　amount　of　computational　experiments　so　that　we　can　ascertain　that　our　new
algorithm　can　solve　some　NP－Coraplete　problem　within　such　and　such　amount　of　time，　which
Dr．　E．　Maeda　asked　us　in　early　1970s．　lf　one　has　found　a　precious　optimal／near　optimal　solu－
tion　for　the　Real－World　imput　data，　theR　what　else　would　be　demanded　by　the　other　people．
Never　forget　that　when　input　data　changes，　so　drastically　does’　the　computing　tirr｝e　to　get　an
optimal／near　optimal　solutions．
　　　If　we　limit　our　problems　to　discrete　optimization　ones　which　has　a　fine　structure　like
matroid　and／or　greedoid，　then　there　might　be　some　problems　for　which　we　will　find　a　polyno－
mial　time　algorithra．　Minimum　Spanning　Tree，　Shortest　Parth，　Flows　in　Network　（R．　S．
Garfinkei　and　G．　L．　Nemhauser［1972］，M．　Iri［1969bコ，M．　Iri　et　a1．［1986］）fall　all　in　this　class．
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　　　So　are　optimization　problems　on　Submodular　Polyhedron　（K．　IwaTntira　［1995aib］，　S．
Fujishige　［1991］）．　We　point　out　thatthe　theory　of　Submodular　System　can　be　traced　back　to
the　work　of　M．　lri　［1984，　1979，　1969a，　1968］．　There　appears　the　notion　ef　principal　partitioning，
some　time　apparently，　some　time　veiied　and　unseen，　in　the　theory　of　Submodular　System．
The　author　would　like　to　say　that　dual　supermodular　polyhedron　naturally　comes　out
through　principal　partitioning　and　submodular　system’s　poset．　IVs　also　noteworthy　that　a
primaldual　type　theorem　iBdependent　from　LP　duality　is　a　useful　one　in　combinatorial　optimi－
zation．　To　see　how　Submodular　Polyhedron　came　fror［i　network　flow，　the　reader　would　be
advised　to　consu！t　M　Iri，　S．　Fujjshige　and　T．　Ooyama　［1986］．　For　more　developments　of
submodular　functions，　one　can　have　a　look　at　K．　Murota［1995，1996コ（coRvexity），S。　Fujishige
［1991］　（network　flow）　and　M．　Nakamura　［1998］　（principal　partitioning）．
　　　The　refereRce　book　［1981］　written　by　T．　Ibaraki　is　one　of　the　best　books　thattreats　s£ruc－
tural　classification　of　discrete　optimization　problems　from　dynamic　prograraming　framework．
Discrete　decision　processes　and　sequential　decision　processes（sdp）．　S．　Iwamoto　［1987］　and　M．
Sniedovich　［1992］　will　be　eye－opening　to　those　who　want　to　know　how　powerful　the　Dynamic
Programming　is．　One　can　catch　the　heart　of　the　theory　through　T．　Ibaraki　［1973］，too．　ln　K．
Iwamura　［1993］　it　is　revealed　that　greedy　algorithm　over　a　given　greedoid　can　be　captured
within　a　framework　of　seqtiential　decision　processes．　And　so，　the　author　would　like　to　re－state
here　that　Rotion　of　geedoids　is　a　very　wonderful　one．　Today，　we　can　have　its　whole　view　by
the　book　wrieten　by　B．　Korte，　L．　Lovasz　and　R．　Schrader　［1991］．　The　author　believes　that
greedoidal　point　of　view　would　let　the　researchers　in　discrete　optimization　have　a　clear　and
better　understanding　for　their　problems　at　hand　with　efficient　a，lgorithms．
　　　The　author　thiRks　neuro－computing　framework，　genetic　algorithm，　simulated　annealing，
tabu　search，　fuzzy　computing　framework，　life　span　method　and　so　on　are　all　considered　suit－
able　in　overcomiltg　both　exponential　computing　time　and　heavy　data　dependency．　K．
Iwamura　and　B．　Liu［1996］，　B．　Liu　and　K．　Iwamura口996，1997］，　K．　Tagawa，　D．　Okada，　Y。
Kanzaki，　K．　Inoue　afid　H．　Haneda　［1998］　and　」．　Xie　and　W．　Xing　［1998］　are　some　successful
examples　in　this　direction．
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