With the increasing use of social media data for health-related research, the credibility of the information from this source has been questioned as the posts may originate from automated accounts or "bots". While automatic bot detection approaches have been proposed, there are none that have been evaluated on users posting health-related information. In this paper, we extend an existing bot detection system and customize it for health-related research. Using a dataset of Twitter users, we first show that the system, which was designed for political bot detection, underperforms when applied to health-related Twitter users. We then incorporate additional features and a statistical machine learning classifier to significantly improve bot detection performance. Our approach obtains F 1 -scores of 0.7 for the "bot" class, representing improvements of 0.339. Our approach is customizable and generalizable for bot detection in other health-related social media cohorts.
Introduction
In recent years, social media has evolved into an important source of information for various types of health-related research. Social networks encapsulate large volumes of data associated with diverse health topics, generated by active user bases in continuous growth. Twitter, for example, has 330 million monthly active users worldwide that generate almost 500 million micro-blogs (tweets) per day. i For some years, the use of the platform to share personal health information has been growing, particularly amongst people living with one or more chronic conditions and those living with disability. Twenty percent of social network site users living with chronic conditions gather and share health information on the sites, compared with 12% of social network site users who report no chronic conditions. ii Social media data is thus being widely used for health-related research, for tasks such as adverse drug reaction detection 1 , syndromic surveillance 2 , subject recruitment for cancer trials 3 , and characterizing drug abuse 4 , to name a few. Twitter is particularly popular in research due to the availability of the public streaming API, iii which releases a sample of publicly posted data in real time. While early health-related research from social media focused almost exclusively on population-level studies, some very recent research tasks have focused on performing longitudinal data analysis at the user level, such as mining health-related information from cohorts of pregnant women 5 .
When conducting user-level studies from social media, one challenge is to ascertain the credibility of the information posted. Particularly, it is important to verify, when deriving statistical estimates from user cohorts, that the user accounts represent humans and not bots (accounts that can be controlled to automatically produce content and interact with other profiles) 6, 7 . Bots may spread false information by automatically retweeting posts without a human verifying the facts or to influence public opinions on particular topics on purpose 6, 8, 9 . For example, a recent study 10 showed that the highest proportion of anti-vaccine content is generated by accounts with unknown or intermediate bot scores, meaning that the existing methods were not able to fully determine if they were indeed bots. Automatic bot detection techniques mostly rely on extracting features from users' profiles and their social networks 11, 12 . Some studies have used Honeypot profiles on Twitter to identify and analyze bots 13 , while other studies have analyzed social proximity 14 or both social and content proximities 12 , tweet timing intervals 15 , or user-level content-based and graph-based features 16 . However, in response to efforts towards keeping Twitter bot-free, bots have evolved and changed to overcome the detection techniques 17 .
The objectives of this study are to (i) evaluate an existing bot detection system on user-level datasets selected for their health-related content, and (ii) extend the bot detection system for effective application within the health realm. Bot detection approaches have been published in the past few years, but most of the code and data necessary for reproducing the published results were not made available [18] [19] [20] . The only system for which we found both operational code and data available, Botometer 21 (formerly BotOrNot), was chosen as the benchmark system for this study. To the best of our knowledge, this paper presents the first study on health-related bot detection. We have made the classification code and training set of annotated users available at (we will provide a URL with the camera-ready version of the paper).
Methods

Corpus
To identify bots in health-related social media data, we retrieved a sample of 10, 417 users from a database containing more than 400 million publicly available tweets posted by more than 100, 000 users who have announced their pregnancy on Twitter 5 . This sample is based on related work for detecting users who have mentioned various pregnancy outcomes in their tweets. Two professional annotators manually categorized the 10, 417 users as "bot," "non-bot," or "unavailable," based on their publicly available Twitter sites. Users were annotated broadly as "bot" if, in contrast to users annotated as "non-bot," they do not appear to be posting personal information. Users were annotated as "unavailable" if their Twitter sites could not be viewed at the time of annotation, due to modifying their privacy settings or being removed or suspended from Twitter. Based on 1000 overlapping annotations, their inter-annotator agreement (IAA) was κ = 0.93 (Cohens kappa 22 ), considered "almost perfect agreement" 23 . Their IAA does not include disagreements resulting from the change of a user's status to or from "unavailable" in the time between the first and second annotations. Upon resolving the disagreements, 413 (4%) users were annotated as "bot," 7849 (75.35%) as "non-bot," and 20.69 (19.9%) as "unavailable".
Classification
We used the 8262 "bot" and "non-bot" users in experiments to train and evaluate three classification systems. We split the users into 80% (training) and 20% (test) sets, stratified based on the distribution of "bot" and "non-bot" users. The training set includes 61, 160, 686 tweets posted by 6610 users, and the held-out test set includes 15, 703, 735 tweets posted by 1652 users. First, we evaluated Botometer on our held-out test set. Botometer is a publicly available bot detection system designed for political dot detection. It outputs a score between 0 and 1 for a user, representing the likelihood that a user is a bot. Second, we used the Botometer score for each user as a feature in training a gradient boosting classifier which is a decision tree-based ensemble machine learning algorithm with gradient boosting 24 and can be used to address class imbalance. To adapt the Botometer scores to our binary classification task, we set the threshold to 0.47, based on performing 5-fold cross validation over the training set. To further address the class imbalance, we used the Synthetic Minority Over-sampling Technique (SMOTE) 25 to create artificial instances of "bot" users in the training set. We also performed 5-fold cross validation over the training set to optimize parameters for the classifier; we used exponential as the loss function, set the number of estimators to 200, and set the learning rate to 0.1. Third, we used the classifier with an extended set of features that are not used by Botometer. Based on our manual annotation, we consider the following features to be potentially informative for distinguishing "bot" and "non-bot" users in health-related data:
• Tweet Diversity. Considering that "bot" users may re-post the same tweets, we used the ratio of a user's unique tweets to the total number of tweets posted by the user, where 0 indicates that the user has posted only the same tweet multiple times, and 1 indicates that each tweet is unique and has been posted only once. As Figure 1 illustrates, a subset of "bot" users (in the training set) have posted more of the same tweets than "non-bot" users.
• URL score. During manual annotation, we found that "bot" users' tweets frequently contain URLs (e.g., advertisements for health-related products, such as medications), so we use the ratio of the number of a user's tweets containing a URL to the total number of tweets posted by the user.
• Mean Daily Posts. Considering that "bot" users may post tweets more frequently than "non-bot" users, we measured the average and standard deviation of the number of tweets posted daily by a user. As Figure 1 illustrates, a subset of "bot" users post, on average, more tweets daily than "non-bot" users.
• Topics. Considering that "bot" users may post tweets about a limited number of targeted topics, we used topic modeling to the measure the heterogeneity of topics in a user's tweets. We used Latent Dirichlet Allocation (LDA) 26 to extract the top five topics from all of the users' 1000 most recent tweets (or all the tweets if a user has posted less than 1000 tweets), and used the mean of the weights of each topic across all of a user's tweets.
• Mean Post Length. Considering that the length of tweets may be different between "bot" and "non-bot" users, we used the mean word length and standard deviation of a user's tweets. • Profile Picture. In addition to tweet-related features, we used features based on information in users' profiles.
Considering that a "non-bot" user's profile picture may be more likely to contain a face, we used a publicly available system iv to detect the number of faces in a profile picture. As Figure 2 , illustrates a face was not detected in the profile picture of the majority of "non-bot" users (in the training set), whereas at least one face was detected in the profile picture of the majority of "bot" users.
• User Name. Finally, we used a publicly available lexicon v to detect the presence or absence of a person's name in a user name. As Figure 2 illustrates, the name of a person is present (1) in approximately half of "non-bot" user names, whereas the name of a person is absent (0) in the majority of "bot" user names. 2 Results Table 1 presents the precision, recall, and F 1 -scores for the three bot detection systems evaluated on the held-out test set. The F 1 -score for the "bot" class indicates that Botometer (0.361), designed for political bot detection, does not generalize well for detecting "bot" users in health-related data. Although the classifier with only the Botometer score as a feature (0.286) performs even worse than the default Botometer system, our extended feature set significantly improves performance (0.700). For imbalanced data, a higher F 1 -score for the majority class is typical; in this case, it reflects that we have modeled the detection of "bot" users based on their natural distribution in health-related data. Table 1 : Precision, recall, and F 1 -score for three bot detection systems evaluated on a held-out test set of 1652 users. Precision, recall, and F 1 -scores are reported for the "non-bot" class (NB), the "bot" class (B), and an average of the two classes (avg.).
Discussion
Our results demonstrate that (i) a publicly available bot detection system, designed for political bot detection, underperforms when applied to health-related data, and (ii) extending the system with simple features derived from health-related data significantly improves performance. An F 1 -score of 0.700 for the "bot" class represents a promising benchmark for automatic classification of highly imbalanced Twitter data and, in this case, for detecting users who are not reporting information about their own pregnancy on Twitter. Detecting such users is particularly important in the process of automatically selecting cohorts 27 from a population of social media users for user-level observational studies 28 .
A brief error analysis of the 25 false negatives users (in the held-out test set of 1652 users) from the classifier with the extended feature set reveals that, while only one of the users is an account that automatically re-posts other users' tweets, the majority of the errors can be attributed to our broad definition of "bot" users, which includes health-related companies, organizations, forums, clubs, and support groups that are not posting personal information. These users are particularly challenging to automatically identify as "bot" users because, with humans posting on behalf of an online maternity store, or to a pregnancy forum, for example, their tweets resemble those posted by "non-bot" users.
In future work, we will focus on deriving features for modeling the nuances that distinguish such "bot" users.
As the use of social networks, such as Twitter, in health research is increasing, there is a growing need to validate the credibility of the data prior to making conclusions. The presence of bots in social media presents a crucial problem, particularly because bots may be customized to perpetuate specific biased or false information, or to execute advertising or marketing goals. We demonstrate that, while existing systems have been successful in detecting bots in other domains, they do not perform as well for detecting health-related bots. Using a machine learning algorithm on top of an existing bot detection system, and a set of simple derived features, we were able to significantly improve bot detection performance in health-related data. Introducing more features would likely contribute to further improving performance, which we will explore in future work.
