Macroscopic observables in a quantum spin system are given by sequences of spatial means of local elements 1 2n+1 n j=−n γj(Ai), n ∈ N, i = 1, · · · , m in a UHF algebra. One of their properties is that they commute asymptotically, as n goes to infinity. It is not true that any given set of asymptotically commuting matrices can be approximated by commuting ones in the norm topology. In this paper, we show that for macroscopic observables, this is true.
Introduction
The infinite quantum spin chain with one site algebra M d (C) is given by the UHF C * -algebra
which is the C * -inductive limit of the local algebras
Here, |Λ| denotes the number of points in Λ. We denote A [−n,n] by A n . Let γ j , j ∈ Z be the j-lattice translation. We say that a state ω is translation invariant if ω • γ j = ω for all j ∈ Z. We denote the set of all translation invariant states by S γ . For each finite subset Λ of Z, we set Tr Λ to be the non-normalized trace over ⊗ Λ M d (C). Furthermore, we denote Tr [−n,n] by Tr n . Theorem 1.1 Let A 1 , · · · , A m be self-adjoint elements in M d (C), and define H i,n := 1 2n + 1 n j=−n γ j (A i ) ∈ A n , * Graduate School of Mathematics, University of Tokyo, Japan By the definition, µ is concave, upper semi continuous and µ(x) ≤ logd for all x ∈ R m . We set the domain of µ by domµ := {x ∈ R m : µ(x) > −∞}. As the set {(ω(A 1 ), · · · , ω(A m )) : ω ∈ S γ (A)} is in
We denote the level sets of µ by X s := {x ∈ R m : µ(x) ≥ s}, s ∈ R.
From the upper semi-continuity and the concavity of µ, X s is compact and convex. Note that if x ∈ domµ then µ(x) ∈ [0, log d]. From this, we have domµ = X 0 . Therefore, domµ is compact. The entropy function µ is the Legendre transform of the free energy function p:
Lemma 2.1 Let p : R m → R be a function defined by
Then we have
and
Here, (α, x) is the inner product of R m : (α, x) := m i=1 α i x i . Proof See Appendix. Later, we will need contour lines of µ which are ε-dense in domµ in the following sense. For ε > 0 and a set A ⊂ R m , we denote the ε-neighborhood of A by B ε (A).
Lemma 2.2 For any ε > 0, there exists a finite sequence of real numbers s 0 > s 1 > · · · > s n with s n < 0, such that s 0 = sup {µ(x) : x ∈ R m } < ∞,
Furthermore, X s0 consists of one point
Proof Recall that µ takes values in [−∞, log d], and domµ is non-empty. Therefore, s 0 := sup {µ(x) : x ∈ R m } = sup {µ(x) : x ∈ domµ = X 0 } is finite. As domµ = X 0 is compact and µ is upper semi-continuous, there exists x 0 ∈ R m such that s 0 := µ(x 0 ). To see that X s0 consists of one point x 0 , note from Lemma 2.1 that µ(x) = s 0 is equivalent to −p(0) ≥ (α, x) − p(α) for all α ∈ R m . As p is a differentiable function, this implies x i = ∂ ∂αi p(0) = ). Fix ε > 0. We claim that there exists s 1 < s 0 such that X s1 ⊂ B ε (X s0 ).: Assume the claim were false. Then for any increasing sequence of real numbers {s k } k , s k < s 0 , s k ↑ s 0 , the sets X s k ∩ B ε (X s0 ) c are not empty. Choose
c for each k. By the compactness of domµ, {x k } has a convergent subsequence {x
m . By the upper semi-continuity of µ, we have x ∈ X s0 . However, this means x ′ k s are in B ε (X s0 ) eventually, which is a contradiction. Accordingly, we obtain the claim. Let C be a finite positive number such that max{diam(domµ), ε} < C. Our second claim is that for any s < s 0 ,
holds. Let s ′ be a real number such that s − ε(s0−s) C−ε ≤ s ′ < s < s 0 . From the concavity of µ, we have (1 − t)x + tx 0 ∈ X (1−t)s ′ +ts0 for any x ∈ X s ′ and 0 ≤ t ≤ 1. As
Therefore, by the above claim, we get X s k ⊂ B ε (X s k−1 ). As C C−ε > 1, there exists n ∈ N such that s n < 0. For this n, we have domµ = X 0 = X sn .
One important property of the entropy function µ is that it gives an asymptotic estimate for rank of projections. We first give the upper bound:
a subsequence of N, and {p k } ∞ k=1 a sequence of projections in A such that p k ∈ A n k , k ∈ N. Suppose that for any ε > 0, we have
eventually. Then we have lim sup
Proof First we claim lim sup
To prove this, we use an argument in [DMN1] . Fix α ∈ R m . By the positivity of the relative entropy, we have
From this, we obtain
By the assumption, for any ε > 0, we have
eventually. Therefore, we get lim sup
for all ε > 0. Taking ε → 0 limit, we obtain lim sup
for all α ∈ R m . From this we have lim sup
The last term in (8) can be written as
From Sion's lemma [Sn] , we have
By the equality (4), the last term is equal to inf {−µ(x) : x ∈ C} = − sup{µ(x) : x ∈ C}. Combining this and (8), we obtain (6).
In order to prove the lower bound, we use the following Theorem from [BKSS] :
Theorem 2.1 ( [BKSS] ) Let ω be an ergodic state over A and define β ε,n (ω) := min {log Tr n q : q ∈ Proj(A n ), ω(q) ≥ 1 − ε} , for each 0 < ε < 1. Then we have
The lower bound is given as follows:
Proof First we show lim k→∞ ω(p k ) = 1, for any ergodic state ω over A with
, and suppf i ⊂ U i . From von Neumann's ergodic Theorem [Sm] , by the ergodicity of ω, we have
From this and the assumption (10), we have
We thus obtain lim k→∞ ω(p k ) = 1. Let ω be an ergodic state with ω(A i ) ∈ U i , i = 1, · · · , m. The above assertion means for any 0 < ε < 1, ω(p k ) ≥ 1 − ε for k large enough. We thus have β ε,n k (ω) ≤ log Tr n k p k eventually. Applying Theorem 2.1, we have
Now we claim that this inequality can be extended to general translation invariant states. To do so, we use a standard technique in statistical mechanics.(See [Sm] , [BR2] ): Let ω be a translation invariant state with ω(
is the von Neumann entropy of ω| AL . Applying (11) for the ergodic stateω L , we get
Taking L → ∞ limit, we obtain
This implies the result.
Let {n k } k be a subsequence of N. We fix this sequence in the rest of this section. Define a C * -algebra B by
and its closed ideal D by
We denote the quotient map from B to A := B/D by π. The C * -algebra A has real rank zero. It is well known that for any projection p in A, there exists a projection (p k ) in B such that π((p k )) = p. Similarly, for any partial isometry v in A, there exists a partial isometry (v k 
Therefore, we can define a * -homomorphism ϕ :
We define a closed subset S of X as follows : x ∈ S iff for any neighborhood U of x, there exists f ∈ C(X) with suppf ⊂ U such that ϕ(f ) = 0.
Proof To prove S ⊂ domµ, let x ∈ S. Fix ε > 0. We first prove that there exists a translation invariant stateω ε such that (
for k large enough. By the assumption x ∈ S, there exists f ∈ C(X) with ϕ(f ) = 0 and suppf ⊂ B ε (x). We may assume 0 ≤ f ≤ 1.
, and define a translation invariant stateω M bȳ
Then we haveω
On the other hand, from (12), we get
for M large enough. Hence, we obtain
for M large enough. We defineω ε :=ω M , for such large M , and the claim is established. Next, we consider the net of translation invariant states {ω ε } ε>0 taken as above.
As the space of translation invariant states S γ (A) is wk * -compact, the net
Hence we obtain a translation invariant state ω with ω(
This implies x ∈ domµ. We thus obtain S ⊂ domµ. Next we prove domµ ⊂ S. Let x ∈ S c . By the definition of S, there exists an open neighborhood U of x such that ϕ(f ) = 0 for all f ∈ C(X) with suppf ⊂ U . We claim µ(
This means lim
On the other hand, by the ergodicity of ρ, we get 0 = lim
which is a contradiction. Hence we obtain µ(x) = −∞.
Given C * -algebras A 1 , A 2 and a * -homomorphism ρ : A 1 → A 2 , we extend ρ naturally to a * -homomorphism from M N (A 1 ) to M N (A 2 ) for each N ∈ N, and denote it by the same symbol ρ.
Proposition 3.1 For each s ∈ R m , define a set of projections S s in A by
log Tr n k e k < s and let I s be the closed ideal of A generated by S s . Then the following statements hold:
(iii) Let p be a projection in A, and suppose that there exists
Then for any N ∈ N and q ∈ Proj(M N (I s )), we have q p.
(iv) For any x ∈ X s and its open neighborhood U in X, there exists a continuous function g ∈ C(X) with g| U c = 0, 0 ≤ g ≤ 1, satisfying the following property: for any
Proof (i)The "If" part is trivial. To prove the "only if" part, we first note, as shown in [L2] , that e ∈ S s iff lim sup 1 2n k +1 log Tr n k e k < s for any (e k ) ∈ Proj(B) such that e = π((e k )). This follows from the fact that for any (e k ), (f k ) ∈ ProjB with π((e k )) = π((f k )), e k ∼ f k holds eventually as k → ∞. From Proposition 1.13 of [L2] , for any p ∈ Proj(I s ), there exist finite number of projections e 1 , · · · , e l in S s such that p e 1 ⊕· · ·⊕e l in M l (I s ). Let v ∈ M 1,l (I s ) be a partial isometry such that
, and π(v k ) = v. This can be proven by the same argument as Theorem 1.3 of [L2] . As
From this, we obtain lim sup
This means p ∈ S s . From the assertion at the beginning of the proof, we obtain the claim.
(ii)Using the fact that M N (I s ) is the closed ideal of M N (A) generated by S N s := {(e 1 ⊕ · · · ⊕ e N ) : e i ∈ S s }, proof of (ii) is the same as that of (i). (iii)Let p and q be as in (iii). From (ii), for any projection (q k ) in M N (B) with q = π((q k )), we have
With this and the assumption on p, we get lim inf
We prove that this g enjoys the required property. For any f i ∈ C(R) with suppf i ⊂ U i , we have (1−g)
Similarly, we have
Applying Lemma 2.4, we obtain
(v) Let x be an element in X c s ∩ X, and ε > 0 a positive number such that
Let g ∈ C(X) be a function 0 ≤ g ≤ 1 with suppg ⊂ B ε (x). We prove ϕ(g) ∈ I s . It suffices to consider the case ϕ(g) = 0. From Lemma A.1, there exists a projection r in A such that ϕ(g) ≤φ(1 suppg ) ≤ r ≤φ(1 Bε(x) ). For this r, we have
where (r k ) is a projection in B such that r = π((r k )). As ϕ(g) = 0, we have r = 0. Therefore, there exists a subsequence {r kM } of {r k } consisting of all the nonzero projections in {r k }. For this subsequence, and for any δ > 0,
eventually from (13). Therefore from Lemma 2.3, we obtain lim sup
By the upper semi-continuity of µ, we have
This means r ∈ I s . As ϕ(g) ≤ r, we have ϕ(g) ∈ I s . General cases follow from this, using partition of unity and approximation of g with continuous functions with supports in X c s . (vi) Assume s < 0. If I s = {0}, then there exists a nonzero projection e ∈ S s . Let (e k ) ∈ Proj (B) such that e = π(e k ) and lim sup k 1 2n k + 1 log Tr n k e k < s.
As e = 0, there exists a subsequence (e ′ k ) of (e k ) such that Tr n k ′ e ′ k ≥ 1. Therefore, we have
which is a contradiction. Therefore, I s = {0}
Now we construct an ideal tower.
Proposition 3.2 Let η > 0 be a positive number. Then (i) There exists a finite sequence of real numbers s 0 > s 1 > · · · > s n , such that
Furthermore, X s k , k = 1, · · · , n are compact and convex, and X s0 consists of one point
where we set X s−1 := φ. For each k = 0, · · · , n − 1, the set {λ ij :
(iii) For {λ ij } in (ii) and any β > 0, there exist mutually orthogonal projections
, satisfying the following conditions: for any g ∈ C(X),
and for a projection r := ij r ij , we have
Furthermore, for each i = 0, · · · , n − 1, j = 1, · · · , l i , there exists a projec-
Proof (i) is proven in Lemma 2.2. To prove (ii), choose for each k = 0, · · · , n− 1, a finite set of elements E k := {ζ
Labeling elements in Λ i as Λ i = {λ ij } j=1,··· ,li , for each i = 0, · · · , n − 1, we obtain {λ ij } which satisfy the conditions in (ii). Now for an arbitrary β > 0, we construct projections {r ij } in (iii). Fix δ > 0 so that
For each i = 0, · · · , n− 1, j = 1, · · · , l i , by Lemma A.1, there exists a projection r ij in A such thatφ
As
, these inequalities imply that {r ij } are mutually orthogonal, and (14), (15) hold. To see r ij ∈ I si−1 , i = 1, · · · , n − 1, let g ∈ C(X) be a function such that 0 ≤ g ≤ 1, g| B 2δ (λij ) = 1, g| B 3δ (λij ) c = 0. As δ is taken small enough so that
c , we have g| Xs i−1 = 0. From Proposition 3.1 (v), this implies ϕ(g) ∈ I si−1 . By (17), we have
Hence we obtain r ij ∈ I si−1 . To see 1 − r 01 ∈ I s0 , define g ∈ C(X) to be a function such that 0 ≤ g ≤ 1, g| B δ 2 (λ01) = 1, g| B δ (λ01) c = 0. Then we have (1 − g)| Xs 0 = 0. Therefore, by (v) of Proposition 3.1, we obtain ϕ(1 − g) ∈ I s0 . This and the inequality ϕ(g) ≤φ(1 B δ (λ01) ) ≤ r 01 implies 1 − r 01 ∈ I s0 . To show (16), we apply (iv) of Proposition 3.1. to λ ij ∈ X si , B δ (λ ij ), and obtain g ∈ C(X) such that g|
Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Definition 4.1 Let X be a compact metric space. For a finite subset F of C(X), we say that X satisfies the condition D F if for any ε > 0, there exist a positive number δ := δ D (ε, F , X) > 0 and a positive integer N := N D (ε, F , X) satisfying the following: For any unital C * -algebra B, unital * -homomorphism ϕ : C(X) → B and a projection p ∈ B satisfying
there exist m, r ∈ N, ξ j ∈ X, j = 1, · · · , m, λ l ∈ X, l = 1, · · · , r, two sets of mutually orthogonal projections
Theorem 4.1 ( [EGLP] ) Consider the compact metric space
and let F := {g 1 , · · · , g m } be a set of generators of C(I n ). Then I n satisfies condition D F .
Now, a nonempty compact convex subset in
The following Lemma can be proven following the idea of [GL] . We give a sketch of its proof in Appendix.
Lemma 4.1 Let X be a compact metric space and X 0 , · · · , X n a finite sequence of its closed subsets such that
where x 0 is an element in X. Let F be a finite subset of C(X), and assume that each X k , k = 1, · · · , n satisfies the condition D F k for F k := {f | X k f ∈ F } ⊂⊂ C(X k ). Furthermore, let A be a unital C * -algebra with real rank zero and I 0 , · · · , I n a finite sequence of its closed ideals with
where I k+1 is an ideal of I k for k = 0, · · · , n − 1. Let π k : A → A/I k and π k,k+1 : A/I k+1 → A/I k be the quotient maps. Suppose that there exists a unital * -homomorphism ϕ : C(X) → A satisfying
for each k = 1, · · · , n. Then for any ε > 0, there exists a positive number δ = δ T (ε, F , {X k } n k=0 ) > 0 satisfying the following: if p is a projection in A with
then there exist a sequence of positive integers N 0 , · · · , N n−1 ∈ N, * -homomorphisms
with finite dimensional range, such that
Furthermore, h k and H are of the form
Here, we used the notationp := 1 − p.
Combining all the results so far obtained, we can show that ϕ can be approximated by a * -homomorphism with finite dimensional range:
Theorem 4.2 For any ε > 0, there exists a unital * -homomorphism G : C(X) → A with finite dimensional range such that
Proof We follow the argument in [GL] . Fix ε > 0. As X is compact, there exists η > 0 such that |f (ζ) − f (λ)| < ε 8 for all f ∈ F and ζ, λ ∈ X with |ζ − λ| < 2η. For this η > 0, we can find a finite sequence s 0 > s 1 > · · · > s n of real numbers and λ ij ∈ X satisfying the conditions in (i) and (ii) of Proposition 3.2. Put
For the unital C * -algebra A, we obtain an ideal tower {0} = I n ⊂ · · · ⊂ I 1 ⊂ I 0 ⊂ A where I k := I s k , k = 0, · · · , n. Note that I k+1 is an ideal of I k . By s n < 0, we have I n = I sn = {0} from Proposition 3.1 (vi). Let π k : A → A/I k , π k,k+1 : A/I k+1 → A/I k , k = 0, · · · , n − 1 be the quotient maps. By Proposition 3.1 (v), we have π k • ϕ(g) = 0, for all g ∈ C(X) with g| X k = 0, for each k ≥ 1. Applying Lemma 4.1, we obtain a positive number
, for all f ∈ F and ζ, λ ∈ X with |ζ − λ| < β. For this β, applying Proposition 3.2, we can find mutually orthogonal projections r ij ∈ Proj(A) satisfying conditions in (iii) of Proppsition 3.2. By the choice of β, we have
where we put r := ij r ij . From this inequality, we get
Furthermore, we have π 0 (r) = 1. Applying Lemma 4.1, we obtain a sequence of positive integers N 0 , · · · , N n−1 ∈ N, * -homomorphisms
withr = 1 − r. Furthermore, h k and H are of the form
where the projections satisfȳ
Now recall that for each k = 0, · · · , n − 1, the set {λ ij } i=0,··· ,k,j=1,··· ,li is 2η-dense in X k+1 . Therefore, for each ξ kl ∈ X k+1 , we can find
By the choice of η, this means
Choose such λ i ′ j ′ for each ξ kl and denote it byλ(ξ kl ). Letq
From the choice ofλ(ξ kl ), we have
Define mutually orthogonal projections
for all g ∈ C(X). Furthermore, we havē
From (24), (26), and (28), we obtain
Now, recall that for each r ij , there exists (r k ij ) ∈ ProjB with r ij = π((r k ij )), which satisfies lim inf
Then by (iii) of Proposition 3.1, for any N ∈ N and any q ∈ Proj(M N (I i )), we have q r ij .
In particular, we have
This means there exists a partial isometry v ij ∈ M 1,N0+···+Nn−1 (A) such that
Let v be a partial isometry given by
and define G :
It is easy to check that G is a unital * -homomorphism with finite dimensional range.
By (22), (23) and (29), we obtain
Proof of Theorem 1.1 The proof is by contradiction. Assume the assertion were false. Then there exists ε > 0 and a subsequence {n k } k of N such that inf max
Applying Theorem 4.2 to this subsequence
, we obtain a unital * -homomorphism G : C(X) → A, with finite dimensional range such that
We can represent G as
where ζ j ∈ X, and mutually orthogonal projections Q j in A. From Lemma A.3, there exist mutually orthogonal projections (Q
This means, for k large enough, we have
Define X i,k by
Then we have sequences (
and max
eventually. This contradicts (31).
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A C * -algebra of real rank zero
In this section, we list the results on C * -algebra of real rank zero that we use.
Lemma A.1 Let X be a compact metric space, A a unital C * -algebra with real rank zero, and ϕ : C(X) → A a unital * -homomorphism. Then for any closed subset V of X and open subset U of X with V ⊂ U , there exists a projection r in A such thatφ
Here,φ is the homomorphism from C(X) * * to A * * given as the unique extension of ϕ.
Proof See [B] . Lemma A.2 Let A be a unital C * -algebra with real rank zero, and I a closed ideal of A with quotient map π : A → A/I. Let h be a positive element in A with π(h) 2 = π(h), and B a hereditary C * -subalgebra of A generated by h. Then there exists p ∈ Proj (B) such that π(h) = π(p).
Proof See [Z] . Lemma A.3 Let A be a unital C * -algebra with real rank zero. Let I be a closed ideal of A and π : A → A/I the quotient map. Then for any mutually orthogonal projections {p l } N l=1 in A/I, and a projection p in A with p l ≤ π(p), l = 1, · · · , N , there exist mutually orthogonal projectionsp l ∈ A, l = 1, · · · , N such that π(p l ) = p l andp l ≤ p. Furthermore, if π(p) = l p l ,p l s can be taken to satisfy lp l = p.
Proof See [L1] .
Lemma A.4 Let A be a unital C * -algebra with real rank zero. Let I be a closed ideal of A with quotient map π : A → A/I. Let {p l } N l=1 be mutually orthogonal projections in A, and put p := N l=1 p l . Then for any δ > 0 and
there exist e ∈ Proj(I) and e l ∈ Proj(p l Ip l ) such that
Proof See [GL] .
B Proof of Lemma 2.1
The proof follows the standard arguments in statistical mechanics, relating the mean entropy and the free energy. (See [BR2] ). First we prove p(α) ≥ µ(x) + (α, x) for all x ∈ R m and α ∈ R m . This is trivial if µ(x) = −∞. If µ(x) > −∞, then for any ε > 0, there exists a state ω ∈ S γ (A) satisfying
Using the positivity of the relative entropy 0 ≤ S(ω| An ,
Taking n → ∞ limit, we obtain
From this, we can define a translation invariant stateρ := Z ρ. We can easily see that for y := (ρ(A 1 ), · · ·ρ(A m )),
Hence we obtain the first equality.
To prove the second assertion, we recall the following fact: For a function G :
Theorem B.1 [ET] Let F be a convex and lower semi-continuous function of
Applying this theorem to F := −µ, we obtain the claim.
C Proof of Lemma 4.1
Proof It suffices to show the claim for the case that f ≤ 1, for all f ∈ F . For a fixed ε > 0, we define a finite sequence of positive numbers δ 0 , · · · , δ n inductively by δ n := ε and δ k := min{
10 }, k = 0, · · · , n − 1. We take δ < 1 2 δ 0 . Let p be a projection satisfying (19) for this δ. We consider the following proposition (A k ), k = 0, · · · , n − 1: (A k ) : There exist positive integers N k j ∈ N, j = 0, · · · , k and * -homomorphisms with finite dimensional range h
Furthermore, h k j and H k are of the form
(A n−1 ) corresponds to the claim of the Lemma. We assume that (A k ) holds and prove that (A k+1 ) holds, for k = 0, · · · , n − 2. Applying Lemma A.3, to {p
Therefore, again by Lemma A.3, there exist mutually orthogonal projections q
Now, by (34) in (A k ), we have
By Lemma A.4, there exist e i ∈ Proj(q
for all f ∈ F . As e commutes withq k i s, (37) means
for all f ∈ F . Using this, (19), and the fact
we have
for all f ∈ F . Furthremore, as e i ≤q k i , i = 1, · · · , L k , (38) means
(A/I k+2 ) be a * -homomorphism defined by
whereĝ ∈ C(X) is an extension of g ∈ C(X k+2 ). To see that this is well-defined, letĝ 1 ,ĝ 2 ∈ C(X) be two extensions of g. Then we haveĝ 1 −ĝ 2 | X k+2 = 0. By the assumption (18), we have π k+2 • ϕ(ĝ 1 −ĝ 2 ) = 0. From (41), we have e, ϕ ′ k+2 (f | X k+2 ) < 4δ k+1 + 2δ < 6δ k+1 ≤ δ D ( 1 3 δ k+2 , F k+2 , X k+2 ), for all f ∈ F . Therefore, from the condition D F k+2 of X k+2 , we obtain a positive integer N k+1 ′ = N D ( 1 3 δ k+2 , F k+2 , X k+2 ), points ξ They statisfy
for all f ∈ F . As e ∈ Proj(M N k 0 +···+N k k +1 (I k+1 /I k+2 )), we have p 
From (38), (43), and (39), we obtain
for all f ∈ F . Furthermore, by (35) and (42), we have
Hence we obtain (A k+1 ).
With the same argument, it can be easily checked that (A 0 ) holds.
D General Interaction
The infinite ν-dimensional quantum spin system with one site algebra M d (C) is given by the UHF C * -algebra
