Quantitative liquid-structure analysis using energy-scanning diffraction rather than the traditional angle-scanning diffraction is introduced. In the experimental method, white radiation and a solid-state detector are employed. This new method is inherently faster and less beset with problems of experimental instability than are angular-scanning methods. However, many differences in analysis are introduced. In particular, measurement of the primary beam spectrum, the nature of the absorption and dispersion corrections, details of the polarization correction, the ranges of the atomic scattering factor and of the incoherent scattering term, and the mating of different scattering regimes all require special consideration. Application of the new instrumental method and the reconstructed analytical procedure to liquid mercury at room temperature has produced a result in agreement with other recent studies.
Introduction
The purpose of the present work is to introduce energyscanning diffractometry as a tool for quantitative liquidstructure analysis. As such, energy-scanning diffraction possesses some unique advantages, but requires some changes, vis-&-vis angle scanning diffraction, in the analytical procedures involved.
In energy-scanning diffraction, one maintains the X-ray source and detector at a constant angular position, with respect to the specimen, with the angle between incident and scattered propagation directions being taken as 20. A continuous X-ray spectrum is utilized, and one records intensity against the wavelength 2. The scattering parameter, s=(4n sin 0)/2, is formed using the variable wavelength, at constant 0. Energy-scanning diffractometers have been described previously by others (Giessen & Gordon, 1968; Laine, Lahteenmaki & Kantola, 1972) , but only in terms of crystallographic phase analysis of powders. A very brief description of our results on liquid mercury -the first structural determination by energy-scanning * Present address: E. I. DuPont Co., Engineering Physics Laboratory, Wilmington, Del. 19898 . methods -has already appeared (Prober, Schultz & Sandler, 1973) . The thrust of the present paper is to describe the experimental method and the corresponding analytical data treatment in some detail, in order that many necessarily novel features of this analysis -and in general of any quantitative structural determination by energy-scanning diffraction -may be collected with some unification. It is convenient at this point to reproduce the results reported earlier. Fig. 1 shows our final radial distribution function, g(r), (solid line) along with that of Kaplow, Strong & Averbach, (1969) (dots) . The results of Kaplow et al. represent a very careful structural study using angle-scanning diffraction. The correspondence between the two results is obvious. (We shall see, however, that the energy-scanning experiment represents a very attractive alternative, owing to the relative freedom from sources of experimental error, to a lower data collection time, and a capability to extend easily the range of the scattering parameter, s.) Fig. 2 shows the raw X-ray data. This data was taken at three different angular settings, the two lowest angles of which (L and H) provided the basic structural information and the third of which (P) provided information on the distribution of intensity in the primary beam. [An additional scan (M) has also been used in order to provide information on the polarization of the primary beam.] These data appear rather different than similar data obtained by 0-scanning. This is because the present scattering data are scaled according to the energy spectrum in the primary beam.
In the following sections of this paper we set down the experimental set-up and procedure and then discuss the data treatment, emphasizing those elements which deviate significantly from their counterparts in 0scanning diffraction.
Overview of the experiment
The resolution of energy space by a solid-state radiation detector has now become of sufficiently high quality as to provide quantitative diffraction patterns of accuracy comparable to those obtained by conventional means. Hence, a few years ago, it becameapparent to us that an accurate representation of diffraction space could be obtained by scanning energy at a fixed angle with one of these devices providing the dividend of reduced run times. The parallel nature of data acquisition could be crucial in reducing the time needed to construct a liquid diffraction pattern from days to hours. Or, conversely, more data could be conveniently acquired to increase the statistical accuracy of the spectrum.
A schematic illustration of the actual energy-scanning experiment is shown in Fig. 3 . A highly collimated beam of multi-energetic X-rays impinged upon the free horizontal surface of the liquid sample. The diffracted beam was collimated for entry into a solidstate detector. For geometrical simplicity, both the incident and scattered beams intersected the surface at the same angle 0, producing a total scattering angle 20. Finally, a multichannel analyzer was used to sort individual photons into the total X-ray spectrum. Since all energies are present, this final spectrum was produced with all data acquired in parallel. Furthermore, a time saving was realized. This saving is roughly proportional to the power ratio of the continuous versus the characteristic X-ray spectrum. The real time saving for our system was about one order of magnitude.
Several distinct advantages of this technique, in addition to the time benefit, are also apparent. There are no moving parts; all scanning is done electronically. Because of this, all geometrical effects and corrections are greatly simplified. Since reflective geometry was used, the attenuation of intensity because of sample absorption was easily and accurately determined for the single, static alignment. Also, as we shall see later, the effect of absorption from any sample holder can be made non-existent. Finally, all data were taken together. Therefore, the effects of the various timedependent errors, such as X-ray source instabilities, were reduced because of their simultaneous effect throughout all diffraction space.
A water-cooled Machlett A-2L tungsten diffraction tube was mated with a Picker Constant Potential Diffraction Generator. The tube was operated at or near the maximum operating conditions of 23 mA and 50 kV. No noticeable voltage or current fluctuations were encountered, and long-term instabilities were observed to be less than a few percent.
The heart of the detection system was an intrinsic germanium radiation detector. Of the two basic types of solid-state device, silicon or germanium, the latter was chosen because its quantum efficiency (QE) remains near unity, whereas the quantum efficiency of the former does not. An intrinsic, as opposed to a lithiumdrifted, germanium detector was used, primarily because it would not degrade if allowed to heat to room temperature. A General Electric High Purity Germanium Photon spectrometer, Model 411, whose crystal was 7 mm in diameter, was used. Auxilliary electronics included an FET-based pre-amplifier, a Tennelec TC203BLR linear amplifier, and a Tennelec 
Experimental equipment
1. X-ray generation and detection A major objective was to reduce operating time; hence, the primary X-ray spectrum was required to be as intense as possible over as large a range of energy as permitted by our equipment. Since the total integrated intensity is proportional to the atomic number of the target material, a tungsten X-ray tube was used. The resulting spectrum is qualitatively illustrated in Fig. 4 for about a 50 kV accelerating voltage. The continuous 'bremsstrahlung' radiation was used as the primary source. Superimposed at low energies upon the continuous spectrum are a series of characteristic L radiations. 
Sample and beam geometry
While accuracy in energy space is characteristic of the various electronics, accuracy in angular space is a consequence of well defined geometries. Even though there are no moving parts, experimental precision requires us not only to determine the value of the fixed angles, but also to define the position and shapes of the various beams.
Both incident and scattered beams are collimated as follows. Total divergence was controlled by placing 0.6 ° vertical Soller slits in the incident beam and 0.2 ° horizontal Soller slits in the scattered beam. By requiring such small divergences, the resolution of energy space became the controlling factor in resolving diffraction space, as will be shown.
The shape of the various beams were controlled by 0.63 inches long, horizontal lead slits placed in the following manner.
The incident beam 0.10 inch slit placed 2.5 inches from the X-ray target; 0.025 inch slit placed 6.7 inches from the X-ray target.
The scattered beam 0.025 inch slit placed 0.5 inch from the detector window; 0.10 inch slit placed 4.7 inches from the detector window.
The ultimate sizes of the above slits were chosen by requiring any diffraction peak to have the same halfwidth as any fluorescent peak appearing at the same energy. This was done to ensure that the total resolution of the system was detector, rather than geometry, limited. Once the two beams had been well collimated, the scattering angle was set and accurately determined. In order to simplify the absorption corrections, the angle of incidence was set equal to the angle of reflection. When these conditions were met, the actual value of the scattering angle was determined by observing the position of a series of known Bragg reflections. The apparatus was designed such that the angle of reflection could be set to within + 0.1 ° of the angle of incidence, with the actual scattering angle known within + 0.05 °.
Final alignment then requires only that the liquid surface be elevated until the intersection of the two beams falls at a known position with respect to that surface. A translation stage with 0.001 inch vertical accuracy was provided for this purpose.
Experimental procedure

Angular settings
The choice of angular settings is based on the requirement that intensity data be obtained over as large a range of s space as is p/'actical, so that truncation errors in the Fourier transform can be kept at a low level. A maximum scattering parameter of 12 A -a was found to be sufficient.
The usable range of the X-ray spectrum was twofold limited. First, because of the presence of both mercury and tungsten characteristic emissions in the vicinity of 10 kV, the lowest usable portion of the continuous background radiation was about 15 kV. Also, an upper energy limit was imposed by the operating restriction of our particular X-ray generating system to energies below 50 kV. Unfortunately, because of these constraints, two different angular settings were required to produce sufficient range in s space.
The initial step was to find nominal angular settings under the following requirements:
1. The maximum and minimum photon energy should be about 50 and 15 kV respectively.
2. The maximum value of the scattering parameter should be about 16 A~-1.
3. The two angular scans should have some reasonable overlap in s space.
These requirements will enable us to use only the most accurate portions of each scan.
To find the values of scattering angles 0,~ and 0, appropriate to these experiments, we first rewrite the defining equation for the scattering parameter, using
For the high angular setting, the high-energy limit will correspond to the maximum value of the scattering parameter. This gives an upper angular setting of about 19 °. At the 15 kV lower limit, the instrument set at the previously found angle will give a scattering parameter of about 4.8 A~ -1. The lower angular setting can be determined by requiring some overlap. Thus, the maximum value of the scattering parameter for the L run was required to be about 6 A-~; this corresponds to an angle of about 7 ° . With this setting, the lowest value of the scattering parameter to be examined will be about 1.8 A -1. Table I gives the actual angular settings and ranges of the scattering parameter. In the final calculations, only data with s less than 12 A, -~ was used in order to avoid energies near the high-energy X-ray cutoff. 
Determination of the primao' beam spectrum
The method used was based on a fundamental phenomenon of scattering by matter. As the scattering parameter becomes progressively larger, all observable diffraction phenomena must be characteristic of dimensions which become progressively smaller. When the scattering parameter becomes sufficiently large, interatomic correlation effects disappear because of the relatively large distances between atoms. However, intra-atomic effects will still be present. In other words, the scattering from any liquid will approach the scattering from the individual atoms as the scattering parameter becomes large, say 10 A~-~.
This independent scattering is just the atomic scattering factor squared plus any incoherent contribution.
That is,
S---+¢x~
The two terms associated with the independent scattering can be calculated from atomic orbital data and are in general tabulated. A very high angle run was performed in order to cover only large values of s space. This experimentally measured spectrum must be just the independently scattered intensity attenuated by the primary-beam distribution. The only unknown quantity is the primary beam spectrum, which can easily be extracted from this data. The details of this analysis will be presented under Data treatment in the next section.
The setting of this 'primary-beam' angle can be found by assuming that all liquid correlation effects will be relatively damped out by s equal to I0 A -1 This requires that the primary-beam angle, Oe, be set at about 42 ° . The maximum scattering parameter to be examined will then be about 35 A-L
Alignment procedure
The alignment procedure is to a large extent specific to the mechanics of our system. As such, it is not desirable to describe the procedure in detail here. Details have been described by one of us (Prober, 1974) . The critical steps in alignment are (1) setting the angles of incidence and reflection equal by making use of reflection of a highly collimated light beam, (2) determining the absolute scattering angle by diffraction from a standard (silver foil), and (3) alignment of the liquid surface in the X-ray beam. This last step requires further comment here, as it bears critically on the absorption correction.
In order to fix the position of the liquid surface, the multichannel analyzer was set to record only a single energy, in this case the L~ line of tungsten. Beginning with the sample lowered out of the beam path, the sample was then raised by a micrometer translation stage until scattering occurred within the liquid sample. As this process continued, more of the beam entered the sample, with increased scattering intensity. However as beam penetration into the sample increased, absorption became progressively more important, and the scattering intensity decreased. Thus, a position of maximum scattering intensity existed for this energy. The sample was placed to within 0-0025 inch of this maximum scattering position.
Counting strategy
As stated before, three distinct angular runs were required for each complete experiment. Each run was performed twice in order to check for consistency. The final spectrum used was the sum of each separate spectrum. Also a medium angle run was performed in order to test overlap qualities. Each run was scaled so that ten channels on the multichannel analyzer accounted for 1 kV. The entire scattering spectrum was then composed of over 600 data points.
The length of each run was determined by requiring that the least intense channel (at 15.5 kV) have a relative standard deviation, e, of less than 3 %. For a single measurement, 100 c= ---<0.03
(3)
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where N is the number of pulses collected in that channel. For the lowest-angle run, this required several hours. For the highest-angle run, the time required was on the order of 20 h. For convenience, data was collected for about 20 h for each run. This enabled us to obtain one run per day.
Data treatment
General
For any X-ray diffraction spectrum IE(s, Oi), measured at 0i, there exists an ideal diffraction spectrum, l(s), in electron units. This spectrum is independent of experimental variables. These two spectra differ because of the effects of all experimental variables, such as absorption, polarization, etc. We can relate the experimental spectrum to the physical spectrum through a series of correction factors. That is IE(s, 0i) = CiFabs (s, Oi) × g~a~,ts(E)Fe(s, Og)Qe(E)Ie(E)I(s) (4) where F~abs(s,O~) and F~,~(E) are the absorption corrections for a photon traveling through the sample and through all space external to the sample, respectively.
Also, Fe(s,O~) is the polarization correction, Qe(E) is the quantum efficiency of the detector and Ie(E) is the distribution of energies in the primary spectrum, as produced at the X-ray tube target. Finally, Cg is the normalization constant needed to convert laboratory units into electron units.
For equation (4) to be valid and l(s) to be completely independent of experimental variables, IX(s, 0i) must be corrected for the Gaussian broadening associated with finite resolution. However, Israel, Lier & Storm (1971) show that this broadening is negligible in the continuous region when high-resolution detectors are used.
Independent atom scattering
The atomic scattering factors as calculated by Cromer & Waber (1965) from relativistic Dirac-Slater wave functions were used throughout.
A nine-parameter analytic function, provided in the above reference, was used to generate mercury scattering factors in s space from zero to 25.1 A -1. Since the primary run required information into very high s space, Cromer's basic data was extrapolated to 35 A -1
In calculating the above scattering factors, the effect of the natural absorption of the various absorption edges was not considered. If the frequency of the incident radiation is near a natural absorption frequency, the total atomic scattering will be modified by the complex relation,
where f0 is the Cromer-Waber scattering factor and Af' (E) and Af"(E) are the real and imaginary anomal- are considered, there is no region of energy space where the above correction is unimportant. These corrections were calculated for sixteen absorption edges, using Cromer's (1965) values for the oscillator strengths and energy levels of the various edges obtained from Sandstrom (1957) and Cromer (1965) . The method of Parratt & Hempstead (1954) was used to solve the dispersion equation and to obtain values for Af'(E) and Af"(E) for all energies of interest.
Over portions of the energy space used here, the effect of dispersion on the total atomic scattering is major. This can be seen in Fig. 5 . It is especially critical at low energies, near the L edge of mercury, and at large s space, wheref0(s) has become small.
The incoherent scattering for mercury has been calculated approximately by Heisenberg (1931) . These calculations did not contain the accuracy needed for our quantitative use. The following common approximation for the incoherent scattering was used in order to yield reasonably accurate data at high s values. Rodriquez & Pings (1965) have shown that the incoherent scattering can be related approximately to the total atomic scattering factor. Assigning the incoherent scattering to just the outer orbitals, they show that
where Z is the atomic number. Incoherent scattering was computed to high s using equation (7). This relationship will be most accurate when the scattering atom contains many electrons, as is the case with mercury.
In the classical approximation of the incoherent scattering, it is assumed that the electron scattering center is at rest. However when electron recoil is considered, a correction factor is required to modify the incoherent scattering. This Breit-Dirac factor, R, takes the following form when quantum counters are used:
where E0 and E are the unmodified and modified photon energies respectively (James, 1958; Walker, 1956 ). For our system, the Breit-Dirac correction becomes
In the algebra leading to equation (9), we have used the Compton formula for wavelength shift (A2= 0.048 sin 2 0), the definitional expression for s (s= 4n sin 0/),) and the relation (E= 12.4/),) between photon energy and wavelength. In the lower angular runs this correction is not particularly important, but it does become quite significant in the primary run. This is especially important, since at high s the incoherent scattering becomes a large portion of the total scattering. The Breit-Dirac factor was applied to all in-coherent intensities as previously calculated. That is,
i.~ I i"~ ts~ R (I0)
Icorrected(S,O)= classicalk l" "
Determination of primary spectrum
The primary spectrum, IP(E), in equation (4) must be determined in order to account for the distribution of wavelengths in each experimental diffraction pattern. At high scattering parameter, where only intraatomic correlations will produce diffraction effects, the primary spectrum is given by equation (2). In this case equation (4) By always keeping the external photon paths the same, we find that ext F,b~(E) remains the same for all runs.
Equation (4) (13) where C is Cp/Ct. In order to construct the complete diffraction pattern resulting just from the liquid structure, the above correction factors need all be known. Fig. 6 illustrates the specific geometry associated with the intersection of the incident and scattered beams with the liquid. Since both beams were collimated to the same dimensions, a 'diffraction diamond' was formed wherein all detected scattering must occur. The specific position of the diamond with respect to the liquid surface was fixed when the liquid surface was positioned at the point of maximum transmission of the tungsten La radiation.
Absorption corrections
The absorption correction was found by taking each point within the liquid portion of the diffraction diamond and calculating the required path length that a photon must have traveled through the liquid sample. These calculations were based on the assumptions that the beam is homogeneous and that the scattering in air is negligible. Also, multiple scattering is assumed to be negligible. (While this is true for mercury, it may be untrue for a low absorber such as water.)
The attenuation due to absorption for each path length, L, was given by the usual exponential law, exp [-p(E) . L], where p(E) is the linear absorption coefficient. The total effect of absorption will then be given by integrating the exponential attenuation over all possible scattering centers within the liquid portion of the diffraction diamond. That is,
F~bs(S, Ot) = I exp [-p(E)L]dV.
(14) d liquid For the above geometry, the required path length, L, is just the distance ABCD shown in Fig. 6 . The appropriate geometry and integration are carried out by Prober (1974) . The result of this analysis gives
(16) sin 20i and B= 2/IX sin 0i (17) with W being the beam thickness, co the slit length and X the distance from the center of the diffraction diamond to the liquid surface. Since X is set experimentally at the position of maximum transmission of tungsten La radiation, equa- 
Because of divergence, the beam thickness W within the specimen is not quite identical with the collimating slit opening. It can be shown (Prober, 1974) that Wcan be extracted from a plot of Lc~ intensity versus specimen height. More specifically, if X~/2 is the liquid surface position at half maximum intensity, then W~ 4(X~/2 -)~) cos 0.
(20)
The computed value of W was 0.033 inch for each run. The total effect of absorption on the final intensity function as given in equation (13) is a ratio of two absorption factors. Consequently, when the total absorption effect is considered, the 1//~ term in each Fa%s cancels out. This absorption ratio is shown in Fig. 7 . In the computations leading to Fig. 7 , we used the mass absorption coefficient,/~/~o, as given by Bertin (1970) , with the density of mercury at 25°C being 13.59 g cm -a
As can be seen, the total effect of sample absorption is extraordinarily small. Therefore it can be concluded that our error associated with the correction for absorption must also be small. This is a critical improvement associated with the energy-scanning technique, since absorption effects are usually one of the major sources of error in conventional methods.
Polarization correction
In energy-scanning diffraction it is also necessary to correct for polarization. The continuous X-ray spectrum can be thought of as being produced by emissions from a series of 'braking' energy losses of the electron. That is, the continuous spectrum is produced by photons from electrons which have lost their energies in many steps. However, an important distinction must be made between photons produced by electrons direct from the X-ray filament on the one hand and by all other electrons on the other. In the former case, the photon will by necessity be polarized, because the electron velocity vector is a constant. All other photons produced will be unpolarized because the electron velocities can be considered to be variable. Therefore, any continuous spectrum will be partially polarized. The degree of polarization increases with the probability that the exciting electron comes directly from the filament. It follows that at the high-energy limit, where all energy is transferred in the first step, the beam will be fully polarized (Kulenkampff, 1929; Sommerfeld, 1931) .
Formally, the polarization factor for a single run,
Fp(s,O~), is given by the Thomson formula
Fp(s, Oi) = k± + k ,, cos 2 20i,
where k_, is the fraction of electric vectors perpendicular to the plane of the incident and scattered beams and k j is the fraction parallel. We define the degree of polarization, P(E) as
k±+k, "
Combining equations (21) and (22) gives the final form of the polarization factor:
Fe(s, 0~) = (1 + cos z 20i) ( 1 -cos 2 20i) P(E) (23)
The function P(E) is determined by comparison of runs L and M. The same region of s space is scanned at low energies in run M, where polarization is negligible, and at high energies in run L, where polarization is important. Since the previously corrected intensities (corrected for polarization and scaled to the atomic scattering) must be the same for the same portion of s space, we have
IM(s) Iz(s) Fe(s, Oz)
f2(s ) -C f2L(S). Fe(s, Oe)
where C is a constant and reflects the arbitrary nature of the intensity units. Using the above equation with the appropriate experimental intensities, Fe(S, OL)/ Fe(s, Oe) was found for this particular geometry. Using equation (23) for 0L, P(E) was then found. With P(E) now in hand, the polarization correction is known for all geometries, as indicated by equation (23).
The effect of the polarization on any of the intensitv spectra was in terms of the polarization correction, Fe(s, Ol)/Fe (s, Oe) . This total correction is given in Fig.   8 for each of the two basic runs. As can be seen, this correction is not particularly important over our range of s space, but may be important for other studies.
Normalization of In(s)
The first step in the normalization of the entire diffraction pattern into electron units requires the scaling of In(S) SO that lim Cnln(s s, 0i) =f2(ss, On) + Ii"C(ss, On). (25) s. ---~, oo The value of Cn necessary to satisfy condition given by equation (25) was found through minimization of the following objective function: f'-(ss, On) (26) In(ss, Ou) was then multiplied by CH, to yield the normalized high-s portion of the final diffraction scan, I~, (s s, 0H).
Normalization of lL(s)
The lower portion of the final diffraction pattern must also be normalized to electron units. This can be achieved by requiring that IL(s s, OL) mate with I~ (s s, 0H) in a smooth, continuous manner. Since the structure function, 
The transition from low to high-angle curves occurred at 5.52 A- Fig. 9 shows the complete intensity scan, as corrected for primary spectrum, absorption, and polarization.
Structure function at low scattering parameter
It was necessary to generate the structure function, i(s), from s equal to zero to Smin = 1"98 A-1, where Smi, was the minimum experimentally accessible value of the scattering parameter. The method of Mikolaj & Pings (1967) was used to give the lowest section of i(s). At this point the complete structure function has been determined; it is given in the alternate form of si(s) in Fig. 10 .
Radial distribution fimction
The structure function was numerically Fourier transformed to yield the radial distribution function. The general form of this transformation is ioo 1 s2i(s) sin (sr) ds .
(32) g(r)= 1 + 2rc~-0 --sr
Weddle's rule (see Scarborough, 1966) for equally spaced data was used as the integration scheme. About 1500 points, spaced at 0.01 A -1, were used in each transform. Extensive routines to reduce the termination error were not used since none of the common techniques were totally satisfactory. It was decided to present the radial distribution function in terms of an inversion band. This was done by integrating the structure function to three different termination values. Sma x was 12"3, 11-4, and 10.4 ]k -1 respectively. The real information was practically invariant, while the spurious detail was sensitive to the different terminations. Envelopes were drawn about the upper and lower bounds of structure to constitute the inversion band. The final Fig. 9 . The total intensity as corrected for primary spectrum, absorption, and polarization.
form of the structure of mercury is given in Fig. 1 in terms of the quantity 4rcrZQ[g(r) -1] versus radial distances. Here g(r) takes the value of the bisection of the inversion band. The quantity 4nrZQ[g(r) -1] reflects the net effect of the liquid correlations on the local density and is scaled to indicate the actual number of atoms at a distance r.
Comments on data treatment
It is useful to collect here comments on distinguishing features of our data treatment, especially where the practice is distinct from that for angular scanning.
(1) The anomalous dispersion corrections as calculated here were critical in adjusting the scattering factors. A problem that might develop if one were to use other fluids is apparent. If natural absorption frequencies occur within the energy range of interest, the anomalous dispersion correction will become exceedingly important and the present corrections may not be adequate.
(2) In angular diffraction methods, geometrical effects are pronounced. Therefore, it is especially noteworthy that the effect of absorption in our technique is minimal.
(3) Unfortunately, polarization was accounted for in an indirect way. While our approach seems reasonable, direct measurement of the degree of polarization would be helpful in any future system.
(4) Incorrect normalization of the experimental intensities has always been a source of error in the radial distribution function. With our technique, problems can be compounded, since the curves have to be mated as well as normalized. Poor normalization is always hard to assess; however, the high quality of our structure function leads one to believe that our normalization and mating procedures are more than sufficient. One quantitative test that can be performed is as follows. It can be shown that For our choice of normalization and mating coefficients, the left-hand side of equation (33) was not equal to zero but equal to -11.4. However, a change of only about 0.7% in the normalization constant resulted in the left-hand side of this equation becoming equal to zero. This indicates that our scaling is probably good to within one percent.
Evaluation of the energy-scanning technique
The point in the data treatment wherein all experimental techniques should be the same is, of course, the structure function, i(s). Therefore it is sensible that this quantity be the criterion for evaluating the energyscanning method. Our structure function for mercury, in the alternate form of si(s), was shown as Fig. 10 . That figure also shows the various values of si(s) as given by Kaplow et al. (1965) , using the conventional technique. The strong correlation between the data obtained from the two methods is apparent. The energyscanning result has been compared also with recent existing data* (Black & Cundall, 1965; Wagner, Ocken & Joshi, 1965; Ruppersberg & Reiter, 1972) . Both the peak positions and the value of si(s) at each peak correlate well. The only major difference is that the first peak intensities are not the same. Table 2 gives the position and intensity of the first peak in si(s) for a series of investigations of liquid mercury near our conditions. The value of sli(sl) as reported by this work is somewhat lower than the values reported by the others, except for those of Black & Cundall (1965) and of Caputi et al. (1969) . While no quantitative assessment of this difference can be made, it can be pointed out that the first peak occurs in the area of maximum error for angular methods, i.e., it occurs in the regime in which A0/0 is greatest. This error can affect both peak height and location. In any case, Fig. 10 confirms the high correlation between the fruits of the two methods. The different approaches, which have distinctly different data * The results of older work are tabulated by Black & Cundall (1965) . Table 2 . The first peak in the structure function treatment, produce superposable results. The major advantages of the energy-scanning technique fall into two catagories. First, since much of the data is acquired simultaneously, more data can be obtained in a given unit of time. This fact can be exploited in one of two ways; either a given experiment can be completed in a shorter period of time or more data can be gathered for greater statistical accuracy. Also, many time-dependent errors are less important here since all diffraction space is scaled equally. Second, there are no moving parts in the detection apparatus. Therefore alignment can be accurately maintained, resulting in a minimum of geometrical errors. Sample and holder absorption can be easily and accurately analyzed.
The only major disadvantage is in the restricted range of usable energy space due to the characteristic emissions of both the sample and the X-ray tube target. This can be a major problem since some materials have emissions that further restrict energy space. An example of this would be tin, with a K emission at 24 kV. However, one could operate through the regime of characteristic emissions by resolving these emissions into the proper monoenergetic spikes. This can be done, with some difficulty, by inverse transforming the Gaussian effect of resolution.
