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Abstract 
 
This paper discusses the role of advance techniques for monitoring urban growth and change for sustainable 
development of urban environment. It also presents results of a case study involving satellite data for land 
use/land cover classification of Lucknow city using IRS-1C multi-spectral features. Two classification 
algorithms have been used in the study. Experiments were conducted to see the level of improvement in digital 
classification of urban environment using Artificial Neural Network (ANN) technique. 
 
I. Role of advance techniques  
 
Rapid urban development, and increasing land use changes due to increasing population and economic 
growth in selected landscapes, is being witnessed of late in developing countries. All this rapid development, 
with or without planned growth of urban sprawl and increasing population pressure, is resulting in deterioration 
of infrastructure facilities, loss of productive agricultural lands and green open spaces, as well as causing air 
pollution, health hazards and micro-climatic changes. It is estimated that by 2030, urban dwellers will make up 
roughly 60 percent of the world's population as a result of rapid urban growth in Asia and Africa (UN, 2006/7).  
The concentration of people in very densely populated urban areas points to a critical need for the introduction 
of sophisticated systems to monitor urban growth in these regions. Developing countries often have limited 
infrastructure, and lack the capabilities which are necessary for modern city planning. To effectively address the 
issues arising from unplanned and rapid urban growth, one requires – at regular intervals – up-to-date and 
accurate data on the changing urban sprawl, urban land use, urban resources and urban environment. It is in this 
context that geospatial technologies – such as satellite Remote Sensing, Geographical Information System 
(GIS), Global Positioning System (GPS) and LiDAR etc.– with their abilities to provide reliable and accurate 
data, offer excellent possibilities for mapping, monitoring and measuring the various facets of urban 
development. Sustainable development of urban environment could significantly gain from the information thus 
generated, in terms of generating appropriate plans and strategies.  
 
The requirement for remotely sensed data of high spatial and spectral resolution for the purpose of detailed 
urban mapping is increasing. This is the result of the high density dwelling and low floor space area which, in 
turn, is due to compact land parcel sizes and lack of physical spacing and homogeneity in the surface, built-up 
features of these urban areas. In this context, the availability of space-borne data becomes more relevant and 
important for urban planning and sustainable development. Satellite remote sensing, with repetitive and synoptic 
viewing capabilities, as well as multi-spectral capabilities, offers unique opportunities for mapping and 
monitoring some of the elements of urban core, its dynamics, and the resultant urban structure. Image archives 
store a large number of satellite remote sensing imagery data which began in the early seventies and increases 
on a daily basis. Digital multi-spectral sensors on board remote sensing satellites at higher altitudes are able to 
record the reflectance properties of an entire city at various spectral levels. A much broader spectral range and 
much higher spatial resolution of remotely sensed data is required for urban applications, due to the immense 
variety in the type and composition of objects and surfaces compared to most other applications (Mesev, 2003). 
Where large areas are concerned, the maps of urban areas prepared using conventional field based techniques 
often become obsolete even before they are published. Therefore, many researchers have advocated use of 
satellite based remote sensing data for this purpose due to its many advantages over conventional field-based 
technologies (Khorram et al., 1987; Baker et al., 1991; Pathan et al., 1993). The development of remote sensing 
for urban monitoring was stimulated by the advent of so-called ‘second generation’ satellite sensors (Landsat 
TM, SPOT HRV and IRS 1C/1D) with a spatial resolution (minimum ground resolution distance) in the range 
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between 10m and 30m (Donny, et al., 2001). Now, with the availability of very high-resolution sensor data from 
satellite-based platforms such as IKONOS, QuickBird and GeoEye-1 satellites, the user community expects 
urban mapping and monitoring in a more routine and reliable manner using remotely sensed satellite data.  
 
Geographical information system (GIS), another form of geospatial technology, is a computer based system. 
It is capable of input, storage, manipulation, as well as analysis of data that is useful for planning, decision 
making and implementation. It is a potent tool in the hands of urban planners to view different scenarios and 
their outcomes so that an optimal strategy may be chosen for planning and development. Data is one of the 
indispensable components for GIS and one that requires time and cost. Global Positioning system (GPS) is one 
of the most precise geospatial data collection technologies which were originally designed for navigational and 
military uses. It is now being increasingly used to generate civilian GIS data in the field, to update GIS data, and 
to verify the location of points on a GIS map.  
 
The Global Positioing system (GPS) is a satellite-based navigation system, developed by the U.S. 
Department of Defence (DoD) in the early 1970s. It provides reliable positioning, navigation, and timing 
services on a continuous worldwide basis. This information is freely available to all. For anyone with a GPS 
receiver, the system provides accurate location and time information for an unlimited number of people in all 
weather, day and night, anywhere in the world. It is one of the most precise data collection methods for 
mapping. GPS is now being used extensively for surveying and mapping of urban areas in developed countries 
because of the benefits it has in comparison to conventional field based surveying. In urban mapping and 
planning, one requires accurate information about the spatial position of urban attributes for creating maps or 
collecting data for making a GIS. The GPS is now being increasingly used to get positional information, collect 
civilian GIS data of assets and constructed infrastructures in the field, and to verify the location of points of 
interest on a GIS map. Apart from urban mapping, there are numerous other applications of GPS in the urban 
environment, including mapping transportation and utility infrastructure. Streets and highways are digitized by 
driving along the roads while recording the GPS positions. Road conditions, hazards, and areas that need repairs 
are entered as attributes for use in inventory and GIS. Other urban applications include mapping and recording 
land parcels, zones, public works, street features, and factories.  
 
LIDAR (Light detection and ranging) is another remote sensing technology for measuring the distances from 
a light source to the targets. The targets could be the objects on land and water for surveying and mapping 
applications. Extraction of terrain and building information from various data sources is one of the primary tasks 
in urban mapping. The primary input data for the purpose of urban planning are terrain and buildings. Such 
information is required in urban environmental monitoring and modelling to model the distribution of heat, 
pollution, and population. Besides, it has recently found increasing applications in the real estate industry, 
disaster management, homeland security, and realistic visualization. This technology provides a unique and 
promising solution to extracting such urban information (Ackermann, 1999; Baltsavias, 1999). Compared to the 
other conventional optical air and space-borne technologies, LIDAR is an active remote sensing technology; 
thus, data can be collected during the night. This can be a beneficial feature for certain applications, especially 
in large municipalities. LIDAR is also a three dimensional remote sensing technology with which planimetric 
and vertical positions can be obtained as direct measurements.  
 
II. Case Study 
 
This case study involves use of satellite data for land use/land cover classification of Lucknow city using 
IRS-1C multi-spectral features. It has been observed that the land use classes on high-resolution satellite 
imagery are highly deviated from normal distributions. This behaviour creates problems with the standard 
classification techniques like Gaussian maximum likelihood classifier (GMLC). There are numerous advanced 
techniques – such as artificial neural network, fuzzy-sets and expert systems, decision tree classifier, support 
vector machines etc. – which have been used by researchers to improve land-use/land-cover classification 
accuracy from remotely sensed data (Lu and Weng 2007).  
 
Attempts have been made to use Artificial Neural Networks (ANNs) to alleviate few problems with 
conventional parametric pattern recognition techniques. A few advantages of ANNs over conventional statistical 
techniques for pattern recognition are as follows; ANNs have an intrinsic ability to generalize. No assumption is 
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made about the statistical distribution of the input data. These are capable of forming highly non-linear decision 
boundaries in the feature space. ANNs offer a more robust approach to land cover discrimination than that 
currently obtained using conventional supervised image classification techniques. ANNs have potential to 
provide higher classification accuracy with small training data compared to GMLC. 
 
In the light of these advantages, the study has investigated use of ANNs in the classification of test site 
imagery of a typical Indian urban environment. The following sections present some previous studies, 
theoretical background for the application GMLC and ANNs in satellite image classification. The experimental 
design, results and conclusions for various investigations for the test site imagery follow these. 
 
Previous studies 
 
The potential and capability of the neural network approaches over GMLC to deal with the complex 
remotely sensed data has been demonstrated by many researches. Hepner et al. (1990) compared between ANN 
and GMLC in a land cover classification. He observed that the ANN could classify imagery better than GMLC 
using identical training sites although it was computationally very intensive even on relatively powerful VAX 
computer. However, these conclusions were based on purely visual interpretation and without any mathematical 
comparison between the accuracy obtained in the ANN and GMLC techniques.  
 
Similar observations were made by Foody et al. (1995a, 1995b) about the ability of ANN to have higher 
classification accuracy compared to the discriminant analysis (DA), especially when smaller training sets were 
available. The differences were only significant if the data were non-normally distributed. However, if the 
remotely sensed data satisfied the assumptions of conventional statistical classifiers (say normality in case of 
GMLC), no significant difference in classification accuracy was usually observed between conventional and 
neural networks classifications. When a priori information was available to the DA, the difference in accuracy 
between neural network and DA was found to be insignificant. It was also observed that the non-representative 
training data would lead, as expected, to significant difference between training data and testing classification 
accuracies and the effect was fairly similar for both the ANN and DA classifications.  
 
Paola, and Schowengerdt, (1995a) compared BP neural network with GMLC for classifying 12 urban land 
use classes using TM imagery for two cities. The neural network approach achieved higher test site accuracy 
than the GMLC, but required considerably higher computing time. The closer test and training site accuracies 
indicated that the neural network generalised better than the GMLC method. The classification time with ANN 
was about 15 times higher than with GMLC to produce the same overall test site accuracy. For the second city, 
the two maps were visually and numerically similar, although the neural network was superior in suppression of 
mixed pixel classification errors. These results indicated that the BP approach to neural network training was 
computationally intensive, taking at least an order of magnitude more time than the total classification time for 
GMLC. However, the classification time, once training was complete, was less for the neural network. 
 
Study site and data  
 
Lucknow city, the state capital of Uttar Pradesh was selected as the study area. Its geographical extent ranges 
between North latitudes 26o 45’ and 26o 55’ and the East longitudes 80o 50’ and 81o covering about 30x30 km.  
Lucknow has a flat topography and a large part of the rural area is under agriculture. River Gomati crosses the 
area diagonally from Northwest to Southeast area. An extract of Lucknow city was chosen from multispectral 
bands of IRS-1C, LISS-III satellite data for this study. Twelve land classes cover the majority of the study area 
(Table 1). The data for the study area included four multispectral bands of LISS-III, IRS-1C satellite along with 
relevant SOI maps and ground reference map in paper form procured from Town and Country Planning 
Department. 
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Theoretical background 
 
The investigations in this study have used the GMLC and BP ANN training algorithm. This section briefly 
outlines some issues related to GMLC and standard BP ANN algorithm.  
A. Gaussian Maximum-Likelihood Classification (GMLC) 
 
The maximum-likelihood classifier is a parametric classifier that relies on the second order statistics of a 
Gaussian probability density function (pdf) model for each class. It is often used as a reference for classifier 
comparison because, if the class pdf’s are indeed Gaussian, it is the optimal classifier. The basic discriminant 
function for each class is 
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Where n is the number of bands, X is the data vector, Ui  is the mean vector of class i, and  Σ i is the covariance 
matrix of class i. 
 
B. Backpropagation Artificial Neural Networks (BP ANN) 
 
A neural network consists of number of interconnected nodes (neurones). Each node is a simple processing 
element that responds to the weighted inputs it receives from other nodes. The arrangement of the nodes is 
referred to as the network architecture. The ANN can separate classes in a non-linear manner because it is multi-
layered and generally consists of three (or more) types of layers where the numbers of layers in a network refers 
to the numbers of layers of nodes and not to the numbers of layers of weights. The first type of layer is the input 
layer, where the nodes are the elements of a feature vector. This vector might consist of the spectral features of 
data set, texture feature of the image or any other more complex parameters. 
 
The second type of the layer is the internal or hidden layer since it does not contain any output units. The 
number of hidden layers and their size must be determined experimentally. More hidden layers nodes give the 
network more flexibility. However, more hidden layer nodes also result in over-training by becoming too 
specific to the training data and not applicable to the rest of the image. The optimal number of hidden layer 
nodes depends on the problem at hand, and it is necessary to determine this number by experimentation. If the 
training error does not decrease to an acceptable level, then the number of nodes should be increased. If the error 
becomes very small but the resulting classification is poor, then perhaps there are too many hidden layer nodes. 
Unfortunately, there are no specific theoretical guidelines for the size of the hidden layer (Paola, and 
Schowengerdt, 1995b).  
 
The third type of layer is the output layer, which presents the output data for image classification. The 
number of nodes in the output layer is equal to the number of classes in classification. Each node in the network 
is interconnected to the nodes in both the preceding and the following layers by weighted connections. 
 
Methodology 
 
The experiments were carried out in two stages, In the first stage classification was done using 3 spectral 
feature with GMLC and then fourth band SWIR was added to see its effect in classification accuracy. In the 
second phase classification was carried out using resilient BP ANN using four bands. For BP ANN training was 
done till one of the following conditions was satisfied: (i) The number of iterations exceeded 1000 (ii) The MSE 
became less than a threshold value of 0.01.  
 
The number of neurones in input layer was equal to the number of bands used in the classification process. 
The input value of every pixel feature vector is normalised between 0-1. The number of neurones in hidden  
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layer is equal to four times number of neurons in the input layer (Kanellopoulos and Wilkinson, 1997).The 
number of neurones in output layer is equal to the number of classes (where 12 land use classes were selected 
for Lucknow city). The overall classification accuracy and the accuracy of the individual classes were assessed 
by computing kappa coefficients () and associated asymptotic variances (Bishop et al., 1975). Pair-wise 
statistical tests were performed to assess the significance of any differences observed between two 
classifications using a Z statistic (Congalton et al., 1983). In this equation Zab is the Z statistic for comparison of 
classification a and b; a and b are the kappa coefficient of classification a and b; and a2 and b2 are the 
asymptotic variances of a and b respectively. Difference between two classifications was considered to be 
significant at the 95% confidence level if the absolute value of the Z statistic exceeded 1.96.  
Zab a b
a b
 
 
 2 2  
 
The basic approach used in this paper is to evaluate the effect of adding SWIR band in classification process 
and secondly compare between GMLC and BP ANN classification accuracies with four spectral features. 
 
 Results and discussion 
 
To study the effect of using BP ANN in the classification process all four bands were used using an ANN 
structure of 4-16-12. The overall and individual class accuracies were computed for 12-class map. The results of 
these experiments are given in table 2, which indicates that the BP ANN improves classification accuracy. It has 
been reported that neural network has the ability to generalise especially if it is not over-trained (trained with 
large number of iterations). This property means that the classification results with the training and test areas are 
likely to be similar while using ANN. This section investigates the generalisation property in case of GMLC and 
ANN (Table 3). Further, the following observations emerge from these tables: 
 
(i) Overall classification accuracy increases in statistically significant manner for training samples.  
(ii) For test samples overall accuracy increases by 2% which is not statistically significant. 
(iii) Class accuracy increases for most of the classes except classes like medium residential and commercial 
that too is not statistically significant.  
(iv) The difference between overall classification accuracy of training area and test area is very small in the 
case of GMLC than the ANN.  
(v) Although majority of the classes are not normal, it was expected that ANN would improve the 
classification accuracy. However, the generalisation property is better for GMLC than ANN. This 
observation is in contrast of the earlier studies made in this regard. 
 
Conclusions 
 
To effectively address the issues arising from unplanned and rapid urban growth, developing countries could 
significantly gain from the information generated using advanced technologies such as satellite Remote Sensing, 
Geographical Information System (GIS), Global Positioning System (GPS) and LiDAR etc. for generating 
appropriate plans and strategies for sustainable development of urban environment. 
 
From the experiments conducted for the case study, it can be concluded that the Back propagation artificial 
neural network based method gives higher classification accuracy in statistically significant manner than 
conventional Gaussian likelihood method GMLC for training set and higher accuracy for test set. Although the 
accuracy is higher with artificial neural network based method but generalization capability of artificial neural 
network based method is not better than GMLC.  
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Table 1.   Classes in the study area 
No. Name No. Name 
1 Agriculture-1 7 High Residential  
2 Agriculture-2 8 Medium Residential 
3 Commercial 9 Park 
4 Educational Institutes 10 Reserve Forest 
5 Government Establishment 11 River 
6 Grassy Land 12 Water body 
 
 
Table 2.   Improvement in accuracy with BP ANN 
Class No. 
Training 
 
Class No. 
Test 
GMLC ANN  GMLC ANN  
  Z   Z 
1 0.75 0.83 1.33 1 0.78 0.79 0.19 
2 0.82 0.93 2.11 2 0.77 0.83 0.97 
3 0.57 0.58 0.19 3 0.71 0.61 -1.3 
4 0.51 0.49 -0.2 4 0.53 0.47 -0.9 
5 0.19 0.46 3.84 5 0.11 0.25 2.36 
6 0.92 0.95 0.93 6 0.89 0.9 0.24 
7 0.85 0.85 -0 7 0.81 0.82 0.17 
8 0.91 0.87 -1 8 0.85 0.89 0.7 
9 0.68 0.75 1.05 9 0.73 0.75 0.36 
10 0.93 0.9 -0.5 10 0.9 0.88 -0.5 
11 0.95 0.95 0.01 11 0.92 0.93 0.29 
12 0.87 0.99 3.09 12 0.93 0.96 1.03 
Overall 0.74 0.79 2.75 Overall 0.74 0.76 0.72 
 
 
Table 3.   Generalization capability of GMLC and ANN 
Class No. 
GMLC  ANN 
A B (A-B) A B (A-B)
1 0.75 0.78 -3.50 0.83 0.79 3.62 
2 0.82 0.77 4.76 0.93 0.83 9.58 
3 0.57 0.71 -14.00 0.58 0.61 -3.20 
4 0.51 0.53 -2.10 0.49 0.47 2.89 
5 0.19 0.11 7.82 0.46 0.25 20.20 
6 0.92 0.89 2.40 0.95 0.90 4.88 
7 0.85 0.81 4.54 0.85 0.82 3.49 
8 0.91 0.85 6.28 0.87 0.89 -2.20 
9 0.68 0.73 -4.90 0.75 0.75 0.00 
10 0.93 0.90 2.42 0.90 0.88 2.41 
11 0.95 0.92 3.56 0.95 0.93 2.40 
12 0.87 0.93 -6.00 0.99 0.96 2.44 
Overall 0.74 0.74 0.10 0.79 0.76 3.94 
 
A-Training Accuracy, B-Test Accuracy   
