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Abstract
This paper considers models with latent/discrete endogenous regres-
sors and presents a simulation-based two-step (STS) estimator. The en-
dogeneity is corrected by adopting a simulation-based control function
approach. The first step consists of simulating of the residuals of the
reduced-form equation for endogenous regressors. The second step is a
regression model (linear, latent or discrete) with the simulated residual as
an additional regressor. In this paper we develop the asymptotic theory
for the STS estimator and its rate of convergence.
1 Introduction
The econometrics of endogeneity is unquestionable one of the most significant
contributions in econometrics. The estimation and testing of econometrics mod-
els with limited dependent variable (LDV) outcome and discrete/latent endoge-
nous regressors is especially of considerable practical importance. For example,
if one wants to estimate the effect of a job training program on later employment
by a Probit and include a dummy regressor to denote the treatment status, the
dummy regressor may be correlated with the error term in the outcome equa-
tion and hence endogenous. This paper considers a control function approach
and proposes a simulation-based two-step (STS) estimator for regression mod-
els with endogenous latent/discrete regressors. The control function approach
treats endogeneity as an omitted variable problem in the same way that the
Heckman (1979) two-step estimator corrects for selection bias. It is known that
∗We thank seminar participants at Academia Sinica and Syracuse University for helpful
comments and suggestions.
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the least squares estimator of using the residual from the first stage regression
as additional regressor is the same as the two stage least squares (2SLS) estima-
tor. The control function approach has been discussed by Smith and Blundell
(1986), Quong and Rivers (1988), Blundell and Smith (1989), Das et al. (2003),
Chen and Khan (2003), and Blundell and Powell (2004a, 2004b) to LDV models
with continuous endogenous regressors and by Vella (1993, 1998, 1999a, 1999b),
Li and Wooldridge (2002) and Christofides et al. (2003) with latent/discrete
endogenous regressors.
The first step of our STS estimator consists of the construction of simulation-
based residuals from reduced form equation for the latent/discrete endoge-
nous regressors. The second step is a regression model with generated re-
gressors and the simulated residual as an additional regressor. The proposed
STS estimator requires no choices of kernels or bandwidths as in nonpara-
metric/semiparametric estimators, e.g., Das (2005), Christofides et al. (2002),
Darolles et al. (2003), Blundell and Powell (2004a, 2004b), Yildiz (2004), Vyt-
lacil and Yildiz (2004). It resembles the control function estimators that are
popular in the literature, e.g., Smith and Blundell (1986), Vella (1993, 1998),
Rivers and Vuong (1988), Blundell and Smith (1994), Newey et al. (1999), Li
and Wooldridge (2002), Blundell and Powell (2004a, 2004b), and Lee (2004),
Ma and Koenker (2004).
Regression models with latent/discrete regressors have been studied exten-
sively in the literature, e.g., Amemiya (1978), Heckman (1978), Nelson and
Olson (1978), Hsiao (1983), Maddala (1983), Newey (1985), Hsiao and Moun-
tain (1985), Amemiya (1985, Chapter 10), Terza (1987, 1998), Kao and Wu
(1990), Vella (1993, 1998), Lee (1994), M-J. Lee (1995), Vella and Verbeek
(1999), Angrist (2001), Li and Wooldridge (2002), Wooldridge (2002, 15.7.3),
Lewbel (2004), Vytlacil and Yildiz (2004), Yildiz (2004), and Das (2005), to
mention only a few. For empirical applications with latent/discrete regressors,
see Willis and Rosen (1979), Lee (1978), Evans and Schwab (1995), Evans et
al. (1999), Goldman et al. (2001), and many others. This paper contributes
to the literature by studying the asymptotic theory of the STS estimator with
endogenous latent/discrete regressors. We derive the rate of convergence and
the limiting distribution of the STS estimator.
This paper also builds on a growing literature on simulation-based methods,
e.g., McFadden (1989), Pakes and Pollard (1989), Duffie and Singleton (1993),
Lee (1995, 1997, 1999a, 1999b), Breslaw and McIntosh (1998), Carrasco and
Florens (2002), Zhang and Lee (2004).
The remainder of the paper is organized as follows. Section 2 describes the
linear model with latent endogenous regressors. The asymptotic properties of
the STS estimator are stated in Theorem 1. Section 3 discusses LDV models
with latent endogenous regressors. Section 4 presents LDV models with dummy
endogenous regressors. Concluding remarks are provided in Section 5. All proofs
are given in the Appendix.
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2 Linear Model
To motivate the issue we first consider the following equations:
y1i = x
0
iβo + αoy
∗
2i + ε1i (1)
y∗2i = z
0
iδo + ε2i (2)
with ∙
ε1i
ε2i
¸
iid∼
µ
0,
∙
σ21 σ12
σ21 σ
2
2
¸¶
(3)
i = 1, ..., n, where xi (k × 1) and zi (p× 1) are exogenous regressors such that
xi is a subset of zi, y
∗
2i is an endogenous latent regressor, βo and δo are k × 1
and p× 1 vectors of parameters respectively. We introduce the subscript “o” to
denote the true values of parameters. Rather than observing y∗2i, we observe
y2i = τ (y
∗
2i)
where τ (•) is a nonlinear transformation. The setup represents a class of sev-
eral different limited dependent variable models. For example, τ (y∗2i) could be
max(0,y∗2i) or 1 (y
∗
2i > 0) , i.e., censored regression or binary regression models,
where 1 (·) is an indicator function. We assume xi = (xi, zi) is independent of
(ε1i, ε2i) so that
E [ε2i|zi] = 0
and the conditional mean restriction
E [ε1i|ε2i, y2i,xi] = E [ε1i|ε2i, y2i] (4)
are satisfied. We further assume
E [ε1i|ε2i] = ρoε2i (5)
such that
ρo =
E (ε1iε2i)
E (ε21i)E (ε
2
2i)
.
Then we can take expectation of (1) and (2) conditional on y2i
E [y1i|y2i] = x0iβo + αoE [y∗2i|y2i] +E [ε1i|y2i] (6)
and
E [y∗2i|y2i] = z
0
iδo +E [ε2i|y2i] . (7)
By the law of iterated expectation we get
E [ε1i|y2i] = E [E [ε1i|ε2i] |y2i] = ρoE [ε2i|y2i] . (8)
Denote
y∗2i = E [y
∗
2i|y2i]
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and
ε2i = E [ε2i|y2i] .
Plugging equation (8) into equation (6) gives
E [y1i|y2i] = x0iβo + αoy∗2i + ρoε2i
or
y1i = x
0
iβo + αoy
∗
2i + ρoε2i + [y1i −E [y1i|y2i]]
= w
0
iθo + ui (9)
where ui = [y1i −E [y1i|y2i]] , wi = (xi, y∗2i, ε2i)
0
and θo =
³
β
0
o, αo, ρo
´0
. In (9)
we use ε2i = E [ε2i|y2i] from the first stage regression to control for endogeneity
of the regressors. This is the control function approach in the literature1. The
control function approach treats endogeneity as an omitted variable problem,
where the inclusion of the first stage error ε2i = E [ε2i|y2i] as a regressor corrects
the inconsistency of the second stage regression. Clearly y∗2i and ε2i in (9)
are not observable. The idea of this paper is to substitute simulated moment
estimates for y∗2i = E [y∗2i|y2i] and ε2i = E [ε2i|y2i] and derive an estimator (e.g.,
a least squares estimator) for βo, αo, and ρo. Let ey∗2i and eε2i be the simulated
moment estimates of y∗2i = E [y
∗
2i|y2i] and ε2i = E [ε2i|y2i] , e.g., ey∗2i and eε2i can
be estimated by the simulation-based methods, e.g., GHK simulator (Geweke,
1991; Borsch-Supan and Hajivassiliou, 1993; Keane, 1994). The essence of
simulation-based estimation is to replace the population moment by its sample
analogue. We replace the expectation,
ε2i = E [ε2i|y2i]
by its simulated moment estimate2. For the sample observation, zi, a simulated
moment (simulator) for ε2i = E [ε2i|y2i] is
1
R
RX
j=1
ε
j
2i (10)
where
ε
j
2i = h
³
ξ
j
i , zi, δo
´
,
ξ1i , ..., ξ
R
i are R random draws for a random variable ξ and
E
³
h
³
ξ
j
i , zi, δo
´
|x
´
= E [ε2|y2] .
1 Suppose y2i = y
∗
2i. We compute bε2i = y∗2i − bz0iδo, the residual from the first stage
regression. Now consider including bε2i as an additional regressor in (1) and estimating by
least squares. It is easy to show (e.g., Dhrymes 1970; Wooldridge 2002, p. 107-108) that the
resulting least squares is the same as two stage least squares (2SLS) estimator.
2The simulation-based approach in this paper complements the generalized residual ap-
proach in Vella (1993, 1998). However, our simulation-based approach has the advantage that
it can be used to the models that ε2i = E [ε2i|y2i] may not be easily calculated.
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The superscript j on ξ indicates random draws are independent across differ-
ent sample observations as in Lee (1995, 1999). However, ε
j
2i = h
³
ξ
j
i , zi, δo
´
depends on the unknown parameter θo. We then replace ε
j
2i = h
³
ξ
j
i , zi, δo
´
by
ε
j
2i = h
³
ξ
j
i , zi,
bδ´ so that the simulated moments used in this paper is defined
as
eε2i = 1
R
RX
j=1
ε
j
2i (11)
where bδ is a consistent estimator of δo. We define
ey∗2i = z0ibδ + eε2i (12)
where bδ is a √n consistent estimator. A class of simulators has been introduced
by McFadden (1989), Stern (1992), Borsch-Supan and Hajivassiliou (1993), Ha-
jivassiliou et al. (1996), and many others. When R goes to infinity as n goes
to infinity, eε2i = 1RPRj=1 εj2i will be a consistent estimator of ε2i = E [ε2i|y2i] .
Then we replace y∗2i and ε2i by ey∗2i and eε2i to get
y1i = x
0
iβo + αoy
∗
2i + ρoε2i + ui
= x0iβo + αoey∗2i + ρoeε2i + αo (y∗2i − ey∗2i) + ρo (ε2i −eε2i) + ui
= x0iβo + αoey∗2i + ρoeε2i + αoz0i ³bδ − δo´+ αo (eε2i − ε2i) + ρo (ε2i − eε2i) + ui
= x0iβo + αoey∗2i + ρoeε2i + αoz0i ³bδ − δo´+ (αo − ρo) (eε2i − ε2i) + ui
= x0iβo + αoey∗2i + ρoeε2i + µi + ui
= x0iβo + αoey∗2i + ρoeε2i + vi
= bw0iθo + vi
where
µi = αoz
0
i
³bδ − δo´+ (αo − ρo) (eε2i − ε2i)
and
vi = µi + ui.
Thus we estimate
y1i = x
0
iβo + αoey∗2i + ρoeε2i + vi
= bw0iθo + vi (13)
by least squares, for example, where bwi = (xi, ey∗2i,eε2i)0 and θo = ³β0o, αo, ρo´0 ,
where vi is the error term. Note (13) is a regression model with generated
regressors, ey∗2i and eε2i. See Pagan (1984, 1986) for a survey on the issues of
generated regressors in econometrics.
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2.1 Asymptotic Properties
We now impose a set of regularity conditions:
Assumption 1:
1. The sample observations xi = (xi, zi), i = 1, ..., n are i.i.d. with a compact
support X.
2. The parameter space Θ is a compact convex subset of a k+p dimensional
Euclidean space and the true parameter vector θo is in the interior of Θ.
3. The function ε2i = E [ε2i|y2i] is continuous on Θ × X.
4. The function ε2i = E [ε2i|y2i] is differentiable in θ up to the second order.
Those derivatives are continuous on Θ×X.
Assumption 2:
1. The random draws of ξ are from a common distribution and are indepen-
dent of xi = (xi, zi) and θ.
2. The function h (ξ,x, θ) is a continuous unbiased estimator of ε2i = E [ε2i|y2i]
conditional on xi.
3. h (ξ, z, δ) is twice differentiable in θ. Those derivatives are continuous on
Θ×X.
4. The absolute values of h (ξ, z, δ) and its first and second derivatives with
respect to θ are dominated by square integrable function of ξ uniformly
in x and θ.
5. The first six order moments of h (ξ, z, δ) and the first four order moments
of
∂h(ξ,z,δ)
∂θ exist and are bounded functions on Θ.
Assumption 3: The number of random draws R for each individual i goes to
infinity as n goes to infinity.
Assumption 4: xi = (xi, zi) is independent of (ε1i, ε2i)
Assumption 5: Ew
0
iwi <∞, Ewiw
0
i = Q > 0, Ewiw
0
iu
2
i = Ω, Ewiz
0
i = Q1.
Assumption 6:
√
n
³bδ − δo´ d−→ N (0, V1) .
Remarks:
1. Assumptions 1-3 are similar the ones in Lee (1995).
2. Assumption 4 is a critical independence condition commonly assumed in
the literature, e.g., Yildiz (2004), Vytlacil and Yildiz (2004).
3. In Assumption 6, δo, in fact, represents all the parameters in the first stage
regression, for example, δo may include variance or threshold parameters
for limited dependent variable models. bδ could be MLE, GMM or any √n
consistent semi-parametric estimator (e.g., Powell, 1984, 1986).
6
Let CnR = min
n√
n,
√
R
o
. The following lemma describes the asymptotic
properties of the simulated residual, eε2i.
Lemma 1 Under Assumptions 1-6,
(a)
1
n
nX
i=1
(eε2i − ε2i)2 = Opµ 1
C2nR
¶
,
(b)
1
n
nX
i=1
xi (eε2i − ε2i) = Opµ 1
CnR
¶
,
(c)
1
n
nX
i=1
y∗2i (eε2i − ε2i) = Opµ 1CnR
¶
,
(d)
1
n
nX
i=1
ε2i (eε2i − ε2i) = Opµ 1
CnR
¶
.
The following lemma summarizes the asymptotic properties of the simulated
latent variable, ey∗2i.
Lemma 2 Under Assumptions 1-6,
(a)
1
n
nX
i=1
(ey∗2i − y∗2i)2 = Opµ 1C2nR
¶
,
(b)
1
n
nX
i=1
xi (ey∗2i − y∗i ) = Opµ 1CnR
¶
,
(c)
1
n
nX
i=1
y∗2i (ey∗2i − y∗2i) = Opµ 1CnR
¶
,
(d)
1
n
nX
i=1
(ey∗2i − y∗2i) ε2i = Opµ 1CnR
¶
,
(e)
1
n
nX
i=1
(ey∗2i − y∗2i) (eε2i − ε2i) = Opµ 1C2nR
¶
.
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Remarks:
1. The simulation error, 1n
Pn
i=1 (eε2i − ε2i)2 will generally be Op ¡ 1R¢ if eε2i
does not depend on the first stage estimator, bδ, as we have shown in
equation (30). However, for most cases, the simulation error actually is
1
n
nX
i=1
(eε2i − ε2i)2
= Op
µ
1
R
¶
+Op
µ
1
n
¶
= Op
µ
1
C2nR
¶
since eε2i does depend on ³bδ − δo´ . In a broad sense, Lemma 1(a) is similar
to Theorem 1 of Bai and Ng (2002).
2. The Lemma 2(a) establishes that the sample average of the squared devi-
ation between the simulated latent variable, ey∗2i, and true latent variable,
y∗2i, and vanishes as (n,R) → ∞. The rate of convergence is determined
by C2nR. Of course, Lemma 1(a) has a similar interpretation.
Our STS estimator can be written as
bθ =
⎛⎝ bβbαbρ
⎞⎠ = Ã nX
i=1
bwi bw0i
!−1 nX
i=1
bwiyi.
Hence it follows that³bθ − θo´ = Ã nX
i=1
bwi bw0i
!−1 nX
i=1
wi
n
ui + αoz
0
i
³bδ − δo´+ (αo − ρo) (eε2i − ε2i)o
=
Ã
nX
i=1
bwi bw0i
!−1 nX
i=1
bwiui
+
Ã
nX
i=1
bwi bw0i
!−1 nX
i=1
bwiαz0i ³bδ − δo´
+
Ã
nX
i=1
bwi bw0i
!−1 nX
i=1
bwi (αo − ρo) (eε2i − ε2i) .
Lemma 3 Under Assumptions 1-6, we have
(a)
1
n
nX
i=1
bwi bw0i = 1n
nX
i=1
ww
0
i +Op
µ
1
CnR
¶
,
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(b)
1
n
nX
i=1
kbwi −wik2 = Opµ 1
C2nR
¶
(c)
1√
n
nX
i=1
bwiui = 1√
n
nX
i=1
wiui +Op
µ √
n
CnR
¶
= Op (1) +Op
µ √
n
CnR
¶
,
(d)
1√
n
nX
i=1
bwiαoz0i ³bδ − δo´ = 1√n
nX
i=1
wiαoz
0
i
³bδ − δo´+Opµ 1
CnR
¶
= Op (1) +Op
µ
1
CnR
¶
,
(e)
1√
n
nX
i=1
bwi (αo − ρo) (eε2i − ε2i) = 1√n
nX
i=1
wi (αo − ρo) (eε2i − ε2i) +Opµ √nC2nR
¶
= Op
µ √
n
CnR
¶
+Op
µ √
n
C2nR
¶
.
Theorem 1: Under Assumptions 1-6 and nR → 0 as (n,R)→∞, we have:
√
n
³bθ − θo´ = Q−1 {Sn + Ln +Qn}
where
Sn =
1√
n
nX
i=1
wiui,
Ln =
1√
n
nX
i=1
wiαoz
0
i
³bδ − δo´ ,
and
Qn =
1√
n
nX
i=1
wi (αo − ρo) (eε2i − ε2i) .
Furthermore, Sn = Op (1) , Ln = Op (1) , and Qn = Op
³ √
n
CnR
´
= Op (1) since
R > n.
Remarks:
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1. The term Ln involves the estimation error,
³bδ − δo´ , from the first stage
regression. The term Qn involves the errors of the simulated moment,eε2i−ε2i.We see from Theorem 1 that the bias due to the simulation error
may dominate the rest of terms unless R increases faster than the sample
size n. This is also observed by Lee (1995) though in a different context.
2. Note that from Theorem 1 that asymptotic normality may not hold. How-
ever, asymptotic normality may hold if δo is known before we simulate the
simulated moment. Let’s explain this point in details. Suppose that the
simulated moment eε2i does not depend on bδ. Qn is Op ³√n√R´ as shown in
(30). It implies that Qn = Op
³√
n√
R
´
= op (1) as
n
R → 0 if eε2i does not
depend on bδ. Therefore the limiting distribution of √n³bθ − θo´ is deter-
mined by 1√
n
Pn
i=1wiui and
1√
n
Pn
i=1wiαoz
0
i
³bδ − δo´ . Hence it follows
that
√
n
³bθ − θo´ = Q−1 " 1√
n
nX
i=1
wiui +
1
n
nX
i=1
wiαoz
0
i
√
n
³bδ − δo´#+ op(1)
Also " 1√
n
Pn
i=1wiui√
n
³bδ − δo´
#
d−→ N
µ
0,
µ
Ω Q2
Q
0
2 V1
¶¶
by a central limit theorem and Assumption 5 where
Cov
"
√
n
³bδ − δo´ , 1√
n
nX
i=1
wiui
#
= Q2.
Hence, √
n
³bθ − θo´ d−→ N (0, V2)
where
V2 = Q
−1
h
Ω+ α2oQ1V1Q
0
1 +Q1V1Q
0
2 +Q2V1Q
0
1
i
Q−1
= Q−1ΣQ−1
and
Σ =
h
Ω+ α2oQ1V1Q
0
1 +Q1V1Q
0
2 +Q2V1Q
0
1
i
.
3. Now R increases at a rate slower than n, i.e.,
lim
n
R
=∞.
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It follows that
√
R
³bθ − θo´ = Q−1
⎡⎣O³√R´
⎧⎨⎩ Op
³
1
CnR
´
+Op
³
1√
n
´
+Op
³
1
CnR
´ ⎫⎬⎭
⎤⎦+ op (1)
= Q−1
"
Op
Ã√
R
CnR
!
+Op
Ã√
R√
n
!
+Op
Ã√
R
CnR
!#
+ op (1)
= Q−1
"
Op (1) +Op
Ã√
R√
n
!
+Op (1)
#
+ op (1)
= Q−1
"
Op (1) +Op
Ã√
R√
n
!
+Op (1)
#
+ op (1)
= Op (1)
since
lim
R
n
→ 0.
4. When R increases slower than n, the limiting distribution of
√
n
³bθ − θo´ = r n
R
√
R
³bθ − θo´
=
r
n
R
Op (1)
diverges. Only when R increases faster than n is the limiting distribution
of
√
n
³bθ − θo´ properly behaved.
5. The iid assumption for (ε1i, ε2i) seems to be restrictive. In fact, the results
of Lemmas 1-3 and Theorem 1 still hold for the heterokedastic error terms.
If the homoskedastic error terms hold, then
Ω = Ewiw
0
iu
2
i = σ
2
uQ.
6. Note y∗2i is endogenous in (1) if and only if E (ε1iε2i) 6= 0. We could use
the results of Theorem 1 to test
H0 : E (ε1iε2i) = 0.
Therefore testing H0 : E (ε1iε2i) = 0 is equivalent to testing
H0 : ρo = 0
in (9) by a t-statistic if R increases faster than n.
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3 Limited Dependent Variable Models
In this section we extend our results to the situation in which the second stage
regression is a LDV model. The LDV model with latent endogenous regressor
has been discussed extensively in the literature, e.g., Heckman (1978), Amemiya
(1978, 1979), Lee (1978, 1979), Nelson and Olson (1978), Newey (1987), and
Vella (1993, 1998). In this section, we develop a STS estimator for the LDV
model where there is a latent endogenous regressor. The proposed STS estimator
is easily implemented and provides a test of exogeneity. We consider
y∗1i = x
0
iβo + αoy
∗
2i + ε1i (14)
y∗2i = z
0
iδo + ε2i (15)
where y∗1i and y∗2i are both latent variables with∙
ε1i
ε2i
¸
iid∼
µ
0,
∙
σ21 σ12
σ21 σ
2
2
¸¶
. (16)
Rather than observing y∗1i and y∗2i, we observe
y1i = τ1 (y
∗
1i)
and
y2i = τ2 (y
∗
2i)
respectively. The setup includes several different limited dependent variable
models. For example, τ1 (y
∗
1i) could be max(0, y
∗
1i) and τ2 (y
∗
2i) could be 1 (y
∗
2i > 0) ,
then the model is a system of censored regression and binary regression models.
Note 1 (·) is an indicator function.
Note that under the assumption that
E [ε1i|ε2i] = ρoε2i (17)
as in (5) we get
E [ε1i|y2i] = ρoE [ε2i|y2i] (18)
by the law of iterated expectation. Again we take the expectation of (14) and
(15) conditional on y2i to get
E [y∗1i|y2i] = x0iβo + αoE [y∗2i|y2i] +E [ε1i|y2i] (19)
Plugging equation (18) into equation (19) gives
E [y∗1i|y2i] = x0iβo + αoE [y∗2i|y2i] + ρoE [ε2i|y2i]
or
y∗1i = x
0
iβo + αoE [y
∗
2i|y2i] + ρoE [ε2i|y2i] + ui
= x0iβo + αoy
∗
2i + ρoε2i + ui
= w
0
iθo + ui (20)
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where y∗2i = E [y
∗
2i|y2i] , ε2i = E [ε2i|y2i] , and ui = y∗1i − E [y∗1i|y2i] which has
mean zero and variance σ2u < ∞. Note in (20) it does require to assume the
joint distribution of (ε1i, ε2i) . If we knew y
∗
2i = [y
∗
2i|y2i] and ε2i = E [ε2i|y2i] we
could estimate βo, αo, and ρo by a MLE if we knew the distribution of ui or a
GMM. With y∗2i and ε2i unobservable, we can use ey∗2i and eε2i to approximate
y∗2i and ε2i where ey∗2i and eε2i are given in (10) and (12). Thus, we have
y∗1i = bw0iθo + vi
as in (13). Note that the distribution of vi may be difficult to obtain
3.(hence
the MLE may not be easily obtained computationally) since vi is the sum of ui
and
µi = αoz
0
i
³bδ − δo´+ (αo − ρo) (eε2i − ε2i) .
Suppose that the STS estimator, bθ, solves the following equation (e.g., by a
GMM)
1
n
nX
i=1
g ( bwi, θ) = 0 (21)
where g is a vector of functions with the same dimension as θo.We also assume
that the first stage estimator bδ is √n consistent. Expanding the left-hand side
of (21) around θo and solving gives
√
n
³bθ − θo´ = −" 1
n
nX
i=1
∇θg
¡ bwi, θ¢#−1 1√
n
nX
i=1
g ( bwi, θo)
= −
"
1
n
nX
i=1
∇θg
¡ bwi, θ¢#−1(
1√
n
nX
i=1
g (wi, θo) +
1√
n
nX
i=1
∇wg (wi, θo) ( bwi −wi))(22)
where θ and wi are mean values. The second equality follows by expanding
g ( bwi, θo) around wi. We need the following assumptions.
Assumption 7:
(1) 1n
Pn
i=1∇wg (wi, θo)∇wg (wi, θo)
0 p−→ Gw,
(2) 1n
Pn
i=1∇θg (wi, θo)
p−→ Q,
(3) 1n
Pn
i=1∇θwg (wi, θo)
p−→ Gθw,
(4) 1n
Pn
i=1∇y2g (wi, θo) z
0
i
p−→ Q1,
3The generalized residual approach of Vella (1993, 1998) also has this difficulty of comput-
ing MLE.
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(5) 1√
n
Pn
i=1 g (wi, θo)
p−→ N (0,Ω) , where
Ω = E
h
g (wi, θo) g (wi, θo)
0i
,
Theorem 2: Under Assumptions 1-7, and nR → 0 as (n,R)→∞, we have:
√
n
³bθ − θo´ = Q−1 {Sn + Ln +Q1n +Q2n}
where
Sn =
1√
n
nX
i=1
g (wi, θo) ,
Ln =
1√
n
nX
i=1
∇y2g (wi, θo) z
0
i
³bδ − δ´ ,
Q1n =
1√
n
nX
i=1
∇y2g (wi, θo) (eε2i − ε2i) ,
and
Q2n =
1√
n
nX
i=1
∇ε2g (wi, θo) (eε2i − ε2i) .
Furthermore, Sn = Op (1) , Ln = Op (1) , Q1n = Op
³ √
n
CnR
´
= Op
³√
n√
n
´
=
Op (1) , and Q2n = Op
³ √
n
CnR
´
= Op
³√
n√
n
´
= Op (1) since R > n.
Remarks:
1. Suppose that the simulated moment does not depend on the first stage
estimation. It follows that
√
n
³bθ − θo´ = −Q−1( 1√
n
nX
i=1
g (wi, θo) +
1
n
nX
i=1
∇y2g (wi, θo) z
0
i
√
n
³bδ − δo´)+ op (1)
d−→ N (0,V2)
since " 1√
n
Pn
i=1 g (wi, θo)√
n
³bδ − δo´
#
d−→ N
µ
0,
µ
Ω Q2
Q
0
2 V1
¶¶
where
Cov
"
√
n
³bδ − δo´ , 1√
n
nX
i=1
g (wi, θo)
#
=Q2,
V2 = Q
−1
h
Ω+Q1V1Q
0
1 +Q1V1Q
0
2 +Q2V1Q
0
1
i
Q−1,
= Q−1ΣQ−1
and
Σ = Ω+Q1V1Q
0
1 +Q1V1Q
0
2 +Q2V1Q
0
1.
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4 Dummy Endogenous Regressor
The econometrics models with dummy endogenous regressor commonly arise in,
e.g., in the program evaluation literature, dummy endogenous regressor captures
the causal relationship between a binary regressor (say treatment status) and
an outcome variable. The dummy endogenous regressor in essence is to allow
for the possibility of joint determination of outcomes and treatment status or
omitted variables related to both treatment status and outcomes. For example,
Heckman (1978) imposes the joint normality assumption and develops the MLE
for the model. Because the computation of the MLE could be nontrivial, one
may want to use two step approach similar in Section 3. This procedure does
not produce consistent estimator as Wooldridge (2002, p. 478) points it out,
however. Blundell and Powell (2004a) considers a semiparametric estimation in
a single index binary response model with continuous regressor. Note that their
control function approach can not be used in, for example, a binary model with
a dummy endogenous regressor. In this section, we propose a STS estimator to
control for possible endogeneity bias as in Sections 3-4.
Let y1i be the outcome variable of interest and y2i be the dummy endogenous
regressor. We consider
y∗1i = x
0
iβo + αoy2i + ε1i (23)
y∗2i = z
0
iδo + ε2i (24)
where
y1i = τ1 (y
∗
1i)
and
y2i = 1 if y
∗
2i > 0; y2i = 1 otherwise.
Again we assume
E [ε1i|ε2i] = ρoε2i
and
E [ε1i|y2i] = ρoE [ε2i|y2i]
such that
ρo =
E (ε1iε2i)
E (ε21i)E (ε
2
2i)
.
We take expectation of (23) and (24) conditional on y2i to get
E [y∗1i|y2i] = x0iβo + αoE [y2i|y2i] + E [ε1i|y2i] (25)
and
E [y∗2i|y2i] = z
0
iδo +E [ε2i|y2i] . (26)
Then rewrite (25) as
y∗1i = x
0
iβo + αoy2i + ρoE [ε2i|y2i] + ui
= x0iβo + αoy2i + ρoε2i + ui
= w
0
iθo + ui (27)
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where ε2i = E [ε2i|y2i] , ui = y∗1i − E [y∗1i|y2i] , wi =
³
x
0
i, y2i, ε2i
´0
and θo =
(βo, αo, ρo) . Note here we abuse notation to use wi here since wi in this section
is defined differently from the previous sections. While ε2i = E [ε2i|y2i] can not
be observed, we can estimate ε2i = E [ε2i|y2i] by eε2i as in (10). Thus
y∗1i = x
0
iβo + αoy2i + ρoeε2i + ρo (ε2i −eε2i) + ui
= bw0iθo + νi (28)
where bwi = ³x0i, y2i,eε2i´ and νi = ρ (ε2i −eε2i) + ui. Again assume (28) can be
estimated, say, by a GMM. Then the STS estimator, bθ, satisfies the following
equation
1
n
nX
i=1
g ( bwi, θ) = 0 (29)
as in (21). We expand (29) as in (22) to get
√
n
³bθ − θo´ = −" 1
n
nX
i=1
∇θg
¡ bwi, θ¢#−1(
1√
n
nX
i=1
g (wi, θo) +
1√
n
nX
i=1
∇wg (wi, θo) ( bwi −wi)) .
Theorem 3: Under Assumptions 1-7 and nR → 0 as (n, R)→∞, we have:
√
n
³bθ − θo´ = −Q−1 [Sn +Q2n] + op (1)
where Sn and Q2n are defined in Theorem 2.
5 Conclusions
This paper introduces a STS estimation procedure for regression models with
endogenous latent/discrete regressors. The procedure simulated residuals from
the reduced form as an additional regressor in the outcome model to control the
endogeneity. The paper makes two contributions. First, we develop the asymp-
totic theory and rate of convergence for the STS estimator. The STS estimator
behaves badly, i.e.,
√
n
³bθ − θo´ diverges, unless the number of simulated ran-
dom variables, R, goes to infinity with a rate faster than the sample size, n, i.e.,
n
R → 0 as (n,R)→∞. Second, the proposed STS estimator allows endogenous
regressors to be latent or discrete.
Appendix
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A Proof of Lemma 1
Proof. The proof of part (a) is similar to the Proposition A.3 in Lee (1995).
Recall eε2i = 1RPRj=1 εj2i. Let
ε
j
2i =
1
R
RX
j=1
ε
j
2i (δo)
and
qi =
³
ε
j
2i − ε2i
´2
=
⎛⎝ 1
R
RX
j=1
³
ε
j
2i (δo)− ε2i
´⎞⎠2 .
Lemma A in Serfling (1980, p. 304) implies that
E (qi)
2 = E
⎛⎝ 1
R
RX
j=1
³
ε
j
2i (δo)− ε2i
´⎞⎠4
≤ c
R4
R2
RX
j=1
E
³
ε
j
2 (δo)− ε2
´4
=
c
R2
RX
j=1
E
³
ε
j
2 (δo)− ε2
´4
=
c
R
E
³
ε
j
2 (δo)− ε2
´4
where c is a constant. By the Markov inequality and the inequality of absolute
moments,
P
Ã
R
n
nX
i=1
|qi| ≥
!
≤ RE [|qi|]
≤ RE1/2
h
|qi|2
i
≤ 1c1/2
∙
E
³
ε
j
2 (δo)− ε2
´4¸1/2
=
1
Op (1) .
since
E
³
ε
j
2 (δo)− ε2
´4
= O (1)
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from Assumption 2. Because is arbitrary,
R
n
nX
i=1
|qi| = Op (1) .
It follows that
1
n
nX
i=1
⎛⎝ 1
R
RX
j=1
³
ε
j
2i (δo)− ε2i
´⎞⎠2
=
1
n
nX
i=1
(ε2i − ε2i)2
= Op
µ
1
R
¶
. (30)
Now use Cr inequality to get
1
n
nX
i=1
(eε2i − ε2i)2
=
1
n
nX
i=1
(ε2i − ε2i +eε2i − ε2i)2
≤ 2
"
1
n
nX
i=1
(ε2i − ε2i)2 + 1
n
nX
i=1
(eε2i − ε2i)2# .
By a mean value theorem
eε2i − ε2i = ∇eε2i ¡δ¢ ³bδ − δo´
with ∇ being the gradient operator and δ lies between bδ and δo. Then°°°°° 1n
nX
i=1
(eε2i − ε2i)2
°°°°° =
°°°°° 1n
nX
i=1
h
∇eε2i ¡δ¢ ³bδ − δo´i2
°°°°°
≤
°°°bδ − δo°°°2Ã 1
n
nX
i=1
°°∇eε2i ¡δ¢°°4!1/2
= Op
µ
1
n
¶
Op (1)
= Op
µ
1
n
¶
.
Here we use the results that
bθ − θo = Opµ 1√
n
¶
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the consistency δ and
1
n
nX
i=1
°°∇eε2i ¡δ¢°°4 = Op (1) .
It follows that
1
n
nX
i=1
(eε2i − ε2i)2
= Op
µ
1
R
¶
+Op
µ
1
n
¶
= Op
µ
1
C2nR
¶
This proves part (a). Consider (b). By the Cauchy-Schwarz inequality°°°°° 1n
nX
i=1
xi (eε2i − ε2i)
°°°°° ≤
Ã
1
n
nX
i=1
kxik2
!1/2Ã
1
n
nX
i=1
(eε2i − ε2i)2!1/2
= Op (1)Op
µ
1
CnR
¶
= Op
µ
1
CnR
¶
since
1
n
nX
i=1
kxik2 = Op (1) .
Consider (c).°°°°° 1n
nX
i=1
y∗2i (eε2i − ε2i)
°°°°° ≤
Ã
1
n
nX
i=1
ky∗2ik2
!1/2Ã
1
n
nX
i=1
(eε2i − ε2i)2!1/2
= Op (1)Op
µ
1
CnR
¶
= Op
µ
1
CnR
¶
since
1
n
nX
i=1
ky∗2ik2 = Op (1) .
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Consider (d).°°°°° 1n
nX
i=1
ε2i (eε2i − ε2i)
°°°°° ≤
Ã
1
n
nX
i=1
kε2ik2
!1/2Ã
1
n
nX
i=1
(eε2i − ε2i)2!1/2
= Op (1)Op
µ
1
CnR
¶
= Op
µ
1
CnR
¶
since
1
n
nX
i=1
kε2ik2 = Op (1) .
B Proof of Lemma 2
Proof. Note ey∗2i − y∗2i = z0i ³bδ − δo´+ (eε2i − ε2i) .
By the Cr inequality
key∗2i − y∗2ik2 = °°°z0i ³bδ − δo´+ (eε2i − ε2i)°°°2
≤ 2
µ°°°z0i ³bδ − δo´°°°2 + keε2i − ε2ik2¶
= 2 (ai + bi)
where
ai =
°°°z0i ³bδ − δo´°°°2
and
bi = keε2i − ε2ik2 .
It follows that
1
n
nX
i=1
k(ey∗2i − y∗2i)k2 ≤ 2
"
1
n
nX
i=1
(ai + bi)
#
.
Now °°°z0i ³bδ − δo´°°°2 ≤ kzik2 °°°³bδ − δo´°°°2 .
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Thus
1
n
nX
i=1
°°°z0i ³bδ − δo´°°°2 ≤ °°°³bδ − δo´°°°2 1n
nX
i=1
kzik2
=
∙
Op
µ
1√
n
¶¸2
Op (1)
= Op
µ
1
n
¶
because ³bδ − δo´ = Opµ 1√
n
¶
and
1
n
nX
i=1
kzik2 = Op (1)
by Assumptions 4 and 5. For (b), we have that
1
n
nX
i=1
bi =
1
n
nX
i=1
(eε2i − ε2i)2
= Op
µ
1
C2nR
¶
from Lemma 1. Combining these results, we have
1
n
nX
i=1
(ai + bi) = Op
µ
1
n
¶
+Op
µ
1
C2nR
¶
= Op
µ
1
C2nR
¶
.
This proves part (a). By the Cauchy-Schwarz inequality:°°°°° 1n
nX
i=1
xi (ey∗2i − y∗2i)
°°°°° ≤
Ã
1
n
nX
i=1
kxik2
!1/2Ã
1
n
nX
i=1
(ey∗2i − y∗2i)2
!1/2
which is
Op(1)Op
µ
1
CnR
¶
= Op
µ
1
CnR
¶
by part (a) and Assumption 4. This proves part (b). Consider part (c). By the
Cauchy-Schwarz inequality°°°°° 1n
nX
i=1
y∗2i (ey∗2i − y∗2i)
°°°°° ≤
Ã
1
n
nX
i=1
ky∗2ik2
!1/2Ã
1
n
nX
i=1
(ey∗2i − y∗2i)2
!1/2
= Op (1)Op
µ
1
CnR
¶
= Op
µ
1
CnR
¶
.
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Consider (d).°°°°° 1n
nX
i=1
(ey∗2i − y∗2i) ε2i
°°°°° ≤
Ã
1
n
nX
i=1
k(ey∗2i − y∗2i)k2
!1/2Ã
1
n
nX
i=1
ε22i
!1/2
= Op
µ
1
CnR
¶
Op (1) = Op
µ
1
CnR
¶
.
Consider (e).°°°°° 1n
nX
i=1
(ey∗2i − y∗2i) (eε2i − ε2i)
°°°°° ≤
Ã
1
n
nX
i=1
k(ey∗2i − y∗2i)k2
!1/2Ã
1
n
nX
i=1
(eε2i − ε2i)2!1/2
= Op
µ
1
CnR
¶
Op
µ
1
CnR
¶
= Op
µ
1
C2nR
¶
.
C Proof of Lemma 3
Proof. Note
nX
i=1
bwi bw0i = nX
i=1
⎡⎣ xix0i xiey∗2i xieε2iey∗2ix0i ey∗22i ey∗2ieε2ieε2ix0i ey∗2ieε2i eε22i
⎤⎦ .
Hence using the results of Lemmas 1 and 2 we have
1
n
nX
i=1
xiey∗2i = 1n
nX
i=1
[xiy
∗
2i + xi (ey∗2i − y∗2i)]
=
1
n
nX
i=1
xiy
∗
2i +
1
n
nX
i=1
xi (ey∗2i − y∗2i)
=
1
n
nX
i=1
xiy
∗
2i +Op
µ
1
CnR
¶
,
1
n
nX
i=1
xieε2i = 1
n
nX
i=1
xiε2i +
1
n
nX
i=1
xi (eε2i − ε2i)
=
1
n
nX
i=1
xiε2i +Op
µ
1
CnR
¶
,
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1
n
nX
i=1
ey∗22i = 1n
nX
i=1
(y∗2i + ey∗2i − y∗2i)2
=
1
n
nX
i=1
y∗22i − 2
1
n
nX
i=1
y∗2i (ey∗2i − y∗2i) + 1n
nX
i=1
(ey∗2i − y∗2i)2
=
1
n
nX
i=1
y∗22i +Op
µ
1
CnR
¶
+Op
µ
1
C2nR
¶
=
1
n
nX
i=1
y∗22i +Op
µ
1
CnR
¶
,
1
n
nX
i=1
ey∗2ieε2i = 1n
nX
i=1
(y∗2i + ey∗2i − y∗2i) (ε2i + eε2i − ε2i)
=
1
n
nX
i=1
y∗2iε2i +
1
n
nX
i=1
y∗2i (eε2i − ε2i)
+
1
n
nX
i=1
(ey∗2i − y∗2i) ε2i + 1n
nX
i=1
(ey∗2i − y∗2i) (eε2i − ε2i)
=
1
n
nX
i=1
y∗2iε2i +Op
µ
1
CnR
¶
+Op
µ
1
CnR
¶
+Op
µ
1
C2nR
¶
=
1
n
nX
i=1
y∗2iε2i +Op
µ
1
CnR
¶
,
and
1
n
nX
i=1
eε22i = 1n
nX
i=1
(ε2i +eε2i − ε2i)2
=
1
n
nX
i=1
ε22i + 2
1
n
nX
i=1
ε2i (eε2i − ε2i) + 1
n
nX
i=1
(eε2i − ε2i)2
=
1
n
nX
i=1
ε22i +Op
µ
1
CnR
¶
+Op
µ
1
C2nR
¶
=
1
n
nX
i=1
ε22i +Op
µ
1
CnR
¶
.
Thus
1
n
nX
i=1
bwi bw0i = 1n
nX
i=1
ww
0
i +Op
µ
1
CnR
¶
.
This proves (a). Consider (b). It is easy to see that
bwi −wi =
⎛⎝ xi − xiey∗2i − y∗2ieε2i − ε2i
⎞⎠
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and
1
n
nX
i=1
kbwi −wik2 = 1
n
nX
i=1
(ey∗2i − y∗2i)2 + 1n
nX
i=1
(eε2i − ε2i)2
= Op
µ
1
C2nR
¶
+Op
µ
1
C2nR
¶
= Op
µ
1
C2nR
¶
.
Consider (c). Note
1
n
nX
i=1
bwiui = 1
n
nX
i=1
wiui +
1
n
nX
i=1
( bwi −wi)ui.
For the second term, given that the two variables bwi−wi and ui are uncorrelated,
one can use the Cauchy-Schwarz inequality to get a sharper bound by applying
the correction factor Op
¡
T−1/2
¢
as shown in Trapani (2004).4 Therefore°°°°° 1n
nX
i=1
( bwi −wi)ui
°°°°° ≤
vuut 1
n
nX
i=1
kbwi −wik2
vuut 1
n
nX
i=1
u2iOp
µ
1√
n
¶
= Op
µ
1
CnR
¶
Op (1)Op
µ
1√
n
¶
= Op
µ
1
CnR
√
n
¶
by part (b) and
1
n
nX
i=1
u2i = Op (1) .
4 Suppose we have two I(0) processes xi and yi and we would like to examine the conver-
gence speed of
1
n
nX
i=1
xiyi.
Assume the law of large number holds here so that
1
n
nX
i=1
xiyi
p−→ E [xy]
which is op (1) if xi and yi are uncorrelated and Op (1) if xi and yi are correlated. Hence°°°°° 1n
nX
i=1
xiyi
°°°°° ≤
Ã
1
n
nX
i=1
kxik2
!1/2 Ã
1
n
nX
i=1
kyik2
!1/2
= Op (1)Op (1)
if we assume 1
n
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i=1 kxik2 < ∞ and 1n
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i=1 kyik2 < ∞. However we know 1n
Pn
i=1 xiyi =
Op (1) only when E [xiyi] 6= 0. This means a correction term should be added in order to get
a sharper bound when E [xiyi] = 0 and the correction term is Op
³
1√
n
´
as shown in Trapani
(2004).
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Hence,
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Consider (d).
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We consider each term in turn.
kIk ≤ kαok
°°°bδ − δo°°°
vuut 1
n
nX
i=1
°°wiz0i°°2
= Op
µ
1√
n
¶
Op (1)
= Op
µ
1√
n
¶
since
1
n
nX
i=1
°°°wiz0i°°°2 = Op (1) .
kIIk ≤ kαok
°°°bδ − δo°°°
vuut 1
n
nX
i=1
k bwi −wik2
vuut 1
n
nX
i=1
kzik2
= Op
µ
1√
n
¶
Op
µ
1
CnR
¶
Op (1)
= Op
µ
1
CnR
√
n
¶
.
since bδ − δo = Opµ 1√
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¶
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and
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by Assumptions 4 and 5. Hence
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Consider (e). Note
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We begin with I. Note
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D Proof of Theorem 1
Proof. Lemma 4 implies that
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E Proof of Theorem 2
Proof. Note by a Taylor expansion
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By the Cauchy-Schwarz inequality°°°°° 1n
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since
1
n
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i=1
k∇θwg (wi, θo)k2 = Op (1)
by Assumption 6 and the consistency of wi. Because θ is a consistent estimator
of θo, it follows that
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It follows that
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This is because 1√
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i=1 g (wi, θo) = Op (1) by a central limit theorem. Now
suppose nR → 0 as (n,R)→∞, we have
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which is bounded by Op (1)Op
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Combining I and II, we get
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if nR → 0 as (n,R)→∞. Furthermore,
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This proves Theorem 2.
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F Proof of Theorem 3
Proof.
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This proves Theorem 3.
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