In this paper we survey the literature on matheuristics proposed to solve vehicle routing problems. A matheuristic makes use of mathematical programming models in a heuristic framework. Matheuristics have been applied to several different routing problems and include a number of different approaches. We propose a classification in three classes of the matheuristics: decomposition approaches, improvement heuristics and column generation based approaches.
Introduction
Due to the advances in exact methods and in technology, several mixed integer linear programming (MILP) models can be solved to optimality or close to optimality within a reasonable amount of time. This has encouraged a number of researchers to design heuristics that incorporate phases where MILP or more generally mathematical programming models are solved, the so-called matheuristics. The relation between the original problem and the mathematical programming model or models incorporated in a matheuristic may vary significantly. A recent survey on matheuristics is due to Ball (2011) and covers a large variety of approaches and problems. Moreover, in Doerner and Schmid (2010) a survey on matheuristics for rich vehicle routing problems is proposed.
The scope of this paper is to survey the literature on matheuristics proposed for the solution of routing problems, one of the most studied classes of combinatorial optimization problems. We classify the proposed matheuristics in three classes:
1. Decomposition approaches. In general, in a decomposition approach the problem is divided into smaller and simpler subproblems and a specific solution method is applied to each subproblem. In matheuristics, some or all of these subproblems are solved through mathematical programming models to optimality or suboptimality. 1 exponential number of variables, the solution of the linear relaxation of the formulation is performed through column generation. The class of the column generation based approaches includes approaches where the column generation phase is stopped prematurely, thus loosing the guarantee of optimality.
In the classification used in Ball (2011) , besides the decomposition approaches and the improvement heuristics, two other classes were introduced: the using mathematical programming algorithms to generate approximate solutions and the relaxation based approaches. Approaches of the former class are based on the idea of solving the mathematical programming formulation in a 'relaxed' way, i.e. by relaxing some attributes of the exact solution approach that increase solution time significantly. Methodologies that fall in this class are, for example, the premature stopping of a branch-and-bound algorithm, heuristic variable fixing, and rounding of the relaxed solution. The column generation based approaches fall into this class and are the only approaches belonging to this class used for the solution of vehicle routing problems. The class of relaxation based approaches is a subset of the previous one. However, in Ball (2011) a specific section is devoted to it, due to the numerous contributions. These approaches are based on the solution of a relaxation of the mathematical programming formulation and on the subsequent construction of a feasible solution on the basis of the information provided by the relaxation. No algorithm belonging to this latter class has been proposed for routing problems.
The classification proposed in Doerner and Schmid (2010) is different from the one adopted in Ball (2011) . The following classes are identified:
1. set-covering/partitioning based approaches, corresponding to the class of column generation based approaches; 2. local branching approaches, based on the local branching scheme proposed in Fischetti and Lodi (2003) ; 2 3. decomposition approaches, which coincides with the first class defined in Ball (2011).
We decided not to adopt this classification basically because few algorithms for routing problems fall into the second class.
Although the survey by Doerner and Schmid (2010) is quite recent, several papers appeared in the most recent years and are not covered. In addition, some classes of problems are not covered.
Notice that sometimes an algorithm can be seen as belonging to different classes.
Decomposition approaches
Decomposition approaches are based on the idea of identifying subproblems which are smaller and easier to solve than the original problem. The subproblems are handled and solved independently. Finally, a feasible solution for the original problem is obtained by combining the solutions to the subproblems. In matheuristics, one or all of the subproblems are solved through the exact solution of a mathematical programming formulation. Sometimes a time limit is imposed to control the computational time in case of large size instances, thus possibly loosing the optimality of the solution found. As in all contributions that we review the mathematical programming model is a MILP, for the sake of brevity we will refer to a MILP in the following.
Due to their nature, the decomposition approaches are particularly suitable for the solution of complex problems. This is the case for the Vehicle Routing Problems (IRPs), the Inventory Routing Problems (IRPs), the Production Routing Problems (PRPs) and the Location Routing Problems (LRPs). Different matheuristics have been proposed in the literature for the solution of these problems belonging to the class of decomposition approaches. We now survey all contributions classifying them on the basis of the problem they are applied to.
Vehicle Routing Problems
We start from the VRP, which is the most classical and most widely known problem in the class of routing problems. Given a set of customers with an associated demand and a fleet of capacitated vehicles, the problem is to find a set of vehicle routes serving these customers such that the customers demands are satisfied, each customer is visited only once and the vehicle capacity is never exceeded. For a survey on properties, solution approaches and variants of the VRP the reader is refereed to Toth and Vigo (2006) and Golden et al. (2008) .
An early decomposition method for the VRP appeared in Fisher and Jaikumar (1981) where a cluster-3 first-route-second heuristic was proposed. In the first phase, so-called seed customers are chosen heuristically, and an assignment problem is solved to optimality to assign the remaining customers to the seed customers. Each seed customer identifies a cluster of customers. Then, routes are obtained by solving a TSP on each cluster. The scheme can be applied to a wide variety of routing problems. This approach has later been extended to solve the VRPTW in Koskosidis et al. (1992) . Bramel and Simchi-Levi (1995) propose a decomposition approach for the VRP which is similar to the one proposed in Fisher and Jaikumar (1981) . The algorithm is based on the formulation of the routing problem as a Capacitated Concentrator Location Problem (CCLP). The idea is to identify seed points, to estimate the cost of assigning each customer to each seed point and then solve a CCLP to determine the clustering of customers. Once the clusters are obtained, a Traveling Salesman Problem (TSP) is solved on each cluster. In Bramel and Simchi-Levi (1995) the authors apply the algorithm to the VRP (and to the IRP) showing that the heuristic performs well on both problems and often outperforms previous heuristics proposed in the literature. A similar approach is applied by the same authors to the VRPTW in Bramel and Simchi-Levi (1996) .
More recently, in Rei et al. (2010) the single VRP with stochastic demands is studied. A local branching heuristic, coupled with Monte Carlo sampling, is proposed which divides the solution space in subregions, thus obtaining subproblems which are easier to be handled as MILP models.
Inventory Routing Problems
The IRPs combine the construction of delivery routes with the management of inventory at customers and supplier. Typically, a single supplier is considered. Goods have to be distributed from the supplier to a set of geographically dispersed customers over a specified planning horizon. Customer demands have to be satisfied by capacitated vehicles and the objective is to minimize the total cost given by the sum of the routing and inventory costs. A variety of IRPs have been studied in the literature. The reader is referred to Bertazzi et al. (2008) , Campbell et al. (1998) , Cordeau et al. (2009) and for surveys on the subject. In Bertazzi and Speranza (2012) A number of decomposition approaches have been proposed for the solution of the IRPs. One of the first papers on IRPs is the one by Federgruen and Zipkin (1984) where a matheuristic based on a decomposition approach is proposed. They consider a problem where customers have a stochastic demand and where backlogging is allowed but generates a penalty cost. Their solution procedure is composed of two phases. In the first phase, the inventory allocation problem is solved to optimality by solving a mathematical programming formulation. In the second phase, vehicle routes are built using classical VRP heuristics (like the r-opt heuristic by Lin and Kernighan (1973) ) which have been adapted to take into account inventory allocation.
In Campbell and Savelsbergh (2004) an IRP is studied with a long time horizon and no inventory costs.
Given the long time horizon, the solution approach decomposes the problem in two hierarchical phases. In the first phase a longer horizon is considered and the decision process is focused on assigning customer deliveries to days. In the second phase the horizon is shortened and vehicle routes are constructed. The solution obtained in the second phase is used to update the input of the first phase. The procedure is repeated on a rolling-horizon base. 
Production Routing Problems
The PRPs are extensions of the IRPs which include production decisions at the supplier (also called production plant in the PRPs). Production cost is typically taken into account in the objective function. The first matheuristic for the PRP was proposed in Chandra and Fisher (1994) where the production schedule is determined in the first phase together with delivery quantities. A TSP heuristic is then used in the second phase to build the delivery routes. In Archetti et al. (2011a) the authors studied the PRP where inventory costs are taken into account both at the production plant and at the customers while production induces fixed and variable costs. An exact approach is proposed to solve the small instances where a single vehicle is available to distribute the goods while a matheuristic is developed for the solution of larger instances where a fleet of vehicles is available. The matheuristic decomposes the problem in two parts: the production and the distribution. The production problem is solved to optimality while the distribution problem is solved through a local search. The same problem was studied in Absi et al. (2013) where the authors proposed an approach which is similar to the one proposed in Chandra and Fisher (1994) . As in the previous algorithm, the solution approach, in a first phase, solves a MILP to determine the production and delivery quantities by solving to optimality an appropriate MILP formulation. A heuristic is then used to determine the vehicle routes for each period. In the first phase an approximation of the routing cost is used in the objective function. The solution obtained in the second phase is used to update the transportation cost in the first phase and the procedure is repeated iteratively. The same problem is studied in Adulyasak et al. (2012) where an optimization-based ALNS is proposed, similar to the one proposed in Coelho et al. (2011) for an IRP. Heuristic operators are used to determine the delivery days and vehicle routes, while a network flow model is optimally solved to determine production and delivery quantities.
Location Routing Problems
The LRPs are problems where one has to decide at the same time the location of supplying facilities and the distribution of goods from these supplying facilities to a set of customers. Thus, the LRPs add to the VRP the location decisions making the problems remarkably harder to solve. This is the reason why the literature has focused on heuristic algorithms (see Min et al. (1998) ).
In Yi and Özdamar (2007) a logistic problem arising in disaster response activities is studied which can be modeled as an LRP. The problem is complicated by the presence of many side constraints. The authors propose a mixed integer multi-commodity network flow model that treats vehicles as integer commodity flows. This model is solved in order to obtain location decisions and an approximation of vehicle routes. In the second phase, the information gathered from the first phase is used to build vehicle routes and to assign a schedule to each vehicle.
In Prins et al. (2007) the Capacitated LRP is studied which is a generalization of the LRP where a capacity constraint is imposed on each depot (or supplying facility). A decomposition approach is proposed where, in the first phase, location decisions are taken by solving a facility location problem through a Lagrangian relaxation approach. Then, routes are built in the second phase though a granular tabu search heuristic. The procedure is repeated iteratively.
Improvement heuristics
Matheuristics belonging to the class of improvement heuristics combine a heuristic scheme with the exact solution of a MILP model that aims at improving the solution obtained by applying the pure heuristic.
Different ways to combine the heuristic procedure and the solution of a MILP model have been developed.
The MILP model may be solved after the heuristic and applied to the solution obtained by the heuristic in order to improve it. In other cases, the MILP model is used to generate an initial solution. Finally, the MILP may be integrated into the heuristic phase to improve the search process. As in Section 2, we now survey the contributions classifying them on the basis of the problem they are applied to.
Vehicle Routing Problems
An improvement heuristic for the VRP which incorporates the solution of a MILP model is proposed in Foster and Ryan (1976) for the VRP. The authors first present a set partitioning formulation for the VRP and then propose a matheuristic where, in the first phase, a set of petal routes is generated, and then the set partitioning formulation is solved on this set of routes. Petal routes are routes obtained with a heuristic construction method called farthest away cheapest insertion method. They are called petal routes as their resembles petals rooted at the depot. The same heuristic scheme has then been improved in Cullen et al. (1981) , Renaud et al. (1996) and Ryan et al. (1993) .
A similar algorithm is proposed in Rochat and Taillard (1995) . In the first phase the VRP is solved through a heuristic which is based on a local search algorithm with probabilistic diversification and intensification strategies. During this phase, all the routes generated by the algorithm are stored in a set T . In the second phase, a set partitioning model is solved to optimality to choose the best routes in the set T . Xu and Kelly (1996) propose a Tabu Search (TS) heuristic based on a network flow model which si-7 multaneously evaluates several customer ejection and insertion moves. Heuristic procedures for the TSP are applied to improve vehicle routes. In Kelly and Xu (1999) the same authors propose a two-phase solution approach which resembles the one proposed in Foster and Ryan (1976) where simple and fast construction heuristics are used in the first phase to generate different solutions. In the second phase, a set partitioning model is solved to select the best routes among the set of all routes generated in the first phase. 
Split Delivery Vehicle Routing Problems
The Split Delivery Vehicle Routing Problems (SDVRPs) are variants of the classical VRPs where each customer is allowed to be visited more than once, if beneficial, even when its demand is smaller than the vehicle capacity. The interest in studying the SDVRP is growing in the recent years due to the savings that can be achieved by allowing split deliveries. For surveys on the SDVRP the reader is referred to and Archetti and Speranza (2012) .
The first matheuristic for a SDVRP is proposed in Chen et al. (2007) . The idea of the approach is the This solution is then improved by solving a MILP model which reallocates the endpoints of each route in order to decrease the traveling cost. Finally, the solution is post-optimized using the variable length recordto-record travel algorithm developed in Li et al. (2005) for the VRP. The procedure is iterated for a certain number of iterations. A similar procedure is applied in Gulczynski et al. (2010) to the SDVRP with minimum delivery amounts, that is a SDVRP where each delivery to a customer should consist of at least a minimum amount of goods.
In an optimization-based heuristic is proposed for the solution of the SDVRP. The problem is firstly solved through a TS algorithm. Then, on the basis of the information collected from the solutions explored by the TS, a number of arcs are discarded from the original graph obtaining a reduced graph. A large number of routes are generated on the reduced graph and, finally, a set covering MILP formulation is iteratively solved to select the best routes.
Inventory Routing Problems
In Savelsbergh and Song (2008) the so-called IRP with continuous moves is studied which is an IRP where many supply facilities are given and vehicles can start a trip from a supply facility and end it on a different one, from where a new route is started. The authors propose an integer multi-commodity flow formulation to model the problem based on a time-expanded graph. The formulation is then applied to improve a feasible solution found by a greedy randomized heuristic.
More recently, a different approach has been proposed to solve an IRP on a discretized time horizon in Archetti et al. (2012a) . The solution algorithm is a TS combined with an intensification technique which consists in solving a sequence of MILP models. This intensification is applied every time the incumbent solution is improved with the aim to improve it further. The authors show that the inclusion of such an intensification phase makes it possible to reach much better results than using a stand-alone TS.
In Stalhåne et al. (2012) the same problem studied in Rakke et al. (2011) is considered and a new matheuristic approach is proposed. It is a construction and improvement heuristic where a multi-start local search heuristic constructs a set of solutions using a greedy insertion procedure. The solutions are then improved in the intensification phase by applying a branch-and-bound algorithm on a MILP model where a subset of variables of the original problem formulation are fixed to a given value.
The Free Newspaper Delivery Problem (FNDP) is the problem of determining the distribution of free newspapers from the production plant to a number of subway and tram stations dispersed in the urban area.
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The FNDP has a number of similarities with the IRP. However, some characteristics make it different from the majority of problems classified as IRPs: in the FNDP, a route can last more than one time period; there must be synchronization between production and delivery operations; there are no inventory costs but the objective is to consume all newspaper as soon as possible; the secondary objective is to minimize the number of trips needed to distribute all newspapers. In Archetti et al. (2013f) a matheuristic is proposed for the FNDP which is a mixture between a decomposition approach and an improvement heuristic. The problem is first decomposed in two subproblems: the creation of a delivery plan and the routing. The creation of a delivery plan is made by solving to optimality a MILP model. For the routing phase a simple insertion heuristic is applied and eventually improved through a Large Neighborhood Search (LNS). When the routing subproblem is solved, a feasible solution is obtained. At this point, a MILP model is solved which tries to reduce the number of trips by changing the delivery quantities determined in the first subproblem.
Routing Problems with Profits
Routing Problems with Profits (RPP) differ from the most classical routing problems as, in addition to routing decisions, a further decision has to be taken, i.e., which customers to serve. This decision is taken on the basis of the convenience to serve the customers. In fact, in routing problems with profits, a profit is associated with each customer and the problem is to select the set of customers to be served and to determine the vehicle routes in such a way that a given objective function is maximized. The objective function can be the maximization of the total collected profit (in this case a maximum duration limit is imposed on each vehicle route), the minimization of the traveling cost (in this case a minimum amount of profit must be collected) or the maximization of the difference between the total collected profit and the traveling cost.
This class of problems can be divided in node routing problems with profits, where customers are nodes of a graph, and arc routing problems with profits, where customers are arcs or edges of a graph. For surveys on node routing problems with profits we refer to Archetti et al. (2013g) , Vansteenwegen et al. (2011) and Feillet et al. (2005) while we refer to Archetti and Speranza (2013) for a survey on arc routing problems with profits.
Improvement heuristics involving the solution of a MILP model have been proposed for the solution of two arc routing problems with profits. In Archetti et al. (2012b) the Directed Profitable Rural Postman Problem (DPRPP) is studied. This is a generalization of the directed rural postman problem where a profit is associated with a subset of the arcs of the graph. The objective of the DPRPP is to find a tour that maximizes the difference between the total collected profit and the traveling cost. The solution approach proposed in Archetti et al. (2012b) is based on a TS algorithm which repeatedly removes and inserts customers in the tour. Intensification and diversification phases are also applied to find better solutions. The TS terminates when a certain number of iterations have elapsed without improving the incumbent solution. At this point, the set of profitable arcs is partitioned in three subsets: good, bad and dubious arcs. This partition is based on the number of times each arc has been traversed in a solution of the TS. Bad arcs are discarded while a tour is found on the good arcs. Then, a MILP model is solved to optimally insert dubious arcs in this tour.
A different arc routing problem with profits is studied in Archetti et al. (2013e) which is the Team Orienteering Arc Routing Problem (TOARP). The TOARP is the arc routing counterpart of the more famous Team Orienteering Problem (TOP). In the TOP, customers correspond to the node of the graph and a profit is associated with each customer. A limited fleet of vehicles is available and the objective is find vehicle routes such that the total collected profit is maximized and the duration of each route does not exceed a given threshold. In the TOARP customers correspond to arcs. The problem setting remains the same as in the TOP.
A matheuristic is proposed in Archetti et al. (2013e) which is based on a VNS scheme. The VNS repeatedly removes and inserts customers into the solution. Every time a new best solution is found, each route is improved by solving to optimality an asymmetric TSP on a transformed graph where vertices correspond to profitable arcs served in the current solution. Moreover, before changing the neighborhood size, two MILPs are solved in order to try to improve the incumbent solution: the first is a set partitioning problem which chooses the best routes in the set of all routes generated so far by the VNS. The second MILP model inserts and removes chains of customers from the current solution.
Column generation based approaches
Branch-and-price algorithms are used to solve a set partitioning formulation. In routing problems typically a binary variable is associated with each possible route (column). Due to the exponential number of variables, the linear relaxation (master problem) is solved through column generation. Columns are generated through the solution of a pricing problem.
The class of the column generation based approaches includes approaches where the column generation phase is stopped prematurely, thus loosing the guarantee of optimality.
Branch-and-price algorithms have been proved to be successful for the exact solution of a wide variety of routing problems, including some of the most famous and classical routing problems, like the VRP and 11 VRPTW, and are at the moment the exact leading methodology.
While column generation has been mostly used as a building block of exact solution schemes, recently its use has been extended to obtain high performing and efficient heuristic algorithms. We call these heuristic approaches column generation based approaches. They all have the common characteristic of using column generation to build heuristic solutions. However, numerous schemes have been proposed in the literature to achieve this goal which differ in terms of how columns are used to obtain a feasible solution and how they are generated. One of the most widely known, and used, schemes is called restricted master heuristic.
This heuristic is typically embedded in a branch-and-price scheme where the set partitioning formulation is solved on a subset of columns generated by the solution of the pricing problem, thus obtaining a feasible solution quickly. The restricted master heuristic is widely used in branch-and-price approaches as it enables to improve bounds quickly and thus to speed up the global solution procedure.
Vehicle Routing Problems
Branch-and-price heuristics for the VRPTW are presented in Danna and Pape (2005) . They present a general scheme of cooperation between branch-and-price and local search to help the branch-and-price algorithm finding good solutions earlier and test this scheme on the VRPTW. The scheme incorporates a restricted master heuristic and a local search applied to solve the master problem which takes the best integer solution found so far as initial solution.
More recently, Schmid et al. (2009) study a VRP with various side constraints encountered in the delivery of ready-mixed concrete. The solution approach incorporates the solution of a multicommodity network flow problem in a VNS scheme. A similar approach is proposed in Parragh et al. (2012) for the heterogeneous dial-a-ride problem with driver constraints.
Split Delivery Vehicle Routing Problems
The first column generation based algorithm for a SDVRP is proposed in Sierksma and Tijssen (1998) where a set covering formulation is presented with columns corresponding to feasible routes. A relaxed solution is obtained through column generation and the fractional solution is then rounded in order to obtain a feasible solution.
A similar approach is proposed in Sherali et al. (1999) where a real-case problem arising in maritime logistics is studied. Customer demands can be split and a number of side constraints are added to the basic SDVRP formulation. Two formulations are proposed and solved through column generation. Their relaxation is used to obtain feasible solutions.
In Jin et al. (2008) a set covering formulation is proposed. The subproblem generates feasible routes and determines how much has to be delivered to each customer in each route. The relaxation of the problem formulation is solved through column generation. Then, a feasible solution is obtained by successively fixing the value of subsets of variables.
In Archetti et al. (2011b) a restricted master heuristic is embedded in an exact branch-and-price algorithm for the optimal solution of the SDVRP. In order to obtain solutions in a reasonable computing time, the restricted master heuristic is run on a subset of columns generated by the column generation algorithm.
The subset of columns is chosen in such a way to guarantee the covering of all customers. The columns determine the sequence of visits of the customers in each route while the quantities are determined in the master problem.
Finally, we observe that the algorithm proposed in , which we classified as an improvement heuristic, may also be seen as a column generation based heuristic where the column generation phase is solved heuristically.
Inventory Routing Problems
In Aghezzaf et al. (2006) the cyclic IRP is studied, i.e., the problem where a cyclic plan is sought to be operated over a long time horizon. A route is generated for each vehicle which is a sequence of trips, where a trip is a tour starting and ending at the supplier location. These routes are then repeated periodically. The authors propose a problem formulation where binary variables are used to represent vehicle routes. A column generation approach is proposed where a heuristic algorithm is used to generate columns. This algorithm is an extension of the savings-based heuristic for the VRP. An extension of this approach is applied in Raa and Aghezzaf (2009) and Raa and Aghezzaf (2008) to a generalization of this problem.
Routing Problems with Profits
A restricted master heuristic based on the same idea proposed in Archetti et al. (2011b) for the simplest version of the SDVRPs has been used to solve different Routing Problems with Profits (RPPs). All the following papers propose a branch-and-price exact algorithm embedding a restricted master heuristic. In Archetti et al. (2013d) the Capacitated TOP (CTOP) is studied which is a generalization of the TOP where demands are associated with customers, and vehicles are capacitated. The CTOP with Incomplete Service (CTOP-IS) is studied in Archetti et al. (2013c) . CTOP-IS is the problem where partial service to customers is allowed. Finally, in Archetti et al. (2013b) and in Archetti et al. (2013a) the CTOP and the CTOP-IS with split deliveries are analyzed, respectively.
Aircraft Routing and Crew Scheduling
The Aircraft Routing and Crew Scheduling Problem (ARCSP) consists of determining a minimum-cost set of aircraft routes and crew pairings such that each flight leg is covered by one aircraft and one crew, and side constraints are satisfied. Constraints involve maximum flight time and maintenance requirements. In Cordeau et al. (2001) a Benders decomposition approach is proposed for the solution of the problem which iterates between a master problem that solves the aircraft routing problem, and a subproblem that solves the crew pairing problem. Both subproblems are solved through column generation. A heuristic branchand-bound method is used to obtain integer solutions. In Cohn and Barnhart (2003) the authors analyze the problem of integrating maintenance routing with crew scheduling. They present an extended crew pairing model which is solved through column generation. A heuristic is proposed where only a subset of columns related to the maintenance routing are generated. Table I gives a summary of the literature we have reviewed in this survey. The following observations can be made:
Summary and conclusions
• The largest number of matheuristics we surveyed were proposed for the most classical class of VRPs.
Several of these approaches were presented before matheuristics were introduced as a framework.
• The recent literature is focused mainly on improvement heuristics and column generation based approaches. In both cases there is a large number of contributions covering a wide variety of problems.
This proves that these schemes are efficient and can be easily adapted to different problems.
• Concerning the decomposition approaches, they are still popular in complex problems which involve different kinds of decisions, like IRPs, PRPs and LRPs. This is due to the fact that it is natural and simple to decompose such problems in their decision components. Another reason is that these approaches prove to behave well for these problems when compared to other heuristic algorithms.
For a long time, the design of exact and heuristic algorithms have proceeded in parallel, with little interaction between the scientific communities involved in advancing research in the two areas. Exact algorithms are almost always based on a mathematical programming formulation of the problem, whereas heuristics traditionally do not take advantage of it. Commercial and open source software has become available for the solution of MILP models that is more and more powerful, robust, easy to use and simple to interact with.
The availability of such software has changed the situation.
Matheuristics make use of the mathematical programming formulations and at the same time exploit the specific structure of a problem, keeping the goal of solving large size instances close to optimality. We expect matheuristics will become more and more popular and successful because they can take advantage of state of the art software for the solution of MILP models. Moreover, matheuristics may also become more flexible and robust than traditional heuristics or metaheuristics because, being based on mathematical programming formulations, they may become more easily adaptable to a variety of problems. Finally, they may request a smaller implementation effort.
