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CANONICAL DECOMPOSITION OF OPERATORS
ASSOCIATED WITH THE SYMMETRIZED POLYDISC
SOURAV PAL
Abstract. A tuple of commuting operators (S1, . . . , Sn−1, P ) for which
the closed symmetrized polydisc Γn is a spectral set is called a Γn-
contraction. We show that every Γn-contraction admits a decompo-
sition into a Γn-unitary and a completely non-unitary Γn-contraction.
This decomposition is an analogue to the canonical decomposition of
a contraction into a unitary and a completely non-unitary contraction.
We also find new characterizations for the set Γn and Γn-contractions.
1. Introduction
The open and closed symmetrized polydisc (or, symmetrized n-disc) for n ≥ 2
are the following sets
Gn =



 ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj, . . . ,
n∏
i=1
zi

 : |zi| < 1, i = 1, . . . , n

 ,
Γn =



 ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj, . . . ,
n∏
i=1
zi

 : |zi| ≤ 1, i = 1, . . . , n

 .
The symmetrized polydisc is a polynomially convex domain which has at-
tracted considerable attention in past two decades because of its connection
with the difficult problem of µ-synthesis that arises in H∞ approach of ro-
bust control (e.g, see [1]). Apart from its rich function theory and complex
geometry, this domain has been extensively studied by the operator theo-
rists, [2, 3, 5, 7, 11, 12, 13].
In this article, we study a commuting tuple of operators (S1, . . . , Sn−1, P )
defined on a Hilbert space H for which Γn is a spectral set (which we define
in Section 2). Such an operator tuple is called a Γn-contraction. An appeal-
ing and convenient way of describing an operator n-tuple is by an underlying
compact subset of Cn that is a spectral set for the tuple. In 1951, von Neu-
mann introduced the notion of spectral set for operators and this geometric
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approach towards understanding operators succeeded when he described all
contractions, that is operators with norm not greater than 1, as operators
having the closed unit disc D of the complex plane as a spectral set, [15].
One of the landmark discoveries in one variable operator theory is the
canonical decomposition of a contraction which asserts that every contrac-
tion operator admits a unique decomposition into two orthogonal parts of
which one is a unitary and the other is a completely non-unitary contraction.
So in geometric language, for an operator T acting on a Hilbert space H and
having D as a spectral set, there exist unique reducing subspaces H1,H2 of
T such that H = H1 ⊕H2, T |H1 is a unitary that lives on the unit circle T
and T |H2 is a completely non-unitary contraction (see Theorem 3.2 in Ch-I,
[8] for details). Needless to mention that a unitary is a normal operator
for which the boundary T of D is a spectral set. Also a contraction on a
Hilbert space is said to be completely non-unitary if there is no reducing
subspace on which the operator acts as a unitary. There are natural ana-
logues of unitary and completely non-unitary contractions in the literature
of Γn-contraction, [7]. A Γn-unitary is a commuting tuple of normal opera-
tors (S1, . . . , Sn−1, P ) for which the distinguished boundary bΓn of Γn is a
spectral set, where
bΓn = {(s1, . . . , sn−1, p) ∈ Γn : |p| = 1}.
A Γn-contraction (S1, . . . , Sn−1, P ) is said to be completely non-unitary if
there is no joint reducing subspace of S1, . . . , Sn−1, P on which (S1, . . . , Sn−1, P )
acts as a Γn-unitary.
Since an operator having D as a spectral set admits a canonical decom-
position, it is naturally asked whether one can decompose operators having
a particular domain in Cn as a spectral set. In [3], Agler and Young an-
swered this question by showing an explicit orthogonal decomposition of
a Γ2-contraction (Theorem 2.8, [3]). The aim of this article is to gener-
alize the results in n variables and find an orthogonal decomposition for
a Γn-contraction that splits a Γn-contraction into two parts of which one
is a Γn-unitary and the other is a completely non-unitary Γn-contraction.
Therefore, the main result of this paper is the following:
Theorem 1.1. Let (S1, . . . , Sn−1, P ) be a Γn-contraction on a Hilbert space
H. Let H1 be the maximal subspace of H which reduces P and on which P
is unitary. Let H2 = H⊖H1. Then
(1) H1,H2 reduce S1, . . . , Sn−1,
(2) (S1|H1 , . . . , Sn−1|H1 , P |H1) is a Γn-unitary,
(3) (S1|H2 , . . . , Sn−1|H2 , P |H2) is a completely non-unitary Γn-contraction.
The subspaces H1 or H2 may equal to the trivial subspace {0}.
This is Theorem 3.1 in this paper. We shall define operator functions
Φ1, . . . ,Φn−1 related to a Γn-contraction in Section 2 which play central
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role in this decomposition. We shall see that such decomposition is possible
because Φ1, . . . ,Φn−1 are positive semi-definite. Also, we find few properties
of the set Γn and characterize the Γn-contractions in different ways. We
accumulate these results in Section 2. Also we provide a brief background
material in Section 2.
2. Background material and preparatory results
A compact subset X of Cn is said to be a spectral set for a commuting
n-tuple of bounded operators T = (T1, . . . , Tn) defined on a Hilbert space H
if the Taylor joint spectrum σT (T ) of T is a subset of X and
‖f(T )‖ ≤ ‖f‖∞,X = sup{|f(z1, . . . , zn)| : (z1, . . . , zn) ∈ X} ,
for all rational functions f in R(X). Here R(X) denotes the algebra of all
rational functions on X, that is, all quotients p/q of holomorphic polynomi-
als p, q in n-variables for which q has no zeros in X.
For n ≥ 2, the symmetrization map in n-complex variables z = (z1, . . . , zn)
is the following proper holomorphic map
pin(z) = (s1(z), . . . , sn−1(z), p(z))
where
si(z) =
∑
1≤k1≤k2···≤ki≤n
zk1 . . . zki , i = 1, . . . , n− 1 and p(z) =
n∏
i=1
zi .
The closed symmetrized n-disk (or simply closed symmetrized polydisc) is the
image of the closed unit n-disc Dn under the symmetrization map pin, that
is, Γn := pin(Dn). Similarly the open symmetrized polydisc Gn is defined as
the image of the open unit polydisc Dn under pin. For simplicity we write
down explicitly the set Γn for n = 2 and 3.
Γ2 = {(z1 + z2, z1z2) : |zi| ≤ 1, i = 1, 2}
Γ3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| ≤ 1, i = 1, 2, 3}.
The set Γn is polynomially convex but not convex (see [7]). We obtain
from the literature (see [7]) the fact that the distinguished boundary of the
symmetrized polydisc is the symmetrization of the distinguished boundary
of the n-dimensional polydisc, which is n-torus Tn. Hence the distinguished
boundary bΓn of Γn is the set
bΓn =



 ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi

 : |zi| = 1, i = 1, . . . , n

 .
Operator theory on the symmetrized polydiscs of dimension 2 and n have
been extensively studied in past two decades [2, 3, 5, 7, 11, 13].
Definition 2.1. A tuple of commuting operators (S1, . . . , Sn−1, P ) on a
Hilbert space H for which Γn is a spectral set is called a Γn-contraction.
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It is evident from the definition that if (S1, . . . , Sn−1, P ) is a Γn-contraction
then the Si have norm not greater than n and P is a contraction. Unitaries,
isometries and co-isometries are important special classes of contractions.
There are natural analogues of these classes for Γn-contractions.
Definition 2.2. Let S1, . . . , Sn−1, P be commuting operators on a Hilbert
space H. We say that (S1, . . . , Sn−1, P ) is
(i) a Γn-unitary if S1, . . . , Sn−1, P are normal operators and the Taylor
joint spectrum σT (S1, . . . , Sn−1, P ) is contained in bΓn ;
(ii) a Γn-isometry if there exists a Hilbert space K containing H and a
Γn-unitary (S˜1, . . . , ˜Sn−1, P˜ ) on K such thatH is a common invariant
subspace for S˜1, . . . , ˜Sn−1, P˜ and that Si = S˜i|H for i = 1, . . . , n− 1
and P˜ |H = P ;
(iii) a Γn-co-isometry if (S
∗
1 , . . . , S
∗
n−1, P
∗) is a Γn-isometry;
(iv) a completely non-unitary Γn-contraction if P is a completely non-
unitary contraction.
One can easily verify that if (S1, . . . , Sn−1, P ) is a completely non-unitary
Γn-contraction on a Hilbert space H, then there is no non-trivial subspace
of H that reduces S1, . . . , Sn−1, P and on which (S1, . . . , Sn−1, P ) acts as a
Γn-unitary.
For a Γn-contraction (S1, . . . , Sn−1, P ), let us define n−1 operator pencils
Φ1, . . . ,Φn−1 in the following way. These operator functions will play central
role in the canonical decomposition of (S1, . . . , Sn−1, P ).
Φi(S1, . . . , Sn−1, P ) = (n− Si)
∗(n− Si)− (nP − Sn−i)
∗(nP − Sn−i)
= n2(I − P ∗P ) + (S∗i Si − S
∗
n−iSn−i)− n(Si − S
∗
n−iP )
− n(S∗i − P
∗Sn−i). (2.1)
So in particular when S1, . . . , Sn−1, P are scalars, i.e, points in Γn, the above
operator pencils take the following form for i = 1, . . . , n− 1:
Φi(s1, . . . , sn−1, p) = n
2(1−|p|2)+(|si|
2−|sn−i|
2)−n(si−s¯n−ip)−n(s¯i−p¯sn−i).
(2.2)
Lemma 2.3. Let (s1, . . . , sn−1, p) ∈ C
n. Then the following are equivalent:
(1) (s1, . . . , sn−1, p) ∈ Γn ;
(2) (ωs1, . . . , ω
n−1sn−1, ω
np) ∈ Γn for all ω ∈ T ;
(3) |p| ≤ 1 and there exists (c1, . . . , cn−1) ∈ Γn−1 such that
si = ci + c¯n−ip for i = 1, . . . , n− 1.
Proof. (1)⇔ (3) has been established in [9] (see Theorem 3.7 in [9] for a
proof). We prove here (1)⇔ (2). Let (s1, . . . , sn−1, p) ∈ Γn. Then there are
points z1, . . . , zn in D such that
(s1, . . . , sn−1, p) = pin(z1, . . . , zn).
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Now for any ω ∈ T, consider the points ωz1, . . . , ωzn in D. Clearly
(ωs1, . . . , ω
n−1sn−1, ω
np) = pin(ωz1, . . . , ωzn).
Therefore, (ωs1, . . . , ω
n−1sn−1sn−1, ω
np) ∈ Γn. The other side of the proof
is trivial.
In a similar fashion, we have the following characterizations for Γn-contractions.
Theorem 2.4. Let (S1, . . . , Sn−1, P ) be a tuple of commuting operators act-
ing on a Hilbert space H. Then the following are equivalent:
(1) (S1, . . . , Sn−1, P ) is a Γn-contraction ;
(2) for all holomorphic polynomials f in n-variables
‖f(S1, . . . , Sn−1, P )‖ ≤ ‖f‖∞,Γn ;
(3) (ωS1, . . . , ω
n−1Sn−1, ω
nP ) is a Γn-contraction for any ω ∈ T.
Proof. (1) ⇒ (2) follows from definition of spectral set and (2) ⇒ (1) just
requires polynomial convexity of the set Γ3. We prove here (1) ⇒ (3) be-
cause (3) ⇒ (1) is obvious. Let f(s1, . . . , sn−1, p) be a holomorphic poly-
nomial in the co-ordinates of Γn and for ω ∈ T let f1(s1, . . . , sn−1, p) =
f(ωs1, . . . , ω
n−1sn−1, ω
np). It is evident from part (1)⇒ (2) that
sup{|f(ωs1, . . . , ω
n−1sn−1, ω
np)| : (s1, . . . , sn−1, p) ∈ Γn}
= sup{|f1(s1, . . . , sn−1, p)| : (s1, . . . , sn−1, p) ∈ Γn}.
Therefore,
‖f(ωS1, . . . , ω
n−1Sn−1, ω
nP )‖ = ‖f1(S1, . . . , Sn−1, P )‖
≤ ‖f1‖∞,Γn
= ‖f‖∞,Γn .
Therefore, by (1)⇒ (2), (ωS1, . . . , ω
n−1Sn−1, ω
nP ) is a Γn-contraction.
Proposition 2.5. Let (s1, . . . , sn−1, p) ∈ C
n. Then in the following (1) ⇒
(2)⇔ (3).
(1) (s1, . . . , sn−1, p) ∈ Γn;
(2) for i = 1, . . . , n− 1, Φi(αs1, . . . , α
n−1sn−1, α
np) ≥ 0 for all α ∈ D;
(3) for i = 1, . . . , n− 1, |nαnp− αn−isn−i| ≤ |n− α
isi| for all α ∈ D.
Proof. (1)⇒ (2). Let (s1, . . . , sn−1, p) ∈ Γn and let α ∈ D. Then
(αs1, . . . , α
n−1sn−1, α
np) ∈ Gn.
We apply Lemma 2.3 and get (c1, . . . , cn−1) ∈ Γn−1 such that
αisi = ci + c¯n−i(α
np) for i = 1, . . . , n − 1.
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We shall use the following notations here:
a = 1− |αnp|2
m = |αisi|
2 − |αn−isn−i|
2
b = αisi − αn−isn−i(α
np)
c = αn−isn−i − αisi(α
np).
We first show that
n2a+m ≥ 2n|b| (2.3)
n2a−m ≥ 2n|c|. (2.4)
Now
m = |αisi|
2 − |αn−isn−i|
2
= |ci + c¯n−i(α
np)|2 − |cn−i + c¯i(α
np)|2
= (|ci|
2 + |cn−i(α
np)|2 + cicn−i(αnp) + c¯ic¯n−i(α
np))
− (|cn−i|
2 + |ci(α
np)|2 + cicn−i(αnp) + c¯ic¯n−i(α
np))
= (|ci|
2 − |cn−i|
2)(1 − |αnp|2)
= (|ci|
2 − |cn−i|
2)a .
Also
|b| = |αisi − (αn−isn−i)(α
np)|
= |(ci + c¯n−iα
np)− (c¯n−i + ciαnp)α
np|
= |ci|(1− |α
np|2)
= |ci|a ,
and
|c| = |αn−isn−i − (αisi)(α
np)|
= |(cn−i + c¯iα
np)− (c¯i + cn−iαnp)α
np|
= |cn−i|(1− |α
np|2)
= |cn−i|a.
Therefore,
n2a+m− 2n|b| = n2a+ (|ci|
2 − |cn−i|
2)a− 2n|ci|a
= {(n − |ci|)
2 − |cn−i|
2}a
= (n− |ci|+ |cn−i|)(n − |ci| − |cn−i|)a
≥ 0.
The last inequality follows from the facts that a > 0 and that |ci|+|cn−i| ≤ n
as si ∈ Γn. Therefore,
n2a+m ≥ 2n|b|.
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Now using the fact that
x > |y| ⇔ x > Re ωy , for all ω ∈ T , (2.5)
we have that
n2a+m ≥ 2n Re ωb
= nωb+ nω¯b¯, for all ω ∈ T.
Choosing ω = 1 and substituting the values of a,m, b we get
Φi(αs1, . . . , α
n−isn−i, α
np) = n2(1− |αnp|2) + (|αisi|
2 − |αn−isn−i|
2)
− n(αisi − (αn−isn−i)(α
np))
− n(αisi − (αn−isn−i)(αnp))
≥ 0.
By continuity, we have that Φi(αs1, . . . , α
n−isn−i, α
np) ≥ 0, for all α ∈ D.
(2)⇔ (3). From (2.1) we have that
Φi(αs1, . . . , α
n−1sn−1, α
np)
= (n− α¯is¯i)(n− α
isi)− (nα¯
np¯− α¯n−is¯n−i)(nα
np− αn−isn−i).
Therefore,
Φi(α
isi, . . . , α
n−1sn−1, α
np) ≥ 0
⇔(n− α¯is¯i)(n− α
isi)− (nα¯
np¯− α¯n−i ¯sn−i)(nα
np− αn−isn−i) ≥ 0
⇔
∣∣nαnp− αn−isn−i∣∣ ≤ |n− αsi| .
Proposition 2.6. Let (S1, . . . , Sn−1, P ) be a Γn-contraction. Then for i =
1, . . . , n− 1 Φi(αS1, . . . , α
n−1Sn−1, α
nP ) ≥ 0 for all α ∈ D.
Proof. Since (S1, . . . , Sn−1, P ) is a Γn-contraction, σT (S1, . . . , Sn−1, P ) ⊆
Γn. Let f be a holomorphic function in a neighbourhood of Γn. Since Γn is
polynomially convex, by Oka-Weil Theorem (see [10], Theorem 5.1) there is
a sequence of polynomials {pk} in n-variables such that pk → f uniformly
over Γn. Therefore, by Theorem 9.9 of CH-III in [14],
pk(S1, . . . , Sn−1, P )→ f(S1, . . . , Sn−1, P )
which by the virtue of (S1, . . . , Sn−1, P ) being a Γn-contraction implies that
‖f(S1, . . . , Sn−1, P )‖ = lim
k→∞
‖pk(S1, . . . , Sn−1, P )‖ ≤ lim
k→∞
‖pk‖∞,Γn = ‖f‖∞,Γn .
We fix α ∈ D and choose
f(s1, . . . , sn−1, p) =
nαnp− αn−isn−i
n− αisi
.
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It is evident that f is well-defined and is holomorphic in a neighborhood of
Γn and has norm not greater than 1, by part-(3) of Proposition 2.5. So we
get
‖(nαnP − αn−iSn−i)(n− α
iSi)
−1‖ ≤ ‖f‖∞,Γn ≤ 1.
Thus
(n− αiSi)
∗−1(nαnP − αn−iSn−i)
∗(nαnP − αn−iSn−i)(n− α
iSi)
−1 ≤ I
which is equivalent to
(n− αiSi)
∗(n− αiSi) ≥ (nα
nP − αn−iSn−i)
∗(nαnP − αn−iSn−i).
By the definition of Φi, this is same as saying that
Φi(αS1, . . . , α
n−1Sn−1, α
nP ) ≥ 0 for all α ∈ D.
By continuity we have that
Φi(αS1, . . . , α
n−1Sn−1, α
nP ) ≥ 0 for all α ∈ D.
Here is a set of characterizations for the Γn-unitaries.
Theorem 2.7 (Theorem 4.2, [7]). Let (S1, . . . , Sn−1, P ) be a commuting
triple of bounded operators. Then the following are equivalent.
(1) (S1, . . . , Sn−1, P ) is a Γn-unitary,
(2) P is a unitary and (S1, . . . , Sn−1, P ) is a Γn-contraction,
(3) P is a unitary, (n−1n S1,
n−2
n S2, . . . ,
1
nSn−1) is a Γn−1-contraction and
Si = S
∗
n−iP for i = 1, . . . , n − 1.
3. The orthogonal decomposition of a Γn-contraction
We now state and prove the main result of this paper which we have
mentioned in the introduction as Theorem 1.1.
Theorem 3.1. Let (S1, . . . , Sn−1, P ) be a Γn-contraction on a Hilbert space
H. Let H1 be the maximal subspace of H which reduces P and on which P
is unitary. Let H2 = H⊖H1. Then
(1) H1,H2 reduce S1, . . . , Sn−1,
(2) (S1|H1 , . . . , Sn−1|H1 , P |H1) is a Γn-unitary,
(3) (S1|H2 , . . . , Sn−1|H2 , P |H2) is a completely non-unitary Γn-contraction.
The subspaces H1 or H2 may equal to the trivial subspace {0}.
Proof. First we consider the case when P is a completely non-unitary con-
traction. Then obviously H1 = {0} and if P is a unitary then H = H1 and
so H2 = {0}. In such cases the theorem is trivial. So let us suppose that P
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is neither a unitary nor a completely non unitary contraction. With respect
to the decomposition H = H1 ⊕H2, let
S1 =
[
S111 S112
S121 S122
]
, S2 =
[
S211 S212
S221 S222
]
, . . . ,
[
S(n−1)11 S(n−1)12
S(n−1)21 S(n−1)22
]
and
P =
[
P1 0
0 P2
]
,
so that P1 is a unitary and P2 is completely non-unitary. Since P2 is com-
pletely non-unitary it follows that if h ∈ H and
‖Pn2 h‖ = ‖h‖ = ‖P
∗
2
nh‖, n = 1, 2, . . .
then h = 0.
For an arbitrary i between 1 and n − 1, the commutativity of Si and P
gives us
Si11P1 = P1Si11 Si12P2 = P1Si12 , (3.1)
Si21P1 = P2Si21 Si22P2 = P2Si22 . (3.2)
Also by the commutativity of Sn−i and P we obtain
S(n−i)11P1 = P1S(n−i)11 S(n−i)12P2 = P1S(n−i)12 , (3.3)
S(n−i)21P1 = P2S(n−i)21 S(n−i)22P2 = P2S(n−i)22 . (3.4)
By Proposition 2.6, we have for all ω, β ∈ T,
Φi(ωS1, . . . , ω
n−1Sn−1, ω
nP ) = n2(I − P ∗P ) + (S∗i Si − S
∗
n−iSn−i)
− 2n Re ωi(Si − S
∗
n−iP )
≥ 0 ,
Φn−i(βS1, . . . , β
n−1Sn−1, β
nP ) = n2(I − P ∗P ) + (S∗n−iSn−i − S
∗
i Si)
− 2n Re βn−i(Sn−i − S
∗
i P )
≥ 0 .
Adding Φi and Φn−i we get
n(I − P ∗P )− Re ωi(Si − S
∗
n−iP )− Re β
n−i(Sn−i − S
∗
i P ) ≥ 0
that is[
0 0
0 n(I − P ∗2 P2)
]
− Re ωi
[
Si11 − S
∗
(n−i)11P1 Si12 − S
∗
(n−i)21P2
Si21 − S
∗
(n−i)12P1 Si22 − S
∗
(n−i)22P2
]
(3.5)
− Re βn−i
[
S(n−i)11 − S
∗
i11P1 S(n−i)12 − S
∗
i21P2
S(n−i)21 − S
∗
i12P1 S(n−i)22 − S
∗
i22P2
]
≥ 0
for all ω, β ∈ T. Since the matrix in the left hand side of (3.5) is self-adjoint,
if we write (3.5) as
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[
R X
X∗ Q
]
≥ 0 , (3.6)
then


(i) R ,Q ≥ 0 and R = − Re ωi(Si11 − S
∗
(n−i)11P1)
− Re βn−i(S(n−i)11 − S
∗
i11P1)
(ii)X = −12{ω
i(Si12 − S
∗
(n−i)21P2) + ω¯
i(S∗i21 − P
∗
1 S(n−i)12)
+βn−i(S(n−i)12 − S
∗
i21P2) +
¯βn−i(S∗(n−i)21 − P
∗
1 Si12)}
(iii) Q = 3(I − P ∗2P2)− Re ω
i(Si22 − S
∗
(n−i)22P2)
− Re βn−i(S(n−i)22 − S
∗
i22P2) .
Since the left hand side of (3.6) is a positive semi-definite matrix for
every ω and β, if we choose βn−i = 1 and βn−i = −1 respectively then
consideration of the (1, 1) block of (3.5) reveals that
ωi(Si11 − S
∗
(n−i)11P1) + ω¯
i(S∗i11 − P
∗
1 S(n−i)11) ≤ 0
for all ω ∈ T. Choosing ωi = ±1 we get
(Si11 − S
∗
(n−i)11P1) + (S
∗
i11 − P
∗
1 S(n−i)11) = 0 (3.7)
and choosing ωi = ±i we get
(Si11 − S
∗
(n−i)11P1)− (S
∗
i11 − P
∗
1 S(n−i)11) = 0 . (3.8)
Therefore, from (3.7) and (3.8) we get
Si11 = S
∗
(n−i)11P1 ,
where P1 is unitary. Similarly, we can show that
S(n−i)11 = S
∗
i11P1 .
Therefore, R = 0. Since (S1, . . . , Sn−1, P ) is a Γn-contraction, ‖Sn−i‖ ≤ 3
and hence ‖S(n−i)11‖ ≤ 3. Also by Lemma 2.5 of [7], (
n−1
n S1,
n−2
n S2, . . . ,
1
nSn−1)
is a Γn−1-contraction and hence (
n−1
n S111,
n−2
n S211, . . . ,
1
nS(n−1)11) is a Γn−1-
contraction. Therefore, by part-(3) of Theorem 2.7, (S111, . . . , S(n−1)11, P1)
is a Γn-unitary.
Now we apply Proposition 1.3.2 of [4] to the positive semi-definite matrix
in the left hand side of (3.6). This Proposition states that if R,Q ≥ 0 then[
R X
X∗ Q
]
≥ 0 if and only if X = R1/2KQ1/2 for some contraction K.
Since R = 0, we have X = 0. Therefore,
0 = ωi(Si12 − S
∗
(n−i)21P2) + ω¯
i(S∗i21 − P
∗
1 S(n−i)12)
+ βn−i(S(n−i)12 − S
∗
i21P2) + β¯
n−i(S∗(n−i)21 − P
∗
1 Si12) ,
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for all ω, β ∈ T. Choosing βn−i = ±1 we get
ωi(Si12 − S
∗
(n−i)21P2) + ω¯
i(S∗i21 − P
∗
1 S(n−i)12) = 0 ,
for all ω ∈ T. With the choices ωi = 1, i, this gives
Si12 = S
∗
(n−i)21P2 .
Therefore, we also have
S∗i21 = P
∗
1 S(n−i)12 .
Similarly, we can prove that
S(n−i)12 = S
∗
i21P2 , S
∗
(n−i)21 = P
∗
1 Si12 .
Thus, we have the following equations
Si12 = S
∗
(n−i)21P2 S
∗
i21 = P
∗
1 S(n−i)12 (3.9)
S(n−i)12 = S
∗
i21P2 S
∗
(n−i)21 = P
∗
1 Si12 . (3.10)
Thus from (3.9), Si21 = S
∗
(n−i)12P1 and together with the first equation in
(3.2), this implies that
S∗(n−i)12P
2
1 = Si21P1 = P2Si21 = P2S
∗
(n−i)12P1
and hence
S∗(n−i)12P1 = P2S
∗
(n−i)12 . (3.11)
From equations in (3.3) and (3.11) we have that
S(n−i)12P2 = P1S(n−i)12 , S(n−i)12P
∗
2 = P
∗
1 S(n−i)12.
Thus
S(n−i)12P2P
∗
2 = P1S(n−i)12P
∗
2 = P1P
∗
1 S(n−i)12 = S(n−i)12 ,
S(n−i)12P
∗
2P2 = P
∗
1 S(n−i)12P2 = P
∗
1P1S(n−i)12 = S(n−i)12 ,
and so we have
P2P
∗
2 S
∗
(n−i)12 = S
∗
(n−i)12 = P
∗
2P2S
∗
(n−i)12 .
This shows that P2 is unitary on the range of S
∗
(n−i)12 which can never
happen because P2 is completely non-unitary. Therefore, we must have
S∗(n−i)12 = 0 and so S(n−i)12 = 0. Similarly we can prove that Si12 = 0. Also
from (3.9), Si21 = 0 and from (3.10), S(n−i)21 = 0. Thus with respect to the
decomposition H = H1 ⊕H2
Si =
[
Si11 0
0 Si22
]
, Sn−i =
[
S(n−i)11 0
0 S(n−i)22
]
.
So, H1 and H2 reduce S1 and S2. Also (Si22, S(n−i)22, P2), being the restric-
tion of the E-contraction (S1, . . . , Sn−1, P ) to the reducing subspaceH2, is an
Γn-contraction. Since P2 is completely non-unitary, (S122, . . . , S(n−1)22, P2)
is a completely non-unitary Γn-contraction.
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