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Sensitivity analysis for HJB
equations with an application to
coupled backward-forward systems
Vassili Kolokoltsov1, Wei Yang2
Abstract
In this paper, we analyse Lipschitz continuous de-
pendence of the solution to Hamilton-Jacobi-Bellman
equations on a functional parameter. This sensitivity
analysis not only has the interest on its own, but also
is important for the mean field games methodology,
namely for solving a coupled system of backward-
forward equations. We show that the unique solution
to a Hamilton-Jacobi-Bellman equation and its spa-
cial gradient are Lipschitz continuous uniformly with
respect to the functional parameter. In particular,
we provide verifiable criteria for the so-called feed-
back regularity condition. Finally as an application,
we show how the sensitive results are used to solved
the coupled system of backward-forward equations.
Key words: Hamilton-Jacobi-Bellman equation,
HJB equation, sensitivity analysis, mean field games,
feedback regularity
1 Introduction and motivation
Partial differential equations are used to model mul-
tidimensional dynamical systems and to describe a
wide variety of phenomena such as sound, heat, fluid
flow and quantum mechanics. Sensitivity analysis
for multidimensional dynamical systems governed by
partial differential equations has been a growing in-
terest in recent years, since sensitivity results give us
certain understanding of the stability of dynamical
systems and prediction of their phase transitions if
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any. So far sensitivity results have had a wide-range
of applications in science and engineering, including
optimization, parameter estimation, model simplifi-
cation, optimal control and experimental design.
Recent progress in sensitivity analysis can be
found, e.g. in [32] for Burger’s equation, [31] for
Navier-Stokes equation, [1, 26, 27, 28] for elliptic
and parabolic equations, [2, 15, 25] for nonlinear ki-
netic equations, and references therein. This work
at hand contributes to the presently ongoing inves-
tigation of sensitivity analysis for partial differential
equations and focuses on Hamilton-Jacobi-Bellman
(HJB) equations.
The Hamilton-Jacobi-Bellman equation is a central
object of the stochastic control theory. The solution
to the HJB equation is the so-called value function
which gives the optimal payoff for a given stochas-
tic dynamical system associated with certain payoff
function. In the context of pension savings manage-
ment, Macova´ and Sevcovic [24] studied sensitivity
analysis of the solution to a HJB equation with re-
spect to real parameters such as the percentage of
salary transferred to a pension fund and the saver’s
risk aversion. In this paper, we study the sensitivity
of the solution to HJB equations with respect to a
functional parameter.
This work is motivated by the study of the mean
field games methodology, which is a recently devel-
oped research area and has attracted massive atten-
tion. The mean field games methodology was devel-
oped independently by J.-M. Lasry and P.-L. Lions,
see [21, 5] and video lectures [14], and by M. Huang,
R.P. Malhame´ and P. Caines, see [10, 11, 12, 13]. The
Mean field games have exhibit their strong power in
solving complex dynamical systems and have been
applied in many areas, to name a few, including
growth theory in economics [22], limit order books
modelling in finance [19], environmental policy de-
sign [20]. See [8] for a survey on mean field games
models.
The very core idea of the mean field games method-
ology is the characterisation and approximation of in-
teracting N-player stochastic games by two coupled
forward-backward equations, with one of these two
equations being a HJB equation. Solving this system
of two coupled equations requires a so-called feedback
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regularity property of the feedback control associated
to the HJB equation, see e.g. the condition (37) in
proving Theorem 10 of [10]. The feedback regular-
ity property of a control strategy is that the control
strategy has a Lipschitz continuous dependence on
certain observable parameter, see the condition (5.8)
in the following for its’ mathematical description in
the context of mean field games. However the fact,
that in [10] this critical feedback regularity property
was directly assumed to hold in the model without
stating verifiable conditions for the feedback regular-
ity property, makes it impossible to apply this pow-
erful tool in solving real life problems. In order to
facilitate applications of mean field games, we are mo-
tived to prove the required feedback regularity prop-
erty and provide verifiable conditions for it. This in
turn motivates us to undertake the sensitivity anal-
ysis for HJB equations with respect to a functional
parameter. Further, we associate HJB equations to a
class of general Markov processes, in order to provide
a unified framework where the sensitivity analysis for
general HJB equations with respect to functional pa-
rameters are studied. This is the main aim of this
paper.
This work has two-fold contributions: first, this
work presents a unified framework where the sensi-
tivity analysis for general HJB equations with respect
to a functional parameter is studied. For the stochas-
tic control theory, these sensitivity results promote
the understanding on how individual’s optimal pay-
off depends on certain external observable functional
parameters. These results have wide range of applica-
tions e.g. in financial markets, economics and marine
ecology. Second, for the mean field games theory, we
prove the required feedback regularity property and
provide verifiable conditions for it. Our sensitivity
results enables applications of mean field games in
solving real complex systems.
The organisation of this paper is as follows. Section
2 gives the detailed description and the derivation of
the problem in question. Section 3 recalls some basic
but heavily used concepts for solving the problem in
question. These concepts include operators, propa-
gators and variational derivatives. The main results
of this paper are presented in Section 4. Proofs for
these results are collected in the appendix section. In
Section 5, as an application, we apply these sensitiv-
ity results to the study a mean field games model and
give verifiable conditions for the feedback regularity
property (5.8).
2 Problem description
In this section, we present the problem we aim to
study, starting with the description of a stochastic
control problem with a general Markov dynamics.
Let C := C∞(R
d) be the Banach space of
bounded continuous functions f : Rd → R with
limx→∞ f(x) = 0, equipped with norm ‖f‖C :=
supx |f(x)|. We shall denote by C
1 := C1∞(R
d)
the Banach space of continuously differentiable and
bounded functions f : Rd → R such that the
derivative f ′ belongs to C, equipped with the norm
‖f‖C1 := supx |f(x)| + supx |f
′(x)|, and by C2 :=
C2∞(R
d) the Banach space of twice continuously dif-
ferentiable and bounded functions f : Rd → R
such that the first derivative f ′ and the second
derivative f ′′ belong to C, equipped with the norm
‖f‖C2 := supx |f(x)|+supx |f
′(x)|+supx |f
′′(x)|. Let
CLip := CLip(R
d) denote the space of Lipschitz con-
tinuous functions f : Rd → R, equipped with the
norm ‖f‖CLip := supx |f(x)| + supx,y
|f(x)−f(y)|
|x−y| .
Remark 2.1. Note that C2 = C2∞(R
d) is a Banach
space which is densely and continuously embedded in
C = C∞(R
d). Depending on the modelling assump-
tion, the Banach space C2 can be replaced by other
examples of functions spaces, such as the space of
Ho¨lder continuous functions, and our methods can be
applied in a similar way.
Let T > 0 be fixed and U be a compact subset of a
Euclidean space, interpreted as the set of admissible
controls, with the Euclidean norm | · |. Here (and in
such like expressions), · denotes a dynamic variable.
Take M to be a bounded, convex, closed subset of
another Banach space S, equipped with the norm ‖ ·
‖S. In applications, very often the Banach space S
is taken as the dual space (C2)∗ of C2 and the set
M is taken as the set of probability measures on Rd,
which is denoted by P(Rd).
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Now we introduce the stochastic dynamics associ-
ated to the stochastic control problem. Specifically,
the dynamics is described by a family of bounded
linear operators
{A[t, µ, u] : t ∈ [0, T ], µ ∈M, u ∈ U} (2.1)
where for all (t, µ, u) ∈ [0, T ] ×M × U , A[t, µ, u] :
C2 → C. For each (t, µ, u) ∈ [0, T ]×M×U , the lin-
ear operator A[t, µ, u] is assumed to generate a Feller
process with values in Rd and to be of the form
A[t, µ, u]f(z) = (h(t, z, µ, u),∇f(z)) + L[t, µ]f(z),
(2.2)
where the coefficient h : [0, T ]×Rd×M×U → Rd is a
vector-valued function. For each pair (t, µ) ∈ [0, T ]×
M, the linear bounded operator L[t, µ] : C2 → C is
of Le´vy-Khintchine form with variable coefficients:
L[t, µ]f(z) =
1
2
(G(t, z, µ)∇,∇)f(z) + (b(t, z, µ),∇f(z))
+
∫
Rd
(f(z + y)− f(z)− (∇f(z), y)1B1(y))ν(t, z, µ, dy)
(2.3)
where ∇ denotes the gradient operator and
(G(t, z, µ)∇,∇) =
∑
i,j Gi,j(t, z, µ)
∂2
∂zi∂zj
; 1B1 de-
notes the indicator function of the unit ball in Rd
; for each (t, z, µ) ∈ [0, T ] × Rd ×M, G(t, z, µ) is a
symmetric non-negative matrix, b(t, z, µ) is a vector,
ν(t, z, µ, ·) is a Le´vy measure on Rd, i.e.∫
Rd
min(1, |y|2)ν(t, z, µ, dy) <∞, (2.4)
with ν(t, z, µ, {0}) = 0. We assume that the map-
pings (t, z, µ) → G(t, z, µ), (t, z, µ) → b(t, z, µ) and
(t, z, µ) → ν(t, z, µ, ·) are Borel measurable with re-
spect to the Borel σ-algebra in [0, T ]×Rd ×M.
Remark 2.2. It worths noting on the special struc-
ture of operator A in (2.2). The operator A depends
on three parameters: time t, control u and unusually
a µ ∈ M. Notice that the control parameter u ap-
pears only in the drift coefficient h, but not in the
operator L. In plain words, in the stochastic control
problem, it is only allowed to control the determin-
istic component of the dynamics. Here the operator
L (2.3) models the noise, i.e. the stochastic com-
ponent of the dynamics. The noise modeled by the
Le´vy-Khintchine form operator L in (2.3) includes
Gaussian noise (see an example in Remark 2.3 ) and
Le´vy stable noise (see an example in (4.11)).
Denote by {u.} = {ut ∈ U : t ∈ [0, T ]} the control
process and by C([0, T ],M) the space of continuous
curves {µ.} = {µt ∈ M, t ∈ [0, T ]}. For given {u.}
and {µ.} ∈ C([0, T ],M), let (X
{µ.},{u.}
t : t ∈ [0, T ])
be a controlled stochastic process on a probability
space (Ω,F ,P) with values in Rd and generated by
the family of operators {A[t, µ, u] : t ∈ [0, T ], µ ∈
M, u ∈ U} in (2.1) of the form (2.2). For notational
brevity, in the following we write (Xt : t ∈ [0, T ])
instead of (X
{µ.},{u.}
t : t ∈ [0, T ]).
Remark 2.3. 1. A simple example of the function
h in (2.2) is
h(t, z, µ, u) =
∫
Rd
a(t, z, y, u)µ(dy).
with a : [0, T ]×Rd ×Rd × U → Rd.
2. In the special case of (2.3) where L[t, µ] =
1
2 (G(t, z, µ)∇,∇), the process associated with the
operators (2.1) can also be described by stochas-
tic differential equations
dXt = h(t,Xt, µt, ut) dt+ σ(t,Xt, µt)dWt
with G(t, z, µ) = tr{σ(t, z, µ)σT (t, z, µ)}, Wt be-
ing a standard Brownian motion in Rd.
Given the observable functional parameter {µ.} ∈
C([0, T ],M), the objective is to maximize the ex-
pected total payoff
E
[∫ T
t
J(s,Xs, µs, us) ds+ V
T (XT , µT )
]
at any time t ∈ [0, T ] over a suitable class of controls
{ut ∈ U , t ∈ [0, T ]} with a running cost function J :
[0, T ]×Rd×M×U → R and a terminal cost function
V T : Rd×M→ R. Therefore, for a given parameter
{µ.} ∈ C([0, T ],M), the value function V : [0, T ] ×
3
Rd → R starting at time t and state x is defined by
V (t, x; {µ.}) := (2.5)
sup
{u.}
Ex
[∫ T
t
J(s,Xs, µs, us) ds+ V
T (XT , µT )
]
.
Remark 2.4. This type of stochastic control prob-
lems with a functional parameter not only arises from
the study of mean field games (see more detailed dis-
cussion in [17] and Section 5 of this paper), but also
appears in financial markets. For example, in the
context of designing optimal trading strategies in high
frequency trading based on limit order book dynamics,
the functional parameter {µ.} can be interpreted as
the bid/ask price distribution.
By standard arguments from dynamic program-
ming principle and assuming appropriate regularity,
the value function V satisfies the Hamilton-Jacobi-
Bellman (HJB) equation
−
∂V
∂t
(t, x; {µ.}) = Ht(x,∇V (t, x; {µ.}), µt)
+ L[t, µt]V (t, x; {µ.})
V (T, x; {µ.}) = V T (x;µT ),
(2.6)
where the HamiltonianH : [0, T ]×Rd×Rd×M→ R
is defined by
Ht(x, p, µ) = max
u∈U
(h(t, x, µ, u)p+J(t, x, µ, u)). (2.7)
The aim of this paper is to investigate the sensi-
tivity of the solution V (·, ·; {µ.}) to the HJB equa-
tion (2.6) with respect to the functional parameter
{µ.} ∈ C([0, T ],M). In fact, we prove in Section
4 that the unique solution V (·, ·; {µ.}) to the HJB
equation (2.6) and its spatial gradient ∇V (·, ·; {µ.})
are Lipschitz continuous uniformly with respect to
{µ.}.
3 Preliminaries
In this section, we recall some concepts which are
used in the following of the paper. Let B and D
denote some Banach spaces. For a function F : D→
B, its variational derivative DχF (µ) at µ ∈ D in the
direction χ ∈ D is defined as
DχF (µ) = lim
s→0
F (µ+ sχ)− F (µ)
s
if the limit exists. F is said to be differentiable at
µ ∈ D if the limit exits for all χ ∈ D. At each point
µ ∈ D, the derivative defines a function D.F (µ) :
D→ B.
Let L(D,B) denote the space of linear bounded
operators from D to B and it is equipped with the
usual operator norm ‖ · ‖D→B.
For the analysis of time non-homogeneous evolu-
tions, we need the notion of a propagator. A family
of mappings {U t,r} from B to B, parametrized by
the pairs of numbers r ≤ t (resp. t ≤ r) is called a
(forward) propagator (resp. a backward propagator)
in B, if U t,t is the identity operator in B for all t ≥ 0
and the following chain rule, or propagator equation,
holds for r ≤ s ≤ t (resp. for t ≤ s ≤ r):
U t,sUs,r = U t,r.
Sometimes, the family {U t,r, t ≤ r} is also called a
two-parameter semigroup.
A backward propagator {U t,r, t ≤ r} of bounded
linear operators on the Banach space B is called
strongly continuous if for every f ∈ B, the mappings
t 7→ U t,rf for all t ≤ r, and r 7→ U t,rf for all t ≤ r,
are continuous as mappings from R to B. By the
principle of uniform boundedness if {U t,r, t ≤ r} is a
strongly continuous propagator of bounded linear op-
erators, then the norms of {U t,r, t ≤ r} are uniformly
bounded for t, r in any compact interval.
Assume that the Banach space D is a dense sub-
set of B and continuously embedded in B. Suppose
{U t,r, t ≤ r} is a strongly continuous backward prop-
agator of bounded linear operators on a Banach space
B with the common invariant domain D ⊂ B, i.e. if
f ∈ D then U t,rf ∈ D for all t ≤ r. Let {Lt, t ≥ 0}
be a family of operators Lt ∈ L(D,B), depending
continuously on t. The family {Lt, t ≥ 0} is said to
generate {U t,r, t ≤ r} on D if, for any f ∈ D, we
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have, for all t ≤ s ≤ r
d
ds
U t,sf = U t,sLsf,
d
ds
Us,rf = −LsU
s,rf. (3.1)
The derivatives exist in the norm topology of B and
if s = t (resp. s = r) they are assumed to be only a
right (resp. left) derivative.
One often needs to estimate the difference of two
propagators when the difference of their generators is
available. To this end, we shall often use the following
rather standard trick.
Proposition 3.1. For i = 1, 2 let {Lit, t ≥ 0} be a
family of operators Lit ∈ L(D,B), depending contin-
uously on t, which generates a backward propagator
{U t,ri , t ≤ r} in B satisfying
a1 := sup
t≤r
max
{
‖U t,r1 ‖B→B, ‖U
t,r
2 ‖B→B
}
<∞.
If D is invariant under {U t,r1 , t ≤ r} and
a2 := sup
t≤r
‖U t,r1 ‖D→D <∞,
then, for each t ≤ r,
U t,r2 − U
t,r
1 =
∫ r
t
U t,s2 (L
2
s − L
1
s)U
s,r
1 ds (3.2)
and
‖U t,r2 − U
t,r
1 ‖D→B (3.3)
≤a1a2(r − t) sup
t≤s≤r
‖L2s − L
1
s‖D→B.
Proof. By (3.1), we get
U t,r2 − U
t,r
1 = U
t,s
2 U
s,r
1
∣∣r
s=t
=
∫ r
t
d
ds
(
U t,s2 U
s,r
1
)
ds
=
∫ r
t
U t,s2 L
2
sU
s,r
1 − U
t,s
2 L
1
sU
s,r
1 ds
=
∫ r
t
U t,s2 (L
2
s − L
1
s)U
s,r
1 ds,
which implies both (3.2) and (3.3).
4 Main results
In this section, first we list the assumptions needed
for the discussion. Then based on these assump-
tions, we show that for each fixed parameter {µ.} ∈
C([0, T ],M), the HJB equation (2.6) is well posed
and we prove the Lipchitz continues dependence of
the solution to (2.6) with respect to the functional
parameter {µ.} ∈ C([0, T ],M).
4.1 Main assumptions
For any µ ∈ M, define the set M− µ := {η − µ :
η ∈ M}, which, as a subset of S, is equipped with
the norm ‖ · ‖S. In the analysis below,we need the
following assumptions:
(A1): the Hamiltonian H : [0, T ] × Rd × Rd ×
M → R is continuous in t and Lipschitz continuous
uniformly in x on bounded subsets of p. Furthermore,
it is Lipschitz continuous uniformly in p, that is there
exists a constant c1 such that for all x ∈ R
d, µ ∈M
and t ∈ [0, T ] we have for p, p′ ∈ Rd
|Ht(x, p, µ)−Ht(x, p
′, µ)| ≤ c1|p− p
′|. (4.1)
It is bounded in p = 0, that is there exists a constant
c2 > 0 such that for all x ∈ R
d, µ ∈M, t ∈ [0, T ]
|Ht(x, 0, µ)| ≤ c2. (4.2)
For each t ∈ [0, T ] and x, p ∈ Rd, the function µ 7→
Ht(x, p, µ) is differentiable in any direction χ ∈M−
µ, such that (t, x, p, µ) 7→ DχHt(x, p, µ) is continuous
and satisfies that for each bounded set B ⊂ Rd there
exists a constant c3 > 0 such that for all t ∈ [0, T ], x ∈
Rd, µ ∈M
sup
p∈B
|DχHt(x, p, µ)| ≤ c3‖χ‖S. (4.3)
(A2): the mapping
[0, T ]×M→ L(C2,C), (t, µ) 7→ L[t, µ]
is continuous. For any {µ.} ∈ C([0, T ],M), the oper-
ator curve {L[t, µt] : t ∈ [0, T ]} generates a strongly
continuous backward propagator {U t,s{µ.}, t ≤ s} of op-
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erators U t,s{µ.} ∈ L(C,C) with the common invariant
domains C2 and C1. There exists a constant c4 > 0
such that for all 0 ≤ t ≤ s ≤ T we have
max
{
‖U t,s{µ.}‖C→C, ‖U
t,s
{µ.}‖C1→C1 , ‖U
t,s
{µ.}‖C2→C2
}
≤ c4. (4.4)
The propagator has a smoothing property, that is for
each 0 ≤ t < s ≤ T we have
U t,s{µ.} : C→ C
1, U t,s{µ.} : CLip → C
2, (4.5)
and there exists a β ∈ (0, 1) and constants c5, c6 > 0
such that
‖U t,s{µ.}φ‖C1 ≤ c5(s− t)
−β‖φ‖C, (4.6)
‖U t,s{µ.}ψ‖C2 ≤ c6(s− t)
−β‖ψ‖CLip (4.7)
for all φ ∈ C and ψ ∈ CLip.
(ii) for any t ∈ [0, T ], the mapping µ 7→ L[t, µ] is
differentiable in any direction χ ∈ M− µ, such that
the mapping µ 7→ DχL[t, µ] is continuous. There
exists a constant c7 > 0 such that for each µ ∈ M
and χ ∈ M− µ we have for all t ∈ [0, T ]
‖DχL[t, µ]‖C2→C ≤ c7‖χ‖S; (4.8)
(A3): for any µ ∈M, the mapping x 7→ V T (x;µ)
is twice continuously differentiable, and for each x ∈
Rd the mapping µ 7→ V T (x;µ) is differentiable in
any direction χ ∈ M − µ such that the mapping
(x, µ) 7→ DχV
T (x;µ) is continuous. There exists a
constant c8 > 0 such that
‖DχV
T (·;µ)‖C1 ≤ c8‖χ‖S. (4.9)
Remark 4.1. 1. If the Banach space S is given as
the Euclidean space R, then Dχ corresponds to
the standard partial derivatives and are denoted
by ∂/∂α for α ∈ R.
2. The assumptions (A1) (A2) and (A3) are
stated in an abstract setting. These assumptions
are made concrete in Example 5.1 in Section 5
in an application to mean field games.
The smoothing conditions (4.5), (4.6) and (4.7) in
assumption (A2) are essential and critical in the fol-
lowing analysis. Let us show two basic examples
which satisfy assumption (A2): the diffusion oper-
ator
L[t, µ]f(x)
=
1
2
(σ2(t, x, µ)∇,∇)f(x) + (b(t, x, µ),∇f)(x) (4.10)
with smooth enough functions b, σ, see e.g. in [30]
and references therein. The operators {L[t, µ], t ∈
[0, T ]} generate the stochastic process (X(t), t ∈
[0, T ]) which obeys the stochastic differential equa-
tion
dXt = b(t,Xt, µt)dt+ σ(t,Xt, µt)dWt,
where W is a standard Brownian motion.
Another example is given by stable-like processes
with the generating family
L[t, µ]f(x)
=a(t, x)|∆|α(x)/2 + (b(t, x, µ),∇f)(x) (4.11)
with smooth enough functions a, α such that the
range of a is a compact interval of positive numbers
and the range of α is a compact subinterval of (1, 2).
In both cases, each operator U t,sµ , t ≤ s, has a
kernel, e.g. it is given by
U t,sµ f(x) =
∫
Gµ(t, s, x, y)f(y)dy (4.12)
with a certain Green’s function Gµ, such that for ev-
ery x ∈ Rd and t ≤ s,
sup
µ∈M
∫
Rd
|∇xGµ(t, s, x, y)|dy ≤ c(s− t)
−β (4.13)
for a constant c > 0. For the case of standard Brow-
nian motion (i.e. L[t, µ]f(x) = 12∆f(x)), we have
explicit expression with β = 12 ; for general diffusion
processes (4.10), we know the function G is bounded
by Gaussian kernel and its derivate of G is bounded
by the one of the Gaussian kernel with β = 12 ; for
the stable process (4.11), we know the function G
is bounded by stable density and its derivate of G
is bounded by the one of the stable density with
6
β = (infx α(x))
−1. Then (4.6) is implied. (4.7) can
be obtained in the similar but lengthy manner by dif-
ferentiation with respect to x, see details in [16] and
references therein.
4.2 Well-posedness of HJB equations
In this subsection, we prove the well-posedness of the
HJB equation (2.6) for any given {µt : t ∈ [0, T ]} ∈
C([0, T ],M). For this purpose, we generalise the ex-
plicit dependence of the functions H,L, V T on the
parameter µ ∈ M, and encode their dependence on
µt through time t. Specifically, we consider the gen-
eral Cauchy problem
−
∂V
∂t
(t, x) = Ht(x,∇V (t, x)) + LtV (t, x)
V (T, x) = V T (x)
(4.14)
with the Hamiltonian H : [0, T ] × Rd × Rd → R
defined by
Ht(x, p) = max
u∈U
(h(t, x, u)p+ J(t, x, u)). (4.15)
and the operator Lt : C
2 → C for each t ∈ [0, T ].
Notice that the wellposedness of (4.14) immediately
implies the wellposedness of (2.6) for each fixed {µt :
t ∈ [0, T ]} ∈ C([0, T ],M) under the same conditions.
By Duhamel’s principle (c.f. [3]), if V is a classical
solution of (4.14), then V is also a mild solution of
(4.14), i.e. it satisfies
V (t, x) =(U t,TV T (·))(x)
+
∫ T
t
U t,sHs( · ,∇V (s, ·))(x)ds (4.16)
for all t ∈ [0, T ] and x ∈ Rd.
For the sensitivity analysis of this work, it is suffi-
cient to consider only a mild solution. For this reason,
we will establish the existence of a unique mild solu-
tion. In this subsection, we mostly follow Chapter 7
in [16], where one also can find details for existence of
a classical solution. We present this result for com-
pleteness on the level of generality which is required
by what follows.
Theorem 4.1. Assume conditions (A1) and (A2).
If the terminal data V T (·) is in C1, then there exists a
unique mild solution V of (4.14), satisfying V (t, ·) ∈
C1 for all t ∈ [0, T ].
Proof. see the proof in the appendix A.
By the wellposedness of equation (4.16), its solu-
tion defines a propagator in C1. The regularising
term LtV (t, x) in the HJB equation (4.14) allows us
to get a more regular solution than a mild solution.
Standard arguments, see e.g. [4], show that this mild
solution is a viscosity solution to the original equation
(4.14) and it solves the corresponding optimization
problem.
4.3 Sensitivity analysis for HJB equa-
tions
In this subsection, we analyse the dependency of the
solution of the HJB equation (2.6) on the functional
parameter {µ.} ∈ C([0, T ],M). Under the conditions
(A1) and (A2), Theorem 4.1 guarantees the exis-
tence of a unique mild solution V (·, ·; {µ.}) of (2.6)
for each fixed {µ.} ∈ C([0, T ],M).
The following observation plays an important role
in this work. Let {µ1. }, {µ
2
. } be in C([0, T ],M) and
let α ∈ [0, 1]. Since M is convex, the curve
{µ1. }+α{(µ
2 − µ1).} := {µ
1
t +α(µ
2
t − µ
1
t ), t ∈ [0, T ]}
belongs to C([0, T ],M). Thus, we can define the
function Vα : [0, T ]×R
d → R
Vα(t, x) := V
(
t, x; {µ1. }+ α{(µ
2 − µ1).}
)
. (4.17)
and have the relation
V (t, x; {µ2. })− V (t, x; {µ
1
. })
=V1(t, x) − V0(t, x). (4.18)
Furthermore, for {µ1. }, {µ
2
. } ∈ C([0, T ],M) define
Hα,t(x, p) : = Ht(x, p, µ
1
t + α(µ
2
t − µ
1
t )) (4.19)
= max
u∈U
(h(t, x, µ1t + α(µ
2
t − µ
1
t ), u)p
+ J(t, x, µ1t + α(µ
2
t − µ
1
t ), u))
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Lα[t] := L(t, µ
1
t + α(µ
2
t − µ
1
t )) (4.20)
V Tα (x) := V
T (x;µ1T + α(µ
2
T − µ
1
T )) (4.21)
with α ∈ [0, 1], t ∈ [0, T ] and (x, p) ∈ Rd×Rd. Then
the sensitivity analysis of the solution of (2.6) with
respect to a function parameter {µ.} ∈ C([0, T ],M)
can be reduced to the one of the solution to the fol-
lowing Cauchy problem with respect to a real param-
eter α ∈ [0, 1]:
∂Vα
∂t
(t, x) = −Hα,t(x,∇Vα(t, x))− Lα[t]Vα(t, x)
Vα(T, x) = V
T
α (x). (4.22)
The sensitivity analysis with respect to α ∈ [0, 1]
consists of two steps. In the first step, we omit the
Hamiltonian term in (4.22) and only consider the sen-
sitivity of the evolution Vα(t, ·) = U
t,T
α V
T
α (·), where
for each α ∈ [0, 1], the propagator {U t,sα : t ≤ s}
is generated by the family of operators {Lα[t] : t ∈
[0, T ]}. This step not only serves as an intermediate
step towards our full scheme, but also unveils some
interesting observations, including the formula (4.24)
for the differentiation of an operator with respect to a
parameter. In the second step, we include the Hamil-
tonian term and complete the analysis.
Theorem 4.2. Assume conditions (A2) and (A3).
Define W : [0, 1]× [0, T ]×Rd → Rd
Wα(t, x) = U
t,T
α V
T
α (x). (4.23)
Then for each t ∈ [0, T ] and x ∈ Rd, the mapping
α→Wα(t, x) is Lipschitz continuous with uniformly
bounded Lipschitz constants, more precisely for every
α1, α2 ∈ [0, 1] with α1 6= α2, there exists a constant
c > 0 such that for every t ∈ [0, T ]
‖Wα1(t, ·)−Wα2(t, ·)‖C1
|α1 − α2|
≤c(T − t)1−β sup
s∈[t,T ]
γ∈[α1,α2]
∥∥∥∥∂Lγ∂α [s]
∥∥∥∥
C2→C
‖V Tα2(·)‖C2
+ c sup
γ∈[α1,α2]
∥∥∥∥∥∂V
T
γ
∂α
∥∥∥∥∥
C1
.
Proof. See the proof in the appendix B.
Remark 4.2. To clarify the notations α and γ used
in the derivative ∂V Tγ /∂α: V
T
α denotes that the α is
the variable of the function V T and ∂∂α denotes the
derivative of a function with respect to the variable
α. The γ is the value of the variable used to calculate
the value of the derivative.
∂V Tγ
∂α denotes the value of
the derivative of the function V T with respect to α at
the point α = γ.
In this work, we are only concerned with the Lip-
schitz continuity of the solution of the HJB with re-
spect to the parameter. However, it is also interest-
ing to know whether the mapping α 7→ Wα(t, ·) is
differentiable for each t ∈ [0, T ]. For the complete-
ness, the next proposition will show the existence of
the derivative ∂Wα∂α (t, ·) in C and present its’ explicit
expression.
Proposition 4.1. Assume conditions (A2) and
(A3). Then
(i) for each 0 ≤ t < s ≤ T , the mapping α 7→ U t,sα
is differentiable and the derivative
∂Ut,sα
∂α has the
representation
∂U t,sα
∂α
=
∫ s
t
U t,rα
∂Lα
∂α
[r]U r,sα dr. (4.24)
(ii) for each t ∈ [0, T ], the mapping α 7→Wα(t, ·) de-
fined in (4.23) is differentiable as a function from
[0, 1] toC and the partial derivative ∂Wα∂α (t, ·) can
be represented by
∂Wα
∂α
(t, ·) = U t,Tα
∂V Tα
∂α
(·)+
∂U t,Tα
∂α
V Tα (·). (4.25)
Proof. See the proof in the appendix C.
Remark 4.3. If one would have that, for each 0 ≤
t < s ≤ T , the mapping α 7→ U t,sα is continuous
from [0, 1] to L(C,C1), then limα1→α U
t,s
α exists as
an operator from C to C1. Then one would have
that the mapping α 7→ Wα(t, ·) is differentiable as a
function from [0, 1] to C1.
Theorem 4.3. Assume the conditions (A1), (A2)
and (A3). Then the following statements hold:
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(a) For any T > 0, the mild solution Vα to (4.22) is
Lipschitz continuous with respect to α i.e. there
exists a constant c = c(T ) > 0 such that for each
α1, α2 ∈ [0, 1] with α1 6= α2,
sup
t∈[0,T ]
‖Vα1(t, ·)− Vα2(t, ·)‖C1
|α1 − α2|
(4.26)
≤ c
(
sup
γ∈[α1,α2]
∥∥∥∥∥∂V
T
γ
∂α
(·)
∥∥∥∥∥
C1
+ sup
(t,p)∈Ø
γ∈[α1,α2]
∥∥∥∥∂Hγ,t(·, p)∂α
∥∥∥∥
C
+ sup
t∈[0,T ]
γ∈[α1,α2]
∥∥∥∥∂Lγ∂α [t]
∥∥∥∥
C2→C
(∥∥∥V Tα2(·)∥∥∥
C2
+ 1
))
,
where Ø = {(t, p) : t ∈ [0, T ], |p| ≤
supt∈[0,T ] ‖Vα(t, ·)‖C1}.
(b) The mild solution V to (4.14) and its spa-
cial derivative ∇V are Lipschitz continuous uni-
formly with respect to {µ.}, that is, for each
{µ1. }, {µ
2
. } ∈ C([0, T ],M), there exists a con-
stant k > 0 such that
sup
t∈[0,T ]
‖V (t, ·; {µ1. })− V (t, ·; {µ
2
. })‖C1
≤ k sup
t∈[0,T ]
‖µ1t − µ
2
t ‖S (4.27)
and
sup
t∈[0,T ]
‖∇V (t, ·; {µ1. })−∇V (t, ·; {µ
2
. })‖C
≤ k sup
t∈[0,T ]
‖µ1t − µ
2
t ‖S. (4.28)
Proof. See the proof in the appendix D.
5 An application to mean field
games
In this section, we apply the sensitivity results in The-
orem 4.3 to a mean field games model and to provide
verifiable conditions for the feedback regularity con-
dition.
Consider a continuous time dynamic game with a
continuum of players and a terminal time T > 0.
By saying a continuum of players, we mean that all
players are identical so the game is symmetric with
respect to permutation of the players. Choose one of
the players and call it the reference player.
Take S = (C2)∗ as the dual Banach space of C2
andM = P(Rd). Let µt ∈ P(R
d) denote the proba-
bility distribution of the continuum of players in the
state space Rd at the time t and {µt ∈ P(R
d) : t ∈
[0, T ]} denote the (probability distribution) measure
flow. The controlled state dynamics of the reference
player is modelled by a controlled stochastic process
(Xt : t ∈ [0, T ]) associated to the family of opera-
tors A in (2.1). At each time t ∈ [0, T ], the reference
player knows only his own position Xt and the dis-
tribution of the continuum of players µt ∈ P(R
d).
Remark 5.1. For a better understanding of the
stochastic process (Xt : t ∈ [0, T ]), one may think
that the controlled dynamics is described by a stochas-
tic differential equation. For a very particular case of
our model, set L[t, µ] = 12 (σ∇,∇) with a constant σ,
i.e. the operator L[t, µ] generates a Brownian mo-
tion {σWt : t ≥ 0}. Then one can write a stochastic
differential equation corresponding to the generator
(2.2) as
dXt = h(t,Xt, µt, ut) dt+ σdWt for all t ≥ 0.
In fact, this is exactly the case which was consid-
ered in the initial work on the mean field games
[9, 10, 11, 23]. In our framework, this controlled
dynamics of each player is extended to an arbitrary
Markov process with a generator (2.2) depending on
a probability measures µ.
The measure flow of the continuum of players in
the state space Rd, {µt ∈ P(R
d) : t ∈ [0, T ]}, is the
solution to the evolution equation
d
dt
∫
Rd
g(y) µt(dy)
=
∫
Rd
(A[t, µt, ut]g(y)) µt(dy) (5.1)
for a test function g ∈ C2, with a given initial value
µ0 ∈ P(R
d). The equation (5.1) is a controlled ver-
sion of a general kinetic equation in weak form and
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very often written in the compact form
d
dt
(g, µt) = (A[t, µt, ut]g, µt). (5.2)
See [17, 18] for more discussion on equation (5.2)
and its well posedness with open-loop controls un-
der rather general technical assumptions. Let
Cµ0([0, T ],P(R
d)) be the set of continuous functions
t → µt with µt ∈ P(R
d) for each t ∈ [0, T ] and with
the norm
‖µ‖(C2)∗ := sup
‖g‖
C2
≤1
|(g, µ)|
= sup
‖g‖
C2
≤1
∣∣∣∣
∫
Rd
g(x)µ(dx)
∣∣∣∣ . (5.3)
In this game, the reference player faces an optimal
control problem described by the HJB equation (2.6).
If the max is achieved only at one point, i.e. for any
(t, x, µ, p) ∈ [0, T ]×Rd × P(Rd)×Rd,
argmax
u∈U
(h(t, x, µ, u)p+ J(t, x, µ, u))
is a singleton, then one can derive the unique op-
timal control strategy from the solution to (2.6).
For any given measure flow {µt : t ∈ [0, T ]} ∈
Cµ0([0, T ],P(R
d)), let the resulting unique optimal
control strategy be denoted by
uˆ(t, x; {µs : s ∈ [t, T ]}) (5.4)
for all t ∈ [0, T ], x ∈ Rd. Substituting the optimal
feedback control strategy (5.4) into (5.2) yields the
closed-loop evolution equation for the distributions
µt
d
dt
(g, µt) = (A[t, µt, uˆ(t, x; {µs : s ∈ [t, T ]})]g, µt)
(5.5)
The mean field game methodology amounts to find
a value function V for the representative player and
a measure flow {µ.} such that the two coupled equa-
tions (5.5) with initial data µ|t=0 = µ0 and
−
∂V
∂t
(t, x) = Ht(x,∇V (t, x), µt) + L[t, µt]V (t, x)
(5.6)
with terminal data V (T, ·;µT ) = V
T (·;µT ) and
Ht(x, p, µ) = max
u∈U
(h(t, x, µ, u)p+ J(t, x, µ, u)) (5.7)
are satisfied at the same time, with the optimal con-
trol function uˆ being the argmax in (5.6). The HJB
equation (5.6) is exactly the HJB equation (2.6),
which is the main object of this paper.
Since the controlled kinetic equation (5.5) is for-
ward and the HJB equation (5.6) is backward, this
system of coupled equations is referred to as a cou-
pled backward-forward system. See [17] for the full
discussion on solving the coupled backward-forward
system of equations (5.5) and (5.6).
To solve this coupled backward-forward system
(5.5)-(5.6), it is critical that the resulting control
mapping uˆ (5.4) satisfies the so-called feedback reg-
ularity condition (see e.g. [10]), i.e. for any {ηt : t ∈
[0, T ]}, {ξt : t ∈ [0, T ]} ∈ Cµ0([0, T ],P(R
d)), there
exists a constant k1 > 0 such that
sup
(t,x)∈[0,T ]×Rd
∣∣∣uˆ(t, x; {ηs : s ∈ [t, T ]})
− uˆ(t, x; {ξs : s ∈ [t, T ]})
∣∣∣
≤ k1 sup
s∈[0,T ]
||ηs − ξs||(C2)∗ . (5.8)
Theorem 5.1. Suppose L, H and V T in (5.6) sat-
isfy the conditions (A1), (A2), (A3) respectively.
Assume additionally that the max in (5.7) is achieved
only at one point, i.e. for any (t, x, µ, p) ∈ [0, T ] ×
Rd × P(Rd)×Rd
argmax
u∈U
(h(t, x, µ, u)p+ J(t, x, µ, u)) (5.9)
is a singleton and the resulting control as a function
of (t, x, µ, p) is continuous in t ∈ [0, T ] and Lipschitz
continuous in (x, µ, p) ∈ Rd×P(Rd)×Rd uniformly
with respect to t, x, µ and bounded p. Then, the
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optimal feedback control strategy
uˆ(t, x; {µs : s ∈ [t, T ]})
derived via the HJB equation (5.6), has the feedback
regularity property defined in (5.8).
Proof. By Theorem 4.3, together with the assump-
tion that the resulting unique control mapping is Lip-
schitz continuous in (x, µ, p), we conclude that the
unique point of maximum in the expression
max
u∈U
{h(t, x, µt, u)∇V (t, x; {µ.}) + J(t, x, µt, u)}
has the claimed properties.
To appreciate the results in Theorem 5.1 better and
to illustrate the conditions (A1), (A2) and (A3) are
verifiable conditions for the feedback feedback regu-
larity property in (5.8), we give the following example
with concrete conditions.
Example 5.1. Set the control set U = [−1, 1]. The
controlled dynamics Xt is associated to the family of
operators A of the form
A[t, µ, u]f(x) (5.10)
=(h(t, x, µ, u),∇f(x)) + L[t, µ]f(x)
=(h(t, x, µ, u),∇f(x)) +
1
2
(G(t, x, µ)∇,∇)f(x)
where the drift coefficient h is linear in u and of the
form
h(t, x, µ, u) =
∫
Rd
β(t, x, y)µ(dy) + u,
and
G(t, x, µ) =
∫
Rd
g(t, x, y)µ(dy)
with the functions β, g : [0, T ] ×Rd × Rd → Rd be-
ing bounded, continuous in t and Lipschitz continuous
uniformly in x and y. See Remark 2.3 for the corre-
sponding form of stochastic differential equations.
Since the function G is linear in µ hence dif-
ferentiable in µ. Together with the conditions on
g, the condition (4.8) is satisfied. The operator
L[t, µ]f(x) = 12 (G(t, x, µ)∇,∇)f(x) in (5.10) gener-
ates a strongly continuous backward propagator which
has the smoothing property with β = 12 , see discus-
sion in subsection 4.1. Hence, the assumption (A2)
is satisfied.
The running cost function J is quadratic in u and
of the form
J(t, x, µ, u)
=
∫
Rd
α(t, x, y)µ(dy) −
1
2
u2
∫
Rd
θ(t, x, y)µ(dy)
where the functions α, θ : [0, T ] × Rd × Rd → R
are bounded, continuous in t and Lipschitz contin-
uous uniformly in x and y, and θ(t, x, y) > 0 for
any (t, x, y). The boundeness of J guarantees the
condition (4.2) is satisfied. The special form of the
functions h and J guarantees the condition (4.1) and
(4.3) are satisfied. Hence the assumption (A1) is
satisfied.
Together with a terminal function V T ≡ 0, The-
orem 4.3 gives the result that the spacial derivative
of the solution to (5.6) is Lipschitz continuous uni-
formly with respect to the functional parameter {µ.}.
Further, under this linear-quadratic setting, the
max in (5.7) is achieved only at one point and one
gets an explicit formula of the unique point of maxi-
mum, i.e.
u(t, x, µ, p) (5.11)
= argmax
u
{h(t, x, µ, u)p+ J(t, x, µ, u)}
=


p∫
Rd
θ(t,x,y)µ(dy)
, if p∫
Rd
θ(t,x,y)µ(dy)
∈ [−1, 1]
1, if
∫
Rd
α
β
(t, x, y)µ(dy)p /∈ [−1, 1] and p > 0
−1, if
∫
Rd
α
β
(t, x, y)µ(dy)p /∈ [−1, 1] and p < 0
which is continuous in t and Lipschitz continuous in
(x, µ, p) uniformly with respect to x, µ and bounded
p.
Now it is checked that this example satisfies all
the conditions in Theorem 5.1. By setting p =
∇V (t, x; {µ.}), we may conclude that the result op-
timal feedback control strategy has the the feedback
regularity property.
Remark 5.2. Let us stress again that in (4.27),
(4.28) the space S is an abstract Banach space, but
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in application to control depending on empirical mea-
sures, we have in mind the norm of the dual space
(C2)∗, where C2 is the domain of the generating fam-
ily A[t, µ, u].
6 Appendix
A Proof of Theorem 4.1
Let CTV T ([0, T ],C
1) be the set of functions φ : [0, T ]×
Rd → R, which satisfy φ(T, x) = V T (x) for all x ∈
Rd, φ(t, ·) ∈ C1 for each t ∈ [0, T ] with the norms
‖φ(t, ·)‖C1 uniformly bounded in t, and the mapping
t 7→ φ(t, ·) is continuous as a mapping from [0, T ] to
C. We equip this space with the norm
‖φ‖CT
V T
([0,T ],C1) := sup
t∈[0,T ]
‖φ(t, ·)‖C1 .
Note this definition of the set CTV T ([0, T ],C
1) is not
standard in the sense that it the continuity is consid-
ered from [0, T ] to C, but not from [0, T ] to C1.
Define an operator Ψ acting on CTV T ([0, T ],C
1) by
Ψ(φ)(t, x) :=(U t,TV T (·))(x)
+
∫ T
t
U t,sHs(·,∇φ(s, ·))(x)ds. (A.1)
Since the propagator U t,T is strongly continuous in t
and the integral term is continuous in t, the mapping
t→ Ψ(φ)(t, ·) is continuous.
Since V T (·) ∈ C1 and the family {U t,T , 0 ≤ t ≤ T }
is bounded as a family of mappings fromC1 toC1, we
have U t,TV T (·) ∈ C1 and it is uniformly bounded on
0 ≤ t ≤ T . By the triangle inequality and (4.1),(4.2),
for each t ∈ [0, T ]
‖Ht(·,∇φ(t, ·))‖C
≤ ‖Ht(·, 0)‖C + ‖Ht(·,∇φ(t, ·))−Ht(·, 0)‖C
≤ c2 + c1‖∇φ(t, ·)‖C
≤ c2 + c1‖φ(t, ·)‖C1 . (A.2)
The last inequality in (A.2) holds since by def-
inition ‖φ(t, ·)‖C1 = ‖∇φ(t, ·)‖C + ‖φ(t, ·)‖C and
‖φ(t, ·)‖C ≥ 0. The smoothing condition (4.5) guar-
antees that U t,sHs(·,∇φ(s, ·)) ∈ C
1 for each 0 ≤ t <
s ≤ T . The conditions (4.4)and (4.7) and the in-
equality (A.2) imply for each t ∈ [0, T ] that
‖Ψ(φ)(t, ·)‖C1
≤‖U t,TV T (·)‖C1 +
∫ T
t
‖U t,sHs(·,∇φ(s, ·))‖C1 ds
≤c4‖V
T (·)‖C1 + c5
∫ T
t
(s− t)−β‖Hs(·,∇φ(s, ·))‖C ds
≤c4‖V
T (·)‖C1 + c5
∫ T
t
(s− t)−β(c2 + c1‖φ(s, ·)‖C1 ) ds
≤c4‖V
T (·)‖C1 + c5
(
c2 + c1 sup
t≤s≤T
‖φ(s, ·)‖C1
)
(T − t)1−β
1− β
.
It follows that the operator Ψ maps CTV T ([0, T ],C
1)
to itself, i.e.
Ψ : CTV T ([0, T ],C
1) 7→ CTV T ([0, T ],C
1).
Conditions (4.1) and (4.7) imply for every φ1, φ2 ∈
CTV T ([0, T ],C
1) and t ∈ [0, T ] that
‖Ψ(φ1)(t, ·)−Ψ(φ2)(t, ·)‖C1
≤
∫ T
t
‖U t,s[Hs(·,∇φ
1(s, ·))−Hs(·,∇φ
2(s, ·))]‖C1 ds
≤
∫ T
t
c5(s− t)
−βc1‖∇φ
1(s, ·) −∇φ2(s, ·)‖C ds
≤c1c5
(T − t)1−β
1− β
sup
t≤s≤T
‖φ1(s, ·) − φ2(s, ·)‖C1 . (A.3)
Hence, for T > 0 small enough, we get wellposed-
ness by the contraction principle. Similar arguments
yield the wellposedness on the interval [t0, T ] for
T − t0 small enough, with Ψ(φ)(T − t0, ·) ∈ C
1. It-
eration of the above procedure on the whole interval
[0, T ] completes the proof.
B Proof of Theorem 4.2
From (4.23), for each α1, α2 ∈ [0, 1], t ∈ [0, T ] and
x ∈ Rd, we have
Wα1(t, x)−Wα2(t, x) (B.1)
= U t,Tα1
(
V Tα1 − V
T
α2
)
(x) +
(
U t,Tα1 − U
t,T
α2
)
V Tα2(x).
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By the condition (A3), for each x ∈ Rd the map-
ping α → V Tα (x) is differentiable and the derivative
∂V Tα
∂α (·) belongs to C
1. Since for any 0 ≤ t ≤ T and
α1 ∈ [0, 1], U
t,T
α1 : C
1 → C1, together with (4.4) we
have
‖U t,Tα1
(
V Tα1 − V
T
α2
)
(·)‖C1
=
∥∥∥∥∥U t,Tα1
∫ α1
α2
∂V Tγ
∂α
(·)dγ
∥∥∥∥∥
C1
≤ c4|α1 − α2| sup
γ∈[α1,α2]
∥∥∥∥∥∂V
T
γ
∂α
(·)
∥∥∥∥∥
C1
. (B.2)
By (3.2) in Proposition 3.1 and the smoothing prop-
erty (4.7), we have
U t,Tα1 − U
t,T
α2 =
∫ T
t
U t,sα1 (Lα1 [s]− Lα2 [s])U
s,T
α2 ds
which is an operator mapping C2 to C1. Together
with the condition (A2) (ii) that for each t ∈ [0, T ]
the mapping α 7→ Lα[t] is differentiable and
∂Lα
∂α [t] :
C2 → C, we have∥∥∥(U t,Tα1 − U t,Tα2 )V Tα2(·)∥∥∥
C1
≤ c4c5
∫ T
t
(s− t)−βds
× sup
s∈[t,T ]
‖Lα1 [s]− Lα2 [s]‖C2→C‖V
T
α2
(·)‖C2
≤ c4c5
(T − t)1−β
1− β
|α1 − α2|
× sup
s∈[t,T ]
γ∈[α1,α2]
∥∥∥∥∂Lγ∂α [s]
∥∥∥∥
C2→C
‖V Tα2(·)‖C2 . (B.3)
Therefore, from (B.1) together with (B.2) and (B.3),
we complete the proof.
C Proof of Proposition 4.1
(i) Since the operator Lα[t] is differentiable in α for
each t ∈ [0, T ], together with (3.2) in Proposition 2.1,
for α1, α ∈ [0, 1] with α1 6= α, we have
U t,sα1 − U
t,s
α
α1 − α
=
1
α1 − α
∫ s
t
U t,rα1 (Lα1 [r]− Lα[r])U
r,s
α dr
=
∫ s
t
U t,rα1
∂Lγ
∂α
[r]Ur,sα dr
with some γ ∈ [α1, α]. By (3.3) in Proposition 3.1,
for each 0 ≤ t < r ≤ T the mapping α 7→ U t,rα is
continuous as a function from [0, 1] to L(C2,C) in
the strong operator topology.
Next, we approximate a continuous function by
a sequence of twice continuously differentiable func-
tions. Then by standard density arguments, we have
for each 0 ≤ t < r ≤ T , the mapping α 7→ U t,rα is also
continuous as a function from [0, 1] to L(C,C) in the
strong operator topology.
Together with the smoothing property (4.5) and
the condition that for each r ∈ [0, T ] and γ ∈ [0, 1],
∂Lγ
∂α [r] : C
2 → C, we have that the derivative
∂U t,rα
∂α
:= lim
α1→α
U t,sα1 − U
t,s
α
α1 − α
exists in the strong topology in L(C2,C) and equals
to
∂U t,rα
∂α
=
∫ s
t
U t,rα
∂Lα
∂α
[r]U r,sα dr.
(ii) By condition (A3), the mapping α 7→ V Tα (·) is
differentiable and the derivative exists in C1, namely,
limα1→α
V Tα1−V
T
α
α1−α
exists and belongs to C1. Since
the mapping α 7→ U t,rα is continuous as a function
from [0, 1] to L(C,C) in the strong operator topol-
ogy, hence for any t ∈ [0, T ],
lim
α1→α
(
U t,Tα1
V Tα1 − V
T
α
α1 − α
)
= U t,Tα
V Tα
∂α
∈ C.
Finally, from (4.23) , the derivative
∂Wα
∂α
(t, ·) := lim
α1→α
Wα1(t, ·)−Wα(t, ·)
α1 − α
= lim
α1→α
(
U t,Tα1
V Tα1(·)− V
T
α (·)
α1 − α
)
+ lim
α1→α
U t,Tα1 − U
t,T
α
α1 − α
V Tα (·)
= U t,Tα
∂V Tα
∂α
(·) +
∂U t,Tα
∂α
V Tα (·)
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exists in C for each t ∈ [0, T ] and any α ∈ [0, 1].
D Proof of Theorem 4.3
(a) Recall in the proof of Theorem 4.1, for any α ∈
[0, 1], the unique solution Vα is the unique fixed point
of the mapping
φ 7→ Ψα(φ), C
T
V Tα
([0, T ],C1)→ CTV Tα ([0, T ],C
1)
defined by, for each t ∈ [0, T ]
Ψα(φ)(t, ·) = U
t,T
α V
T
α (·)+
∫ T
t
U t,sα Hα,s(·,∇φ(s, ·))ds.
(D.1)
For any αi ∈ [0, 1], i = 1, 2, let Vαi be the unique
fixed point of the mapping Ψαi , i.e.
Vαi = Ψαi(Vαi ), for i = 1, 2.
Then from (D.1) we have
Vα1(t, ·)− Vα2(t, ·)
=Φα1 (Vα1(t, ·))−Φα2 (Vα2(t, ·))
=U t,Tα1 V
T
α1
(·) − U t,Tα2 V
T
α2
(·)
+
∫ T
t
U t,sα1 Hα1,s(·,∇Vα1(s, ·))ds
−
∫ T
t
U t,sα2 Hα2,s(·,∇Vα2(s, ·))ds
=U t,Tα1 V
T
α1
(·) − U t,Tα2 V
T
α2
(·)
+
∫ T
t
(
U t,sα1 − U
t,s
α2
)
Hα1,s(·,∇Vα1(s, ·))ds
+
∫ T
t
U t,sα2 (Hα1,s(·,∇Vα1(s, ·))−Hα2,s(·,∇Vα1(s, ·))) ds
+
∫ T
t
U t,sα2 (Hα2,s(·,∇Vα1(s, ·))−Hα2,s(·,∇Vα2(s, ·))) ds
=:Λ1 + Λ2 + Λ3 + Λ4. (D.2)
By theorem 4.2, there exists a constant c > 0 such
that
‖Λ1‖C1 ≤ c|α1 − α2| sup
γ∈[α1,α2]
∥∥∥∥∥∂V
T
γ
∂α
∥∥∥∥∥
C1
+ c|α1 − α2|(T − t)
1−β sup
s∈[t,T ]
γ∈[α1,α2]
∥∥∥∥∂Lγ∂α [s]
∥∥∥∥
C2→C
‖V Tα2(·)‖C2 .
(D.3)
By proposition 3.1 and the differentiability of Lα[t]
in α for each t ∈ [0, T ], we have
‖Λ2‖C1 (D.4)
=
∥∥∥∫ T
t
(∫ s
t
U t,rα1 (Lα1 [r]− Lα2 [r])U
r,s
α2
dr
)
Hα1,s(·,∇Vα1(s, ·))ds
∥∥∥
C1
=
∥∥∥∫ T
t
(∫ s
t
U t,rα1 (α1 − α2)
∂Lθ
∂α
[r]Ur,sα2 dr
)
Hα1,s(·,∇Vα1(s, ·))ds
∥∥∥
C1
≤ |α1 − α2|c5c6
∫ T
t
∫ s
t
(r − t)−β(s− r)−β‖
∂Lθ
∂α
[r]‖C2→Cdr
‖Hα1,s(·,∇Vα1(s, ·))‖CLipds
≤ |α1 − α2|c5c6m
(T − t)2−2β
(1− β)2
sup
r∈[t,T ]
∥∥∥∥∂Lθ∂α [r]
∥∥∥∥
C2→C
with θ ∈ [0, 1] and m :=
supα∈[0,1] sup(s,p)∈Ø ‖Hα,s(·, p)‖CLip < ∞. The
last inequality in (D.4) is obtained through the
calculation∫ T
t
∫ s
t
(r − t)−β(s− r)−βdrds
=
∫ T
t
∫ T
r
(r − t)−β(s− r)−βdsdr
=
∫ T
t
(r − t)−β
(T − r)1−β
1− β
dr
≤
(T − t)1−β
1− β
∫ T
t
(r − t)−βdr =
(T − t)2−2β
(1 − β)2
.
By the condition (A1), for each t ∈ [0, T ] and
x, p ∈ Rd the mapping α 7→ Hα,s(x, p) is differen-
tiable and the derivative is continuous, we have
‖Λ3‖C1
=
∥∥∥∥
∫ T
t
U t,sα2 (α1 − α2)
∂Hα,s
∂α
(·,∇Vα1(s, ·))ds
∥∥∥∥
C1
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≤ |α1 − α2|
∫ T
t
c5(s− t)
−β
∥∥∥∥∂Hθ,s∂α (·,∇Vα1(s, ·))
∥∥∥∥
C
ds
≤ |α1 − α2|c5
(T − t)1−β
1− β
sup
(s,p)∈Ø
∥∥∥∥∂Hθ,s∂α (·, p)
∥∥∥∥
C
. (D.5)
By (4.7) and (4.1), we get
‖Λ4‖C1
=
∥∥∥∥
∫ T
t
U t,sα2 (Hα2,s(·,∇Vα1(s, ·))−Hα2,s(·,∇Vα2(s, ·))) ds
∥∥∥∥
C1
≤c1c5
∫ T
t
(s− t)−β‖∇Vα1(s, ·)−∇Vα2(s, ·)‖C ds
≤c1c5
∫ T
t
(s− t)−β‖Vα1(s, ·)− Vα2(s, ·)‖C1 ds
≤c1c5
(T − t)1−β
1− β
sup
s∈[t,T ]
‖Vα1(s, ·)− Vα2(s, ·)‖C1 . (D.6)
It follows, from (D.2) together with the estimates
(D.3), (D.4), (D.5) and (D.6), that
sup
t∈[0,T ]
‖Vα1(t, ·)− Vα2(t, ·)‖C1 (D.7)
≤ c|α1 − α2| sup
γ∈[α1,α2]
∥∥∥∥∥∂V
T
γ
∂α
∥∥∥∥∥
C1
+ c|α1 − α2|(T − t)
1−β‖V Tα2(·)‖C2 sup
t∈[0,T ]
γ∈[α1,α2]
∥∥∥∥∂Lγ∂α [t]
∥∥∥∥
C2→C
+ |α1 − α2|c5c6m
(T − t)2−2β
(1− β)2
sup
t∈[0,T ]
γ∈[α1,α2]
∥∥∥∥∂Lγ∂α [t]
∥∥∥∥
C2→C
+ |α1 − α2|c5
(T − t)1−β
1− β
sup
(t,p)∈Ø
γ∈[α1,α2]
∥∥∥∥∂Hγ,t∂α (·, p)
∥∥∥∥
C
+ c1c5
(T − t)1−β
1− β
sup
t∈[0,T ]
‖Vα1(t, ·)− Vα2(t, ·)‖C1 . (D.8)
For t close to T enough so that (T−t)
1−β
(1−β)2 < 1, we
have inequality (4.26). For arbitrary t ∈ [0, T ], the
proof follows by iterations.
(b) By the definitions of Lα[t], Hα,t(x, p), V
T
α (x)
in (4.19), (4.20), (4.21) respectively and the as-
sumptions (4.3), (4.8), (4.9), for any {µ1. }, {µ
2
. } ∈
C([0, T ],M), the statement follows from the equation
(4.18) and the inequality (4.26) by setting α1 = 1 and
α2 = 0.
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