Understanding mechanisms driving link formation in social networks is a long-standing problem that has implications to understanding social structure as well as link prediction and recommendation. Social networks exhibit a high degree of transitivity, which explains the successes of common neighbor-based methods for link prediction. In this paper, we examine mechanisms behind link formation from the perspective of an ego node. We find that the local degree of a neighbor node of the ego, which is the number of other neighbors the neighbor is connected to, plays a pivotal role in link formation. Specifically, neighbors with higher local degree are more likely to lead to new link formations when they serve as common neighbors with other nodes in the 2-hop egocentric network, both in undirected and directed settings. This is opposite of the finding of Adamic and Adar [1] that neighbor nodes with higher global degree, which is the degree of that node in the entire network, are less likely to lead to new link formations. Furthermore, we demonstrate that incorporating local degree into common neighbor-based link predictors leads to more accurate link recommendations for the ego node, particularly for the highest-ranked recommendations.
Introduction
Ever since the rise of different social media platforms, the need for analyzing complex social networks has been growing at an exponential rate. A fundamental problem when analyzing social network data is to understand mechanisms driving link formation. Specifically, in the absence of additional information about the nodes in the network, what properties of the network itself tend to be associated with the formation of future links? Such properties could then be incorporated into models for the evolution of social networks over time [15, 16] , which can then be used to predict the formation of links in the future.
Predicting future links in a network has been a major area of research and was formalized by LibenNowell and Kleinberg [16] as the link prediction problem. It has been widely studied since then, and many different approaches and algorithms have been proposed; we refer readers to Lü and Zhou [18] for a survey of the literature. Link prediction is usually considered at the global network level, where the objective is to predict the most likely links to be formed between any pair of nodes in the network that do not already have a link. Link prediction has also been done at the level of an ego node, where the objective is to predict the most likely links to be formed involving the ego node. This problem has often been referred to in the literature as link recommendation, because the predicted nodes are often used as recommendations for the ego node, e.g. the Who to Follow feature in Twitter [10] .
General principles that govern the behavior of networks' dynamics form the core of many link prediction and recommendation problems. Common neighbors [22] and Adamic-Adar [1] are two widely used principles which both predate much of the research on link prediction. In this study, we focus on a new principle which is observed to be present in the dynamics of social networks, similar to both common neighbors and Adamic-Adar. This principle involves the local degree of common neighbors in a 2-hop egocentric network, which is a network consisting of the ego node, all nodes with links to the ego node (neighbor nodes), and all nodes with links to the ego's neighbor nodes.
Adamic and Adar [1] found that popularity of a common neighbor of a pair of nodes has an inverse relationship with the likelihood of the two nodes forming an edge in the future. The popularity of a common neighbor was measured by the total (global) degree of that neighbor. In this paper, we consider the behavior of the local degree of neighbors and how that correlates with future links in an egocentric network. Analysis of (potentially multi-hop) egocentric networks has taken on significant interest as networks have gotten larger and social media has become increasingly personalized and user-centric [2, 10, 20] . This paper is divided up into two main parts. The first part (Section 4) consists of a series of empirical analyses on the behavior of local degrees in egocentric networks and how they impact future link formation. In the second part (Section 5), we demonstrate how our findings from the first part can be used to improve link recommendation by incorporating them into two neighborhood-based link recommendation algorithms.
Our main contributions are as follows:
• We find that the local degree of a neighbor in an egocentric network behaves in the opposite manner compared to global degree; that is, common neighbors with higher local degree are more likely to be predictive of future links, both in directed and undirected networks.
• We demonstrate that incorporating this behavior of local degree into neighborhood-based link recommendation algorithms results in improvement in link recommendation accuracy as measured by top-K predictive rate, particularly for the highest-ranked recommendations (low values of K).
Background
We first explain some basic concepts and terminologies used throughout this paper and then discuss related work.
Egocentric Networks
An egocentric network, as the name implies, is a network centered around one node called the ego. Egocentric networks, also referred to in the literature as ego-centered [21] or simply ego networks [20] , are usually samples of a larger network that we call a global network, with every node in a global network having its own egocentric network. Egocentric networks can extend out multiple hops from the ego node [11] , where all neighbor nodes, i.e. nodes that are directly connected to the ego node are one hop away from the ego node. Neighbor nodes are also referred to in the literature as alters. As shown in Figure 1 , a 2-hop egocentric network includes all neighbor nodes (nodes in the first hop) and all nodes connected to the neighbor nodes (nodes in the second hop)
1 . Our objective is to understand mechanisms behind link formation in egocentric networks; thus, we must consider 2-hop egocentric networks because all nodes in the first hop already have links to the ego node. We will be focusing on 2-hop egocentric networks throughout the remainder of this paper.
There are a few reasons why we decided to explore egocentric networks. First, as networks grow larger, analysis becomes computationally more expensive and one way to circumvent that is to break Figure 1 : Extracting a 2-hop egocentric network the network down into smaller pieces. Second, social media has become increasingly personalized and user-centric, so analysis on an egocentric level is gaining more attention [2, 10, 20] . Third, there are numerous cases where we only have access to egocentric networks due to the data collection process and potentially privacy restrictions [2] . Finally, as the structural information in egocentric networks is less well-defined compared to global networks, there are fewer studies conducted in this area, and any new characteristic that can be obtained from this structure is vastly valuable.
Link Prediction and Recommendation
Information in networks is carried out in links between nodes. The presence or absence of a link has implications on the social structure. The importance of links makes the concept of predicting new or missing links in a network extremely desirable. This concept is formalized as the link prediction problem [16] and is widely used in a variety of applications. A few examples include recommendation of people to follow in on-line social media networks [10] , imputation of missing links from partially observed networks [14, 18] , and validation of models for network formation [15] . All link prediction methods, as mentioned in [16] , assign an estimate score(x, y) to all pairs of nodes (x, y) without any links. All scores are then ranked in decreasing order. The higher the rank, the higher the probability of existing an edge between that pair of node. The earliest and simples methods for link prediction are based on node neighborhoods, where two nodes x and y are predicted to be more likely to form a link in the future if their sets of neighbors Γ(x) and Γ(y) have large overlap [16] . The simplest method, typically referred to as just common neighbors (CN), simply uses the number of common neighbors as the predicted score:
In an early study of common neighbors, Newman [22] has computed this quantity in the context of collaboration networks, verifying a correlation between the number of common neighbors of nodes x and y at time t and the probability that they will collaborate in the future [16] . Adamic and Adar [1] went one step further and theorized that not all common neighbors, or features as they put it, should be weighted equally. They evaluated their hypothesis by ranking pairs of personal web pages on how "related" they are based on their features and by weighting less popular features more heavily. Liben-Nowell and Kleinberg [16] took this concept and turned it into a link prediction method commonly referred to as Adamic/Adar (AA) with the following score:
This method still sums over all common neighbors, but it weights the common neighbors with a lower degree more heavily in order to indicate that they are more predictive than the ones with a higher degree. The Adamic/Adar link predictor has generally been found to be more accurate than common neighbors on a variety of network datasets [16] . The link prediction problem is typically conducted at a global level in a network, where the objective is to predict future (or missing) links between any pair of nodes that do not have a link. The accuracy of a link predictor is then evaluated also by considering a metric such as the area under the receiver operating characteristic curve (AUC) or the area under the precision-recall curve (AUPR) over all of these pairs [27] . One application of link prediction is towards recommending people to follow on social media [10] . In this setting, it only makes sense to predict links between the social media user, i.e. the ego node, and other nodes in the network. The evaluation should also be conducted only on the predictions for this ego node. This problem is commonly referred to as link recommendation [28] and is different from link prediction due to its focus on an ego node. Thus, the link recommendation problem is more closely related to this paper, and indeed, we consider the link recommendation task in Section 5.
Related Work
Link prediction is a well-studied topic that is still experiencing advancement. There are two general approaches to these problems in the literature. One utilizes node attributes like user information in social media, such as users' "check-in" information in location-based social networks [24] to predict future links in the network. The other approach utilizes the network's topological information [16, 18] . Some methods combine both types of information as well [3, 9] .
Similarity-based techniques are well-studied and widely used in the literature. These techniques assume that link form between nodes which are similar to one another. Nodes' properties and network topology, can both be used to derive a similarity score between two nodes. Using a network's topological information to calculate similarity can be further subcategorized based on the amount of information taken into consideration. Local similarity metrics only consider direct neighbor information which result in an efficient method, making them desirable for largescale networks. Common Neighbors, Adamic/Adar, Salton index [23] , and Jaccard Index [12] are just a few local similarity metrics. An empirical study done by Zhou et al. [29] , compares the performance of 9 different local similarity metrics, including the ones mentioned above, and observes that common neighbors and Adamic/Adar outperform all other metrics. Another positive aspect of similarity metrics is that they can be easily integrated into machine learning-based link recommendation algorithms because of their low computational complexity, as has been done in [5, 7, 8] .
Many link prediction methods have also attempted to incorporate mechanisms behind link formation into link prediction. Leskovec et al. [15] analyze the microscopic evolution of social networks and incorporate their findings on node and link duration as well as triangle closing into a network evolution model that can be used to predict future links. Liu et al. [17] investigate the role of community structure on link formation and propose a link prediction algorithm based on a model for community detection. To the best of our knowledge, studies of this type have usually taken place at the global network level, not from the egocentric perspective that we consider.
A variant of the link prediction problem that is targeted to the egocentric perspective is link recommendation. Link recommendation differs from link prediction because the objective is not to predict the formation of links between any two nodes in the network, but rather to predict which nodes may form links with a particular ego node. Some methods for link prediction in the global setting translate very well to link recommendation also, such as the similarity-based techniques considered in [16] or the supervised random walk-based approach proposed by Backstrom and Leskovec [3] . Yin et al. [28] specifically target the link recommendation problem, also using a random-walk based approach. Compared to the (global) link prediction problem, link recommendation has received comparably less attention. We investigate link formation from an egocentric perspective, which translates naturally into the link recommendation setting.
Datasets
We use two separate online social network datasets throughout this study. One is an undirected Facebook friendship network collected by Viswanath et al. [26] , and the other one is a directed Google+ friendship network collected by Gong et al. [9] .
Facebook
The first dataset used in this study is the Facebook New Orleans friendship network collected by Viswanath et al. [26] . The dataset consists of 63,731 nodes and 817,090 edges. Every node in the network represents a unique Facebook user, and every link represents a mutual friendship between two nodes. All links are undirected, and most have a time-stamp of when they were formed. The oldest and newest time-stamps are dated as 09/05/2006 11:15am (UTC) and 01/21/2009 10:15pm (UTC), respectively, which means that the known duration of the entire dataset is about 870 days.
Since we are analyzing link formation, we need to be able to find newly formed links at a given time in the network. Similar to Viswanath et al. [26] , we consider network snapshots that are 90 days long, resulting in a total of 10 snapshots. All links with no recorded time-stamp are added to the first snapshot, because these links must have been formed prior to the start of the data trace. No links are removed over time in this dataset, so every snapshot at time t will include all the links which have a time-stamp less than t, and all of the nodes involved in these links.
Around March 2008, Facebook introduced the "People You May Know" (PYMK) feature, the purpose of which was to recommend new friends to their users. While link formations prior to the introduction of PYMK were likely the result of an organic process, the PYMK feature is likely to influence the link formation process. The actual algorithm used by Facebook for friend recommendation is proprietary and has changed over time, but in an effort to make sure that our analyses in this study are not affected in any way by the algorithms used in the PYMK feature, we divided the entire Facebook dataset into two sets, before and after PYMK. Given that PYMK was introduced around March 2008, we can safely assume that the first 550 days of our Facebook dataset predates this feature. Therefore, the first 5 extracted snapshots consist entirely of link formations before PYMK, and the rest came after PYMK.
Google+
Google+ was launched with an invitation-only test phase on June 28, 2011, and opened to everyone 18 years of age or older on September 20, 2011 [9] . This entire dataset was crawled from the Google+ network, starting from July 6 until October 11, 2011, by Gong et al. [9] , and it covers more than 70% of the entire Google+ network at that time. The dataset consists of approximately 2.9M nodes and 462M directed edges. Every node in this network represents a Google+ user connected to incoming and outgoing friends by a directed link. The dataset is divided into 4 snapshots.
Empirical Observations
In the first part of this study, we perform an empirical analysis on the role of degree on link formation in egocentric networks on both of our datasets. Since all nodes in an egocentric network already have links with the ego node, we consider a 2-hop egocentric network, which includes all of the nodes that are 2 hops away from the ego node. Thus, the ego node can potentially form an edge with any of the nodes in the second hop. It is possible to construct egocentric networks that are 3 or more hops away, but this is rarely done as such egocentric networks can be quite large and being to approach the global network. Additionally, due to the locality of link formation [27] , most links are formed between nodes 2 hops away.
Properties of Interest: Node Degrees
We are interested in understanding the effects that the degrees of common neighbors have on link formation. Since we are dealing with 2-hop egocentric networks, we consider two different types of node degrees for a neighbor node:
• Global degree: number of other nodes that have links with the neighbor node.
• Local degree: number of other nodes that have links with both the ego node and the neighbor node.
Neighbor node z1: Global degree 14, local degree 0 Neighbor node z2: Global degree 9, local degree 7
Figure 2: Example of a high global and a high local degree in a 2-hop egocentric network. Node z1 has a high global degree of 14 (all blue edges) but local degree of 0, while node z2 has a high local degree of 7 (all orange edges).
The local degree can be viewed also as the degree of a neighbor node within a 1-hop egocentric network, excluding the link between the neighbor node and the ego node, since all nodes not connected to the ego node are not present in the 1-hop egocentric network. While each node in a network has a single global degree, it has a different local degree for each ego node. An illustration of the differences between global and local degree is shown in Figure 2 . As depicted by node z1, a neighbor node may have high global degree but low local degree. By the definition of local degree, it follows that the local degree of a neighbor node is always at least 1 less than the global degree and at least 2 less in order to be a common neighbor between the ego node and nodes in the second hop. Adamic and Adar [1] found that common neighbors with low global degree tended to be more predictive of future link formations. We are interested to see whether local degree has the same effect.
To investigate the role of node degrees on link formations in egocentric networks, we begin by extracting 2-hop egocentric networks for all ego nodes for all network snapshots. Beginning with the first snapshot, for each node v in the second hop, we check whether or not the ego node formed an edge with node v in the next snapshot of the network. We separate the set of nodes that formed edges with the ego node, denoted by V f , from the set of nodes that didn't, denoted by V nf .
For each node v f ∈ V f , we calculate the mean global and local degrees of all common neighbors between v f and the ego node. We then normalize the mean global degree by dividing by the total number of nodes in the 2-hop egocentric network, which is the maximum degree. Similarly, we normalize the mean local degree by dividing by the total number of neighbors of the ego node, which is the maximum local degree. We then compute the mean of the normalized global degrees and the mean of the normalized local degrees. We compute the mean normalized global and local degrees for the nodes v nf ∈ V nf that did not form edges with the ego node by the same process. After computing the mean normalized degrees for each snapshot, we average the mean normalized degrees over all snapshots.
The aforementioned process can be repeated for each ego node. Now, we can compare the mean normalized global degree for all second-hop nodes which formed an edge with the ego to the ones that did not. We can perform the same comparison on local degree. We now present the results of this comparison on the Facebook and Google+ networks.
Observations on Facebook Data
There were a total of 47, 419 nodes which appeared in the first snapshot of the network. We extracted the 2-hop egocentric network for all of those nodes, then excluded any egocentric network which had less than 30 nodes in its first hop at a particular snapshot. We separately analyze the set of snapshots before and after the introduction of the PYMK feature. Since the snapshots before PYMK generally had less nodes and more instances of no edge forming with the ego node, the total number of egocentric networks analyzed before PYMK is 6, 991, and 14, 236 for after PYMK.
We plot empirical cumulative distribution func- tions (eCDFs) of the mean normalized local and global degrees over all of the analyzed egocentric networks along with their 95% confidence bands computed using the DKW inequality [6, 19] . Based on the findings of Adamic and Adar [1] , common neighbors with lower global degrees should be more predictive of future links in the network. Figures 3a and  4a show the empirical CDFs of the mean normalized global degrees of nodes that formed and did not form links with ego node, both before and after the introduction of PMYK. Figure 5a shows the mean normalized global degree over all analyzed egocentric networks and its respective 95% confidence interval computed using the normal approximation. From all of these figures, it is apparent that the global degrees of common neighbors of the nodes which formed an edge with the ego node are indeed lower than the ones that did not form an edge. Thus, the findings of Adamic and Adar [1] are confirmed in the Facebook network.
The behavior of local degrees is shown in Figures 3b (before PYMK) and 4b (after PYMK). It can be easily inferred from the side by side comparison that local degree behaves in the exact opposite manner compared to global degree. That is, common neighbors of the nodes which formed an edge with the ego node tend to have a higher local degree, and this is true both before and after the introduction of PYMK.
This observation can have a few different implications, but the one that stands out is that the high degree of a neighbor does not necessary make it less predictive of future links as implied by Adamic and Adar [1] . If the high global degree of a common neighbor is caused by a high local degree, then that neighbor is in fact more predictive of future links.
Observations on Google+ Data
As mentioned in Section 3.2, the Google+ dataset is considerably larger than the Facebook dataset. There are over 4 million nodes in its first snapshot, making it extremely time-consuming to analyze them all. Therefore, we randomly picked 100,000 first-snapshot nodes to conduct our empirical analysis. In addition, the large size of some 2-hop egocentric networks proved to be resource-intensive and time-consuming as well, therefore we skipped any 2-hop egocentric network which had over 100,000 nodes. Lastly, in order to keep the analysis practical, we excluded any snapshot of any egocentric network which had less than 10 nodes in its first hop, similar to the Facebook data. In a directed network, there is no unique definition for what an egocentric network is. As shown in triads T01, T03, and T07 in Figure 6 , nodes in the first hop (node z) can be connected to the ego node (node u) in three different ways. The same holds for the edge type between the nodes in the first and second hops. This results in a total of 9 distinct possible types of 2-hop egocentric networks, one for each type of triad depicted in Figure 6 We analyze each triad type separately in order to isolate our empirical analysis for each triad type. This introduces a few changes to the empirical analysis process explained in Section 4.1. Now, for each ego node, we extract 9 distinct egocentric network based on triad types T01 to T09. The first hop of egocentric network type T0X will include all nodes in the network which only have links of type T0X between node u and z. Similarly, the second hop will include all nodes in the network which have type T0X edge between nodes z and v, provided that v is not already in the first hop and there is no edge between nodes v and u. Moreover, the definition of global and local degree of common neighbors stays the same; however, now each one will be divided into in-degree and out-degree, corresponding to the number of predecessors and successors of common neighbors respectively. For example, the local in-degree of node z in a type T0X egocentric network will be the number of predecessors of node z which are in the first hop of that egocentric network. The rest of the empirical analysis is the same as on the Facebook Figure 6 : Different open triad patterns in a directed network. Triad labels match those used in [25] .
data (described in Section 4.2).
We plot eCDFs of the mean normalized local and global in-degrees and out-degrees over all analyzed egocentric networks along with their 95% confidence bands. Unlike for the Facebook data, we have a different eCDF for each type of triad as well as different eCDFs for in-and out-degree. Figure 7 shows the eCDFs for the type T02 egocentric networks.
Since there are 4 eCDF comparisons for each of the 9 egocentric network types, we do not show all 36 plots. Instead, Figure 8a represents the mean normalized global in-degree and out-degree and Figure  8b represents the mean normalized local in-degree and out-degree for all egocentric types, along with their respective 95% confidence intervals.
Our main findings are similar to those on the Facebook network. From Figure 8a , we observe that common neighbors with lower global in-degree or global out-degree are more predictive of future interactions in all egocentric network types. It is also conveyed from the figure that this observation hold much stronger for some egocentric network types than others. By this observation, we can conclude that the findings of Adamic and Adar [1] hold in the Google+ dataset as well. Figure 8b demonstrates the behavior of local indegree and local out-degree of common neighbors across all egocentric network types. The opposite behavior of local degree compared to global that we observed in the Facebook network in Section 4.2 is present in the Google+ dataset as well. As shown in Figure 8b , common neighbors with higher local in-degree are more predictive of future links in the network for all 9 different egocentric network types. The same hold true for local out-degree in 5 of the 9 network types. For T07 and T08, lower out-degree appears to be more predictive of future links, and for T06 and T09, the 95% confidence intervals over the formed and not formed links overlap. In the Google+ dataset, the local in-degree behaved in the exact opposite manner compared to global in-degree over all egocentric network types. For local out-degree, we observe that higher local out-degree is more predictive of future links in 5 of the 9 cases, with overlapping confidence intervals in 2 of the remaining 4 cases. Similar to the Facebook dataset, we can observe that if the high global degree of a common neighbor is caused by a high local degree, then that neighbor is in fact more predictive of future links. The effect is especially pronounced for in-degree, while less so for out-degree. 
Link Recommendation
In this section, we consider one application directly impacted by our findings in Section 4, namely link recommendation. Unlike link prediction, which is usually done at a global network level, link recommendations are specific to a particular user, which makes for an excellent application for local degrees.
We first demonstrate a few possible ways to integrate our findings into node neighborhood-based link recommendation algorithms, such as Adamic/Adar and common neighbors [16] .
Next, we test those methods on both the Facebook and Google+ datasets. It is important to note that there are many more complex (and likely more accurate) link recommendation algorithms present in the literature as discussed in Section 2.3; the link recommendation methods introduced in this section are quite simple and may not be the most accurate. However, they demonstrate one possibility for improving node neighborhood-based link recommendation algorithms by taking advantage of our empirical observations. We believe that other, more complex algorithms, could also benefit in a similar manner.
Proposed Methods

Local Degree Common Neighbors Method (LD-CN)
For this method, we will be integrating our observations in Section 4 into the common neighbors link prediction method [16] . The common neighbors (CN) link predictor assigns the score defined in (1) to each pair of nodes without a link. As we observed in section 4, neighbor nodes of the ego with a higher local degree are more predictive of future links. Thus, we should give these neighbor nodes higher weight in the link prediction score. We propose to sum over the log of local degrees of common neighbors. Hence, the weight of each common neighbor will be the log of its local degree. This idea of weighting common neighbors by degree has been used with global degree in Adamic/Adar, where common neighbors are weighted by the inverse log of their global degree [1] .
We calculate local degree by the number of common neighbors between the ego node u and a candidate node v in the second hop of the egocentric network as follows.
where node z is a common neighbor of nodes u and v. The overlap of the neighborhoods of the ego node and the common neighbor correspond to the local degree of the common neighbor. We add 2 to all local degrees for two reasons. First, as shown in Figure  2 , it is possible for a common neighbor to have a local degree of 0, in which case the log is undefined. Second, if local degree is 1, its log is 0 and the common neighbor is discarded from the sum, which goes against the intuition of common neighbors.
Local Degree Adamic/Adar Method (LD-AA)
The second method integrates local degree into the Adamic/Adar (AA) link predictor. This integration is a little bit trickier than in CN. Based on our empirical observations, both higher local degree and lower global degree are more predictive of link formation so we have to balance two opposite weights with inverse effects. We take AA as the base method and update its weight to account for local degree. As mentioned in the Section 4, the main takeaway from our empirical observations is that a high global degree can still be highly predictive of future links if it is caused by a high local degree. Therefore, the ratio of the local and global degrees can be a useful measure. For every node z, let L z = |Γ(u) ∩ Γ(z)| + 1 denote its local degree shifted up by one and G z = |Γ(z)| denote its global degree. Then, our proposed LD-AA score is given by
(4) Our proposed LD-AA score tries to keep the intuition behind the Adamic/Adar predictor that a higher global degree should result in a lower score while also allow a higher local degree to result in a higher score. Notice that the overall structure of (4) is very similar to the AA score (2) . In order to achieve a good balance between global and local degrees, we separate the portion inside the log into two parts. One is the weight due to local degree L z , and the other is due to the difference between global and local degree G z − L z . In order to balance the two, we use the ratio L z /G z . As shown in (4), as this ratio gets closer to 0, our score approaches the usual AA score, and as it gets closer to 1, it tries to exclude local degree from global degree to decrease the penalty for higher global degree. Moreover, we shifted local degree up by one to avoid a division by zero.
Results on Facebook Data
In this section we will be testing both of our proposed methods, LD-CN and LD-AA, and compare them to CN and AA using the same set of all egocentric networks extracted from the Facebook dataset as described in Section 4.2. We run all 4 algorithms on all pairs of nodes for every snapshot of every egocentric network we consider. Then, the link recommendation result of every egocentric network is averaged over all snapshots such that there are at least 10 nodes in its first hop and the ego node formed at least one edge with a node in the second hop in the next snapshot. We also separate the link recommendation results from before and after the introduction of the PYMK feature to account for any change in the dynamics of the network caused by that feature.
Similar to the procedure explained in Section 4.2, for every snapshot of an egocentric network, we compute each of the 4 mentioned indices for all node pairs (u, v), v ∈ V , where V is the set of all nodes in the second hop and u is the ego node. Next, for each method, we rank all nodes in V based on the method's score in deceasing order. Then, we choose top-K predictive rate, also known as precision at K, to be our evaluation metric. It is the percentage of correctly classified positive samples among the top K instances in the ranking by a specified link predictor. It has been used by others for link recommendation [3, 28] , and we view it as the most relevant accuracy metric because we care about the top K recommenda- tions (nodes with the highest score) in general, since these are the people who are potentially going to be recommended to a user by a feature such as PYMK in Facebook. Since top-K predictive rate metric is heavily dependent on K [27] , we chose K to be 1, 3, 5, 10, 15, 20, 25 , and 30 to account for the change in score caused by K. For each method used in an egocentric network, its top-K predictive rate at a specific K, is the mean over all snapshots. Table 1 lists the mean top-K predictive rate over all egocentric networks for all 4 methods used, along with a 95% confidence interval computed using the normal approximation. For every K, our proposed LD-CN and LD-AA methods outperformed CN and AA, respectively, and this is true both before and after the introduction of PYMK. We also calculate the percentage improvement of LD-CN and LD-AA over CN and AA, respectively, shown in Figure 9 . Generally, the percentage improvement is higher for smaller K values. This behavior is very desirable for a link recommendation system because it improves the relevance of the top ranked nodes that will be recommended to a user.
Results on Google+ Data
In this section, we will be implementing the same test done in Section 5.2, on Google+ dataset. More specifically, on the same set of 100,000 first-snapshot nodes which were used in Section 4.3. Similarly, we will not analyze any egocentric network which has over 100,000 nodes and we will skip any snapshot of an egocentric network which has less than 10 nodes in its first hop.
Next, for each chosen ego node, we extract its egocentric network from the global network. Although it was a valuable observation from an empirical standpoint, in a link recommendation setting it does not make sense to separate all different egocentric network types as we did for Section 4.3, because the objective is to provide the ego node with 1 set of recommendations, not 9 separate sets. Instead, we extract an egocentric network which makes more sense for link recommendation. For each chosen ego node u, the first hop of its egocentric network will include all successors of u, which may or may not be its predecessors. Next, for each node z in the first hop, the second hop will include all successors and all predecessors of z which are not already in the first hop. The reason we excluded all the predecessors of u which are not its successor form the first hop, is because there is a high chance for those nodes to form an edge with u and since we only consider nodes in the second hop for edge formation, those nodes would have been unfairly excluded from our tests.
Furthermore, both CN and AA are only defined in undirected setting. In order to keep the analysis fair to both CN and AA, after extracting the described egocentric network for each ego node, we ignored directionality of the edges. This way any improvement in our local degree methods will not be due to decreased performance of CN or AA because of considering directionality of edges. In fact, Adamic and Adar [1] ignored directionality in their analysis as well. The evaluation method is the same as it was explained in Section 5.2.
The results are shown both in Figure 10 and Ta- 
Conclusion
In this paper, we examined the role of node degrees in link formation in 2-hop egocentric networks. We introduced the notation of a local node degree for the neighbors of the ego as the number of other neighbors a particular neighbor is connected to. Based on the result of our empirical study on a Facebook and a Google+ dataset, we conclude that the local degree of common neighbors behaves in the opposite manner of their global degree when it comes to link formation. While Adamic and Adar [1] found (and we also verified on our datasets) that common neighbors with high global degree are less likely to be predictive of future links, we find that common neighbors with higher local degree are more likely to be predictive of future links. In the case of directed links, we found that high local in-degree to be more predictive than high local out-degree. We also demonstrated an approach to incorporate our empirical findings into node neighborhood-based link recommendation algorithms and found that it improved link recommendation accuracy. One of the main challenges when analyzing link prediction results on online social network (OSN) data is that link formation is not an organic process due the presence of link recommendation in the OSN itself, such as the People You May Know (PYMK) feature in Facebook. It is very difficult in general to separate the effects of our link predictors from the link recommendation in the OSN. We attempted to address this challenge in 2 ways. First, we analyze portions of Facebook data both before and after the introduction of PYMK, and our main findings hold in both cases. Second, we analyze two different OSNs, one with undirected links (Facebook) and one with directed links (Google+), and again, our findings hold across both networks. We believe our findings have many implications towards understanding link formation from an egocentric perspective. We demonstrated how our findings can be used to improve link recommendation algorithms. Another potential application is towards generative models for network growth. Such models typically operate at a global level, and node degree plays an important role in many models, including the model of Barabási and Albert [4] to generate scale-free networks. Incorporating local degree into such models may allow for more accurate replication of link formations in real networks. Our proposed notion of local degree also shares some similarities with other work in personalization, such as personalized PageRank [13] . Finding connections between local degrees and these other personalized metrics would be an interesting area for future work.
