Abstract-Bayesian networks (BN) are probabilistic graphical models which are widely utilized in modeling complex biological interactions in the cell. Learning the structure of a BN is an NP-hard problem and existing exact and heuristic solutions do not scale to large enough domains to allow for meaningful modeling of many biological processes. In this work, we present efficient parallel algorithms which push the scale of both exact and heuristic BN structure learning. We demonstrate the applicability of our methods by implementations on an IBM Blue Gene/L and an AMD Opteron cluster, and discuss their significance for future applications to systems biology.
I. INTRODUCTION
Understanding the mechanisms behind essential biological processes in the cell remains a major challenge. These processes are governed by complex interactions between genes, proteins, and metabolites, in the form of signaling and regulatory pathways. Traditionally, such interactions are modeled as gene networks, where nodes represent genes, and edges represent associations. Various models have been proposed for studying gene networks but important advantages of Bayesian networks (BNs) make them especially suitable for this task. Learning the structure of a BN from data is an NP-hard problem and most exact sequential solutions do not scale to more than 25 variables. Given the difficulty of the problem, pushing the scale of BNs learned using exact structure learning remains an important problem, since in modeling gene networks the correctness of the learned structure is essential. Exact learning methods allow for the learning of a structure without additional assumptions, and have demonstrated high-quality results in previous studies. Another posing computational challenge is to model gene networks on a whole-genome scale, which for many model organisms involves tens of thousands of genes. Studies at this scale are made possible by the rapidly growing amount of publicly available high-throughput experimental data generated by microarray and next-generation sequencing technologies, which measure expression levels of thousands of genes in a single experiment. However, even though heuristic approaches trade off optimality for the ability to learn larger structures, existing solutions do not scale to more than a couple of thousands of variables. This demonstrates a demand for parallel algorithms. In this work, we present algorithms which extend both exact and heuristic BN structure learning to larger than previously analyzed domains.
A. Bayesian Networks and Bayesian Structure Learning
BNs are probabilistic graphical models which allow for a compact representation of the joint probability distribution (JPD) of the set of interacting variables in a given domain. Given n random variables and a set of m observations of each of the n variables, the BN structure learning problem is to infer a directed acyclic graph (DAG) on the n variables such that the implied JPD best explains the set of observations. This is equivalent to finding the set of optimal parents of each variable in the network. The Bayesian approach deems a DAG optimal if it maximizes the posterior probability given the observed data. To evaluate the posterior probability of any given DAG a statistically motivated scoring criterion is utilized. Some of the most commonly applied scoring criteria (BIC, BD, MDL) are decomposable and can be computed as the sum of the individual score-contributions of each variable given its parents.
II. EXACT STRUCTURE LEARNING
A major difficulty in exact BN structure learning is the super exponential search space in the number of variables. While an exhaustive enumeration of all possible structures is prohibitive in space and time, adopting a canonical representation of the DAGs in conjunction with a decomposable scoring criterion permits a dynamic programming approach, greatly reducing the search space. Our parallel algorithm is based on a sequential solution by Ott et al. [1] , and exploits these properties.
A. Parallel Algorithm
To develop the parallel algorithm, we visualize the sequential algorithm as operating on the lattice formed by the partial order "set inclusion" on the power set of all domain variables. Each node represents a unique subset of the domain, and each edge represents a computational dependency, i.e. the computations at at any node A cannot begin until all computations at nodes incident to the incoming edges of A are completed. The lattice is a directed graph, where an edge (B, A) exists if B ⊂ A and |A| = |B| + 1. At each node, computation of several functions takes place (for details see [2] ). The lattice is naturally partitioned into levels, where every level l ∈ [0, n] contains all subsets of size l (Fig. 1) . If the nodes are mapped to processors and edges are set to represent communication, a parallel algorithm can be devised, where a node A at level l has l incoming edges from all nodes containing subsets of A of size |A| − 1, and n − l outgoing edges to all nodes containing supersets of A of size |A| + 1. To satisfy the computational dependencies, all values computed at nodes containing subsets of set A need to be received at node A, and all values computed at node A need to be sent along each of the outgoing edges. Given p = 2 k (k < n), we proceed to decompose the n-D hypercube into 2 n−k k-D hypercubes based on the first n − k bits of the node ids, and map each k-D hypercube to the p = 2 k processors as described previously, using the last k bits of the node ids. This allows the computation of the n-D lattice on fewer processors, while each processor is still active only during a single time step of the computation of each k-D hypercube.
In order to improve efficiency we devise an order of initialization of the so decomposed k-D hypercubes, such that while preserving all computational dependencies, it allows for the pipelining of the k-D hypercubes and their concurrent computation. The order of initialization is also such that it guarantees that each node only communicates with its neighbors within one k-D hypercube. The execution of the k-D hypercubes is pipelined to complete the parallel execution in a total of 2 n−k + k time steps such that all processors are active except for the first k and last k time steps during the build up and finishing off of the pipeline. We prove that the resulting parallel algorithm is correct, work- optimal with respect to the sequential run-time complexity, as well as, space and communication efficient.
B. Performance Results
The presented algorithm was implemented in C++ and MPI and experiments were performed on an 1,024-node dual-core IBM Blue Gene/L and on up to 128 16-core nodes of an AMD Opteron cluster. To asses the performance of our parallel algorithm we evaluated a gene regulatory network inference application on synthetic experimental data, using our implementation of the MDL scoring criterion. Two sets of experiments were performed: (i) varying number of observations m for a fixed number of genes n, and (ii) varying number of genes n for a fixed number of observations m. Execution times and relative speedups for (i) and (ii) are summarized in Tab. I and Fig. 2 , and Tab. II and Fig. 3 , respectively. The experimental results indicate that we achieve efficient communication as speedup is maintained even in the cases of small sample size, as computational complexity decreases with decreasing sample size while communication complexity remains unaffected. In the case of varying number of genes, the execution-times reflect the exponential complexity in the number of variables. Because memory requirements also grow exponentially in the number of variables, the parallelization of this problem is advantageous not only from the perspective of execution-time, but also the ability to solve larger problems. Our implementation allowed for the inference of a gene-network of size 33 in 1 hour and 14 minutes, significantly improving upon the sequential solution by Ott et al. [1] , which computed a network of 24 variables in multiple days.
III. HEURISTIC STRUCTURE LEARNING
Due to exponential computational complexity and exponential space requirements, exact BN structure learning cannot be scaled to large networks. The need to facilitate applications such as whole-genome network inference prompts the development of heuristic approaches. Based on previous studies, which compare the performance of various heuristic approaches with respect to both the correctness and the size of the learned network, we choose a hybrid approach utilizing a state-of-the-art constraint-based heuristic optimization. The learning approach proceeds in two steps: in the first step, using statistical or information theoretic measures, conditional independencies are estimated from the observed data. The resulting constraints are used to learn the underlying undirected network, where an edge between any two genes exists only if a direct causal relation exists between the two genes given the observed data. In the second step, a Bayesian scoring criterion is optimized in order to orient the edges of the skeleton network learned in the first step.
While most approaches stop after learning the direct causal relations, which corresponds to the discovery of the parents and children (P C) variables for each variable in the network, we propose to learn an extension of the P C set called Markov blanket (MB). The MB of a given variable is a minimal set of variables which shield the particular variable from all other variables in the domain; i.e., the given variable of interest is fully predictable given its MB.
Knowing the MBs is advantageous for the BN structure learning process as it introduces additional constraints which can reduce the search space in the edge-orientation step. In addition, computing MBs by itself is of great interest in bioinformatics, as it has various implications for feature selection. We next present some of the key ideas of the parallel algorithms devised for learning the P C and MB sets, and demonstrate their applicability with experimental results.
A. Parallel Inference of Direct Causal Relations (PC sets)
The P C set of a given variable intuitively consists of its parents and children in the underlying network. The P C sets discovery proceeds in two phases: first a superset CP C (Candidate P C) of the P C set is computed using a stateof-the-art constraint-based heuristic. In the second step the symmetrical property of the P C set is enforced to exclude previously admitted false positives. The first step is trivially parallelizable and after distributing the domain variables equally across all processors is load-balanced and results in a work-optimal computation.
Next a symmetry check is performed, which sequentially is achieved in a nested for-loop manner for each variable in the domain, and every non-empty CP C set. In parallel, we perform this set reduction simultaneously on all sets by first transforming the set representation into a doubly redundant list of pairs. The pairs (X, Y ) and (Y, X) are formed if for some variable Y , variable X is such that X ∈ CP C(Y ). Thus on each processor we form the list consisting of all such pairs generated for all locally assigned variables and their respective non-empty CP C sets. Pair lists from all processors are merged and globally sorted, using the first variable in the pair as primary key and the second variable as the secondary key. If X ∈ CP C(Y ) and Y ∈ CP C(X) then after sorting, both sets of duplicates of the pairs (X, Y ) and (Y, X) will appear adjacent. If Y / ∈ P C(X), then the pairs (X, Y ) and (Y, X) will occur only once in the sorted list. Thus, retaining a single copy of all pairs which appear with duplicates results in the list of pair-representation of the P C set of each variable.
B. Parallel Inference of Markov Blankets (MB sets)
For any variable T the set MB(T ) is the union of the parents of T , children of T , and all other parents of children of T (also called spouses of T ). To identify the MB(T ) sets for each variable T in the domain, the sequential algorithm includes P C(T ) and proceeds to examine all candidate spouses X of T , i.e. ∀X ∈ P C(Y ) for Y ∈ P C(T ). It then performs a final independence test on the candidate spouse X and T . Sequentially, the candidate spouses are determined in two nested for-loops. In parallel, all candidate spouses X of all variables T in the domain are found simultaneously as follows. The output of the parallel P C procedure is considered, while continuing to utilize the previously introduced pairlist representation. Each processor retains a sorted list of P C pairs, where a pair (X, Y ) is present if X ∈ P C(Y ) and Y ∈ P C(X). Implementing the candidate spouse check in pair-list representation is equivalent to checking whether, for any two pairs (T, Y ) and (Y, X) in the list, the pair (X, T ) is also present. If the third pair (X, T ) does not exist, the variable X is deemed candidate spouse of T , and the corresponding pair (X, T ) -candidate spouse pair. In order to identify all candidate spouse pairs, we first artificially generate all hypothetical spouse pairs based on the previously computed P C sets. The generation of artificial spouse pairs is done very efficiently as using the doublyredundant list representation ensures that only consecutive sorted pairs need to be considered. Further, similarly to the P C set discovery technique, global parallel sort is invoked, which re-sorts all P C pairs and artificially generated spouse pairs. After sorting, the singly-occurring pairs correspond to artificially generated pairs which were not originally present among the P C pairs. Those are the pairs which satisfy the candidate spouse pair condition and are therefore retained. Once all such candidate spouse pairs are identified, they are returned to the processors which would have previously computed a result necessary for the final independence test evaluation (for details see [3] ).
C. Performance Results and Discussion
The presented algorithms were implemented in C++ and MPI and experiments were performed on up to 288 8-core nodes of an AMD Opteron cluster. To asses the scalability of the developed algorithms we evaluated a medium-scale (n = 2, 500) gene regulatory network inference application with a varying number of observations m. To demonstrate the applicability to real-world problems we learn the P C and MB sets toward a whole-genome BN skeleton construction for the model organism Arabidopsis thaliana, from real microarray gene expression data. Good scaling is expected, as the most computationally-intense heuristic optimization consists of well-balanced local computations, and the remaining parts of the parallel algorithms are dominated by the parallel sort procedure. Execution times and relative speedups as compared to a 128-core run for the dataset of n = 2, 500 genes and varying number of observations m are summarized in Tab. III and Fig. 4 . Our implementation allowed for the whole-genome Arabidopsis skeleton BN network construction, consisting of n = 15, 500 genes and m = 2, 000 gene-expression observations per gene in approximately 2.9 hours. The results indicated that the most time-consuming procedure was the locally computed on each processor CP C sets (8, 606s), while the P C symmetry was app. 5 times faster (1, 762s). As anticipated, the vastly efficient computations of the various set-inclusion checks result in the extremely fast MB discovery (92s). Thus the discovery of MB sets aids the reduction of the search space of the edge orientation step at practically no computational cost.
IV. FUTURE DIRECTIONS
In the case of exact BN structure learning, our experiments show that most of the compute time is spent to compute the Bayesian scoring criterion, leaving this as the only remaining area for potential improvement. In the case of heuristic BN structure learning, our next step is to develop a parallel algorithm for edge-orientation, which would complete the BN structure inference. In the computation of the skeleton BN, the most time consuming part is the constraintbased heuristic optimization. The potential of multi-core platforms will be explored to potentially speed-up these computations. The presented methods will be applied to facilitate systems biology applications, such as moderate and whole-genome scale gene networks inference and analysis, which can further shed light on genome-scale cross-species comparative network analysis and other applications.
