In this paper, we show the importance of accounting for heterogeneity among sample firms in stochastic frontier analysis. For a fairly homogenous sample of German savings and cooperative banks, we analyze how alternative theoretical assumptions regarding the nature of heterogeneity can be modeled and the extent to which the respective empirical specifications affect estimated efficiency levels and rankings. We find that the level of efficiency scores is affected in the case of both cost and profit models. On the cost side especially, level and rank correlations show that different specifications identify different banks as being best or worst performers. Our main conclusion is that efficiency studies in general and bank efficiency studies in particular should account for heterogeneity across sample firms. Especially when efficiency measures are employed for policy purposes, a careful choice of models and transparency regarding maximization methods are essential to be able to make inferences about managerial behavior.
Non-technical summary
Benchmarking the performance of financial institutions is an important element, for example when monitoring the soundness and stability of financial systems. As in any benchmarking analysis, we should take great care in selecting the appropriate common benchmark in order to obtain meaningful benchmark scores.
To do so, we have to acknowledge that banks may deviate from this benchmark for three reasons: (i) random noise, for example owing to measurement problems; (ii) heterogeneity of institutions, for example owing to size and business mix differences that are independent of inefficiency; (iii) inefficiency, for example owing to suboptimal input demand at prevailing factor prices. To improve our interpretation of these inefficiency scores and ranks, we should try to distinguish between these three reasons as much as possible. In this paper, we therefore address two questions. First, we ask how we can disentangle the three aforementioned sources of deviations from optimal performance. Second, we analyze to what extent heterogeneity has an important impact on the efficiency scores obtained.
To this end, we employ three specifications for a cost and alternative profit frontier, each accounting for heterogeneity in a different manner. We estimate these specifications for German cooperative and savings banks for the period from 1993 to 2003. We account for heterogeneity among regions, banking groups and size classes. We then compare these efficiency scores and ranks to those from a baseline frontier specification that assumes full homogeneity.
Our main results can be summarized as follows. First, we find that we need to account for systematic differences across banks, since estimations improve considerably after including indicators for regions, banking groups and size classes. Even for our high-quality sample of homogeneous banks, both mean cost and profit efficiency deviate from the baseline models up to five percentage points. Second, specifying that heterogeneity influences the position of the frontier or the ability to attain the frontier has a significant impact on efficiency, particularly for the cost frontier models. Finally, we find that the ranking of banks' efficiency across alternative specifications is stable. We argue that those few banks that are highly sensitive to different specifications deserve a case-by-case assessment.
Introduction
Any study that benchmarks different firms requires the assumption that these firms actually do have a common benchmark. This assumption may seem trivial.
But in fact, it is crucial because it reflects the notion that compared firms are similar enough to be compared in the first place. At the same time, in benchmarking analyses we are usually most interested in those firms that are furthest removed from the benchmark. These firms in particular may not share the common benchmark. On the one hand, this could merely reflect poor performance. On the other hand, they may be too "different" to be compared to such a common benchmark unless we account for heterogeneity appropriately. Therefore, the question how to specify the benchmark and how to consider heterogeneity is crucial because it influences efficiency estimates substantially.
In fact, Berger et al. (1993) and Berger and Humphrey (1997) confirm that efficiency scores differ markedly across studies. According to Mester (1993 Mester ( , 1997 and Berger and Mester (1997) , the failure to account for heterogeneity is a likely candidate to cause this instability of efficiency results. This issue is our focus in the present paper: to explore how group-specific heterogeneity among sample firms affects both the location of and deviations from the benchmark and how to account for it. This is important for more than just technical reasons. Because in virtually all studies inefficiency results from suboptimal combinations of input quantities, it is often referred to as managerial efficiency. But the mentioned evidence suggests that some of the deviations from optimal behavior are in fact due to factors outside the direct influence of management. For example, savings banks are not free to choose their region of activity by regulation and banks of different size may face different opportunities and constraints to diversify their credit portfolios compared to large banks. Consequently, controlling for heterogeneity results in efficiency scores that more accurately reflect management's ability to minimize costs and maximize profits.
In this paper, we therefore follow the recommendation of Berger et al. (1993) and Berger and Humphrey (1997) and analyze group-specific heterogeneity of banks and its potential effects on efficiency results in greater detail. To identify the effect of heterogeneity on efficiency requires to fix three additional benchmark specification choices that may account for the observed instability of efficiency measures: (i) bank production models, (ii) samples, and (iii) empirical specifications. Alternative choices within each of these dimensions affect the level of efficiency scores and, more importantly, the ability to identify best and worst in class relative to the benchmark. 3 To isolate the effect of heterogeneity as much as possible, we choose a common production set and limit ourselves to data on German savings and cooperative banks. This data is unique in its coverage and quality and represents a fairly akin sample of banks regarding for example bank size or customer mix. We hypothesize that even for this sample, the failure to account for systematic differences affects efficiency estimates.
The remainder of this paper is organized as follows. In section 2, we review the empirical evidence on the differences between efficiency scores in banking studies. We focus on the few German country studies to introduce the various possibilities for specifying an efficient frontier. The issue of heterogeneity, its potential role in yielding different efficiency results and alternative ways to incorporate it into the analysis is considered next. In section 3, we introduce a baseline specification and three variants, which control for heterogeneity in different ways. The latter are used to assess the stability of efficiency measures. In section 4, we present the data and discuss whether accounting for heterogeneity matters. In section 5, we present and discuss the results. We conclude in section 6.
Literature
Benchmarking bank performance based on efficiency measures is well established in the financial economics literature. Most studies rely on duality to evaluate the efficiency of the production process of a bank by means of a cost or profit function.
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Employing identical technology, banks choose at given in-and output prices the amount of input quantities to maximize output. Leibenstein (1966) argues that deviations from optimal output are an indication of wasted resources due to management's inability to demand inputs efficiently. This waste due to suboptimal management is coined X-(in)efficiency.
Survey papers by Berger and Humphrey (1997) and Berger et al. (1993) review the large number of studies on the efficiency of US financial institutions throughout the 1990s. Excellent reviews of the more limited European evidence can be found in Goddard et al. (2001) and Molyneux et al. (1997) .
The important conclusion from most survey work is the considerable instability of results across individual studies, both with respect to the estimated absolute levels of CE and PE as well as the relative efficiency ranking of individual financial institutions.
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Varying efficiency scores can be due to three major differences: (i)
assumptions of the production model underlying costs and/or profits, (ii) the sample selection, and/ or (iii) the empirical specification of the efficient frontier.
In this paper we focus on the effect of alternative specifications that accommodate heterogeneity on the stability of efficiency scores keeping sample and production model constant. Beforehand, we review some of the more important choices within all three dimensions and explain why it is implausible to expect that differences merely reflect alternative samples. To do so, we review German efficiency studies that use similar samples in terms of size, time, banking type and/or region with particular emphasis on the various methodological choices. Most bank efficiency studies -both for Germany and in general -opt for some sort of parametric method. As mentioned earlier, among the most established approaches is stochastic frontier analysis (SFA), introduced by Aigner et al. (1977) , Battese and Corra (1977) and Meeusen and van den Broek (1977) , which deliberately accounts for random noise. Coelli et al. (1998) argue that SFA thereby avoids confining random noise with inefficiencies. An alternative approach is to use non-parametric methods. These enjoy the advantage of not imposing a particular structure on the data a priori.
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A major drawback of this approach, however, is that inefficiencies are lumped together with random noise, for example due to measurement error. According to Mountain and Thomas (1999) , banking studies are particularly prone to such errors because measurement of prices based on accounting information is notoriously difficult. Furthermore, growing heterogeneity across banks due to increased deregulation (Molyneux et al. 1997 ) and increasing size differences among competing banks (Goddard et al. 2001 ) render a comparison relative to an identical benchmark particularly sensitive to outliers if we do not explicitly account for random error and model sources of heterogeneity.
We therefore limit ourselves to parametric efficiency measurement. Table 1 depicts the four parametric studies using some form of stochastic frontier analysis 5 As an illustration, consider CE and PE scores reported for Germany relative to a stochastic European frontier in Williams (2004) , Bos and Schmiedel (2003) and Maudos et al. (2002) . Mean CE ranges across studies between 81 and 91 percent. On the profit side differences are even stronger between 24 to 80 percent. 6 Ali and Seiford (1993) provide a synopsis of the development of this approach.
that are available for German banking: Altunbas et al. (2001) and Lang and Welzel (1996 , 1998a and 1998b For these studies, we introduce and discuss some choices based on the three above dimensions that can explain why efficiency scores differ so much in these studies. First, consider the modeling dimension. All German studies use the intermediation approach to model production. CE is analyzed significantly more often than PE. Altunbas et al. (2001) are the only ones who examine the profit dimension for German banks, too. This phenomenon holds not just for Germany but for bank efficiency analyses in general. Only recently, more interest in PE emerged.
Cost inefficiency differences are considerable, ranging between 8 and 50 percent.
In the second panel in table 1, the sample characteristics used in the four studies are depicted. They underpin the argument that a comparison of efficiency across studies is hardly possible given sample differences. Even when comparing only German country studies, sample size, type of banks included and periods covered differ sometimes considerably. Note, however, that even for the two studies seemingly most alike, namely Altunbas et al. (2001) and Lang and Welzel (1998b) , mean cost inefficiency in the former is around twice as high as in the latter. Alternative choices in the third dimension, namely the empirical specification, might be responsible for this finding. We therefore discuss the more important specification choices encountered in the literature. Altunbas et al. (2001) employ the Fourier flexible functional form, while all studies by Lang and Welzel utilize the multi-input and -output translog functional form (Hasenkamp 1976 ). In fact, the majority of bank SFA studies employ the latter. Swank (1996) compares these functional forms. He concludes that the difference between the translog and Fourier flexible form appears to be negligible. Work by Berger and Mester (1997) confirms the finding. Similarly, little variation exists in the treatment of technological change. Three out of four studies use a time trend to model technological change as a shift of the frontier over time in the vein of Baltagi and Griffin (1988) .
Concerning the inefficiency component in total regression error, the assumption of a half-normal distribution is the most widely applied in the literature and also in the sample of German banking studies shown in table 1. 8 In view of these and other studies, Greene (1993) concludes that the half-normal distribution has the greatest appeal due to its ease of implementation and the abundant availability of ancillary calculations to draw inferences.
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Pooled cross-sections are common. Schmidt and Sickles (1984) argue that a cross-sectional estimator may bias results since the variance of expected inefficiency conditional on the total error never becomes zero, even if an infinite number of firms is added to the cross section. The intuition is that repeated observations for a single bank over time contain different information than a similar number of observations for separate banks. Kumbhakar and Lovell (2000) note that the advantage of panel estimators may be overstated, as most studies only have panel data of limited length at their disposal.
Overall, the evidence in table 1 suggests that the magnitude of cost inefficiency varies substantially, even in a comparison of studies that appear to be quite similar. From the available information, the ultimate determinants of the observed differences are difficult to pin down. We hypothesize that heterogeneity across banking sectors, regions, and size classes is one of the more prominent candidates causing the apparent instability across individual studies. We therefore turn next to the methodology required to account more explicitly for heterogeneity.
Methodology
We begin by outlining a simple benchmark cost model for banks on the basis of the intermediation approach. Since the alternative profit model of Humphrey and Pulley (1997) differs only in a few respects, to conserve space, we introduce it via footnotes. We then discuss the role of heterogeneity, introduce three alternative specifications, and compare each to the benchmark specification. Finally, we introduce the empirical specification used.
Basic model
We follow the intermediation approach of Sealy and Lindley (1977) to model bank production. The main task of a bank is to channel funds from savers to investors. Therefore, the monetary volume intermediated is considered as output vector y. We assume that banks face perfect competition in input markets and are therefore price-takers when demanding inputs x. Thus, the bank faces a vector of exogenous input prices w. In transforming inputs into outputs we account for the role of equity, z, as an alternative to finance outputs (Hughes and Mester 1993) .
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The transformation function of the banking firm is depicted by T (y, x, z). As the dependent variable we employ total operating cost, T OC, for the cost minimization problem and profits before tax, PBT, in the alternative profit maximization problem. To produce a given vector of outputs y, banks minimize cost by choosing input quantities x at given input prices, w. Using these definitions, the cost minimization problem is written as:
The Lagrangian of this constrained optimization is written as:
We take partial derivatives with respect to each input x and the multiplier λ. Setting all of these equal to zero and simultaneously solving for x results in optimal input demand functions, x * (y, w, z), which in this model are also conditional on the available level of equity z.
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The minimum cost level is then obtained by substituting the optimal input demand functions into the total cost function given 10 Note that alternative capital structures already account for some heterogeneity. 11 The maximization problem in the alternative profit model yields in addition optimal output prices p * (y, w, z).
by equation (1) to obtain:
Equation (3) is the minimum cost function and serves as the benchmark relative to which all banks are compared. Deviations from optimal cost can be due to two reasons: (i) random noise and (ii) suboptimal employment of inputs at given prices. We therefore write equation (3) as a stochastic frontier for a bank k in logs and add a composed error term ε to the deterministic kernel f (y k , w k , z k ; b)
leading to:
where b is a vector of parameters to be estimated. The total error in equation (4) is depicted as ε k = v k + u k , where v k denotes random noise and u k stands for deviations due to inefficiency. In the case of a cost frontier, inefficient input use entails higher than optimal cost and therefore u k is strictly positive.
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We need to specify a functional form for the deterministic kernel. Following the literature, we choose the multi-output translog functional form. In all four specifications table 2 and is independent of the v k . The reduced form of the benchmark specification can now be written in logs as:
12 The alternative profit model assumes pricing power on the output side subject to a pricing opportunity set H(p, y, w, z), where p denotes output prices. H(•) is another constraint next to T (•). Maximum profits π * (y, w, z) depend on given input prices, available equity and output quantities. 13 In the profit frontier the total error is ε k = v k − u k . 14 We use maximum likelihood estimation to obtain both parameter estimates for equation (5) and the error components. We impose homogeneity of degree one in input prices and symmetry as, for example, in Lang and Welzel (1996) .
Here outputs y, input prices w, control variable z (equity) are defined as previously. A time trend t captures technological change in the vein of Baltagi and Griffin (1988) .
After imposing homogeneity of degree one in input prices and symmetry as in Lang and Welzel (1996) , we estimate all models using the three-step procedure outlined in Kumbhakar and Lovell (2000) . In step one, we estimate the reduced form with ordinary least squares (OLS). OLS provides a check whether the assumption that inefficiency exists is adequate (Waldmann 1982 ). In the case of no inefficiency, the total error ε consists solely of white noise. By contrast, under the existence of inefficiency, the u k 's are positive and therefore the distribution of total error f (ε) is positively skewed. In step two, we derive the log-likelihood function for which we refer to Kumbhakar and Lovell (2000) . The resulting log-likelihood function is maximized using a quasi-Newton method developed by Broyden, Fletcher, Goldfarb and Shanno (Judd 1999 ). In the algorithm, the Hessian matrix is replaced with an approximation that is positive semi-definite and updated at each iteration in the maximization process. Finally, we extract the expected value of the inefficiency term from its conditional distribution. We follow Jondrow et al. (1982) and use the conditional distribution of u given ε. A point estimator of technical efficiency is given by E(u k |ε k ), i.e. the mean of u k given ε k . Estimates of bank-specific cost efficiency are obtained by calculating:
Cost efficiency equals one for a fully efficient bank that operates on the efficient frontier corrected for random noise. In the estimation of all specifications discussed in this section, we always take the intermediation approach, choose the parametric SFA approach, use the translog function for the deterministic kernel, use time trend variables to capture technological progress, and opt for normal error distributions. In all cases, a cross-section estimator is used. These choices reflect the consensus in the literature as reviewed above.
Accounting for Heterogeneity
A crucial characteristic of our benchmark model is the fact that all banks included in our analysis are assumed to use the same transformation function to convert inputs to outputs and thereby minimize costs. This transformation function represents the production technology that, together with the assumption of optimizing behavior under perfect competition, determines the efficient frontier.
Put differently, we assume that the shape of the frontier is the same for all banks.
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Our sample, however, may in practice be quite heterogeneous. Hackethal (2004) notes a number of examples. German savings banks differ from other banks due to funding advantages as a consequence of governmental guarantees. Additional sources of heterogeneity include alternative deposit insurance schemes in the respective banking sectors and regulation limiting the regional scope of operations. These systematic differences can have two effects on the stochastic frontier. First, they can result in parallel shifts of the frontier. Second, they can result in systematic deviations from the frontier. 16 The question of whether such a vector of exogenous factors h k should be modeled to influence the position of the frontier versus the ability of management to attain that frontier was first recognized by Deprins and Simar (1989) . Kumhakar and Lovell (2000) observe that:
"In most cases, however, it is not obvious whether an exogenous variable is a characteristic of production technology or a determinant of productive efficiency. This is frequently a judgment call."
In our effort to make this judgement call, we use dummy variables h k for different banking groups, regions of origin, and bank size to capture systematic differences across banks in our sample. In principle, we can use this vector h k to appropriately account for heterogeneity in two ways. The first approach is to include h k in the deterministic kernel of the frontier. For different groups specified according to dummies, the frontier is then shifted parallel. In the second approach, one specifies heterogeneity to influence the distribution of deviations from full efficiency. Then, the deviations u that capture a bank's ability to attain the frontier differ according to the groups determined by our dummy variables h k . In either case, omission of relevant factors that influence operating cost can lead to biased efficiency scores. (4). The error consists of two components: the random term around the frontier v k , and the asymmetric (non-negative) inefficiency error u k . These are assumed to be Figure 1 illustrates the distribution of u for a constant standard deviation and three different means. Note that by assuming a truncated (half-normal) distribution with mean zero, we implicitly assume that the probability mass of the inefficiency distribution is concentrated close to the border. This implies that most banks are closely located to the frontier and only suffer from a relatively small amount of (managerial) inefficiency. In fact, there is no theoretical reason to make the ex ante assumption that the mean of the truncated half normal is zero. As plotted in figure 1, it could be negative as well as positive. A minor extension of the benchmark specification is to estimate the mean µ of the truncated half normal distribution from the data (Stevenson 1980) . Interestingly, while maintaining the homogeneity assumptions with respect both to the deterministic kernel and the error distribution, allowing µ to be non-zero increases the ability to cope with hidden heterogeneity. To the extent that heterogeneity does play a role, it can now influence the location of the distribution of measured inefficiencies. We refer to this approach as the truncated model. An important limitation is the rather restrictive way how heterogeneity influences inefficiencies. We still neglect bank-specific sources of heterogeneity. In fact, estimation of a truncation point common to all banks may not suffice to grasp the variety of reasons that cause efficiency measures to differ so much.
The first way to account more explicitly for heterogeneity is to directly include the vector of environmental variables, h k , in the deterministic kernel of the frontier. This implies for different banks or banking groups shifts of the effi-cient frontier. In contrast, the assumptions regarding the distribution of random deviations v and inefficiency u remain untouched. Hence, we estimate:
where d is an additional vector of parameters in the deterministic kernel accounting for systematic differences across banks due to region, size and banking type.
We assume that the additional dummy variables remedy an omitted variable bias present in equation (4). Therefore, equation (7) represents a more accurate specification of the cost function and will yield more accurate measures of (in)efficiency scores. Because we do not include interaction terms of dummy variables and other production variables, we also assume that the shape of the frontier is identical for all banks. Thereby, we maintain the assumption that the transformation function, for example with respect to scale and scope economies, is the same for all banks.
In sum, we allow the position of the frontier to be different for various (groups of) banks. By contrast, the second approach assumes that heterogeneity dummies h k shift the distribution of inefficiency, while the frontier f (y k , w k , z k ; b) is the same for all banks, just as in both the benchmark and the truncated model. The difference is that each firm's u k now depends on h k . This implies a shift of the inefficiency distribution similar to figure 1. But in extension to the truncated model, the distribution now takes into account the omitted variable bias as in the kernel approach. That is, we focus on the impact of exogenous factors on a bank's ability to attain the frontier, rather than the group-specific position of the frontier.
Conceptually, it is important to note that the environmental factors assumed to influence the inefficiency term can be beyond the control of management. That is, the interpretation of measured inefficiency needs to be broadened to include both managerial inefficiency and inefficiency due to external factors that prevent a bank's management from reaching the frontier.
Empirically, we follow in the latter case Kumbhakar et al. (1991) , who suggest a single-stage approach to allow exogenous factors h k to determine the mean of the inefficiency term's density function.
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It implies that the (homogeneous) cost frontier in equation (4) is estimated with different distributional assumptions on the inefficiency error. The inefficiency error then is i.i.d. and drawn from the
banks against an identical frontier. In doing so, the distribution and hence the ability of banks to achieve full efficiency now depends on h k .
Currently, no decision criterion is available to our knowledge to determine whether heterogeneity is important in empirical efficiency analysis, nor to what extent heterogeneity depends on the sample of banks. Moreover, under the assumption that heterogeneity matters, it is unclear whether it is better to cope with heterogeneity through inclusion of additional exogenous variables in the deterministic kernel or through modelling the inefficiency error differently.
In the remainder of this paper, we estimate cost and profit efficiency for a common sample of German banks and a common sample period with four different specifications: (i) the simple baseline specification; (ii) the baseline specification with the mean of the truncated half normal at µ; (iii) with environmental variables in the deterministic kernel; (iv) and with environmental factors in the distribution of the inefficiency term (i.e. the heterogeneity in error specification). We want to find out exactly how the results differ as a consequence of opting for a different specification. To this end, we turn next to the four respective empirical specifications to consider heterogeneity. We refer to Kumbhakar and Lovell (2000) with respect to the consequences for the likelihood function.
The different assumptions regarding the deterministic kernel and the mean of the error distribution for these four specifications are summarized in table 2. 
The specification of the deterministic kernel for the truncated and the error model is identical to the benchmark model in equation (5). Changes are limited to the assumptions concerning the inefficiency distribution. In contrast, the reduced form of the heterogeneity in kernel specification requires an extension of equation (5) with our dummy variables h k leading to:
where g indexes groups for which we specify dummies.
To assess the importance of accounting for heterogeneity, we subsequently compare cost and profit frontier estimates as well as efficiency levels and rankings across specifications. Before turning to our results, we first dicuss our data.
Data
In this paper we build on the premise that all banks included in our analysis have access to the same technology and production factors to produce loans and other financial services. Because of similar customers, institutional set-up with local and apex institutes, and akin product portfolios, we believe this is a plausible assumption for cooperatives and savings banks. We therefore exclude commercial banks which require, in our view, an explicit incorporation of different risk profiles,
given this banking group's focus on wholesale and investment banking activities. Consequently, we can assess the impact of different modeling choices accounting for heterogeneity on a fairly homogenous sample consisting of two banking groups that jointly account for approximately 35 percent of total assets in Germany's three banking pillars. We use balance sheet as well as profit and loss account data for all German savings and cooperative banks that reported to the Deutsche Bundesbank between 1993 and 2003. 
Measured in millions of Euros;
2)
Measured in percent;
3)
Measured in thousands of Euros. Table 3 gives descriptive statistics for input prices, output quantities, equity, and dependent variables. The outputs are interbank loans y 1 , commercial loans y 2 , and securities y 3 . A bank uses three production factors to produce outputs: fixed assets x 1 , labor x 2 , and total borrowed funds x 3 . We follow the literature and approximate the price of fixed assets w 1 by dividing depreciation and other expenditures on fixed assets over the volume of fixed assets. The price of labor is calculated as an average wage rate w 2 by relating the Euro amount of personnel expenses to the number of full time equivalent employees (FTE). We approximate the price of borrowed funds w 3 by dividing interest expenses over total borrowed funds. 19 An important characteristic that emerges from table 3 is the presence of negative profits. In the translog specification, one runs into the problem that the log of negative numbers is not defined. In the literature, different solutions exist. One solution is to delete these observations. Another solution is to add the minimum profit (i.e. the maximum loss in the sample) plus one to each bank's profits before taking logs. Both of these approaches can bias results and we argue that an alternative transformation should generally be employed.
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To avoid negative numbers, we construct a negative profit indicator variable, NP I, as an additional right-hand side variable. For banks that exhibit positive profits, this variable has a value of one. However, for banks exhibiting negative profits, we substitute the left-hand-side, P BT , with a value of one. On the right-hand side, we include the absolute value of negative profits as the NP I variable.
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As discussed in section 3, we specify dummy variables for different banking groups, regions, and bank sizes to either shift the frontier or shift the distribution of deviations from it.
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We distinguish 8 banking groups in total, namely 2 types of savings banks and 6 types of cooperative banks. Regions are defined as the 16 states ("Bundesländer") of the Federal Republic of Germany. On the basis of total assets we allocate banks to four equally distributed size classes.
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To determine if the heterogeneity among banks is significant, we conduct a Kruskall-Wallis test (see Kruskall and Wallis 1952) . According test statistics are shown in table 4. The null hypothesis is that several samples are drawn from the same population.
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With the exception of the price of fixed assets compared across size classes, we reject the hypothesis that the variable means are the same across different groups. 19 We estimated all models excluding extreme outliers at alternative cutoff points akin to Maudos et al. (2002) . Results were robust. 20 In our sample there are 331 observations with negative profits. 21 For an in-depth discussion of this approach we refer to Bos and Koetter (2005) . 22 Mean values for all SFA variables per region, banking group, and size class confirm that substantial differences exist among banks in Germany. Descriptive statistics are not reported per group to conserve space. Data are available upon request. 23 We distinguish public savings, independent savings, cooperative banks (commercial), cooperative banks (rural), Sparda banks, PSD banks ("Post-, Spar-und Darlehensvereine"), civil servant's banks and Raiffeisen banks. These groups resemble the taxonomy of the Bundesbank. Size class boundaries in millions of Euros: Size I < 65 ; 65 ≤ Size II < 153 ; 153 ≤ Size III < 435 ; 435 ≥ Size IV. 24 We also conducted independent sample t-tests for east versus west banks as well as cooperative versus savings banks. Results confirmed that differences in means between the two respective sub-samples are significantly different from zero. Degrees of freedom between brackets; italics indicate that the difference is not significant at the 10% level.
Results
In this section we first discuss parameter estimates for the four cost and profit frontiers, respectively. Second, we compare efficiency scores to quantify the impact of different approaches to accommodate heterogeneity. Third, we elaborate on the influence of alternative specifications on efficiency rankings.
Frontier Estimates
We estimate all four specifications listed in table 2 and report parameter estimates in the appendix. Across all four specifications and for both cost and profit frontiers, parameter estimates of input prices, output quantities, and interaction terms are significantly different from zero. The additional parameters capturing heterogeneous environments in the deterministic kernel or in the error are also highly significant for the most part. However, due to numerous interaction effects, inference from individual parameters is difficult. Therefore, we abstain from the interpretation of single coefficients.
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Instead, we focus on the parameters that determine the shape and location of the efficiency distribution, including total variance σ; the ratio of variance of the (truncated) inefficiency distribution σ u to the variance of the random error σ v which is depicted by λ, and the parameters accounting for heterogeneity µ and d.
Parameters σ and λ are significant in the baseline half normal specification in the cost (table 8) and profit (table 9) models. For the profit frontier σ is higher than in the case of the cost frontier. Also, the share attributable to inefficiency relative to random noise λ is larger for the profit model. These results indicate 25 Note that the coefficient for N P I is significantly different from zero in all specifications. In the cost case, this control variable exhibits a positive sign. This implies that positive values (i.e., banks suffering from losses) are related to higher cost. that systematic deviations from the profit frontier are higher compared to the cost case.
Results for the truncated specification are puzzling at first sight. On the one hand, estimates of σ, λ, and µ are individually not significant for either the cost or the profit frontier. On the other hand, the log-likelihood value for the truncated specification is higher compared to the baseline specification with truncation at zero.
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Rejecting the hypothesis of a composed error in the truncated specification by finding an insignificant λ could imply that inefficiency does not prevail among German banks. If so, SFA is an inappropriate specification of the cost model. At the same time a log-likelihood ratio test of the benchmark specification versus OLS suggests that the average response function is inferior to SFA. Therefore, we conclude that the simplest strategy to allow for heterogeneity by means of a uniform truncation point does not suffice to capture all differences across banks that influence efficiency. Intuitively, while we may have problems estimating a significant location parameter µ, modelling the benchmark without it is inferior.
We thus need to accommodate heterogeneity in a more detailed fashion.
Therefore, we consider next the heterogeneity in kernel specification. We provide parameter estimates in columns six and seven of tables 8 and 9 in the appendix. Most heterogeneity parameter estimates are significant in both cost and profit frontiers. As an improvement relative to the truncated specification, the parameter estimates for σ and λ in the cost model are significant. However, for the profit case, σ and λ are only barely significant at the 10 percent level. For both cost and profit frontier specifications, the magnitude of the variance parameter σ is larger compared to the baseline specification. At the same time the share of deviations due to inefficiency relative to random noise λ is higher. Moreover, the estimate for a common location parameter µ is also insignificant. Since the truncated error and the kernel specifications are nested, we can formally test whether d = 0 and find that we can reject the truncated specification. Thus, the heterogeneity in kernel specification highlights the importance to account explicitly for exogenous factors. However, reservations persist concerning the appropriateness of the specification on grounds of an insignificant truncation point µ in both the cost and profit case.
Next, we consider the heterogeneity in error specification. Compared to the kernel specification, this specification allows us to assess the relevance of environmental factors in influencing management's ability to attain full efficiency. For both frontiers, we find that the parameters σ and λ are significant at a restrictive confidence level of 1 percent. For the profit frontier, this is an improvement compared to the heterogeneity in kernel specification. As a second improvement, the location parameter of the inefficiency distribution µ is now clearly significant for both frontiers. At the same time, the number of insignificant parameters for the deterministic kernel b is substantially higher in the kernel cost specification compared to the heterogeneity in error specification. This also holds to a lesser degree for the profit frontier. Regarding estimated environmental parameters d we find that both heterogeneity specifications hardly differ as far as the number of (in)significant parameter estimates is concerned. Nonetheless the overall fit of the kernel specification appears to be better, as evidenced by a somewhat higher likelihood value for both the cost and the profit frontier. Note, however, that we cannot compare the two specifications directly with each other as they are not nested. This result is cumbersome because (as we noted previously) no theoretical argument exists favoring one approach over the other. Our empirical results also fail to provide a univocal judgement. Therefore, we only dare to draw two tentative conclusions. First, the improved significance of critical parameters σ, λ, and µ in the error specification provides some evidence in favor of the approach to model heterogeneity in the error. On the other hand, the information criteria of the log-likelihood lend more credit to the kernel specification. Second, specifying heterogeneity in the error allows us to explain the sources of inefficiency. In our view it is not only appealing to know that accounting for geographical origin matters in efficiency measurement, but also (for example) which state has a positive or negative effect on the location of the inefficiency distribution. 27 In sum, we find that heterogeneity significantly influences stochastic cost and profit frontiers and should therefore be included in (bank) efficiency studies. The baseline and heterogeneity in error specification produce sensible results, whereas the truncated specifications (with or without exogenous indicator variables in the deterministic kernel) suffer from difficulties when estimating location parameters of the inefficiency distribution. Because efficiency scores crucially hinge on heterogeneity, we turn next to a comparison of efficiency scores across specifications. 27 As a caveat note that a positive coefficient of d in the (cost) error specification does not necessarily imply higher (cost) inefficiency. This is because the latter depends on the starting point of both the combined and the truncated error distribution. To evaluate the effect of single coefficients in the heterogeneity in mean model, one can follow Kumbhakar and Lovell (2000) and calculate the derivative of the conditional inefficiency distribution with respect to the heterogeneity variable h k , i.e. [∂E(u k |ε k )/∂h ik ].
Efficiency Levels
In table 5 we provide descriptive statistics for CE and PE. Two conclusions are obvious. First, in all specifications we can confirm previous findings that CE is higher than PE. The difference between mean PE and CE varies depending on specifications and ranges between 8 (for the truncated specification) and 26 (for the half normal specification) percentage points. Second, the instability of cost and profit efficiency due to alternative treatments of heterogeneity is clearly illustrated since mean cost inefficiency ranges across specifications between 8 and 19 percent and foregone mean profits vary between 27 and 35 percent of optimal profits. We conclude that different specifications affect mean efficiency estimates considerably, even when holding all other specification choices constant and when using a fairly homogenous sample of banks. A closer investigation of the differences across specifications of CE and PE, respectively, seems warranted.
We begin with CE scores. Compared to the baseline half-normal specification, the truncated specification identifies additional waste due to poor input management on the order of 9 percent on average. Visual inspection of the "truncated" distribution of CE in figure 2 shows that it resembles a symmetric rather than a truncated distribution. This result, in conjunction with insignificant shape and location parameters σ and µ, suggests considerable "hidden" heterogeneity in the inefficiency estimates. In the cost kernel specification we consider additional environmental information h k by including dummies on banking group, region and size in the efficient frontier. Mean CE improves compared to the truncated specification by approximately 4 percentage points. The intercept of the stochastic cost frontier shifts upward for those groups exhibiting positive dummy variables in the kernel. For example, parameter estimates of d for a civil servant bank operating in Saxony in size class two indicate higher stochastic cost. Intuitively, the costs of a bank in this group may be systematically higher because it operates under less buoyant economic conditions and faces higher unit costs for its inputs, given the relatively small size of the bank. When such reasons for systematic deviations from optimal costs are not taken into account, they are falsely identified as inefficiency.
In the baseline model µ = 0 by assumption, which generally results in the majority of banks being located close to the efficient frontier (see figure 1) . By contrast, a positive truncation parameter in the kernel specification normally leads to a higher expected value of the inefficiency distribution. This indicates that more banks now lie further below the efficient frontier. But we also find, that in both the truncated and the kernel specification, the location parameter µ is not significantly different from zero. Even so, CE in the kernel specification is around 5 percentage points lower than in the basic model. Furthermore, visual inspection of the CE distribution in figure 1 reveals that this specification leads again to a distribution much closer to normal than to half-normal. As in the truncated specification, this indicates persistent "hidden" heterogeneity that cannot be adequately grasped by a common truncation point of the inefficiency distribution.
Let us therefore turn now to our final approach: the error specification. We observe that most dummies influence the error distribution significantly. Consequently, we no longer estimate a single truncation point that is identical across banks but rather allow the mean of the truncated distribution to depend on a multitude of factors. A lower (and significant) estimate for µ compared to the truncated and kernel specification implies that the deviation from full efficiency is on average lower as u is more likely to be located closer to zero.
In comparison to the baseline specification, including dummies explains a lot of the deviation from the frontier, thereby identifying the latter as random noise rather than inefficiency. Mean CE exceeds the level found with the baseline halfnormal specification by two percentage points. In addition, we also find that the skewness and kurtosis in table 5 do not raise concerns of the kind discussed for the truncated and kernel specification. Figure 2 further confirms that the distribution of CE measures is closest to a half-normal after directly accounting for heterogeneity in the inefficiency distribution. This suggests that the error specification can cope best with "hidden" heterogeneity. Together with significant shape and location parameters σ and µ, parameterization of half-normally distributed inefficiency scores seems most appropriate here.
In sum, it is clear that accounting for heterogeneity is necessary. But there is no reason to believe that either the kernel or the error specification yield efficiency results that are more correct than the other. After all, the true level of inefficiency cannot be observed. Unfortunately, clear cut preferences neither emerge from theoretical reasoning nor estimation results. While the former lacks a sound decision criteria, the latter suffers from mixed signals on the basis of information criteria and parameter estimates for kernel and error, respectively. On balance, we have a weak preference for the heterogeneity in error specification in the cost case. The reason for this preference rests on the distributional properties of CE exhibited by each specification and the significance of important parameters that determine the location and shape of the error distributions.
Turning to the profit results, estimated inefficiency of about 35 percent on average in the baseline specification is in line with previous findings in the literature. All three specifications that account for heterogeneity yield higher mean PE.
Results are thus less mixed with regard to the effect of alternative specifications on mean PE compared to the baseline specification. We conclude that the choice of specification makes less of a difference in the profit case than in the cost case. 28 28 It could also occur if most of the regression error is due to assuming that banks have market power in output markets within the boundaries of a pricing opportunity set. If this is a poor specification in the first place, the effect of heterogeneity may be of too little importance to show up here. Consequently, specification of a perfect (output market) competition model including output prices is highly desirable. But since such data are unavailable, this approach is beyond the scope of this paper. However, differences in mean PE of up to 8 percentage points relative to the baseline specification also imply that choosing one of the three approaches is imperative. To assess whether we can identify the best specification out of the three, we follow the same structure as for the cost case, but in a more condensed fashion to conserve space.
With respect to distributional indications in table 5, we note two issues. First, for any of the four profit specifications, the mass of banks is no longer located close to full efficiency. While negatively skewed, the distribution of inefficiency scores exhibits fat tails. Furthermore, the distribution for the baseline specification reflects properties of a truncated half-normal distribution the least. Second, the differences between the three alternative specifications are small as indicated by skewness and kurtosis, as well as mean efficiency scores. Therefore, we conclude with regard to alternative PE specification that accounting for heterogeneity is necessary as mean PE is around eight percentage points higher after doing so. Moreover, as opposed to the cost case, the differences across alternative specifications is small at 2.5 percentage points at most. However, on the basis of clearly significant estimates of critical parameters, we again weakly prefer the heterogeneity in error specification.
Efficiency Rankings
A major virtue of SFA is the ability to rank individual firms. Therefore, we are particularly keen to learn whether alternative specifications identify similar banks as best and worst in class, respectively. We therefore measure the rank order correlation between CE and PE with Spearman's ρ. An important finding is that CE and PE measure different kinds of managerial skill. As shown in the lower left corner of table 6, almost all correlation coefficients between CE and PE measures are significant and negative. We conclude that only few banks manage to be simultaneously efficient in handling their costs and profits, a result well in line with the literature. the correlation between the baseline and truncated specification is the highest despite the largest difference in mean efficiency. This indicates that while levels of CE differ, the shift of the inefficiency distribution seems to affect all banks in the sample to a very similar degree. Thus, qualitative results in terms of which banks are top performers and which are potentially troubled are similar.
By contrast, the inclusion of additional factors in efficiency estimation leads to a substantial decline of rank order correlation to around 80 to 90 percent.
The heterogeneity in kernel specification ranks a substantial portion of banks markedly differently. This need not be a problem if most re-rankings occur in the middle ranks because regulators are particularly interested in top and worst performers. Hence, we seek to shed light on the stability of rankings in the tails of the inefficiency distribution. We note beforehand that PE rankings are far less affected by (not) accounting for heterogeneity. Rank order correlation coefficients range between 95 and 99 percent in the profit case. Hence, the identification of potentially endangered banks as opposed to likely role-models is similar despite differences in mean PE.
Let us therefore consider the issue of identifying different banks as potentially endangered versus possible role-models on the basis of CE rankings. We do not use simple rank order correlation coefficients within one decile, as low correlation be due simply to minor changes in the order of rankings. For example, a bank could be ranked 5 th in the baseline specification and 50 th in the heterogeneity in error specification. This might already entail far below perfect rank order correlation within the top decile. But in terms of informational value, it would add little as both are certainly still in the top decile. Put differently, we are less interested in the exact rank of a single bank. Instead, we want to find out how many banks that are previously top performers are re-ranked as worst performers under alternative specifications and vice versa. Table 7 gives the result.
We use the error specification to investigate how many banks are re-ranked.
In each of the three pairs of columns in table 7 we ask in which decile of the error specification's CE distribution are the best and worst performers located, according to the baseline, truncated, and kernel specifications?
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We first consider best performers in the top deciles. A comparison of the top decile according to the three specifications to the top decile of the heterogeneity in error approach indicates that 32% (= (3, 037 −2, 071)/3, 037), 29%, and 41% of banks, respectively, are ranked differently in the latter specification. This result demonstrates that alternative specifications of efficient frontiers lead not only to different efficiency levels but also to different rankings. However, very few banks are re-ranked markedly different. Only around 9 former top banks according to the baseline and truncated specification, respectively, are re-located to the 5 th or worse decile by the error specification. Strikingly, only one bank identified as a top bank in the truncated specification is re-ranked by the error approach as a total flop.
This result implies that, despite imperfect correlation coefficients in table 6, top performers' efficiency levels and rankings do not differ a lot between the baseline, the truncated, and the heterogeneity in error specifications. With regard to the heterogeneity in kernel approach, the results in table 7 illustrate our concerns regarding full reliance on correlation coefficients. While the rank order correlation between the kernel and the error specification is 0.757, we find that 37 banks formerly ranked in the top decile according to the former are now located in the lowest two deciles of the latter. Apparently, some banks are particularly sensitive towards the specification of heterogeneity.
Consider next the re-distribution of flop performers across specifications. The comparison of worst performing banks of the three alternative specifications and their respective ranking in the error specification reveals that 26% (= (3, 038 − 2, 262)/3, 038), 22%, and 45% percent of flop performers are re-ranked, respectively. The number of different ranked banks according to the kernel and the error approach is thus higher. Perhaps even more important, we find that also in the normal and truncated specifications some banks identified previously as worst performers are oppositely identified as role models after accounting for heterogeneity in the error. As was previously the case, the number of banks that are drastically re-ranked in deciles nine and ten is highest in the comparison of the heterogeneity in kernel versus error specification. The number of banks identified as worst in class according to the baseline, truncated, and kernel specification, but re-ranked as role model banks in the error approach are 9, 1, and 42, respectively.
In sum, the most important criterion for observers of the industry is fairly robust: those banks that are top in one specification are also among the best in an alternative specification, and, vice versa. Opposite re-classification of just 0.15 percent of all observations between the error and kernel specifications in our view boosts confidence in the reliability of the efficiency scores. We conclude, however, that banks exhibiting strong rank sensitivity with regard to the treatment of heterogeneity deserve particular attention. If these institutions, in contrast to the vast majority of all other banks in the sample, cannot be equally well described by different approaches to heterogeneity, regulators and practitioners should investigate why these banks differ so much.
Conclusion
In this paper we investigate the influence of alternative approaches to account for heterogeneity on the robustness of efficiency measures estimated with stochastic frontier analysis. To isolate the role of heterogeneity, we introduce a benchmark specification and three alternative cost and profit frontiers. We compare each specification by selecting a common production set and using an identical sample of German cooperative and savings banks from 1993 to 2003. Our results lead us to five important conclusions.
First, accounting for heterogeneity matters. Even though our sample is fairly homogeneous, environmental indicators substantially enhance estimation results.
Mean cost and profit efficiency levels differ considerably from the baseline specification when including simple indicator variables for banking types, regions, and size classes.
Second, especially CE results are heavily influenced by the specification of heterogeneity. Specifying heterogeneity in the kernel leads to mean CE that is approximately five percentage points lower than the basic model, while the error specification improves mean CE by approximately two percentage points. By contrast, any approach to control for heterogeneity in the profit specification leads to a higher mean PE within the range of five to eight percentage points.
Third, alternative specifications strongly affect the ranking of banks based on CE. Rank order correlation coefficients are lowest between the error and the kernel specifications. However, we find that, even in the two least correlated specifications (error versus kernel), only around 0.15 percent of former top (flop) performers are re-ranked as flop (top) performers. We conclude that efficiency estimates differ after accounting for heterogeneity but provide sufficiently stable information about extreme performers. Banks that exhibit high sensitivity in CE rankings depending on specifications should be investigated on a case-by-case basis to better understand why these banks are so different.
Fourth, our empirical results do not completely favor one approach to account for heterogeneity over the other (error versus kernel). This observation is consistent with Kumbhakar and Lovell (2000) , who state that it remains largely a judgement call as how to account for heterogeneity. We develop for this sample a weak preference for the heterogeneity in error specification for two reasons.
First, important parameters regarding the position and shape of the inefficiency distribution are insignificant in the kernel approach. Second, the distributional properties of estimated efficiency scores in the error approach indicate that this (and the normal-half normal) specification can cope adequately with the 'hidden' heterogeneity.
Fifth, independent of specification, we find that mean profit inefficiencies are quantitatively more important than foregone cost savings. Low and even negative correlations suggest that CE and PE measures capture different kinds of managerial skills. Thus, both dimensions should be measured.
Our overall conclusion is that efficiency studies in general and bank efficiency studies in particular should account for heterogeneity across sample firms. Especially when efficiency measures are employed for policy purposes, a careful choice of models and specifications is essential to be able to make inferences about managerial behavior. 
