The Indianapolis Flux Experiment (INFLUX) was designed to develop top-down methods for measurement and modeling of urban fluxes of greenhouse gases (GHG) to the atmosphere with spatial and temporal scale of one km. and one hour respectively. A small bias in the observation data relative to the background can introduce significantly large bias in the computed fluxes if it is relatively high to the emission enhancement. Hence, it is important to maintain accuracy of in situ GHG data for unbiased estimation of urban fluxes. Accuracy of GHG observation data can be influenced by quality control (QC) process used for error detection, instrument calibration and error correction. Currently different organizations employ different QC processes on the same raw data resulting in significantly different QC'ed data. This report introduces a standardized approach integrating all present techniques. It consists of four major sequential steps: data screening, gas source based data separation, calibration and time-lag correction, and data averaging. QC'ed data for a set of twelve towers are compared with that from other organization for a period of two months. The influences of different methodologies in the QC process were analyzed, and the important parameters were optimized to reconcile the differences. Finally, recommendations in different phases of QC process are presented to provide guidelines for tower observation.
Introduction
Long-lived greenhouse gases (GHG), including CO2, CH4, CO, contribute greatly to global warming. An accurate understanding of their sources and sinks is fundamental for developing mitigation and adaptation policies [1] . Recent data shows cities contribute more than 70% of the fossil fuel emissions to the Earth's land surface. However, uncertainties in GHG emission inventories at individual city level are either very large or unknown. Sometimes uncertainties range from 50% to as high as 100%.
The Indianapolis Flux Experiment (INFLUX) was designed to develop top-down methods for measurement and modeling of urban fluxes of GHG to the atmosphere with 10% uncertainty at spatial and temporal scale of one km. and one hour respectively. Top-down modeling is usually based on in-situ tower data. Cavity ring down spectrometers (CRDS) instruments have been mounted on various towers (measurement locations) in the city of Indianapolis to quantify urban emission flux of CO2 and CH4, with data being collected at approximately every second. This data can be utilized as a central component of an inverse modeling to calculate GHG sources temporally and spatially [2, 3] .
The concentration enhancement due to the city emissions is usually very small relative to the background concentration, so even a tiny bias in measurement can be large with respect to the enhancement. Figure 1 shows a bar plot of time-averaged CO2 concentration (day time scale: 17:00 -22:00 UTC, and monthly scale: Sep. -Oct. 2013) from INFLUX towers. Figure 1 clearly shows site 1 as the tower recording least average concentration and site 3 as the tower with the largest. If we consider site 1 as the background, then the largest enhancement is only 4.2 µmole/mole compared to the background (396.3µmole/mole ). A small bias in the observation data can result in a large bias in the computed fluxes because of the low enhancement. Observation bias of only 0.4 µmole/mole will mean a flux bias of 10% for CO2 at site 3, and it would be worse for other sites. Observation bias is just one of the contributions for flux uncertainty. To achieve a flux uncertainty of 10% or better for INFLUX, the accuracy of the observation data should be very high. Due to increased observation frequency, a large amount of data can be obtained from the instruments mounted on various towers. The raw data contains many unreasonable data points due to mechanical problems, electrical problems, and software problems of the sampling system, which should be flagged and removed before the data can be used in the inversion system. There are also some necessary correction that should be performed, such as calibration and time lag correction. Quality control (QC) is defined as the operational techniques and activities that are used to fulfill requirements for data quality, including missing data detection, error detection and possible error corrections [4] . Accurate measurement data depend not only on an accurate instrument, but also on a careful QC process of the raw data. To ensure the highest possible reasonable standard of accuracy for optimum use by all possible users, a well-designed quality control system is vital, and effort shall be made to correct all erroneous data and validate suspicious data detected by QC procedures.
Every database has its own demands and features, and has corresponding QC process. The Global Atmosphere Watch (GAW) Programme of the World Meteorological Organization (WMO) provides a framework for the development and implementation of integrated greenhouse gas (GHG) observations. Report No. 206 [5] of GAW reviewed WMO data quality objectives in greenhouse gas measurements, calibration, quality control, data management and archiving, and made several recommendations on the WMO data quality objectives. The Global Greenhouse Gas Reference Network of the U. S. National Oceanic and Atmospheric Administration (NOAA) constitutes a major part of the GAW network. Andrew et al. [6] described the tower measurements of this reference network, including instrumentation, uncertainty analysis, and recommendations for future high-accuracy GHG monitoring efforts. The Environmental Protection Agency (EPA) has released a quality assurance handbook [7] for Air Pollution Measurement Systems to standardize the data quality related objectives, methods and management.
The accuracy of GHG observation data can be influenced by the QC process. Currently different QC processes are used by different organizations, which can result in some non-ignorable differences for the same raw data. In an effort to standardize the QC process for greenhouse gas measurement data, a comprehensive four-step approach is presented in this report and the QC'ed data of INFLUX towers are compared with that from another organization for a period of two months. Existence of a large amount of real-time data, heterogeneous data stream and high requirement of data accuracy, stability and consistency were some of the major challenges.
other organization. Finally, Section 5 summarizes our major findings of this report and provides detailed recommendations.
Data collection

INFLUX tower based sampling system
There are twelve observation towers located in and around Indianapolis, where the measurements of CO2, CH4 and CO are being taken. A map of the tower locations [8] is shown in Figure 2 . Most of them measure the enhanced GHG concentration for urban area, and the others for suburban area. For example, SITE01 can measure the background concentration from upwind direction of Indianapolis. INFLUX project uses Picarro 1 instruments with the Cavity Ring-Down Spectroscopy (CRDS) technology to measure concentration of GHG in and around Indianapolis. They can achieve an overall inter-laboratory comparability as stipulated by the WMO standards [5] (100 ppb for CO2, 2 ppb for CH4 and 5 ppb for CO) without drying the samples to very low levels [9] . A sampling system at each tower also includes a drying system to control air humidity level with the ability of reducing the mixing ratio of water vapor below 1%. In fact, the measured water ratios of most sites are less than 0.2% except for Site 2 at which the water ratio was less than 0.6% due to a shorter Nafion tube. 
Data management system and data contents
A data center receives data on a daily basis in ASCII format. On a given day, more than 1 file from any instrument indicates interruption(s) in the system. Source control of the data is encoded in first 3 parts of every file names. Old-version instrument at Site 4, 6 and 7 uses the name format "serialNo-date(yyyymmdd)-startTime(hhmm)-Mailbox-col.dat.gz" (for example, "CADS05-20131201-0000-Mailbox-col.dat"). Other sites use "serialNo-date(yyyymmdd)-startTime (hhmmss)Z-DataLog_User-col.dat.gz" (for example, "CFADS2160-20131201-000019Z-DataLog_User-col.dat.gz")formatting. The mapping of serial numbers of the instruments to the site numbers can be found in Table 1 . Table 2 gives a short summary of the fields in a typical data file. Each file has 25 columns. Columns containing time stamp information, concentration, and instrument conditions are the most important subjects at discussion in this paper. Section 3.2.2 discusses QC process over the mentioned columns. There are some columns needed to be mentioned. The time stamp (column 1 & column 2) is in UTC format and the "FRAC_DAYS_SINCE_JAN1" (column 3) is the number of days from Jan 1 st every year. The concentrations of different species are recorded with the unit of ppm (µmol/mol) which is the mole fraction of substances in dry air (dry air includes all gaseous species except water vapor).
The CRDS instrument uses a built-in algorithm to convert measured wet concentration into dry concentration. The CO2 dry concentration (column 9) can be calculated from the actual wet air concentration (column 8) and the concentration of water vapor (column 18) using a quadratic polynomial fitting [10] ,
A similar approach can be used for obtaining dry CH4 concentration,
where is the water vapor concentration reported by the instrument. The fitted values are shown in Table 3 . The experimental fitting introduces uncertainty. The drier the air the lower is the uncertainty. For SITE04/06/07, the CADS instrument updates water vapor data (column 13 / 17 / 18) with a frequency of 1/10 th of Co2 update frequency. . We can calculate the time cycle based on the time stamps of raw data. Table 4 shows that the mean time cycle for each species is within 1~4 s in the normal working condition. An increase in time cycle indicates instrument malfunction. The QC process is developed using a four-step procedure as shown in Figure 3 . The first step is reading raw data from the received files and data screening. The second step is separating the raw data based on gas sources and species with an index matrix. QC'ed data can be calculated in the third step with the index matrix. Calibration correction and time lag correction can also be appended in this step. Finally, averaged data at different frequency can be obtained based on the QC'ed data. Intermediate matrices can be stored in '.MAT' format instantaneously. Although almost every part of the above process can be automated, but it is always instructive to have a manual inspection on the data problems. The first step of the QC process is reading the raw data from various files, and recognizing site numbers by file name. The QC process can directly read the compressed files and store data in a Matlab matrix. Lines with missing fields are deleted in this step. If there are more than one file for a day, these files are combined into one matrix. Absent data with the value -9999.99 are replaced by NaN. The time stamp consists of the "DATE" (column 1) and "TIME" (column 2). A MatLab function datenum is used to convert the time stamp (in string format) to serial date (floating number).
Data screening
The data screening of raw data is used to identify unreasonable values which are outside the normal range defined in the Table 5 . The normal concentration ranges for CO2 / CH4 / CO are shown, and the data is erroneous if the values are out of this range. The ranges for "CavityPressure" and "CavityTemp" are the normal operating conditions for instrument which mean the data are not There are yet other rules of data consistency that need to be checked. The date should be consistent with the date in file name and the "FRAC_DAYS_SINCE _JAN1" (column 3). The "CO2" (column 8) and "CO2_dry" (column 9) should be consistent as described in vapor correction of equation (1), and the "CH4" (column 5) and the "CH4)_dry" (column 6) should be consistent as described in equation (2). * Items with NaN value will be ignored in the data screening procedure.
The data screening produces a matrix flagQC with a same size as data to flag if the certain value passes the data screening. The element of flagQC is 0 or 1, and 1 means the corresponding item fails the check. If there is a failed item, this line of data will be abandoned in the following steps and will not be distributed to the potential users. All the data including those failing the data screening are still stored in the INFLUX data servers for necessary inspection or rewinding.
There are also several different conditions for data correction. The first condition is that all the data from SITE01 failed the vapor correction check of "CO2_dry". All "CO2" values are in the wrong order of magnitude (software setup problem), whereas the CO2_dry values are right. So "CO2" values are converted to NaN and vapor correction check is skipped over.
The "Solenoid_valves" (column 20) is an important parameter flagging the gas source which the instrument is measuring. There are some "solenoid_valves" with decimal values during the transition period for most of sites as shown in Table 6 with a yellow color, and there are also some unreasonable integral transition values which are not for that sample height, like zeros in (b) and (c) of Table 6 . Those are just software errors which don't influence the validity of the concentration of species. Those transition values are amended to be their former values to avoid losing those points. There are a few data from SITE11without "solenoid_valves" values due to some reasons, and the reference gas and sampling gas values are in-correct. "solenoid_valves" has to be rebuilt using the relationship to other parameters. With correlation analysis, the "OutletValve" (column 15) can be regarded as the proper parameter and can be used to rebuild the flag of gas sources, as shown in Figure 4 . The opening values larger than a certain value can be flagged as reference gas, and the rebuilt flag of reference gas are moved forward by 5 points to ensure the calibration are all valid. 
Review of the failed points
After the automatic data screening, the failed points should be inspected manually to ensure the data screening is effective. For every site, there is a log file to record the information of the failed points, as shown in Figure 5 , including the column flag, the line number, and the corresponding raw data of the failed lines. If the log file is not clear enough to inspect the failed points, a scatter figure as shown in Figure 6 can also be used where the red points show the failed points. Such plots may be easier to find and confirm the existing problems in the datafiles. There are usually several sampling heights using only one instrument for some sites. Figure 7 shows five gas sources including three sampling heights and two reference gases at SITE01. Different gas sources use different "solenoid_valve" value, which is 0, 2, and 4 for sampling gas from 121 m, 40 m and 10 m respectively, and 8, 16 for the two reference gases. In addition, the CRDS instrument can measure several species in turn and update them in the data file one by one. All the data are stored in the same file, and it is very important to separate them by the different gas sources and species. First of all, the data of different species can be easily separated (column 21) to get the corresponding dry concentration. The separation of different gas sources is complicated. It takes several seconds to make the sampling gas flow to instrument cavity and stabilize the measurement value, after "solenoid_valve" changes. The data in first several seconds should be abandoned, so it is critical to find the point at which the "solenoid_valve" value changes.
In Figure 8 , the dotted lines with different color are the last point before "solenoid_valve" changes, and the dashed lines are that for reference gas. The data in the first several seconds of every sampling height are abandoned (flagged with red points), and only the points in the last several minutes are kept for the reference gas. The criteria of exact time for each sites will be discussed in section 4.1. It is also necessary to inspect the plot manually for the point-wise errors such as spikes and jumps in the middle of sampling period of each height.
The points in each group of sampling height are acceptable only if they are more than 20. For the first group of data in a file, it needs to consider the last group of data in the previous file to decide the total number of points acceptable or not.
There are some time gaps in or between files. If the time gaps are larger than 1 min, data in first several seconds are also abandoned to avoid problems occurring frequently after the instrument recovers from malfunction. The outputs of separation are two matrixes for each species, SPECIES and index. The four columns of SPECIES are serial date, concentration, "solenoid_valve" and validness flag. The first column of index is the line number of last point before "solenoid_valve" changes which is the dot lines and dash lines in Figure 8 , and the second column is "solenoid_valve". With the two matrixes, data for every species and gas sources can be separated clearly.
If "solenoid_valve" of index is 16 or 8, the corresponding group of data are reference gas, and the averaged value in the last several minutes are also calculated and stored as the third column of index. For the following lines of index for sampling gas, the third column will be the measurement value of previous "solenoid_valve" of 16, and the fourth column will be the value of previous "solenoid_valve" of 16. If there is just one reference gas, the forth column will be NaN. If no reference gas before, the third or fourth column will also be NaN. The calibration correction is applied in this step. The difference Δ = − between measured value and reference value are used to correct the sampling gas till the next valid measurement of reference gas. The reference value is from the laboratory precise calibration of the reference gas. If there are two reference gases at one site, their averaged value will be used. For some days without valid calibration, the previous calibration will be used.
There is also a time lag correction which is related to the flow time from the sampling point to the cavity of instrument. The time lag Δ will be subtracted from the time stamp of raw data before output of the QC'ed data. It is calculated as following,
Where, is the radius of tubing which is 5/32 in for those towers, h and L are the sampling heights and extra length from the bottom of tower to the instrument respectively, and q is the flow rate of the gas which is 140 mL/min for CADS system (SITE04/06/07) and 240 mL/min for others sites. The calculated time lags for different sites and different sampling heights are shown in Table 7 . After the two corrections, the QC'ed data can be outputted into ASCII files for different sites, different heights and species. Appearance of output of QC'ed data at raw frequency is shown in Figure 10 , including site name, sampling height, date and time, serial date, and the specie concentration. The QC'ed data at raw frequency are too huge for potential users. It is necessary to average them at different time intervals. The QC process can also output the averaged data based on the QC'ed data obtained in STEP3. Figure 11 gives an example of the format for hourly averaged data, including mean concentration, standard deviation and count in this hour period. The Time (column 4) is the start time of the hour for the corresponding line. The count is the number of valid points in this hour. The data of the reference gas for the first several minutes are not valid. It takes several minutes to make sure the reference gas has arrived in the instrument cavity and the measurement value has been stabilized. The Figure 12 shows the time series of concentration of different species after "solenoid_valve" changes to the reference gas for different sites. To wipe off the change between different calibrations, the average measurement value has been converted to the reference value , so the time series of concentration are
where ′, are the converted and original concentration respectively.
For the trend of CO2 in the calibration, the red dash line is the mean value of the reference gas, and the two red solid lines are the limit of ±0.1 µmole/mole . The stabilized value of CO2 can fall in the range of ±0.1 µmole/mole for most of the sites except for SITE04/06/07 where old-type instruments with low accuracy are used. The calibration period is also a little longer for those three sites to ensure the calibration accuracy. The valid calibration are data in last few minutes, which is about 5 min for SITE04/06/07 and 3 min for other sites.
For the trend of CH4, the transition seems to be more abrupt, and the transition times are shorter, about 0.5 min for all the sites. Table 8 . For the calibration data of SITE10, there are some low value points, numerous enough to influence the calibration, as shown in Figure 13 (a). Due to those abnormal points, the standard deviation of the calibration data for some days can grow over 0.1 µmole/mole which is only 0.02 µmole/mole for the normal days. Those low value points should be flagged and rejected from the valid calibration points as shown in Figure 13 (b). The difference between the averaged calibration value with and without those low value points is 0.06 µmole/mole for the case of Figure 13 (b).
The criterion for the abnormal points is set at ±0.07 µmole/mole from the averaged value of possible normal points. The normal points are those in the last 3 min and within range of 1 sigma (standard deviation). The abnormal points are shown in Figure 13 (b) with red.
(a) Trend of calibration data (b) flag of the invalid points Figure 13 : Rejection of the abnormal points for calibration of SITE10 3.6.3 Criteria of the standard deviation Figure 14 shows the calibration results for the three species at all the sites. The standard deviation of single calibration and the inter-calibration change will be discussed. Criteria of accepting the calibration data needs to consider the high limit of standard deviation and inter-calibration change of them. From the statistical results shown in Table 9 , the criterion of standard deviation for each calibration can be obtained as shown in Table 10 . CH4 calibration is better and CO calibration is a little worse than the WMO standard which is 0.1 µmole/mole for CO2, 2 ppb for CH4, 5 ppb for CO. The mean values of correction are very large for some sites although they are very stable. Those calibrations are valid, but the instruments needs to be inspected and the reason of for such large difference should be found. 
Waiting time for separation
Waiting time before getting valid data is not only necessary for reference gas but also necessary for sampling gas. Data of sampling gas in the first several seconds should also be ignored when we extract valid data from original files. The waiting time includes the gas flow time and instrument response time. Figure 15 shows the response of CO2 concentration after the gas source is changed from sampling gas to reference gas. The concentration gradually goes into the range of 0.1 µmole/mole after about 1.5 min, and totally stabilized after about 3.0 min.
Data of last several minutes can be used to catch the averaged value for reference gas whose concentration is constant, whereas more data more representational to get the averaged value for a certain period for sampling gas whose concentration fluctuates markedly. The waiting time for sampling gas needs to consider both good representativeness using more data and abandonment of data with biases. It is 1.5 min for SITE11, which is the time that the concentration just goes into the range of ±0.1 µmole/mole as shown in Figure 15 . Table 11 gives the waiting time for all the sites. A large amount of data are involved especially for those sites with multiple sampling heights. 
Comparisons with other process
Pennsylvania State University (PSU) is in charge of the tower measurement for the INFLUX project. They have developed a quality control process for the raw data sampled from the towers in Indianapolis. Based on the same raw data of two months in 2013, QC has been done by both of PSU process and NIST process. The hourly averaged data obtained have been compared and analyzed.
Differences of the QC process
The basic description of PSU process is listed below,  Script to extract zip files from email.  Script to reorganize columns to a common format and check for wild values.  Ignore data for some amount of time (depending on flow rates, etc.) between different heights and sample / reference gas.  Ignore nonsensical values for flags.  Compare the reference gas measured values to known value.  Apply adjustment based on above results to entire day of data.  Apply adjustment for time for gas to go from top of tower to instrument (at our flow rates, this is about 5-10 min).  For profile sites, we sample top level for 30-40 min, other levels for 10 min of each hour.  Calculate hourly average for each level.  Check flow rates, H2O, reference gas values (stability).
The processes of PSU and NIST are mainly similar, and there are only some differences in the operation sequences and parameters which result in some differences of the QC results. The main differences of QC process are listed as below. For the sites with only one height and with multiple heights, there are some different problems faced. So the comparison will be done separately.
Comparison of sites with only one sample height
The comparison of the QC'ed CO2 hourly data for several days of SITE13 is shown in Figure 16 . The trends of CO2 concentration are consistent with only a few concentration difference at some certain points. The concentration differences − are plotted directly in Figure 17 to make them clearer. Most of the data points show very good consistency, there are only a few differences in the first NIST PSU day or scattered along the time series. The differences on the first day are due to the calibration correction. PSU process applies the calibration correction on the data in the same day, whereas NIST process apply the calibration correction after reference gas are measured which makes no calibration correction for the first-day data before reference gas measured. The scattered difference points are usually in the wake of reference gas where the first several seconds of data are ignored. Some of the concentration differences are obvious when the concentrations of ignored data differ greatly from other data in this hour period. Table 13 gives the mean values and corresponding standard deviation for these difference. Although there are some CO2 difference of 1~2 µmole/mole at some certain points, means of differences for all the points are very small and close to zero, and the standard deviations are also not very large. Only SITE11 has larger difference for both of CO2 and CH4, because there is no original "solenoid_valves" and rebuilding of them results in some difference in calibration correction. 
Comparison of sites with multiple sample heights
For the sites with multiple heights, it is more complicated. As shown in Figure 18 and Table 14 , the means of difference for sites are still small, but the standard deviations are larger than these sites with only single sampling height. The scattered differences are due to different number of ignored points after "Soleniod_valve" changes. More sampling heights produce more changes of "Soleniod_valve", and then result in more differences of ignored point number. But the mean value of these differences can stay very small, because influence of the ignored points is neither only positive nor only negative. 
Conclusion
Uncertainty of observation is very important for the inversion of emission fluxes. A small bias in the observation data can result in a large bias in the computed fluxes, because anthropogenic sources result in a small enhancement to atmospheric concentrations relative to the background.
The accuracy of GHG observation data can be influenced by the QC. Different QC processes are used by different organizations, which can result in non-ignorable difference. Quality control processes should be standardized to reconcile the possible differences.
A comprehensive QC process is developed, and QC'ed data for two months are compared with that from PSU. The influences of different methodologies in the QC process are analyzed, and the important parameters are optimized to reconcile the differences. 
Appendix: comparison plot for all the sites
