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We introduce a general framework to estimate the crossing number of a graph
on a compact 2-manifold in terms of the crossing number of the complete graph
of the same size on the same manifold. The bounds are tight within a constant
multiplicative factor for many graphs, including hypercubes, some complete bipartite
graphs and random graphs. We determine the crossing number of a complete
graph, and hence of many other graphs, on a compact 2-manifold up to a polylog
genus multiplicative factor. We give estimations for related Tura n numbers.
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1. INTRODUCTION
We assume that the reader is familiar with the basic concepts of graph
theory as in [CL86] and the basic concepts of topological graph theory
as in [WB78]. By the famous theorem of Brahana [Br23], any compact
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2-manifold is topologically equivalent either to a sphere with g0 handles,
Sg (orientable surface with genus g), or to a sphere with g1 crosscaps,
Ng (non-orientable surface with genus g). For a graph G=(V, E) , let
crg(G)(cr
t
g(G)) denote the crossing number of G on Sg(Ng). Observe that
cr0(G) is the familiar planar crossing number. Let #(G)(#~ (G)) denote the
orientable (non-orientable) genus of G.
Although the concept of crossing number is very old and even crg(G)
was already put into investigation by Cohen et al. [CHK63], we still do
not know enough about it. ‘‘Very few exact formulas for arbitrarily large
crossing numbers are known’’ say White and Beineke [WB78], and we
may add that even 15 years later the known ones are for some families of
very sparse graphs of strong structure; not even cr0(Kn) and cr0(Km, n) are
known exactly. Computing crg(G) is NP-hard for g=0 [GJ83]. Therefore,
it makes sense to estimate crg(G) and cr
t
g(G) under fairly general conditions.
We try to list here the most important results on crg(G) and cr
t
g(G) that
has been known. Ringel [Ri55] and independently Beineke and Harary
[BH65] determined the orientable genus of the n-dimensional cube Qn .
Jungerman [Ju78] determined the non-orientable genus of the n-dimen-
sional cube. Guy, Jenkins and Schaer ([GJS68] and [GJ69]) investigated
the ‘‘toroidal crossing numbers’’ cr1(Kn) and cr1(Km, n).
It was proved by Kainen [Ka72] and Kainen and White [KW78] that
crg(G)|E|&
l
l&2
(|V|&2+2g)
and
crtg(G)|E|&
l
l&2
(|V|&2+ g), (1)
where l is the girth of G. Recently, Sy kora and Vrt8 o [SV92b] gave lower
bounds for crg(Km, n), crg(Qn), and crg(Kn) that we improve by a constant
multiplicative factor. In the last ten years estimating cr0(G) become a
research topic in VLSI due to the obvious connection to wiring (see
Leighton [Le83] for details).
In the current paper we develop a general framework for deriving
bounds on crg(G) and cr
t
g(G). There are three basic ingredients in our
approach to lower bounds:
(i) Lower bounds for crg(G) and cr
t
g(G) in terms of lower bounds for
crg(Kn) and cr
t
g(Kn) based on the concept of embedding that was intro-
duced by Leighton [Le83] to estimate planar crossing numbers of degree
bounded graphs.
(ii) Lower bounds for crg(Kn) and cr
t
g(Kn).
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(iii) Good embeddings of Kn into Gwe make fractional embeddings
first and then adapt Raghavan’s randomized rounding [Ra86] for them.
To obtain our lower bounds for crg(G)(cr
t
g(G)), we have generalized the
technique of Shahrokhi and Sze kely ([SS91], [SS92]) designed for lower
bounds on cr0(G). In the present paper we improve that results in [SS91]
and [SS92] by a multiplicative factor of about 4.5. Some of our lower
bounds come in terms of sizes of the edge and vertex orbits of the graph
and are close to tight if the graph is edge or vertex transitive. As an example,
they meet the best known lower bound [SV92a] for the hypercube.
Our upper bounds all go back to a few-crossing drawing of the hyper-
cube. For a large class of graphs we determine the crossing number within
a constant multiplicative factor in terms of crossing numbers of complete
graphs. This class includes random graphs in a wide range of edge prob-
ability. However, crossing numbers of complete graphs remain unknown,
although our lower and upper bounds differ by a multiplicative factor of
O((log g)3) only, for complete graphs and many other graphs, if n is large
enough compared to g. We close the paper with an application to Tura n
numbers.
2. BASIC NOTATIONS
In this paper G=(V, E) denotes a connected simple graph such that
|V|=n and |E|=m. Let L(i, j) denote the distance of vertices i and j, and
L denote  L(i, j), where the sum runs through unordered pairs of
vertices. (For those, who are familiar with [SS91] and [SS92], we note
that there L denoted the same sum over ordered pairs of vertices.) Let Pij
denote the set of all ij paths with exactly L(i, j) edges; any p # Pij is called
a shortest path. Let Pe denote the set of all shortest paths which contain
e # E. Similarly let Pv denote the set of all shortest paths containing v # V.
Let diam(G) denote the diameter of G. Let Aut(G) denote the
automorphism group of G. Let n1 denote the size of the smallest vertex-
orbit of V under the action of Aut(G). Similarly, let m1 denote the size of
the smallest edge orbit of E. A graph is edge transitive if m1=m and vertex
transitive if n1=n. Let 2 denote the maximum degree of G. For any drawing
D of a graph G on Sg or Ng , we assume that at most two curves representing
edges of G intersect in any point; and let c(D) denote the number of edge-
crossings of D.
Let G1=(V1 , E1) and G2=(V2 , E2) be two graphs. An embedding of
G1 to G2 is a pair of injections |=(*, 4) , * : V1  V2 , 4 : E1  [ p : p is a
path in G2] such that for any e=ij # E1 , 4(e) is a path in G2 with endver-
tices *(i) and *( j). If 4(e)=p for an e # E1 , then the path p is called an
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|-active path in G2 , or simply an active path when the context is clear. For
any e # E2 and any v # V2 we denote by |e and |v the number of active
paths in G2 , which contain e, and the number of active paths in G2 , which
contain v, respectively. The congestion of |, denoted by +| , is defined to
be maxe # E2 |e , whereas the vertex congestion of |, denoted by m| is
maxw # V2 |w .
Let i, j # V, for any e # E and v # V set
+ije =
|Pe & Pij |
|Pij |
and mijv =
|Pv & Pij |
|Pij |
.
For v # V and e # E, set mv=i, j # V mijv and +e=i, j # V +
ij
e . Finally, set
+=max
e # E
+e and M=max
v # V
mv .
The following Lemma is easy to verify and will be used later.
Lemma 0.
(i) For any two vertices u, v in the same vertex orbit of G, we have
mu=mv .
(ii) For any two edges e, f in the same edge orbit of G, we have
+e=+f .
(iii) v # V mv=L+n(n&1)2.
(iv) e # E +e=L.
(v) For any v # V, we have mvn&1. K
3. LOWER BOUND TECHNIQUES
Lemma 1. Let us be given two graphs, G=(V, E) and H=(V$, E$) ,
with |V|=n. Let g0 be an integer. Assume that there exists an embedding
of H into G with congestion +
*
and vertex congestion m
*
. Then we have
crg(G)
crg(H)
+2
*
&
n
2 \
m
*
+
*
+
2
and crtg(G)
crtg(H)
+2
*
&
n
2 \
m
*
+
*
+
2
.
Proof. Consider an embedding |=(4, *) of H into G with congestion
+
*
and vertex congestion m
*
. Let D be any drawing of G with c(D)
crossings of edges on the surface S, where S stands for Sg or Ng , such that
no edge passes through a vertex, and any point of the surface is covered by
at most two edges. Without loss of generality we assume that small
neighborhoods of the vertices are disks and that the continuous curves
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representing the edges of G in the drawing D turn into straight line
segments in the disks, and in addition no two edges of D at a vertex make
an angle ?. Using D and the embedding of H into G, we shall obtain a
drawing D$ of H on S. The vertex set will be the same V. For an edge e=ij
of H, let p=4(e) be the active *(i) *( j) path in G and pD be the drawing
of p in D. To draw the edge e on S, we draw a curve along pD between the
vertices *(i) and *( j), which does not pass through any intermediate vertex
of p. We assume (with no loss of generality) that this curve of D$ goes
‘‘parallel’’ with pD, and also very close to pD.
We want to make sure, that at the neighborhood of any vertex v, the
curves of D$ that are associated with two arbitrary active paths containing
v, intersect at most once. To achieve this end, we further specify how to
draw active paths in the disk of an intermediate vertex. At any vertex v, the
drawing pD of an active path p passing through v will be drawn of two
straight line segments (to and from v) and a circular arc centered at v
connecting them. We always use the shorter circular arc out of the two
ones. Note that the two straight line segments of pD at v define a convex
domain, which will contain the circular arc. We also specify the radii of the
circular arcs. A convex domain containing another convex domain must
have a circular arc of shorter radius than that of the contained convex
domain.
Observe that in our drawing D$ of H on S the crossings of the curves of
D$ fall into two categories. Some crossings in D$ are caused by the
crossings of the curves of D. These crossings are called the crossings of the
first type. Some other crossings in D$ are caused by the active paths of G
containing the same vertex. These crossings are called the crossings of the
second type. Then the number of crossings of the first type in D$ is at most
c(D) +2
*
, while the number of crossings of the second type is at most
nm2
*
2. We have, therefore
nm2
*
2+c(D) +2
*
c(D$),
which implies the result. K
To apply Lemma 1, we need a graph H, such that we have a good lower
bound for the crossing number of H and we can embed H into G with low
congestion. In this paper we always take H=Kn , since we have been able
to obtain suitable embeddings of Kn into G and also derive lower bounds
for crg(Kn) and cr
t
g(Kn). However, if G is bipartite, one may take for H the
complete bipartite graph on the same bipartitioned vertex set, achieving
similar results. There is one currently best lower bound for a crossing
number achieved through embedding of a complete bipartite graph by
Sy kora and Vrt8 o [SV92a], where G is the cube connected cycles [Le83].
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Throughout the rest of this section we concentrate on lower bounds for
crg(Kn) and cr
t
g(Kn). For the planar crossing number, White and Beineke
[WB78] showed that for n8,
cr0(Kn)
n(n&1)(n&2)(n&3)
20(n&6)(n&7) \
1
2
(n&6) \12 (n&7) ;
and hence for every =>0, for n>n= , cr0(Kn)(180&=) n4. We recall the
results of Kainen [Ka72] and Kainen and White [KW78] in (1) that give
lower bounds for crg(Kn) and cr
t
g(Kn); these bounds are O(n2) and hence
hardly good for large n. However, for large n they are subject to the following
bootstrapping argument.
Theorem 2.
(i) For g1 and n- 24g+4, crg(Kn)(n&4)4 (1&- 2- 3g)96g.
(ii) For g1 and n- 12g+4, crtg(Kn)(n&4)4 (1&2- 3g)48g.
(iii) For every =>0 there is a g= and n(=, g), such that for any g> g=
and n>n(=, g)
crg(Kn)\ 132&=+
n4
g
and crtg(Kn)\ 116&=+
n4
g
.
Proof. To verify (i), we use (1) with p instead if n:
crg(Kp)
p( p&1)
2
&3( p&2+2g)=
( p&3)( p&4)&12g
2
(2)
Suppose np. using the standard counting argument we get
crg(Kn)\np+ crg(Kp)<\
n&4
p&4+ . (3)
(There are ( np ) subgraphs Kp in Kn , this produces (
n
p ) crg(Kp) crossings, but
each crossing is counted at most ( n&4p&4 ) times). Combining (2) and (3), and
setting p=w- 24gx+4 we get the claimed result. Proof of (ii) is similar to
(i). Finally, for (iii) we only prove our claim for crg(Kn) and leave cr
t
g(Kn)
to the reader. To get the tighter asymptotic result for crg(Kn), we count
crossings caused by a Kp, p in Kn2, n2 and apply the standard counting
argument with p=w- 8gx to obtain crg(Kn2, n2)(164&=) n4g. To
obtain the claimed lower bound for crg(Kn), decompose Kn in a standard
fashion into edge-disjoint Kn2, n2 , two Kn4, n4 four Kn8, n8 , etc. K
The general framework that we outline in this paper does not apply to
dense graphs, for example for complete bipartite graphs with more or less
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balanced class sizes. Therefore, it is significant, that the method of proof
of Theorem 2 immediately yields crg(Kl, t) and cr
t
g(Kl, t)=0(k2l 2g), if
l, t- 8g; and one may work out the best constant achievable in this way.
4. EMBEDDINGS
It is essential to our work to have an embedding of Kn into G with
reasonable bounds for congestion and vertex congestion. An earlier version
of Theorem 3 was published in [SS92]. Here we present a tighter result
with a more detailed proof. An improvement of a factor of 2 comes from
using L as a sum over unordered pairs of vertices, while in [SS92]
the sum had to go for ordered pairs of vertices. In (4), we reduced the
coefficient from 2.31 to 32. In the application to cr0(G), we obtain another
improvement of a factor of 32 by using the lower bound of White and
Beineke [WB78] for cr0(Kn), instead of Kleitman’s bound [Kl70],
approximately n4120.
In a graph G, for any i, j # V select randomly one of the shortest ij paths,
with probability 1|Pij | each. Repeat this selection independently for all
unordered pairs of vertices to obtain an embedding of Kn into G. For future
references, we call such an embedding a random embedding. (The alert
reader will realize, that a random embedding is a randomized rounding of
a certain fractional embedding in the manner of [Ra86], where a fractional
embedding is a relaxation of the concept of embedding by requiring non-
negative weighted paths between unordered pairs of vertices with weight
sum 1 for any unordered pair of vertices. In [SS92] a O(nm) algorithm
was given to produce that fractional embedding.) Consider a random
embedding |. For any p # Pij , let |p be a random variable that has value
one if p is an |-active path and value zero otherwise. Then |p is a
Bernoulli trial with expectation 1|Pij |. Note that for any v # V and any
e # E, |v and |e are random variables. More precisely, |v=p # Pv |p
and |e=p # Pe |p are sums of independent Bernoulli trials. Recalling
our earlier notation, we have E(|v)=p # Pv E(|p)=mv and E(|e)=
p # Pe E(|p)=+e , where E denotes the expectation of a random variable.
We also have +=maxe # E E(|e) and M=maxv # V E(|v). Let e denote the
base of the natural logarithm.
Theorem 3. Let G=(V, E), with m<n(n&1)22 ln n and n65. Then,
there exists an embedding | of the complete graph Kn into G, such that
+| 3+2
3L
2m1
and m| 3M2
3(2L+n(n&1))
4n1
. (4)
If m=o(n2ln n), then in (4) the coefficient 32 may be reduced to 1+o(1).
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Proof. We will show, that with a non-zero probability there is an
embedding | so that the claim holds. For an element of our probability
space |, and any two vertices u, v # V, which are in the same vertex orbit
of V, by Lemma 0(i) we have E(|u)=mu=mv=E(|v). Similarly, by
Lemma 0(ii), for any two edges e, f in the same edge orbit, we have,
E(|e)=E(|f). Next, note that by Lemma 0(iii), for any v # V, we have
n1 E(|v)L+n(n&1)2. Similarly, by Lemma 0(iv), for any e # E we
have m1E(|e)L. Consequently, for all v # V and all e # E,
E(|v)
2L+n(n&1)
2n1
and E(|e)
L
m1
. (5)
Observe, that (5) implies +Lm1 and M2L+n(n&1)2n1 , and
therefore it is sufficient to compare +| and m| , to + and M. Raghavan
[Ra86] proved, that a sum of weighted Bernoulli trials with expectation u
is above (1+$)u (is below (1&$)u) with a probability of at most
B(+, $)=\ e
$
(1+$)(1+$)+
u
. (6)
He defined by B(u, D(u, x))=x a function D(u, x), and showed for
uln(1x)
D(u, x)(e&1) ln(1x)u , (7)
and showed for uln(1x)
D(u, x)
e ln(1x)
u ln[[eln(1x)]u]
. (8)
We shall use (7) and (8) with 1x=m+n. Now we have for any e # E and
any v # V:
Prob \|v>{1+D \E(|v), 1m+n+= E(|v)+<
1
m+n
, (9)
Prob \|e>{1+D \E(|e), 1m+n+= E(|e)+<
1
m+n
. (10)
By (9) and (10), there exists an element of the probability space, i.e. an
embedding | , such that for all v # V and e # E
| v&E(|v)<D \E(|v), 1m+n+ E(|v)
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and
| e&E(|e)<D \E(|e), 1m+n+ E(|e).
First, we verify the upper bound on +| . For e # E, we distinguish three
cases.
Case 1. If E(|e)4(e&1) ln(m+n), then by (7) D(E(|e), 1(m+n)) 
12. For our | , we have | e(32) E(|e)(32) +.
Case 2. If E(|e)ln(m+n), then by (8) D(E(|e), 1(m+n))
eln(n+m)E(|e), since the outer ln in (8) at least 1. For our | , we have
| e[1+D(E(|e), 1(m+n))] E(|e)E(|e)+eln(m+n)(1+e) ln(m+n)
3n(n&1)2m3L2m(32) +. (Note that the inequality (1+e)
ln(m+n)3n(n&1)2m is implied by the inequality m<n(n&1)22 ln n,
in the statement of the theorem.)
Case 3. If ln(m+n)E(|e)4(e&1) ln(m+n), then by (7) D(E(|e),
1(m+n))- e&1; and hence for our | , we have | e[1+D(E(|e),
1(m+n))] E(|e)4(e&1)[ln(m+n)](1+- e&1)34 ln n, since n+mn2.
However, 34 ln n3n(n&1)2m, since m<n(n&1)22 ln n. Therefore,
| e3n(n&1)2m3L2m(32) +.
Having proved in all the three cases | e(32) +, we proved +| (32) +.
To finish the proof, we only need to show that if n65, then
m| 3M23(2L+n(n&1))4n1 . We leave the details to the reader; it is
even simpler, since by in Lemma 0(v), we have, E(|v)=mvn&1 for
all v # V, therefore case investigation is not needed. However, for this
argument n&1 must be larger than 4(e&1) ln(m+n), so that we can
apply (7) and get the same result as in Case 1. The condition n65 is
exactly for this purpose. The improvement to 1+o(1) easily follows from
the three cases considered. K
Now we are at a position to present our main result.
Theorem 4. Assume that there exists an embedding of Kn into G with
congestion +
*
and vertex congestion m
*
. Let g0. For (ii) and (iii) also
assume that n65 and mn(n&1)22 ln n. Then the following lower bounds
hold for crg(G):
(i) crg(G)crg(Kn)+2*&n(m* +*)
22,
(ii) crg(G) 49 } crg(Kn) m
2
1 L
2&n222,
(iii) crg(G) 49 } 4crg(Kn) n
2
1 (2L+n(n&1))
2&n2.
Furthermore, the inequalities (i)(iii) also hold for crtg(G), with crtg(Kn) in
the lower bounds; and 49 may be improved to 1+o(1), if m=o(n2ln n).
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Proof. Let D be any drawing of G on Sg or Ng . To prove (i), let H be
Kn in Lemma 1. To verify (ii) and (iii), we first let +* and m* correspond
to the embedding described in Theorem 3. To prove (ii), we note that
m*2+* and then we use the upper bound of Theorem 3 for +* in (i). To
prove (iii), multiply (i) by (+*m*)21 and then use the upper bound of
Theorem 3 for m*. Finally, by Theorem 3, the constant 49 can be
improved to (1+o(1)), if m=o(n2ln n). K
5. UPPER BOUNDS
In this section we first draw hypercubes with few crossings. Based on this
drawing we obtain upper bound for crg(Kn) and cr
t
g(Kn), which in turn
imply upper bound on the crossing number of any graph.
Ringel [Ri55] determined the orientable genus of the k-cube,
#(Qk)=(k&4)2k&3+1, for k2, see also [BH65]. Jungerman [Ju78]
determined the non-orientable genus of the k-cube, #~ (Qk)=(k&4) 2k&2+2,
for k6. We use these results to obtain a drawing of Qk on Sg and Ng with
few crossings. We use ‘‘log’’ for the logarithm with base 2.
Theorem 5. For g1, k6, we have
crg(Qk)2
4k(log g+1)3
g
and crtg(Qk)2
4k(log g+1)3
g
.
Proof. Our claim holds for g4, since drawings of Qk on plane with
at most 4k6 crossings [Ma91] can be obtained. So assume that g>4 and
set t=wlog g&log log gx. Note that for g>4 the choice of t implies that
#(Qt)< g and #~ (Qt)< g hence, there is a drawing of Qt on Sg and Ng
without any edge crossings. Now, we think about the vertices of Qt as t-bit
01 binary sequences, and we postfix them in all possible ways by (k&t)-
bit 01 binary sequences to obtain all vertices of Qk . To draw Qk , replace
each vertex v of Qt by those vertices of Qk that start with the sequence v;
observe that the vertices replacing v span a subcube isomorphic to Qk&t in
Qk , and adding suitable edges we can form Qk . Without loss of generality
assume, that the surface was a little disk in a neighborhood of every vertex
of Qt , and that vertices of every copy of Qk&t are placed on a straight line
segment in the disk, and all edges of this copy of Qk&t are drawn on one
side of the line in the disk. There are two types of crossings in any drawing
obtained in this way: the crossings of the cubes Qk&t and the remaining
crossings. Now, note that there is a simple recursive drawing of Qp with
vertices lying on a line and the edges drawn in one halfplane with at most
4p crossings, in the manner of [SV92a], we give the details later. Using this
fact, we conclude that the crossings of the cubes Qk&t is at most 2t4k&t.
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Next, we estimate the remaining of the edge crossings. Every vertex of a
particular Qk&t has to send t edges to other Qk&t ’s. Therefore, t2k&t edges
leave this Qk&t ; these edges produce at most t24k&t crossings in a
reasonable drawing with each other. Since we had a non-crossing drawing
of Qt , only those edges of Qk may cross, which start from the same Qk&t ,
yielding an upper bound 2tt24k&t for these crossings in our drawing of Qk .
Therefore, the total number of crossings is at most
2t4k&t+2tt24k&t2
4k(log g+1)3
g
.
For completeness, we show, how to draw Qp with the vertices on a straight
line segment with at most 4 p crossings, all in one halfplane. The drawing
is recursive, take two far away copies of Qp&1 , drawn by the same
procedure on the same straight line segment and having the crossings in
the same halfplane. Join by 2 p&1 pairwise noncrossing edges the vertices of
the two small cubes in the same halfplane to obtain Qp . Let c( p) denote
the maximum number of edges above a vertex in the halfplane in the draw-
ing of Qp . Easy to see, that c( p)c( p&1)+2 p&1; and hence by induction
c( p)2 p. Let f ( p) denote the minimum number of crossings in a drawing
of Qp obtained in this way. Clearly f ( p+1)2f ( p)+2c( p)2 p, and our
claim follows by induction.
An interesting consequence of Theorem 5 is the following. K
Theorem 6. For g1, n65, and
g
(log g+1)3

n
(log n)2
, (11)
we have
crg(Kn) and cr
t
g(Kn)23n4
(log g+1)3
g
.
Proof. Assume that n=2k and apply Theorem 4(ii) to G=Qk . Using the
fact that L=22k&2k, we obtain crg(Kn) 49 (crg(Qk)+k
22k&1) 22k&2. Since
k22k (log g+1)3g and crg(Qk)2 } 4k(log g+1)3g, we get crg(Kn) 4532 }
24k(log g+1)3g. Let k be the smallest integer such that 2kn>2k&1. Then
crg(Kn)crg(K2k)
45
32
}
24k(log g+1)3
g
23n4
(log g+1)3
g
.
The proof for crtg(Kn) is similar. K
Although the proof of Theorem 6 is not constructive, one may construct
drawings of 2Kn (i.e., complete graph with pairs of multiple edges), and
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hence of Kn of similar quality, using embeddings of 2Kn into hypercubes
([SS91], [SV92a]) and applying Lemma 1.
We find it very difficult to give low crossing drawings of Kn , if (11) is
false. There is a naive construction giving crtg(Kn) and crg(Kn)=O(n4- g),
still is the best that we know. Next, we emphasize the significance of
Theorem 6 by providing upper bounds for crg(G) and cr
t
g(G) in terms of
crg(Kn) and cr
t
g(Kn).
Theorem 7. For G=(V, E) we have
crg(G)
8crg(Kn) \m2+
n(n&1)(n&2)(n&3)
and similarly for crtg(G) and crtg(Kn).
Proof. Let D be a drawing of Kn on Sg with crg(Kn) edge crossings.
Consider all bijections from the set of vertices of G to the set of vertices of
D. To each bijection f we associate a drawing Df (G) of G as follows: any
v # V is identified with f (v) and any uv # E is drawn using the edge f (u) f (v)
of Kn in D. Note that there are exactly n ! drawings of G which are obtained
this way. It is not difficult to verify, that taking randomly one of the n!
drawings above, the probability that the unordered pair of edges e1 and e2
from G map to a certain unordered pair of crossing edges in D is at most
8
n(n&1)(n&2)(n&3)
.
Estimating the expected number of crossings in a random Df (G) we obtain
the theorem. One verifies similarly the claim for crtg(Kn). K
6. EXAMPLES
In this Section we show further examples to exhibit that our lower
bounds are close to tight. What we write about crg(Kn), mutatis mutandis,
applies to crtg(Kn). Observe that for edge (vertex) transitive graphs the
main term in Theorem 4(ii) (4(iii)) simplifies to
0 \ crg(Kn)m
2
n4(diamG)2+ and 0 \
crg(Kn)
n2(diamG)2+ , respectively.
Hence, for Kl, t with 100l 52- crg(Kl)<t<l100 ln l, the lower bound from
Theorem 4(ii) and the upper bound from Theorem 7 are within a constant
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multiplicative factor. However, lower and upper bounds both come in
terms of crg(Kn).
Two significant networks in parallel computing, cube connected cycles
and butterfly [Le83], are not edge transitive. However, being Cayley
graphs, they are vertex transitive, Theorem 4(iii) applies to them; assume
n is large enough compared to g to make the error term in Theorem 4(iii)
less than the half of the main term. Since butterfly and cube connected
cycles are some extensions of the hypercube, based on the drawing of the
hypercube in Theorem 5, one easily draws them with a crossing number
within a multiplicative factor from the lower bound. We note here that the
best known lower bound for cr0(Qn) is (120&o(1)) 4n, [SV92a]. We
easily obtain this bound from the the 1+o(1) version of Theorem 4(ii) and
the WhiteBeineke [WB78] bound for cr0(Kn).
Our third example is the random graph with edge probability
c1 - ln nn< p<c2 ln n. Theorem 7 provides for an upper bound crg(G)=
O(crg(Kn) p2) with probability 1&o(1). We prove a lower bound within a
constant multiplicative factor from this upper bound.
Let Nv denote the neighborhood of vertex v in G. Using (6), we can
check, that for the degree d(v) of any vertex v, pn2d(v)3 pn2; and for
any two vertices, u and v, p2n2|Nu & Nv |3 p2n2 with probability
1&o(1). We define an embedding of Kn into G in the following way: we
identify their vertices, and any edge in Kn will be mapped to a 2-path in G.
(Note that the interval for p ensures diam(G)=2 with probability
1&o(1).) For u and v, select a random element of Nu & Nv (each with the
same probability), say w, and represent the uv edge from Kn by the uwv
path in G. From now on we say probability-p to express dependence on
the random edges and we say probability-q to express dependence on the
random embedding. It is easy to see, that in this random embedding | of
Kn into G the minimum and maximum expectation-q of |e (e # E(G)) are
within a constant multiplicative from each other by probability-p 1&o(1).
Hence, the method of the proof of Theorem 3 applies; with probability-p
1&o(1) there is positive probability-q such that +|=O(1p), and Theorem
4(i) gives the required lower bound, as long as its error term is negligible,
crg(Kn)(n3p3)  , i.e., g is small enough. A more technical application of
the method of Theorem 3 sets tight lower bound for crg(G) at even smaller
values of p with probability 1&o(1), meeting the upper bound of Theorem 7.
7. TURA N NUMBERS
Let T(n, k, l, s) denote the minimum size of an l-uniform hypergraph on
n vertices, such that any k-element subset of the vertex set contains at least
s edges of the hypergraph. Notice that T(n, k, l, 1) is the usual Tura n
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number. It is folklore that T(n, 5, 4)cr0(Kn), by defining a 4-graph on the
vertex set of Kn by the quadruples of vertices of pairs of crossing edges and
using that K5 is non-planar. Set
p=w- 24gx+4 and s=
(w- 24gx+1)w- 24gx&12g
30
.
Theorem 8. For g7, n- 24g+4,
1
15
}
(n&4)4
96 g \1&
- 2
- 3g+T(n, p, 4, wsx)crg(Kn),
where (11) is also required for the upper bound.
Proof. To obtain the upper bound, consider a drawing of Kn on Sg
according to Theorem 6. Define a 4-graph by quadruplets of vertices that
define crossing edges. Observe that any pair of edges cross at most once,
hence, the 6 possible edges defined by any 4 vertices make at most 15
crossings. Since (1) implies the existence of w15sx crossings of edges among
any p vertices, there are at least 130 times as many quadruplets with at
least one pair of crossing edges.
The lower bound comes from the standard counting argument: in any
4-graph, any p vertices contain wsx many quadruplets, each counted at
most ( n&4p&4 ) times, like in the proof of (3). K
The interesting point is the following. The KatonaNemetzSimonovits
[KNS64] bound (which is nothing else than the standard counting
argument, i.e., T(n, k, l )( nk)(
n&l
k&l )=0(n
lkl)) for fixed l and n, k   was
improved to T(n, k, l )=0(nlkl&1) by Spencer [Sp72]. In our case
Spencer’s bound would give T(n, p, 4)=0(n4g32). Then, one would
expect, that two seemingly independent improvements, Spencer’s, and the
improvement from wsx quadruplets contained by any p-set are ‘‘additive’’.
As the upper bound shows, this is not the case.
Note added in proof. Upper bounds from Section 5 involving log3 g, have already been
improved to contain log2 g. See F. Shahrokhi, L. A. Sze kely, O. Sy kora, and I. Vrt o, Drawings
of graphs on surfaces with few crossings, Algorithmica 16 (1996), 118131.
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