Abstract. In survey sampling, it is a well-established phenomenon that the e ciency of estimators increases with proper information on auxiliary variable(s). Keeping this fact in mind, the information on two auxiliary variables was utilized to propose a family of Hartley-Ross type unbiased estimators for estimating population mean under simple random sampling without replacement. Minimum variance of the new estimators was derived up to the rst degree of approximation. Three real datasets were used to verify the e cient performance of the new family in comparison to the usual unbiased, Hartley and Ross, and other competing estimators.
Introduction
In the process of conducting sample surveys, researchers normally use ratio-type estimators when there is a need to estimate the unknown population parameters of the study variable by means of known population parameters of a correlated auxiliary variable(s). An eye view of literature on the estimation of population mean under simple random sampling without replacement (SRSWOR) with proper information on two auxiliary variables shows prominent studies of AbuDayyeh et al. [1] , Kadilar and Cingi [2] , Singh and Tailor [3] , Lu and Yan [4] , Lu et al. [5] , Vishwakarma and Kumar [6] , Sharma and Singh [7] , Yasmeen et al. [8] , Lu [9] , Muneer et al. [10] , and Shabbir and Gupta [11] .
One eminent disadvantage of using ratio-type es-timators is that they are typically biased. Hartely and Ross [12] initiated the concept of unbiased estimators for estimating population mean. Similar e orts for unbiased estimators were carried out by Robson [13] , Murthy and Nanjamma [14] , Biradar and Singh [15] [16] [17] , Sahoo et al. [18] , Singh et al. [19] , Cekim and Kadilar [20] , and Khan et al. [21] . Applying di erent sampling techniques, they used the information on a single auxiliary variable. Continuing these e orts, we proposed a new optimal family of Hartley-Ross type unbiased estimators with the novelty that the information on two auxiliary variables is used. Consider = f 1 ; 2 ; 3 ; ; N g as N units
of a nite population. Let the ith unit of population, y i , be the value of study variable y and x i , z i be the values of auxiliary variables x and z, respectively. n is the size of a sample selected from the population under SRSWOR scheme given that n < N. Some usual measures related to the study variable and auxiliary variables are presented in Table 1 .
The following relative error terms are used to derive the expressions for the bias, variance, and minimum variance of the existing and suggested estimators: 
Coe cient of variation Covariance between y and x s yx = (n 1) 1 " 4 = x (j) X (j) 1; for j = 1; 2; 3;
for k = 0; 1; 2; 3: [19, 20] : E(" i ) = 0; for i = 0; 1; 2; 3; 4; 5;
E(" 0 " 1 ) = yx C y C x = C yx ; E(" 0 " 2 ) = yz C y C z = C yz ;
where:
is nite population correction factor;
is coe cient of variation for transformed x;
is coe cient of variation for ratio of y to transformed x;
is standard deviation of ratio of y to transformed x;
is covariance between y and transformed x (for all above expressions j = 1; 2; 3 and k = 0; 1; 2; 3); 
Review of literature
This section presents some estimators from the literature when estimating population mean under simple random sampling.
-The traditional unbiased estimator for unknown population mean along with its variance is: y
Var y
-Hartley and Ross [12] initiated an unbiased ratiotype estimator as given below: y
The variance of this estimator in the rst order of approximation is equal to the mean square error of the usual ratio estimator (see Singh and Mangat [22] ).
Var y (u) HR
= Y 2 C 2 y + C 2 x 2 yx C y C x : (5) -Grover and Kaur [23] followed the lines of Gupta and Shabbir [24] and Shabbir and Gupta [25] and suggested a generalized class based on ratio-type exponential estimators as follows:
where q 1 and q 2 are the suitable weights to be chosen. (6 = 0) and are either known quantities or functions of any known population parameters, including coe cient of variation, coe cient of skewness, coe cient of Kurtosis, coe cient of correlation, etc.
The optimal values of q 1 and q 2 are shown in Box I.
We get the minimum MSE by utilizing the optimal values shown in Box I. The expression for minimum MSE up to the rst degree of approximation is shown in Box II. -Singh et al. [19] suggested two Hartley-Ross type estimators by considering the estimators of Kadilar and Cingi [26] and Upadhyaya and Singh [27] : y (u) S1 = r (1) X (1) + n(N 1) N(n 1) y r (1) x (1) ; (8) y (u) S2 = r (2) X (2) + n(N 1) N(n 1) y r (2) x (2) ; (9) where:
i ; r 
Box II X (1) = C x X + yx ; r (2) 
; where yx is the coe cient of correlation between study variable y and auxiliary variable x, and 2(x) is the coe cient of kurtosis of auxiliary variable x.
Given below are the variances of y (u) S1 and y
where R (1) and R (2) are de ned in Table 2 , and S x (1) , S x (2) , S yx (1) , and S yx (2) are de ned in Remark 1.2.
-A special version of estimators of Khoshnevisan et al. [28] was utilized by Cekim and Kadilar [20] to form a general family of Hartley-Ross type unbiased estimators as follows: y
; (12) where:
i ; r CK1 is given by:
where R (3) is de ned in Table 2 , and S x (3) and S yx (3) 
The optimal value of q 3 is given below:
We have the minimum variance by placing the optimal value of q 3 in Eq. (15) as follows:
-Muneer et al. [10] followed the lines of Gupta and Shabbir [24] and Singh and Singh [30] to propose the following estimators. These estimators utilized the information on two auxiliary variables.
By putting = 0 and 1, two estimators y MU;0 and y MU;1 are obtained; q 4 and q 5 are the constants to be determined.
The optimal values of q 4 and q 5 are shown in Box III. Using q 4(opt) and q 5(opt) , we get the MSE min ( y MU; ) as shown in Box IV.
-Recently, Shabbir and Gupta [11] used the linear combination of two auxiliary variables to propose a di erence cum exponential ratio-type estimator. This concept was initiated by Gupta and Shabbir [24] and Grover and Kaur [31] . y SG = q 6 y+q 7 X x +q 8 Z z exp X x X + x ; (19) where q 6 , q 7 , and q 8 are the feasible constants de ned in Box V.
The minimum MSE is obtained using the above optimal constants as follows: 
Proposed family of estimators
It is valuable to mention that the estimator y SG has a limited application due to the restricted transformation of the auxiliary variable. This section considers a general linear transformation of auxiliary information and uses a special version of Shabbir and Gupta [11] estimator to present a family of Hartley-Ross-type unbiased estimators. Minimum variance of the new class is also derived up to the rst order of approximation.
Using a general linear transformation of auxiliary information in the Shabbir and Gupta [11] estimator, we get: ( y SG;Gen ) = q 9 y + q 10 X x + q 11 Z z
Bias, up to the rst degree of approximation, of the generalized family presented in Eq. (21) 
We get approximately zero bias by taking expectation on both sides of Eq. (24). It is indicated that the proposed class generates Hartley-Ross type unbiased estimators.
Bias y
To obtain the variance of the proposed estimators up to the rst degree of approximation, both sides of Eq. (24) In order to get the optimal values of q 0 i s, we di erentiate Eq. (25) with respect to q i , i = 9; 10; 11, and then equate them to zero. Therefore, we get: 
A 2 = C xz V 3 V 6 C 2 z C x V 4 V 5 ;
A 4 = C x V 3 V 6 C xz V 3 V 5 ;
A 5 = C x (4V 2 V 3 V 2 5 ); 
Empirical illustration
In this section, three natural populations are used to present the empirical performance of the suggested almost unbiased estimators as compared to other estimators. Table 3 contains helpful information regarding datasets. Percent Relative E ciency (PRE) is calculated through the following expression:
= y P provides maximum gain in PREs as compared to others. This gain in PREs is based on the fact that the proposed estimators use the information on two auxiliary variables, while the others use the information on only one auxiliary variable; The proposed family of estimators also provides greater PREs than the well-known Grover and Kaur [23] class of biased estimators, i.e., y GK . This class considers the information on only one auxiliary variable;
When the proposed estimators y (u) P are contrasted against the biased estimators using the auxiliary information on two variables, i.e., y MU;0 , y MU;1 , y SG , we again observe the gain in PREs of the suggested estimators. Finally, it is quite obvious that the proposed family gives maximum PREs as compared to all other estimators under study.
Hence, the suggested family outperforms and provides almost unbiased and e cient estimators for estimating population mean in case of SRSWOR.
Concluding remarks
In this article, a new family of Hartley-Ross type unbiased estimators for estimating population mean under SRSWOR was suggested. In this family, the information on two auxiliary variables was utilized to generate new estimators. The mathematical expressions were derived for the Bias and the minimum variance of new family up to the rst order of approximation. To evaluate the potentiality of the new family, three natural populations were used. Numerical ndings con rmed the e ciency of new estimators as compared to:
i) The unbiased/Hartley-Ross-type unbiased estimators, for instance, traditional estimator, Hartley and Ross [12] , Singh et al. [19] and Cekim and Kadilar [20] ;
ii) The biased estimators using the information of one or two auxiliary variable(s) such as Grover and Kaur [23] , Muneer et al. [10] , and Shabbir and Gupta [11] . On the basis of these ndings, it can be recommended using the new family for future applications.
