Abstract-An "optimal" Hopfield network is presented for many of combinatorial optimization problems with linear cost function. It is proved that a vertex of the network state hypercube is asymptotically stable if and only if it is an optimal solution to the problem. That is, one can always obtain an optimal solution whenever the network converges to a vertex. In this sense, this network can be called the "optimal" Hopfield network. It is also shown through simulations of assignment problems that this network obtains optimal or nearly optimal solutions more frequently than other familiar Hopfield networks.
I. INTRODUCTION

M
ANY ATTEMPTS have been made to solve combinatorial optimization problems using Hopfield networks. Most of them, however, have lacked any theoretical principle. That is, the fine-tuning of the network coefficients has been accomplished by trial and error, and the neural representation of the problem has been made heuristically or without care. Accordingly, Hopfield networks have failed in many combinatorial optimization problems [1] , [2] .
At the same time, there have been some theoretical works which analyze the network dynamics. Analyzing the eigenvalues of the network connection matrix, Aiyer et al. [3] have theoretically explained the dynamics of the network for traveling salesman problems (TSP's). However, since their aim is only to make the network converge to a feasible solution rather than to an optimal or nearly optimal one, their treatment of the distance term of the energy function is theoretically insufficient, consequently, they have not shown the theoretical relationship between the values of the network coefficients and the qualities of the feasible solutions the network converges to. Abe [4] has shown such theoretical relationship by deriving the stability condition of the feasible solutions. However, since these are made by comparing the values of the energy at vertices of the network hypercube, these are true only for the networks without diagonal elements of connection matrix. On the other hand, by analyzing the eigenvalues of Jacobian matrix of the network dynamic equation, not only for the networks without diagonal elements of connection matrix Manuscript received September 16, 1996 ; revised November 2, 1996, March 16, 1998 , and September 14, 1998 .
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but also for those with diagonal elements, Matsuda [5] - [8] has also theoretically derived such relationship between the network coefficients and the feasible solutions qualities, and the stability and instability conditions of the feasible and infeasible solutions. Furthermore, based on these theoretical conclusions, he has also pointed out the importance of the diagonal elements of connection matrix to obtain good solutions. Actually, the diagonal elements of connection matrix play a crucial role in this paper. By tuning the coefficients to satisfy these conditions, one can obtain good solutions frequently. However, it is also theoretically shown that one cannot always achieve optimal solutions even with well-tuned coefficients. An inherent limitation arises from the neural representation itself. We must represent the problems very carefully, on the basis of the theoretical principle, rather than on heuristics. These theoretical works, however, are mainly on the network dynamics or tuning of the network coefficients, but do not give theoretical basis to neural representation of optimization problems. Not only are the neural representations made heuristically, but also their comparisons are made only by network simulations of some problem instances rather than on a theoretical basis. Since the network performance is deeply dependent on the nature of each problem instance-for example, the city locations in TSP's-it is inappropriate to compare networks' performances solely by simulations. And yet, despite the need for theoretical comparison of the neural representations or neural networks, few such treatments have been made. Matsuda [9] , [10] , using the stability theory of the feasible solutions and infeasible solutions mentioned above, has also proposed a theoretical method of comparing the performances of the neural networks or neural representations of the same problem. This method is based on the relative ability of networks to distinguish optimal solutions from other feasible solutions and infeasible solutions. He has applied this method to two familiar networks for TSP's, and established a theoretical justification of the superiority of one network to the other although this superiority was already observed through simulations [11] . Thus, one network can be regarded as more sharply distinguishing optimal solutions to TSP's than the other. He, however, has also shown that even this superior network cannot completely distinguish optimal solutions; there can be nonoptimal solutions which are indistinguishable from optimal solutions even by this superior network.
Then, a question rises as to whether there is still another network which, in terms of this theoretical comparison, distinguishes optimal solutions more sharply than these two networks, or whether there is an "optimal" network which distinguishes optimal solutions completely or most sharply (or completely) of all the networks. We can expect to obtain optimal solutions most frequently by such an "optimal" network.
In this paper, such an "optimal" Hopfield network is presented for many of combinatorial optimization problems with linear cost function. A vertex of the network state hypercube is asymptotically stable if and only if it is an optimal solution to the problem. In Section II, the basic definitions and concepts of the Hopfield network and combinatorial optimization problems are introduced. Sections III and IV give theoretical characterizations on two conventional neural representations for these optimization problems, in order to reveal their theoretical limitation in deriving optimal solutions. The concepts of a theoretical network comparison and an "optimal" network are also given in Section IV. In Section V, a new representation is presented and theoretically shown to be "optimal," and Section VI gives such an "optimal" network for the maximization version of these optimization problems. The simulation results given in Section VII illustrate our theoretical findings. Last, concluding remarks appear in Section VIII.
II. HOPFIELD NETWORKS AND COMBINATORIAL OPTIMIZATION
A. Hopfield Networks
In a Hopfield network, any two neurons are connected in both directions with the same synaptic weights. The dynamics of a Hopfield network are defined by [12] (1) (2) where , , and are an output value, an internal value, and a bias of neuron , respectively, and is a synaptic weight from neuron to neuron . Energy of the network is also given by [12] (3)
It is well known that (4) holds. This shows that the value of a neuron changes in order to decrease energy (energy minimization), and finally converges to equilibrium where : that is, to zero, one, or to somewhere which satisfies within the hypercube. Note that the dimensional space [0, 1] is called a network state hypercube, or, simply, a hypercube, and that is called a vertex of the hypercube, where is the number of neurons in the network.
By representing combinatorial optimization problems in the form of the energy shown above, and constructing a Hopfield network with this energy, we can expect the network to converge to a good or optimal solution to the problem by energy minimization. Hopfield and Tank [13] have shown that nearly optimal solutions to TSP's, which are NP-complete combinatorial optimization problems, can be obtained quickly. We herein use the words, energy, neural representation, and network interchangeably.
B. Stability of Vertices of Network State Hypercube
As shown in (4) and mentioned above, at equilibrium, neuron takes a value 0, 1, or a value between zero and one that satisfies . However, since the Hopfield network converges to asymptotically stable equilibrium and cannot converge to unstable one, the stability of the equilibrium is an important property which makes the network dynamics theoretically clear. In this paper, however, we focus on the stability of the vertices of the hypercube for two main reasons. First, strictly speaking, the meaning of the neuron to the combinatorial optimization problem is given only when it takes a value of zero or one. Second, analysis of the stability of the vertices provides an approximation of the network behavior when the network converges inside the hypercube [5] , [9] , [10] , [14] . Actually, in Section VII, we illustrate through simulations that our theoretical results based on the stability of the vertices also work well in the case of convergence within the hypercube. Thus it is crucial to explore the stability of the vertices of the state hypercube.
It is known [15] that a vertex of the network state hypercube is asymptotically stable if (5) holds for any neuron , and unstable if (6) holds for some neuron . These conditions are helpful to our theory. The proof can be found in [15] , and is also shown in the Appendix, for convenience.
C. Combinatorial Optimization Problems with Linear Cost Function
Combinatorial optimization problems we attack in this paper have linear cost functions to minimize, and are formally stated as follows: minimize subject to for any for any for any and (7) where is a two dimensional variable matrix, is an integer representing a unit cost, is an integer representing some quantities which is related to , and is also an integer representing some total quantities.
Thus, these problems have two sets of constraints such that one winner for each column, , and quantities as the sum of all winners' quantities, 's, for each line . Note that (8) holds.
We call a feasible solution or an infeasible solution if it does or does not satisfy all the constraints, respectively. Furthermore, a feasible solution which minimizes the objective or cost function is also called an optimal solution, and feasible solutions other than optimal one are sometimes called nonoptimal solutions. The goal of combinatorial optimization problems is to find an optimal solution or sometimes a nearly optimal solution.
Note that some of the optimization problems have inequality constraint such as subject to for any (9) rather than equality one shown in (7), however, by introducing some slack variables (slack neurons) , we can express the inequality constraint as an equality constraint, subject to for any (10) Thus, by letting and for some of 's, combinatorial optimization problems with inequality constraint can also be stated as (7) . This requires a large number of slack variables (neurons) and seems to make the neural approach impractical, however, quantized neurons [16] , each of which takes an integer value, overcome this difficulty. One quantized slack neuron, , serves as all slack neurons, 's, for each ;
. However, in this paper we employ for simplicity. Note that the second constraint in (7) does not contain slack variables.
Many of the combinatorial optimization problems can be stated as (7) . For example, minimization version of the generalized assignment problem, which is NP-hard, is such problems [17] . Since the assignment problems, which are not NP-hard, are special cases of the generalized assignment problems, they can be also stated as (7) of course. In this paper, for simplicity, by taking assignment problems as examples, we will explain and illustrate our theory. The assignment problems are stated as follows. Given a set of tasks, people, and cost to carry out task by person , the goal of the assignment problem is to find an assignment which minimizes total cost, , for carrying out all the tasks under the constraints that each task must be carried out once and only once by some person, and that each person must carry out one and only one task, where a value of means that person does or does not carry out task . So, the assignment problems are formulated as minimize subject to for any for any for any and (11) Thus, one can immediately see that assignment problems are stated as (7) with , , for any and , and . In this paper, we present an "optimal" Hopfield network for the combinatorial optimization problem with linear cost function given as (7). In the next two sections we theoretically explore two conventional neural representations for these problems to compare with our "optimal" representation.
III. A NETWORK THAT MINIMIZES THE TOTAL COST
A. Neural Representation
The first neural representation for the combinatorial optimization problem given as (7) is a familiar one which minimizes the total cost, and given by (12) We can easily see that the first and second terms are constraint conditions explained above, and that the last term denotes the total cost to minimize. The third term, which moves values of neurons toward zero or one, i.e., to a vertex of the hypercube, is called a binary value constraint because it takes minimum value when all the neurons take the value zero or one. Note that the existence of the binary value constraint term does not change the value of energy at each vertex of the hypercube. Thus, a vertex is also called a feasible or an infeasible solution if the values of the first three terms in (12) are all zero or not, respectively. Constants , , , and are coefficients or weights of each condition. We must tune the values of these coefficients in order for the network to converge to an optimal or good solution. As noted before, by we denote, interchangeably, the energy, the neural representation, and the network with this energy. First we will theoretically characterize the network by the set of all the asymptotically stable vertices of its state hypercube.
B. Stability of Feasible and Infeasible Solutions
So, following [5] - [7] , we show the asymptotical stability and instability conditions of the feasible and infeasible solutions in the network . First, as the next theorem shows, all the infeasible solutions can be unstable. , and from (6), is unstable.
Theorem 2 shows that, by tuning the value of coefficient or , we can make some particular feasible solution, say, the optimal one, asymptotically stable or unstable. Furthermore, since the conditions in Theorem 2 do not depend on the value of or , it is possible to satisfy the instability condition of infeasible solutions in Theorem 1 simultaneously. Since we do not want infeasible solutions to be asymptotically stable, we hereafter assume that the values of and satisfy the instability conditions of infeasible solutions in Theorem 1. Hence the set of all the asymptotically stable vertices of this network hypercube contains all the feasible solutions which satisfy the former condition in Theorem 2, and does not contain all the infeasible solutions and feasible solutions which satisfy the latter condition in Theorem 2.
Note that, for assignment problems, Theorems 1 and 2 also hold, of course, however, since , the instability conditions of all the infeasible solutions shown in Theorem 1 can be simply expressed as 
C. Limitations
As Theorem 2 shows, the stability of a feasible solution, , depends on only the maximum unit cost which is included in the total cost of this feasible solution, that is, Hence, in any network where an optimal solution, , is asymptotically stable, any feasible solution, say , is also asymptotically stable and can be converged to if
Consider the assignment problem instance given in Table I . The total cost of its optimal solution or nonoptimal solution is 14 or 25, respectively. Since holds, no matter how well the network is tuned, the nonoptimal solution is asymptotically stable and can be converged to if the optimal solution is asymptotically stable. Thus, in general, we cannot always obtain an optimal solution, even if the network converges to a vertex. The network cannot sharply distinguish optimal solutions from other feasible solutions such as , and we cannot expect the average quality of the feasible solutions obtained by the network to be good. This is a theoretical limitation of the network .
IV. A NETWORK THAT MINIMIZES THE SQUARE OF THE TOTAL COST
A. Neural Representation
We can solve the problem by minimizing the square of the cost function [18] , as well as by minimizing the cost function itself as . Thus, we sometimes represent the problem (7) as follows: (13) The neural representation is the same as except for the last term, which minimizes the square of the total cost, whereas minimizes the total cost itself. Both are valid
representations of the problems (7), of course. In this section, by exploring the set of all the asymptotically stable vertices of this network hypercube, we show that the network distinguishes optimal solutions more sharply than , and that it greatly overcomes many of the weakness of the network . However, it is also shown that, in general, the network cannot always obtain an optimal solution even if it converges to a vertex.
B. Stability of Feasible and Infeasible Solutions
As the next theorem shows, all the infeasible solutions are potentially unstable, just as in the previous case. , and is unstable. Just the same as , the instability conditions of all the infeasible solutions to assignment problems can be simply restated as
Also the same as , we can assume that coefficients and satisfy the instability conditions of infeasible solutions shown in Theorem 3. Hence, the set of all the asymptotically stable vertices of this network hypercube contains all the feasible solutions which satisfy the former condition in Theorem 4, and does not contain all the infeasible solutions and feasible solutions which satisfy this theorem's latter condition. As Theorem 4 shows, the stability of a feasible solution, , depends on the product of its total cost and maximum unit cost, which is included in the total cost of this solution, that is, In the previous section, the limitation of the network was theoretically shown. That is, in the network , the feasible solution shown in Table I is asymptotically stable if the optimal solution shown in Table I is asymptotically stable. However, since holds, by selecting and to satisfy we can make the nonoptimal solution unstable and the optimal solution asymptotically stable in the network . This suggests that the network distinguishes optimal solutions more sharply than , and that the average quality of the solutions obtained is improved. Actually, we will theoretically confirm this expectation soon. Thus we can expect to obtain optimal or good solutions more frequently by the network than by .
C. Networks' Partial Ordering
Many neural representations have been proposed for each of combinatorial optimization problems, and their performances have been evaluated and compared with each other solely through network simulations for some problem instances rather than on a theoretical basis. Since the network performance deeply depends on the nature of each of problem instances-for example, city locations in TSP's-it is inappropriate to compare networks' performances solely through simulations. Therefore, we need some theoretical comparison methods for network performances.
Matsuda [9] , [10] , using the stability theory of feasible and infeasible solutions shown above, has also proposed a theoretical method of comparing the performances of networks for each of the combinatorial optimization problems. This method is based on the relative abilities of networks to distinguish optimal solutions from other feasible and infeasible solutions. More precisely, the network is characterized by a set of all the asymptotically stable vertices of its state hypercube, and then, of two networks, one is regarded as more sharply distinguishing optimal solutions than the other if its characterizing set is set-theoretically included in that of the other. Thus, based on this set-theoretical inclusion relation, a partial ordering is given to the set of all the networks for each of the combinatorial optimization problems, and it represents the relative performance of the network. This is formally stated as follows. Although this theoretical method concerns solely with asymptotically stable vertices, the performance of network depends not only on the asymptotically stable vertices but also on asymptotically stable points inside the hypercube and the width of basin of each of the asymptotically stable points. However, the stability of vertices have a close relation to the behavior of the network converging inside the hypercube. Furthermore, by applying this theoretical comparison method to two familiar networks for TSP's, Matsuda [9] , [10] has established a theoretical justification of the superiority of one network to the other. The superior network is one with relative distances between cities, and the inferior is one with absolute distances. That is, for all TSP instances, the former network is better than the latter in the above partial ordering of all the networks for TSP's, and greatly overcomes the theoretical limitation of the latter network. This superiority had already been observed through simulations [11] , and then has been theoretically justified. Thus, this theoretical comparison method is appropriate for comparing networks' capabilities.
D. Superiority and Limitation
Based on the above partial ordering of the networks, we can now theoretically show that distinguishes optimal solutions more sharply than . However, for the nearly optimal but nonoptimal solution of cost 16 shown in Table I, since holds, by Theorem 4, the nonoptimal solution is asymptotically stable in the network if the optimal solution is asymptotically stable. Thus, although the network distinguishes optimal solutions more sharply than , it cannot always yield an optimal solution even if it converges to a vertex, and so cannot completely overcome theoretical limitation mentioned before. This is a theoretical limitation of the network .
E. Notion of "Optimal" Network
Then, we have an interest in presenting the best or "optimal" network in the above partial ordering, if any, rather than presenting just a better network than or . Thus, the "optimal" network distinguishes optimal solutions most sharply of all the neural networks, and so we can expect that such a network obtains optimal or nearly optimal solutions most frequently. This concept is formally stated as follows.
Definition 2: A Hopfield network or neural representation, , for some particular problem instance is called "optimal," or most sharply distinguishing optimal solutions, if , equivalently, for any Hopfield network for this problem instance.
Note that, however, this definition does not mean that one can always obtain an optimal solution whenever the "optimal" network converges to a vertex. That is, the "optimal" network cannot always distinguish optimal solutions completely. Thus, even the "optimal" network cannot completely overcome the theoretical limitation mentioned above although it distinguishes optimal solutions most sharply of all the networks. So we have the next definition.
Definition 3: A Hopfield network is called "complete" for some particular problem instance if is the set of all optimal solutions. Then, we immediately have the next theorem on the relationship between the "complete" network and the "optimal" one.
Theorem 6: For any problem instance, a "complete" network is "optimal," and can always obtain an optimal solution whenever it converges to a vertex.
Thus, the "complete" network completely overcomes the theoretical limitation mentioned above, however, it is uncertain whether the complete network exists or not. In the next section, for each instance of the combinatorial optimization problems given by (7), we design the complete, and so "optimal," network. Thus, the "optimal" networks for (7) are shown to be "complete."
V. "OPTIMAL" NETWORK
A. Neural Representation
Here we present a new neural representation , which is the same as except for the third term (14) where .
Thus the value of the coefficient of the binary value constraint is proportional to the cost . Note that the existence of this binary value constraint also does not change the value of energy at each vertex of the hypercube. This is also a valid representation of the problems given by (7) . In this section we theoretically show that, of all the Hopfield networks, the network can distinguish optimal solutions most sharply.
B. Stability of Feasible and Infeasible Solutions
As before, we show the asymptotical stability and instability conditions of feasible and infeasible solutions for the network . Here again, all the infeasible solutions are potentially unstable, as the next theorem shows.
Theorem 7: In the Hopfield network , all the infeasible solutions are unstable if holds.
Proof: Similar to that for Theorem 3. Just the same as and , the instability conditions of all the infeasible solutions to assignment problems can be simply stated as
For the stability and instability of feasible solutions we can also give the following theorem. . Thus, is unstable. Just as in the previous networks, if coefficients and satisfy the instability condition of infeasible solutions shown in Theorem 7, the set of all the asymptotically stable vertices of this network hypercube contains all the feasible solutions which satisfy the former condition in Theorem 8, and does not contain all the infeasible solutions and feasible solutions which satisfy the latter condition in Theorem 8.
C. "Optimal" Network
Theorem 8 shows that, if the values of and are properly selected, the network can make all the optimal solutions asymptotically stable and all the nonoptimal solutions unstable. Thus we can immediately obtain the next theorem.
Theorem 9: Let the Hopfield network satisfy where is an optimal solution. Then, if is small enough, is "complete," consequently, "optimal." Thus, in the network which satisfies the conditions in Theorem 9, a vertex is asymptotically stable if and only if it is an optimal solution. As a result, one can always obtain an optimal solution whenever the network converges to a vertex. In order to construct this optimal network , however, the knowledge of the minimum cost of the problem is required in advance. Since our objective is to find an optimal solution, this "optimal" network seems meaningless. However, and also need a priori knowledge of an optimal solution in order to be best-tuned. Hence, as far as we employ these Hopfield networks, we cannot completely escape from trial and error to find the appropriate value of the network coefficient, or . On this point there is no difference between and other networks. However, differently from , , and many other networks, achieves the above novel performance if it is well tuned. This is why we are to employ . We are expected to find such appropriate or nearly appropriate value of or for shown in Theorem 9 by trial and error without knowing the minimum cost or optimal solution.
For the quadratic combinatorial optimization problems such as quadratic assignment problems and TSP's, we can design such "optimal" network by employing higher order Hopfield networks [19] .
VI. "OPTIMAL" NETWORK FOR MAXIMIZATION PROBLEMS
In the previous section we have shown the optimal network for the combinatorial optimization problems given by (7), which minimize the value of the cost function. Some optimization problems, however, maximize the value of the objective function rather than minimize. In this section optimal network for these problems are shown.
These maximization problems are formally stated as follows. 
Many of the NP complete combinatorial optimization problems, for example, multiple knapsack problems and knapsack problems, can be expressed as (15) . Knapsack problems are stated as follows. A set of items is available to be packed into a knapsack, the capacity of which is of unit size. Item is of unit size, and is a unit profit given by item . The goal is to find the subset of items which should be packed in order to maximize their total profit. Thus, it can be formally stated as maximize subject to for any (16) where if item is packed otherwise.
As mentioned in Section II, by introducing some slack neurons , we can express knapsack problems given by (16) as (15) .
In order to solve the optimization problems (15), however, we must restate them as minimizing the objective function rather than maximizing, since the Hopfield network approach relies on the energy minimization. So, we express the objective function in (15) as minimize (17) Thus, we can construct an "optimal" Hopfield network for (15) as follows: (18) where .
Then, we can similarly show that is actually "optimal." Theorem 10: Let the Hopfield network satisfy where is an optimal solution and . Then, if is small enough, is "complete," consequently, "optimal." 
A. Objectives and Network Tuning
In this section we illustrate, through simulations of the network , , and , the theoretical characterizations derived above. Simulations are made for ten instances of 20 20 assignment problems, each unit cost of which is randomly generated from one to 100. Three networks are tuned to distinguish optimal solutions from other feasible and infeasible solutions as sharply as possible. For these networks, we can obtain an optimal solution at a vertex of the hypercube. Such is the "optimal" network given by Theorem 9. We can also construct such and by making the coefficient slightly larger than the values of the right-hand side of the asymptotical stability conditions for an optimal solution shown in Theorems 2 and 4, respectively, and also by making satisfy the instability conditions of infeasible solutions in Theorems 1 and 3, respectively. For each network, we make ten simulations by changing the initial states of the networks randomly near the center of the hypercubes. Thus, 300 ( "ten problem instances" "ten initial states" "three networks") simulations are made.
Update of each neuron value is made asynchronously by employing the next difference equation rather than differential equation (1) (19) an output value is given by a sigmoid function (2) . The values of and are selected by trial and error. Note that annealing is not employed.
B. Results
Although all the simulations converge, some of them do not converge to a vertex of the hypercube, of course. First, only the results of all the simulations which converge to a vertex are shown in Table II . For three networks, the rates of the convergence to a vertex are shown in the first line. We can see 's good convergence to vertices. The second line shows the rates of the convergence to feasible solutions, and, by comparing the first and second lines, we can see that all the simulations converging to a vertex obtain feasible solutions. This is because all the networks satisfy the instability 1, 3 , or 7. Most importantly, as the third line shows, there is a significant difference in the rates of simulations which converge to optimal solutions. The network converges to optimal solutions only 1%, however, and obtain optimal solutions 31 and 58%, respectively. By comparing the first and third lines, we can see that always obtains an optimal solution whenever it converges to a vertex, whereas either or cannot always obtain an optimal solution even if it converges to a vertex. This is what Theorems 2, 4, and 9 mean. The last line shows another important difference in the average error of the feasible solutions obtained by these networks, where the average error (%) is given by average error (%) "average cost obtained" "minimum cost" "minimum cost"
Thus, we can see the great improvements in the networks and , in particular, in . As mentioned before, one cannot, strictly speaking, obtain a solution to a combinatorial optimization problem if a network converges inside the hypercube, because the meaning of each neuron is given for a value zero or one. However, one usually accepts simulations which converge inside the hypercube if there is a correspondence between a converging point and a vertex by some criterion. Although our theory focuses only on cases in which the networks converge to vertices, it is also interesting to notice the qualities of solutions obtained by these networks converging inside the hypercube. By corresponding to one if , and to 0 if , in Table III , we show the results of all the simulations which converge either to a vertex or inside the hypercube. As shown in the first line, we always obtain feasible solutions for these 300 simulations. By the second and third lines, also in this case we can see the similar differences in the performance among the three networks.
Thus, in either case, we can see the relation , and that the "optimal" network obtains optimal solutions most frequently and achieves the best performance.
VIII. CONCLUSIONS
We have presented the "optimal" Hopfield network for many of the combinatorial optimization problems with linear cost function. It is proved that a vertex of this network state hypercube is asymptotically stable if and only if it is an optimal solution. That is, one can always obtain an optimal solution whenever the network converges to a vertex. On the basis of some theoretical measure of the network performance, it has been shown that this network is "optimal." It has been also shown through simulations of assignment problems that this network obtains optimal or nearly optimal solutions more frequently than other conventional networks, including when they converge inside their state hypercubes.
However, some problems Hopfield networks have remain unsolved even for the "optimal" Hopfield network. That is, in order to obtain "optimal" network we need a tuning of the network coefficients, probably by trial and error. So, we still cannot escape from trial and error. Furthermore, the "optimal" network may not converge to a vertex of the state hypercube. However, differently from other Hopfield networks, the "optimal" network achieves the above novel performance once it is well-tuned and converges to a vertex.
Although the "optimal" network presented here cannot be applicable to the combinatorial optimization problems with quadratic cost function, such as quadratic assignment problems and TSP's, we can design such "optimal" network for quadratic problems by employing higher order Hopfield networks [19] .
APPENDIX
Proof of (5) and (6) : The asymptotical stability and instability conditions of a vertex of the network state hypercube have been already given [15] , but their proof is repeated again, for convenience.
First, since holds, by taking a derivative of (2) w.r.t. time , we have (4) for any . Thus, any vertex is equilibrium. Then, by letting and we can state (4) as (20) We now show the stability condition of a vertex , equilibrium of (20) , by deriving eigenvalues of Jacobian matrix of evaluated at . For any vertex , since holds, we have where is Kronecker's delta. Hence, Jacobian matrix is a diagonal matrix. So its eigenvalue is a diagonal element, , and we have
It is well known that equilibrium is asymptotically stable if all the eigenvalues of have negative real parts, and unstable if at least one eigenvalue has a positive real part [20] . So, a vertex, , is asymptotically stable if (5) holds for any neuron , and unstable if (6) holds for some neuron .
