In this work we study automorphisms of synchronous self-similar groups, the existence of extensions to automorphisms of the full group of automorphisms of the infinite rooted tree on which these groups act on. When they do exist, we obtain conditions for the continuity of such extensions with respect to the depth metric, but we also construct examples of groups where such extensions do not exist. We study the case of the lamplighter group L k = Z k ≀ Z.
Introduction
Let A be a finite alphabet with at least two symbols, and let A ω be the corresponding Cantor space of all infinite strings. A homeomorphism of A ω is said to be rational if there exists a transducer (i.e. Mealy machine) that implements the mapping on infinite strings. There are two different versions of the rational group, depending on the type of transducers we allow. A transducer that outputs exactly one symbol for each symbol that it reads is said to be synchronous, and the group of all homeomorphisms of A ω determined by synchronous transducers is the synchronous rational group S A . If we instead allow transducers to output any finite number of symbols at each step, we obtain the asynchronous rational group R A , which includes S A as a subgroup.
Subgroups of the synchronous groups S A have received much attention in the literature [2, 3, 11] . In addition to branch groups and self-similar groups such as the Grigorchuk group, several other wellknown groups can be represented by synchronous automata, including free groups [14] , GL n (Z) and its subgroups [7] , the solvable Baumslag-Solitar groups BS(1, m) [5] , and the lamplighter groups R≀Z with R a finite ring [12] . In the case of the asynchronous rational group, it has recently been proved that all hyperbolic groups embed into the group R A .
Automorphisms of self-similar groups have been studied in detail before by Lavreniuk and Nekrashevych [10] and Bartholdi and Sidki [6] giving sufficient conditions for automorphisms to be induced by conjugation in Aut(T A ). In the present paper, we focus on the study of some self-similar groups and their automorphisms and we investigate their continuity with respect to the depth metric and whether they can be extended to automorphisms of the full group of tree automorphisms of the infinite binary rooted tree. More precisely, since S A ≤ Aut(T A ), we define the depth metric on Aut(T A ) so that, for ϕ, ψ ∈ Aut(T A ), we let d(ϕ, ψ) = 2 −min{n∈N ϕ| A n =ψ| A n } if ϕ = ψ 0 if ϕ = ψ where A n denote the n-th level of the tree T A . Given a self-similar group G ≤ Aut(T A ) we will be concerned with its closure and we will obtain some general results about G and about the continuity of extensions of automorphisms of G, and show examples with continuous extensions. However, examples with non-continuous extensions exist.
Theorem 1.1. There exists an example of a self-similar group G ≤ Aut(T A ) and an automorphism θ : G → G not admitting a continuous extension to G.
We specialize our machinery to the particular case of the lamplighter group L k = Z k ≀ Z and get the following result.
Theorem 1.2. Every automorphism of L k admits a continuous extension for the depth metric.
On route to prove Theorem 1.2 we need to study the structure of the group Aut(L k ) and we recover another proof of a theorem of Taback, Stein and Wong [13] describing Aut(L k ) and another proof of necessary and sufficient conditions for Aut(L k ) to be finitely generated which were first explored by Bachmuth, Baumslag, Dyer and Mochizuki [1] in the more general setting of Aut(G) for G a metabelian group. Our proofs are independent and elementary.
The paper is organized as follows: in Section 2 we recall all the relevant definitions, in Section 3 we study the depth metric and the closure of self-similar groups in Aut(T A ) with respect to such metric, in Section 4 we study conditions for the extension of an automorphism to be continuous and produce an example where such extension is indeed not continuous, in Section 5 we focus on the lamplighter group L k and determine completely its automorphism group determining that it is made of continuous bijections.
Preliminaries
Given a finite nonempty set A, let A * denote the free monoid on A and let ε denote the empty word. For a word u ∈ A * we write |u| to denote its length. Given u, v ∈ A * , we say that u is a prefix of v if v = uw for some w ∈ A * .
We may identify A * with the regular A-ary rooted tree T A , where A * is the set of nodes, ε is the root and ua is a son of u for all u ∈ A * and a ∈ A (i.e. the father of u ∈ A + = A * \ {ε} is its maximal proper prefix). An automorphism of T A is then a permutation of A * which preserves length and the prefix relation. We shall often work with a canonical alphabet A n = {0, 1, . . . , n − 1}, and we shall use the notation T n = T An .
Note that Aut(T A ) is a subgroup of the symmetric group on A * . Every ϕ ∈ Aut(T A ) induces an action on the boundary of T A , i.e. the set A ω of all right infinite words a 0 a 1 a 2 . . . Sometimes it is more convenient to consider the action of Aut(T A ) on A ω .
The group Aut(T A ) is canonically isomorphic to the infinite wreath product S A ≀ S A ≀ . . ., where S A denotes the symmetric group on A. This infinite decomposition involves the so-called local permutations, which we now define.
Given ϕ ∈ Aut(T A ) and u ∈ A * , there exists some ϕ u ∈ S A such that (ua)ϕ = (uϕ)(aϕ u ) for every a ∈ A.
We say that ϕ u is the local permutation induced by ϕ at vertex u. We also define the cone automorphism ϕ uA * ∈ Aut(T A ) through (uv)ϕ = (uϕ)(vϕ uA * ) (v ∈ A * ).
We say that G ≤ Aut(T A ) is a self-similar group if
Finitely generated self-similar groups can be constructed with the help of finite automata/transducers of a particular type. Indeed, we define a Mealy machine to be a structure of the form M = (A, Q, δ, λ), where:
• A is a finite nonempty set (alphabet);
• Q is a finite nonempty set (state set);
We say that M is invertible if the mapping
is a permutation for every q ∈ Q. We define an action Q × A * → Q recursively by
• q(ua) = (qu, a)δ (u ∈ A * , a ∈ A).
For every q ∈ Q, we extend λ q to a mapping λ q : A * → A * by setting
• ε λ q = ε;
If M is invertible then λ q is a permutation of A * , indeed λ q ∈ Aut(T A ). The automaton group generated by M is the (finitely generated) subgroup of Aut(T A ) generated by { λ q | q ∈ Q}. It will be denoted by G(M). Automata groups are precisely the finitely generated self-similar groups. We present now some examples which will play an important role in the paper.
Example 2.1. The adding machine. It is the invertible Mealy machine A depicted by
It is well known that G(A) = λ p is an infinite cyclic group.
Example 2.2. The Cayley machine of a finite group. Let H be a finite group. The Cayley machine of H, introduced by Krohn and Rhodes in [9] , is the invertible Mealy machine
If H is abelian, Steinberg and the second author proved in [12] that G(C H ) ∼ = H ≀ Z, the wreath product of H and Z. If G = C 2 is the group of order 2, we get the Cayley machine
and the lamplighter group L 2 .
The depth metric
Let A be a finite nonempty alphabet. We define a metric on Aut(T A ) as follows. Given ϕ, ψ ∈ Aut(T A ), let
where A n denote the n-th level of the tree T A . It is immediate that d is indeed an ultrametric on Aut(T A ), which we call the depth metric. As it is remarked in [3] , the following result follows from Tychonoff's Theorem. Let G ≤ Aut(T A ). We denote by G the topological closure of G in (Aut(T A ), d). Note that G, being a closed subset of a compact space, is itself compact (and therefore complete).
The restrictions of the depth metric to either G or G will still be denoted by d and referred to as the depth metric.
It is easy to check that G consists precisely of those ϕ ∈ Aut(T A ) such that
and is indeed the completion of (G, d). The study of this closure has been introduced for branch groups by Bartholdi, Grigorchuk andŠunić (see [3, Definition 1.18] ) under the name tree completion, which we also adopt. Note that G is a subgroup of Aut(T A ).
Given n ∈ N, we define the n-th level stabilizer of G ≤ Aut(T A ) to be
It is immediate that Stab n (G) G for every n. Moreover, we have a chain
where each subgroup has finite index and
Therefore G is residually finite.
Write G n = G/Stab n (G) and consider the discrete topology on the G n . By considering the natural projections G m → G n for all m ≥ n, we obtain a projective system. It is easy to see (see also [3] ) that (G, d) is the projective limit of the above projective system, hence it is a profinite group (in particular, it is a topological group).
In general, the tree completion is a profinite group [3, 8] , but it needs not coincide with the profinite completion of G, when we consider the profinite metric. However, Grigorchuk remarks in [8] that this happens if every finite index subgroup of G contains some Stab n (G) (that is, G satisfies the congruence subgroup property).
Note also that the topology on G induced by d is none other than the topology of pointwise convergence: if we consider A * endowed with the discrete topology, then lim n→+∞ ϕ n = ϕ holds in G if and only if ∀u ∈ A * lim n→+∞ uϕ n = uϕ,
i.e. each sequence (uϕ n ) n is stationary with limit uϕ.
Proof. We have already noted that G ≤ Aut(T A ). Let ϕ ∈ G and u ∈ A * . There exists a sequence (ϕ (n) ) n on G such that ϕ = lim n→+∞ ϕ (n) . Let v ∈ A * . It follows easily from continuity that
hence vϕ uA * = lim n→+∞ vϕ (n) uA * . Since we are dealing with the topology of pointwise convergence and v is arbitrary, we get ϕ uA * = lim n→+∞ ϕ (n) uA * . Since ϕ (n) ∈ G and G is self-similar, we have ϕ (n) uA * ∈ G and so ϕ uA * ∈ G. Therefore G is self-similar.
Automata groups, being finitely generated, are always countable. However, the next result shows that their tree completions are countable only in trivial cases.
Proof. (i) True, since every finite subset of a metric space is closed. (ii) True, since G is an infinite profinite group.
We shall prove that G = Aut(T A ) for an automaton group G only in trivial cases. But we start with the following lemma, where the rank of a finitely generated group G denotes the minimum cardinality of a generating set of G.
We shall denote by T
(n)
A the (rooted) subtree of T A induced by the nodes A ≤n . It is immediate to see that Aut(T Proof. Since G is finitely generated, then G is topologically finitely generated. However, it is well known that Aut(T A ) is not topologically finitely generated.
We also offer a short proof not involving profinite groups. Suppose that G = Aut(T A ). It follows easily from the definition of closure that G and G induce the same automorphisms of T (n) A for every n ∈ N. Hence every ψ ∈ Aut(T (n) A ) is a restriction of some ϕ ∈ G. It follows that Aut(T (n)
)) = k + 1 for every positive integer k. If we let m = rank(G), then we notice that
so we get a contradiction. Therefore G < Aut(T A ).
In particular, we have G < Aut(T A ) for every automaton group over an alphabet with at least two letters.
Automorphisms of an automaton group 4.1 General results
It is a natural question to enquire which endomorphisms of an automaton group admit a continuous extension to (G, d). General topology yields the following result: (ii) θ is uniformly continuous in (G, d).
) is compact by Proposition 3.1 and G is a closed subset of Aut(T A ), then (G, d) is itself compact (and therefore complete. It is the completion of (G, d)). Hence a continuous extension of θ to G is thus a continuous map over a compact set, so it is necessarily uniformly continuous with respect to d, and its restriction is θ.
(ii) ⇒ (i). Every uniformly continuous transformation of (G, d) admits a continuous extension to its completion, which is precisely (G, d).
Note that, if there is a continuous extension of the mapping θ : G → G to its closure G, it is unique. If an automorphism admits a continuous extension, we show that the latter is also an automorphism. Proof. Let ϕ, ψ ∈ G. Then there exist sequences (ϕ (n) ) n and (ψ (n) ) n on G such that ϕ = lim n→+∞ ϕ (n) and ψ = lim n→+∞ ψ (n) . By continuity, we get
thus θ is a group homomorphism. Since θ −1 is also a group homomorphism, it is easy to see that θ and θ −1 are mutually inverse. Therefore θ ∈ Aut(G).
We can relate uniform continuity to stabilizers in the case of automorphisms. 
Proof. In fact, condition (i) is equivalent to the following equivalent statements
Proof. By Proposition 4.3, since (Stab n (G))θ = Stab n (G) for every inner automorphism θ of G.
Recall that a subgroup H of a group G is characteristic if ϕ(H) ≤ H, for all ϕ ∈ Aut(G).
Aleshin's automaton and automorphisms
The following example shows that condition (ii) of Proposition 4.3 does not hold for every automaton group. Let G be the automaton group generated by Aleshin's automaton
x x
Then Stab 2 (G) is not characteristic. Indeed, Vorobets and Vorobets proved in [14] that G is the free group on { λ p , λ q , λ r }, hence
defines an elementary Nielsen automorphism θ of G. The action of the generators of G at depth 2 is described by the diagram
The adding machine and its automorphisms
We consider now the adding machine to illustrate some of the problems already introduced and some others we intend to propose. Write ϕ = λ p in the notation of Example 2.1. Since A generates the infinite cyclic group G(A) = ϕ , there exist only two automorphisms of G(A): the identity and the automorphism θ defined by
The adding machine takes its name from the fact that it reproduces addition of integers in binary form in the following sense: if u ∈ A m 2 , then uϕ n ∈ A m 2 is the unique integer v in binary form such that v is congruent to u + n modulo 2 m , where w is the word w read in reverse order. It follows that We also claim that every automorphism of G(A) can be actually extended to an automorphism of Aut(T 2 ). This is trivial for the identity automorphism, so we only have to consider θ. We show that θ is the restriction to G(A) of the mirror image automorphism µ of Aut(T 2 ).
Each ϕ ∈ Aut(T 2 ) is fully determined by the local permutations ϕ u (u ∈ A * 2 ). Let σ ∈ Aut(A * 2 ) interexchange 0 and 1. We define ϕµ ∈ Aut(T 2 ) by
We must prove that µ is an automorphism of Aut(T 2 ). We start by showing that
for all ϕ ∈ Aut(T 2 ) and u ∈ A * 2 . We use induction on |u|. The claim holds trivially for u = ε, hence we assume that u = va with v ∈ A * 2 and a ∈ A 2 , and that (4) holds for v. We have
By the induction hypothesis we get
where ϕ vσ σ = σϕ vσ since S A 2 is abelian. Therefore (4) holds. Now let ϕ, ψ ∈ Aut(T 2 ). For every u ∈ A * 2 , (3) and (4) yield
hence (ϕψ)µ = (ϕµ)(ψµ) and so µ is a group homomorphism. Since µ is clearly bijective, it is an automorphism of Aut(T 2 ). Finally, we show that
Note that (3) and the fact that the local functions are in S A 2 imply
On the other hand, (ϕµ) u = ϕ uσ .
It follows easily from the construction of the adding machine that
Now uσ ∈ 0A * 2 if and only if u ∈ 1A * 2 if and only if uϕ −1 ∈ 0A * 2 , hence ϕ uσ = ϕ uϕ −1 and so (5) follows from (6) and (7). Therefore θ = µ| G(A) and so every automorphism of G(A) is a restriction of some automorphism of Aut(T 2 ).
We can also compute the subgroup of fixed points
Since ϕ n θ = ϕ −n , we have Fix(θ) = {id}, hence finitely generated. We shall see in the next section that this is not always the case.
A non-uniformly continuous automorphism
In this section we describe a construction to show that direct product of automata groups is itself an automaton group. The result is well known (for example, see the construction mentioned immediately after Theorem 2.2 of the survey [4] and Remark 4.7 below). However, to the best of our knowledge the construction described in the proof below is new and potentially of independent interest and we will use it to show an application afterwards. In a similar fashion, B ′ has the same states of B and has the same transition and output function on the elements of B, while (a, q)δ B ′ = q and (a, q)λ B ′ = a for all states q ∈ B ′ and a ∈ A. Hence the transition and output functions behave as shown in the picture below:
Let C be the automaton given by the disjoint union of A ′ and B ′ . Observe that G(A ′ ) = Q A and G(B ′ ) = Q B , where Q A is the set of rational maps on the alphabet A given by taking each state of A as the initial state of the automaton. We also define Q B is accordingly. By construction of A ′ and B ′ , it is clear that gh = hg for all g ∈ G and h ∈ H and that G ∩ H = {1}, therefore we have that G(C) ∼ = G × H and so G × H is an automaton group.
Remark 4.7. The direct product construction mentioned in [4] constructs the direct product of automata groups as an automaton group by taking the direct product of the alphabets and produces a connected automaton for G × H, while the construction above keeps previously existing connected components disjoint from each other.
We will now use Proposition 4.3 and Lemma 4.6 to construct an example of a non-uniformly continuous automorphism of an automaton group. Consider the following automaton A
Ô Ô and let p be the rational function arising from the automaton with initial state p. By construction
and so, since each image through p will have a tail given by 01 ω , then p has infinite order and
Ô Ô and let r be the rational function coming from the automaton with initial state r. By construction
and so, since each image through p will have a tail given by 24 ω , then r has infinite order and G(B) = r ∼ = Z. If we build the automaton C as in the proof of Lemma 4.6, then G(C) = p, r ∼ = Z 2 . Let θ ∈ Aut(G(C)) be the automorphism swapping p with r. We argue by contradiction that θ is uniformly continuous. By Proposition 4.3 there exists a positive integer n such that (Stab n (G(C)))θ ⊆ Stab 1 (G(C)).
Observe that for every g ∈ Aut(T 2 ) we have g 2 n = id at level n. In fact, by induction, if g 2 n−1 fixes level n − 1 pointwise, then even if it swapped some of the children of level n − 1, we have that (g 2 n−1 ) 2 = g 2 n would fix all such children. Hence, in particular, p 2 n ∈ Stab n (G(C)) and thereforre r 2 m = (p 2 m )θ ∈ Stab 1 (G(C)). However, since r acts as the 3-cycle (2 3 4) at level 1, then (2 3 4) 2 m = id and so 3 = |(2 3 4)| divides 2 m , which is a contradiction and implying that θ is not uniformly continuous.
Cayley machines of finite abelian groups
We follow the notation from [12] . Let (H, +) be a finite nontrivial abelian group in additive notation. We consider the action of G(C H ) on the boundary of the tree T H . For all h, x 0 , x 1 , . . . ∈ H, we have
We can identify (x 0 , x 1 , x 2 , . . .) ∈ H ω with the formal power series
, n ∈ Z and where of course we mean (1 − t) −1 = ∞ i=0 t i . By [12] , every ϕ ∈ G(C H ) admits a unique factorization of the form
with k ∈ N; n i , m ∈ Z; n 1 < . . . < n k ; h i ∈ H \ {1}. By a slight abuse of notation, we identify elements h ∈ H with the maps α h and thus we observe that
We now fix k ≥ 2 and we consider the lamplighter group L k = G(C C k ). We identify C k with Z k , the integers modulo k under addition. We denote by Z * k the subgroup of units of (Z k , ·) (i.e. the integers modulo k coprime with k). Writing α = α 1 , we get a presentation of L k of the form
Note that ξ m 0 α n 1 ξ m 1 . . . α n k ξ m k has finite order if and only if m 0 + m 1 + . . .
is a direct sum of countably many cyclic groups of order k.
For every m ∈ Z, we write β m = ξ m αξ −m . It follows easily from (9) that each x ∈ L k can be written uniquely in the form
where r ∈ Z and (i n ) n is a mapping Z → Z k with finite support (i.e. only finitely many terms i n are nonzero). Moreover, x ∈ Fin(L k ) if and only if r = 0. How can we characterize the endomorphisms ϕ of L k ? Since L k is generated by α and ξ, then ϕ is fully determined by the images of α and ξ. It follows easily from (9) that αϕ can be any element y ∈ Fin(L k ) and ξϕ can be any element z ∈ L k : indeed, the equalities y k = 1 and [z m yz −m , z n yz −n ] = 1 follow from the fact that z n yz −n ∈ Fin(L k ) for every n, and Fin(L k ) is an abelian group of exponent k.
Given mappings (i n ) n and (j n ) n from Z to Z k with finite support and r ∈ Z, and in view of the normal form defined before, the correspondence
induces an endomorphism of L k , which we denote by ϕ (in)n,(jn)n,r . Conversely, every endomorphism can be written uniquely in this form. We next show that
holds for every m ∈ Z. This holds trivially for m = 0. Assume now that m > 0 and (10) holds for m − 1. Since Fin(L k ) is abelian, we get
Thus (10) holds for every m > 0. Similarly, we show that it holds for m < 0. Now we can derive
Indeed, using (10) twice we get
It follows easily from (11) that
Indeed, ξ is fixed by both endomorphisms, and
We also get
This formula can be generalized for an arbitrary number of factors. For every q ≥ 2, we have
where the k j take values in Z. Indeed, the case q = 2 is just (13) rewritten, so we assume that (14) holds for q ≥ 2 and we prove it for q + 1. Using (13) and the induction hypothesis, we get
)n,(0)n,1
and so (14) holds. It is much harder to identify the automorphisms of L k . We start from studying the following
It is straightforward to check that (13) is equivalent to the following, for given ϕ, ϕ ′ ∈ Stab L k (ξ):
We introduce some notation for specific automorphisms in Stab L k (ξ). Let (ε n ) n be the mapping from Z to Z k defined by
This mapping will be handy throughout the rest of the section. Let λ denote the inner automorphism of L k defined by
Note that α j is well defined since α k = 1. If j −1 denotes the inverse of j in Z * k , then η j η j −1 = 1 = η j −1 η j and so η j is indeed an automorphism.
Finally, let m ∈ Z and j ∈ Z * k . We define γ m,j ∈ Stab L k (ξ) by αγ m,j = β j m . Note that λ = γ 1,1 and η j = γ 0,j .
Since αλ m = β m holds for every m ∈ Z, it follows easily that
Lemma 5.1. Let p be a positive prime. Then
Proof. We had already established that γ m,j ∈ Stab Lp (ξ) for all m, j. Conversely, let ψ ∈ Stab Lp (ξ). Then we may write ψ = ϕ (in)n,(0)n,1 for some mapping (i n ) n from Z to Z k with finite support. Since ξψ −1 = ξ, we may write ψ −1 = ϕ (i ′ n )n,(0)n,1 for some (i ′ n ) n . Since αψψ −1 = α, it follows from (11) that
Assume that supp
In view of (18), we get s 1 + s ′ 1 = s m + s ′ m ′ , hence m = m ′ = 1 and so αψ = β is 1 s 1 . Thus ψ = γ s 1 ,is 1 and the first equality of the lemma is established. The second follows from (16) and (17).
We consider now the case of powers of primes. Let p be a positive prime and s ≥ 2. Given m ∈ Z \ {0} and r ∈ Z p s , we define an endomorphism δ m,pr of L p s by αδ m,pr = αβ 
. In view of (11), (18) holds, therefore k∈Z i ′ −k i k = 1 (mod p s ) and thus k∈Z i ′ −k i k = 1 (mod p). It follows that there exists some m ∈ Z such that p does not divide i ′ −m i m . We may assume that r and m are respectively the leftmost and the rightmost integers n ∈ Z such that p does not divide i n , so that r ≤ m. Let r ′ and m ′ be respectively the leftmost and the rightmost integers n ∈ Z such that p does not divide i ′ n , so that r ′ ≤ m ′ .
We claim that k∈Z i ′ m ′ +m−k i k = 0 (mod p). Indeed, if k > m, then p divides i k , and p divides i ′ m ′ +m−k if k < m (equivalent to m ′ + m − k > m ′ ). However, p does not divide i ′ m ′ +m−m i m since both factors are invertible in Z p s . Thus k∈Z i ′ m ′ +m−k i k = 0 (mod p). Similarly, k∈Z i ′ r ′ +r−k i k = 0 (mod p). In view of (18), we get m ′ + m = r ′ + r. Hence m ′ + m = r ′ + r ≤ m ′ + r, yielding m ≤ r and consequently m = r. Therefore there exists a unique m ∈ Z such that p does not divide i m .
For the second part of the proof, let us now now fix an m ∈ Z \ {0} and an r ∈ Z p s , to show that δ m,pr ∈ Stab L p s (ξ). In order to do so, we introduce Φ m = {ϕ (in)n,(0)n,1 | i 0 = 1 and i n = 0 if n m / ∈ N}.
We claim that Φ m is a submonoid of endomorphisms of L p s . It certainly contains the identity. Let
and so i ′′ n = 0. Thus Φ m is a monoid.
We define now a mapping Λ from Φ m to the polynomial ring
Since i n can only be nonzero for n ∈ mN, the mapping Λ is injective. We show that it is a monoid endomorphism with respect to the multiplicative structure of Z p s [x] . Clearly, it preserves the identity. Consider now an equality
in Φ m . We must show that
which is equivalent to
holding for all k ∈ N. On the other hand, it follows from (13) and (19) that 
Since Λ is an injective monoid homomorphism, it suffices to show that (δ m,pr Λ) p s = 1, i.e. (1 + prx) p s = 1. In view of Newton's binomial theorem, this is equivalent to
Thus it suffices to show that
for j = 1, . . . , p s .
Given n ∈ Z \ {0}, let
Write also 0ν p = ∞. Given j ∈ {1, . . . , p s }, we can write 
To complete the proof of the lemma, we show that, for every ϕ (in)n,(0)n,1 such that there exists a unique m ∈ Z with p not dividing i m , there exists some θ ∈ λ, η j , δ m,pr | j ∈ Z * k , m ∈ Z\{0}, r ∈ Z p s such that ϕ (in)n,(0)n,1 θ = 1. Replacing ϕ (in)n,(0)n,1 by ϕ (in)n,(0)n,1 λ −m η i −1 m if needed, we may assume that i 0 = 1 from now on.
We use a double induction scheme. Let ψ = ϕ (in)n,(0)n,1 and define
We start by considering the case t ψ ≥ s 2 . Take r ∈ Z such that i r ν p = t ψ and let ψ ′ = ψδ r,−ir . By (13), we have ψ ′ = ϕ (in−iri n−r )n,(0)n,1 .
If n − r = 0, then p s ′ divides both i r and i n−r , hence i r i n−r = 0. But if n = r then i n − i r i n−r = 0, hence ψ ′ is obtained from ψ by replacing i r by 0. Applying successively this procedure, we end up by obtaining the identity mapping, hence the claim holds in the case t ψ ≥ s 2 . We consider now the case t ψ = t < s 2 and we assume that the claim holds for all ψ ′ such that t ψ ′ > t. Take r ∈ Z such that i r ν p = t ψ and let ψ ′ = ψδ r,−ir . By (13), we have
If n = r then i n − i r i n−r = 0. If n = r, then
hence either ψ ′ = 1, or t ψ ′ > t ψ , or t ψ ′ = t ψ and u ψ ′ < u ψ . Therefore the claim follows by induction. 
is abelian by (12), we may write δ M s,p = ψλ t for some ψ ∈ A M \ {λ} and t ∈ Z.
Since the set of automorphisms ϕ (in)n,(0)n,1 satisfying i 0 ∈ Z * p s contains A M and is closed under composition in view of (13), then t = 0 and so δ M s,p ∈ A M \ {λ} .
Using (12) once again, we may write
for some
(note that A M \ {λ} is closed under inversion in view of (22)). By (14), we get
, hence comparing the M s components yields
It follows that i
(q) kq = 0. Given the structure of the elements of A M \ {λ}, it follows that −M ≤ k 1 , . . . , k q ≤ M . Since k 1 + . . . + k q = M s, there exist at least s nonzero elements among k 1 , . . . , k q and so it follows that p divides at least s elements among i
kq , and so i
is not finitely generated.
We consider next the automorphisms of L k . Assume that ϕ (in)n,(jn)n,r is an automorphism of L k . Since Fin(L k ) ∪ {ξ r } generates a proper subgroup of L k unless r = ±1, we can write
where Aut + (L k ) denotes the set of automorphisms of the form ϕ (in)n,(jn)n,1 (the positive automorphisms) and Aut − (L k ) denotes the set of automorphisms of the form ϕ (in)n,(jn)n,−1 (the negative automorphisms). Let ζ be the endomorphism of L k defined by αζ = α and ξζ = ξ −1 . It follows that ζ ∈ Aut − (L k ). It is easy to check that Aut
is a surjective group homomorphism.
Since σ fixes all the automorphisms from Stab L k (ξ), it is surjective.
Lemma 5.5. Let k ≥ 2 and r ∈ Z. Let (i n ) n and (j n ) n be mappings with finite support from Z to Z k . Then the following conditions are equivalent:
Proof. (i) ⇒ (ii). We have already remarked that (i) implies r = ±1. If r = 1, then ϕ (in)n,(0)n,1 ∈ Stab L k (ξ) follows from Lemma 5.4. Hence we may assume that r = −1. Composing with ζ = ϕ (εn)n,(0)n,−1 , we get (in)n,(0)n,1 and ξψ = vξ. In view of (10), we get αϕ (in)n,(jn)n,1 ψ = αϕ (in)n,(0)n,1 ψ = α and ξϕ (in)n,(jn)n,1 ψ = (uξ)ψ = (uϕ −1 (in)n,(0)n,1 )(vξ) = ξ, hence ϕ (in)n,(jn)n,1 ψ = 1. Similarly, we can show that ψϕ (in)n,(jn)n,1 = 1, hence ϕ (in)n,(jn)n,1 ∈ Aut(L k ).
Assume now that r = −1. We have αζϕ (in)n,(jn)n,−1 = n∈Z β in n and
Thus ζϕ (in)n,(jn)n,−1 = ϕ (in)n,(−j n−1 )n,1 , which is an automorphism by the preceding case. Since ζ is an automorphism, so is ϕ (in)n,(jn)n,−1 .
is a presentation of L uv and
Indeed, it follows from the provided presentations that
Suppose that w = ( n∈Z β in n )ξ r ∈ Ker θ, where (i n ) n is a mapping from Z into Z u with finite support and r ∈ Z. Then 1 = wθ = ( n∈Z β vin n )ξ r yields r = 0 and uv | vi n for every n. Thus u | i n for every n and so w = 1. Therefore θ : L u → H is an isomorphism.
Lemma 5.7. Let p 1 , . . . , p t be distinct positive primes with t ≥ 2. Let c 1 ≥ 2 and c 2 , . . . , c t ≥ 1.
Proof.
We show that Hψ ⊆ H for each ψ ∈ Stab L k (ξ). Indeed, we may assume that αψ = n∈Z β in n for some mapping (i n ) n from Z into Z k with finite support. Since ξψ = ξ and α v ψ = n∈Z β vin n , we get Hψ ⊆ H. This implies that ω is a (group) homomorphism.
We show next that ω is surjective. In view of Lemma 5.2, it suffices to show that
. We can represent j as an integer not divisible by p 1 . Let v ′ be the product of the primes p 2 , . . . , p t which do not divide j and set j ′ = j + p c 1 1 v ′ . Since j ∈ Z * u , then p 1 does not divide j and so it does not divide j ′ . Suppose that p i divides j ′ for some 2 ≤ i ≤ t. If p i does not divide j, then it divides v ′ and so it divides j = j ′ − p 1 v ′ = j ′ − j, and so must be a factor of v ′ , yet a contradiction.
Thus we can consider j ′ ∈ Z * k and η j ′ ∈ Stab L k (ξ). We claim that η j ′ ω = η j . Since ξη j ′ = ξ = ξη j , it remains to be shown that α v η j ′ = α v η j . This is equivalent to show that 
Indeed, we adapt Φ m and Λ in the obvious way, and everything works the same. Now consider δ m,p 1 r in H (defined by 
Proof. (i) Let ℓ ∈ {1, . . . , s}. We must show that ρ ℓ is an automorphism.
Since i ′ 0 i n + i ′ −1 i n+1 = 0 for all the remaining values of n, we get ρ ℓ ψ = 1. In view of (12),
We show next that αρ
We use induction on m. The case m = 1 holds by definition. Assume that the claim holds for some m ≥ 1. In view of (15), we get
where the last equality follows from the fact that k | k m ℓ p ℓ and k | p m ℓ k ℓ and so β Similarly, we can show that
In view of (27), and since k divides k i k j whenever i = j, a straightforward induction shows that 
holds for all r ∈ {1, . . . , s} and m 1 , . . . , m r > 0. Now let ψ ∈ Stab L k (ξ). We prove that, for each ℓ ∈ {1, . . . , s}, (30) follows from Lemma 5.1. Now the greatest common divisor of k 1 , . . . , k s is obviously 1, so there exist x 1 , . . . , x s ∈ Z such that k 1 x 1 + . . . + k s x s = 1. It follows from (30) that
Note that the m ℓ are not necessarily nonzero. We show that, for every ℓ ∈ {1, . . . , s + 1}
The formula for ℓ = s + 1 is to be interpreted as computing αψ and so it is trivially true because of (31). Assume equation (32) 
Thus it suffices to show that k divides
Since Stab L k (ξ) is abelian, it follows from part (i) and (34) that
In view of Lemma 5.5, we can define Ψ k to be the set of all automorphisms of L k of the form ϕ (ε n−r )n,(jn)n,1 , where r ∈ Z and (j n ) n is a mapping from Z to Z r .
Proof. Every element x ∈ L k can be uniquely written in the form
where r ∈ Z and (j n ) n is a mapping from Z to Z r .
Let µ :
It is clear that µ is a bijection. Assume now that x = ξ r n∈Z β jn n and
are arbitrary elements of L k . We have
On the other hand, using (10), we have
and so (xµ)(x ′ µ) = (xx ′ )µ. Therefore µ is a group isomorphism and Ψ k is obviously a subgroup of Aut(L k ).
It remains to show that Ψ k is normal. First we note that, for every x ∈ L k , x and α are conjugate if and only if x = β r for some r ∈ Z.
Indeed, suppose that x = yαy −1 for some y ∈ L k . We may write y = uξ r for some u ∈ Fin(L k ) and r ∈ Z. Since Fin(L k ) is abelian, it follows that
The converse implication holds trivially. Since αϕ (ε n−r )n,(jn)n,1 = β r , it follows that
holds for every m ∈ Z, hence uψ = ξ r uξ −r for every u ∈ Fin(L k ). In particular, for u = αϕ, we get
Thus ϕψϕ −1 ∈ Ψ k by (36) and so Ψ k Aut(L k ).
We now aim at producing a generating set for Aut(L k ). Let ι = ϕ (εn)n,(εn)n,1 .
Lemma 5.10. For every k ≥ 2,
. By Lemma 5.9, we can take
and so we get ϕψ ∈ S k , hence ϕ ∈ Ψ k S k . Since L k = α, ξ , it follows from Lemma 5.9 that
Since λ ∈ S k , we get Aut
Let FStab L k (ξ) denote the set of all finite order automorphisms of L k fixing ξ. Since Stab L k (ξ) is abelian by (12) , then FStab L k (ξ) is an abelian group itself.
We say that k ≥ 2 is squarefree if there exists no prime p ∈ N such that p 2 divides k. 
If in addition p i divides (
. Assume now that s ≥ 2. We define
Since Stab L k (ξ) is abelian by (12), Lemma 5.8 implies that every element of Stab L k (ξ) can be written in the form ρ a 1 1 . . . ρ as s η j for some a 1 , . . . , a s ∈ Z and j ∈ Z * k . We show that 
Let
Suppose that I + ∪ I − = ∅. Replacing by the inverses if needed, we may assume that
It follows from (29) that
Comparing the powers of α, we deduce that k divides the difference
In particular, by taking ℓ ∈ I + , it folllows that p ℓ divides j i∈I − p −a i i , a contradiction. Thus I + ∪ I − = ∅, i.e. a 1 = . . . = a s = 0. Now j = 1 and (40) holds.
It follows from (40) that
Suppose that ρ ℓ has finite order m. By (27), we get α p m ℓ = α, hence k (and therefore p ℓ ) divides p m ℓ − 1, a contradiction. Thus each ρ ℓ has infinite order and so 
Now we want to show that
In view of (37) and (38), we have
Since λ ∈ Ψ k , it follows from Lemma 5.
Then it is straightforward to check that
Indeed, in view of (29) we get
hence it suffices to show that k divides
The groups L k and Z s−1 × Z * k are finitely generated, so must be their semidirect product and all their finite extensions. Thus Aut + (L k ) is finitely generated and so is Aut(L k ) by (25).
(ii) ⇒ (i). Suppose now that k is not squarefree. By Lemmas 5.3 and 5.7, Stab L k (ξ) is not finitely generated. By Lemma 5.4, Aut + (L k ) is not finitely generated either. Since Aut + (L k ) is a finite index subgroup of Aut(L k ), and every finite index subgroup of a finitely generated subgroup is finitely generated, it follows that Aut + (L k ) is not finitely generated.
holds for every p ≥ 0.
Assume that γξ n ∈ Stab p+1 (L k ) for some γ ∈ Fin(L k ) and n ∈ Z. Since Stab p (L k ) ≤ L k and ι ∈ Aut(L k ), we have
Therefore we may assume that n ≥ 0, replacing γξ n by ξ −n γ −1 if needed. Write γ = β r 1 i 1
. . . β rs is . Since ι ∈ Ψ k , then (37) implies that β ℓ ι = β ℓ for every ℓ ∈ Z. Thus γι = γ. On the other hand, a straightforward induction shows that
for every n ≥ 0. Write
Considering the formal series X = ∞ j=0 x j t j , we have Xγξ n = (X + f (t))h(t), X((γξ n )ι) = (X + f (t) + n−1
Indeed, the first equality follows from the formal series interpretation of the β i and ξ n , and the second equality follows from γι = γ and (50). Since γξ n ∈ Stab p+1 (L k ), we have (X + f (t))h(t) − X ∈ W p+2 for every X ∈ Z k [[t] ] by the first equality in (51). Hence X(h(t) − 1) + f (t)h(t) ∈ W p+2 for every X ∈ Z k [[t] ]. Considering the particular case X = 0, we get f (t)h(t) ∈ W p+2 and consequently X(h(t) − 1) ∈ W p+2 for every X ∈ Z k [[t] ]. Since X is arbitrary, it follows that h(t) − 1 ∈ W p+2 . But then
Hence (γξ n )θ ∈ Stab p (L k ) and so (49) holds. Therefore ι is uniformly continuous. Finally, we show that ζ is uniformly continuous. By Proposition 4.3, it will suffice to show that
Recall that αζ = α and ξζ = ξ −1 and so β ℓ ζ = β −ℓ for every ℓ ∈ Z. Assume now that γξ n ∈ Stab p (L k ) for some γ = β r 1 i 1 . . . β rm im ∈ Fin(L k ) and n ∈ Z. Let q = max{|i 1 |, . . . , |i m |} + 1. Then (46) and (47) (with θ replaced by ζ) hold, so we can assume that i 1 , . . . , i m > 0 (replacing γξ n by (ξ q γξ −q )ξ n if needed). r u (1 − t) −iu , h(t) = (1 − t) −n .
Recall that h −1 (t) = (1 − t) n . Considering the formal series X = ∞ j=0 x j t j , we have Xγξ n = (X + f (t))h(t), X((γξ n )ζ) = (X + g(t))h −1 (t).
Indeed, the first equality follows from the formal series interpretation of the β i and ξ n , and the second equality follows from γζ = β r 1 −i 1 . . . β rm −im and ξζ = ξ −1 and the same argument used to get the first equality.
Since γξ n ∈ Stab p (L k ), we have (X + f (t))h(t) − X ∈ W p+1 for every X ∈ Z k [[t]] by (53). Considering the particular case X = 0, we get f (t)h(t) ∈ W p+1 and consequently f (t) ∈ W p+1 (since h(t) = 1 + th ′ (t) for some h ′ (t) ∈ Z k [[t]]). We shall prove that g(t) ∈ W p+1 .
The coefficient of t ℓ in f (t) is (−1) ℓ m u=1 r u iu ℓ . Since f (t) ∈ W p+1 , we get = 0 for ℓ = 0, . . . , p. Thus g(t) ∈ W p+1 as claimed. Now (X + g(t))h −1 (t) − X = g(t)h −1 (t) − (X − Xh −1 (t)) = g(t)h −1 (t) − (Xh(t) − X)h −1 (t) = g(t)h −1 (t) − ((X + f (t))h(t) − X)h −1 (t) + f (t) ∈ W p+1
