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1. Model checking
Formal verification techniques try to answer questions related to the functional correct-
ness of systems. Typical problems that are addressed by formal verification are:
(i) safety: e.g., does a given mutual exclusion algorithm guarantee mutual exclusion?
(ii) liveness: e.g., will a packet transfered via a routing protocol eventually arrive at the
correct destination?
(iii) fairness: e.g., will a repetitive attempt to carry out a transaction be eventually granted?
Prominent formal verification techniques are theorem proving, model checking, and
simulation/testing. This special issue is devoted to model checking.
Model checking is a system validation technique that has received substantial atten-
tion during the last decade. Given a model of the system (the “possible behavior”) and a
specification of the property to be considered (the “desirable behavior”), a model checker
systematically checks the validity of the property in the model. Models are typically non-
deterministic finite-state automata, consisting of a finite set of states and a set of transitions
that describe how the system evolves from one state into another. These automata are usu-
ally composed of concurrent entities and are often generated from a high-level description
language such as Petri nets, process algebra, PROMELA [14] or Statecharts [9]. Properties
are typically specified in temporal logic, an extension of propositional logic that allows one
to express properties that refer to the relative order of events. Statements can either be made
about states or about paths, i.e., sequences of states that model an evolution of the system.
The basis of model checking is an exhaustive state-space exploration to check whether
the property is satisfied in each state of the model, thereby using effective methods (such
as symbolic data structures [22], partial-order reduction [23] or clever hashing techniques
[13]) to combat the state-space explosion problem.
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2. History and perspective
Model checking originates from the independent work of two couples in the early eight-
ies: [4,24]. The term model checking was coined by Clarke and Emerson. More informa-
tion on basic as well as advanced model checking is available in the earlier books by
Holzmann [14], McMillan [22] and Kurshan [18] and the recent works by Clarke, Peled
and Grumberg [6], Huth and Ryan [17], and Bérard et al. [3]. Influential model checking
tools are SMV [21], Spin [16], Murφ [7], UPPAAL [19], Kronos [26], and Hytech [12].
With the notable exception of communication protocols, formal verification has ini-
tially been more successful for hardware than for software. This is partly due to the early
availability of hardware model checkers, such as SMV, but also due to a short migration
path needed to integrate model checking into the hardware design cycle. Nowadays, both
theorem proving and model checking, and combinations thereof, have found their place
in the hardware development process of companies like Cadence, Fujitsu, IBM, Intel and
Motorola. Theorem proving is mostly used for checking data paths, signal processors and
arithmetic units, whereas model checking is typically used for the control logic (one of
the main sources of design flaws), controllers, and combinatorial circuits. Model checking
is a widely accepted technique for the design phases that deal with circuits at the register
transfer level and the gate level. Industrial experiments have provided evidence that model
checking is no worse than random simulation in terms of time spent and that it is clearly
superior in terms of coverage [25].
Model checking has been successfully applied to a particular branch of software engi-
neering, namely the development of communication protocols [5,14,15]. Several serious
defects in communication protocols have been found using model checking. A prominent
example is the bug that was exposed in the popular Needham–Schroeder encryption pro-
tocol that remained undetected for over 17 years [20]. Outside the area of communication
protocols, some formal concepts like assertions, as well as pre- and postconditions play a
role in modern software engineering methods.
Nowadays, great efforts are undertaken to enable software model checking of programs
written in programming languages such as C, C++, Java, or the like [8,10,11]. Another
important strand of research and application is the extension of model checking to richer
classes of models. In this area, the arguably most inspiring and fruitful extension consi-
ders real time as an integral part of the model, based on the notions of timed and hybrid
automata [1,2]. In particular, model checking of timed systems has shown considerable
practical relevance, due to industrial-relevant case studies, carried out with powerful model
checking tools for timed automata [19,26]. Hybrid systems are, due to their expressive
power, more difficult to tackle using mechanised tools, and are thus asking for theo-
rem proving-like techniques. To make such techniques applicable, pioneering research
in this area is devoted to decidability questions. Another important research strand com-
bines theorem proving and model checking, to reason about infinite state and parametrized
models.
3. This special issue
This special issue on model checking is comprised of seven papers representing the
current state-of-the-art as well as important challenges in research and application of model
checking.
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The first paper, by Aceto and Laroussinie presents a fundamental study on the complex-
ity of model checking for various subclasses of a timed modal µ-calculus. The effects of
various restrictions placed on the logic (alternation-free, greatest fixpoint only, existential
modalities, etc.) are discussed as well as the effects of structural complexity for networks of
automata. For each of these subclasses the authors investigate the complexity of the general
model checking problem (combined complexity), the program complexity, the specifica-
tion complexity, and the complexity of model checking the trivial timed automaton. In
all cases (except in the presence of polynomial time upper bounds) the authors achieve
matching upper and lower complexity bounds. The proofs are based on different variations
of the standard encodings of alternating Turing machines. The study also provides an a
posteriori theoretical justification for the choice of logic in the popular model checker
UPPAAL, made for performance reasons.
The paper by Møller, Hulgaard and Andersen is the second paper in this volume about
model checking real-time systems. They present a symbolic model-checking algorithm for
a timed variant of CTL. Timed systems are represented by time guarded commands into
which standard languages for modelling timed systems, such as timed automata, can be
encoded. States of such systems are encoded using a simple first order logic over inequal-
ities of the form x − y ≤ d for real variables x and y and real constant d. The authors
use difference decision diagrams (DDDs) to manipulate these state encodings. Empirical
results of this approach are presented including a comparison with model checkers such as
UPPAAL and Kronos.
In the third paper of this volume, Li et al. consider the model checking of hybrid sys-
tems. In particular, the authors identify an interesting subclass of linear hybrid automata—
so-called positive loop-closed automata—and present an algorithm to decide whether a
linear hybrid automaton falls within this subclass. An extension of regular expressions is
used as a property specification language, and an algorithm is presented to model-check
such properties over positive loop-closed automata. This algorithm is based on linear pro-
gramming.
The paper by Dams, Lakhnech and Steffen, considers the verification of infinite-state
systems. It presents a partial algorithm for computing the closure T ∗ of a finite-state trans-
ducer T. This problem is in general undecidable, so the paper considers special cases of
transducers, and the suggested algorithm is partial. The paper presents a novel quotient
construction that can be applied to T <ω and which (if it terminates) results in a finite-
state quotient. The algorithm can handle a large class of transducers, in particular, it is not
restricted to length-preserving transducers. The main idea of the algorithm is to combine
future and past bisimulation, such that the intermediate transducers T <n, for natural n, are
all finite.
The paper by Yorav and Grumberg presents a modular, syntax-directed model checking
approach applicable to sequential programs. Their main focus is the size of sequential
software units. Based on a partition of the software in sequences of subprograms, they
achieve a separation of the tasks for the model checking algorithm. In this way, only the
current subprogram needs to be kept in memory by the model checker, while other parts
may remain on disk.
The paper by Bengtsson et al. is about the application of real-time model checking to
an industrial consumer electronics protocol. It considers a case-study in which the real-
time model checker UPPAAL is applied to the verification of an audio-control protocol
developed by Philips. The authors derive hard bounds on the timing of the protocol, if
violated the protocol fails. The protocol considered is one of the prime case studies in
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real-time verification, and the authors report on the substantial influences of various tool
optimizations on the effectiveness of the model-checking.
The last paper in this volume, by Hune et al. presents an extension of the UPPAAL
model checker, making it possible to synthesize linear parameter constraints for the cor-
rectness of parametric timed automata. The paper identifies a subclass of parametric timed
automata, called L/U automata, for which the emptiness problem is decidable—opposed
to the full class—and present a number of results that reduce the verification effort for
L/U automata in certain cases. The extended tool is applied to a couple of interesting case
studies.
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