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Abstract We consider a (possibly) nonlinear interface
problem in 2D and 3D, which is solved by use of vari-
ous adaptive FEM-BEM coupling strategies, namely the
Johnson-Ne´de´lec coupling, the Bielak-MacCamy coup-
ling, and Costabel’s symmetric coupling. We provide a
framework to prove that the continuous as well as the
discrete Galerkin solutions of these coupling methods ad-
ditionally solve an appropriate operator equation with a
Lipschitz continuous and strongly monotone operator.
Therefore, the coupling formulations are well-defined,
and the Galerkin solutions are quasi-optimal in the sense
of a Ce´a-type lemma. For the respective Galerkin dis-
cretizations with lowest-order polynomials, we provide
reliable residual-based error estimators. Together with
an estimator reduction property, we prove convergence of
the adaptive FEM-BEM coupling methods. A key point
for the proof of the estimator reduction are novel inverse-
type estimates for the involved boundary integral oper-
ators which are advertized. Numerical experiments con-
clude the work and compare performance and effectivity
of the three adaptive coupling procedures in the presence
of generic singularities.
1 Introduction
1.1 Model problem
Let Ω ⊆ Rd (d = 2, 3) be a bounded Lipschitz domain
with polyhedral boundary Γ := ∂Ω and normal vec-
tor ν. For given data (f, u0, φ0) ∈ L
2(Ω) × H1/2(Γ ) ×
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H−1/2(Γ ), we consider the nonlinear interface problem
− div(A∇u) = f in Ω, (1a)
−∆uext = 0 in Ωext, (1b)
u− uext = u0 on Γ, (1c)
(A∇u−∇uext) · ν = φ0 on Γ, (1d)
uext = O(|x|−1) as |x| → ∞. (1e)
As usual, these equations are understood in the weak
sense, i.e. we seek for a solution (u, uext) ∈ H1(Ω) ×
H1loc(Ω
ext), with H1loc(Ω
ext) = {v | v ∈ H1(K) ,K ⊆
Ωext compact}, andΩext := Rd\Ω. It is well-known that
problem (1) admits a unique solution in 3D. In 2D, the
given data have to fulfill the compatibility condition
〈f , 1〉Ω + 〈φ0 , 1〉Γ = 0, (2)
to ensure the right behaviour of the solution at infin-
ity. Moreover, in 2D we assume diam(Ω) < 1 to en-
sure ellipticity of the simple-layer potential V defined
below. The assumptions on the strongly monotone oper-
ator A : Rd → Rd will be given in Section 2.2. We denote
by H1/2(Γ ) the trace space of H1(Ω) and by H−1/2(Γ )
its dual space. For simplicity, we will write u for the trace
of a function u ∈ H1(Ω), if the meaning is clear.
1.2 Coupling of FEM and BEM
Because of the presence of the unbounded exterior do-
main Ωext in (1b), it is numerically attractive to rep-
resent uext in terms of certain integral operators. This
leads to a contribution on the coupling boundary Γ in-
stead of the exterior domain Ωext. For the interior do-
main Ω in (1a), the (possible) nonlinearity of A as well
as the (possible) inhomogeneity f 6= 0 favours the use
of a finite element approach. This led to the develop-
ment of certain coupling procedures, and we focus on
the Johnson-Ne´de´lec coupling [19], the Bielak-MacCamy
coupling [8], and Costabel’s symmetric coupling [13] in
2the following. All of these approaches lead to a varia-
tional formulation
b(u,v) = L(v) for all v ∈ H := H1(Ω)×H−1/2(Γ ) (3)
with unknown solution u ∈ H, which is in a certain sense
equivalent to (1). We equip H with the norm
‖v‖2H = ‖v‖
2
H1(Ω) + ‖ψ‖
2
H−1/2(Γ ) (4)
for v = (v, ψ) ∈ H. Here, b(·, ·) is a continuous form on
H×H which is linear in the second argument, and L(·)
is a linear and continuous functional on H. The original
works [8; 19; 13] focussed on linear A and hence bilinear
b(·, ·), and proved existence and uniqueness of the solu-
tion u ∈ H of (3). In the framework of the symmetric
coupling well-posedness for nonlinear A has first been
considered in the pioneering work [12].
For the Galerkin discretization, one considers a finite-
dimensional and hence closed subspaceHℓ ofH and seeks
Uℓ ∈ Hℓ such that
b(Uℓ,Vℓ) = L(Vℓ) for all Vℓ ∈ Hℓ. (5)
For linear A, existence and uniqueness of the Galerkin
solution Uℓ ∈ Hℓ for the symmetric coupling is already
found in [13]. Moreover, Galerkin solutions are quasi-
optimal in the sense of the Ce´a-type lemma
‖u−Uℓ‖H ≤ CCe´a min
Vℓ∈Hℓ
‖u−Vℓ‖H, (6)
where the constant CCe´a > 0 depends only on the geom-
etry and on A, but is independent of the given data, the
continuous solution u, and the Galerkin solutionUℓ. The
analysis of the symmetric coupling has been generalized
to nonlinear A in [12], but the proof required the under-
lying mesh to be sufficiently fine, i.e. the maximal mesh-
size had to be sufficiently small. Finally, for the nonsym-
metric coupling strategies from [8; 19] and even linear
problems, the analysis relied on the compactness of a
certain integral operator K involved. However, this com-
pactness restricted the coupling boundary to be smooth
instead of piecewise polynomial.
Only very recently, Sayas [23] proved that the Johnson-
Ne´de´lec coupling is equivalent to an elliptic problem, in-
dependently of the compactness of K. For linear A, more
precisely the Yukawa or the Laplace equation, he thus
derived that the variational formulation (3) as well as
the discrete formulation (5) admit unique solutions and
that the discrete solutions are quasi-optimal in the sense
of (6). His analysis has been simplified by Steinbach [26].
For quite general linear A, the latter work introduces a
stabilized bilinear form
b˜(u˜,v) := b(u˜,v) + σ(u˜,v) (7)
which is proved to be elliptic provided the smallest eigen-
value of A is larger than 1/4. Up to some algebraic pre-
/postprocessing, the solution u of (3) coincides with the
solution u˜ ∈ H of
b˜(u˜,v) = L˜(v) for all v ∈ H, (8)
i.e. u = u˜ + u0. Steinbach thus proposed to approxi-
mate the unique solution of (8) by some Galerkin solu-
tion U˜ℓ ∈ Hℓ and to obtain an approximation of u by
U˜ℓ+u0. One drawback of this method is, however, that
the computation of the stabilization σ(·, ·) as well as of
the (constant) offset u0 requires the (numerical) solution
of an additional integral equation Vφeq = 1. Firstly, this
might lead to artificial error contributions from generic
singularities of φeq. Secondly, the first Strang lemma
comes into play which imposes the assumption that the
underlying (boundary) mesh is sufficiently fine.
Finally, we mention the recent work [16], where for
the (linear) Yukawa equation ellipticity of the bilinear
form b(·, ·) is proved for both the Johnson-Ne´de´lec cou-
pling as well as the Bielak-MacCamy coupling.
1.3 A posteriori error estimation
A posteriori error analysis aims to provide computable
quantities ̺ℓ which measure the Galerkin error ‖u −
Uℓ‖H from above (reliability) and below (efficiency). The
local information provided by ̺ℓ can then be used to
refine the mesh locally, where the Galerkin error ap-
pears to be large. For the symmetric coupling, a pos-
teriori error estimation was initiated by [12] for 2D and
is well-established since then, cf. e.g. [10; 20; 27] and the
references therein. To the best of our knowledge, only
residual-based error estimators provide unconditional up-
per bounds. On the other hand, for this type of estima-
tors the lower bounds still require the mesh to be globally
quasi-uniform although efficiency is also observed em-
pirically on locally refined meshes [9]. For the Johnson-
Ne´de´lec coupling and the 2D Laplacian, different types of
a posteriori error estimators have recently been provided
and compared in [5].
1.4 Contributions of current work
Adapting the results and proofs of [16; 23; 26], we present
a framework which allows us to prove existence and unique-
ness of the three coupling procedures for certain nonlin-
earA. Roughly speaking, the idea is as follows: Each form
b(u,v) on H which is linear in v, induces a nonlinear op-
erator B : H → H∗, where H∗ denotes the dual space of
H. Then, the variational formulation (3) is rewritten in
operator formulation
Bu = L. (9)
For each coupling, we introduce an appropriate stabi-
lization σ(·, ·) and consider the nonlinear operator B˜ in-
duced by b˜(·, ·) from (7). This is done in a way which
ensures equivalence
Bu = L ⇐⇒ B˜u = L˜. (10)
3Under appropriate assumptions on A, the operator B˜
is Lipschitz continuous and strongly monotone (or: el-
liptic). Therefore, the continuous operator formulation
B˜u = L˜ as well as its Galerkin formulation admit unique
solutions u ∈ H resp. Uℓ ∈ Hℓ which also solve (3)
resp. (5) and satisfy the Ce´a-type estimate (6). For the
Johnson-Ne´de´lec coupling and the Bielak-MacCamy cou-
pling, our analysis requires that the ellipticity constant
cell > 0 of A is larger than 1/4, which reflects the same
restriction as for the linear case in [26]. For the symmet-
ric coupling, we avoid any restriction on cell > 0. We thus
obtain the same results as in [12], but without any re-
striction on the mesh-size and with a much simpler proof.
We stress that, unlike the approach of [26], the stabilized
variant is only employed for theoretical reasons to guar-
antee unique solvability of the non-stabilized equations.
Finally, for lowest-order piecewise polynomials, we
derive residual-based a posteriori error estimators which
provide reliable upper bounds for the respective Galerkin
errors. For the Bielak-MacCamy coupling, we adapt the
arguments from our recent preprint [4] to prove that the
usual adaptive algorithm drives the residual error esti-
mator to zero.
1.5 Outline
We start with a preliminary Section 2 which collects the
precise assumptions on A, the integral operators V, K,
and W involved, as well as the notation used in the
remainder of the paper. Section 3 then considers the
Bielak-MacCamy coupling. We sketch the derivation of
the coupling equations and prove existence and unique-
ness of the continuous as well as of the Galerkin formu-
lation as outlined above. Finally, we state and prove a
residual-based a posteriori error estimator. In Section 4
and Section 5, the same is done for the Johnson-Ne´de´lec
coupling as well as for Costabel’s symmetric coupling.
However, for the sake of brevity and since the proofs are
very similar to that of the Bielak-MacCamy coupling,
we only sketch the details. Emphasis is laid, however,
on the fact that no restriction on the ellipticity constant
cell > 0 of A is imposed in the case of the symmetric cou-
pling. Section 6 states the usual adaptive mesh-refining
algorithm. Using the concept of estimator reduction and
recent results of [4], convergence of Uℓ to u is proved as
ℓ → ∞, where ℓ denotes the step counter of the adap-
tive loop. A final Section 7 provides some numerical ex-
periments. Emphasis is laid on the comparison of the
three coupling procedures with respect to accuracy and
computational time. Moreover, we numerically investi-
gate the restriction cell > 1/4 in case of the Johnson-
Ne´de´lec and Bielak-MacCamy coupling. Finally, we see
that the proposed adaptive schemes are much superior
to the usual approach, where the mesh is only uniformly
refined.
2 Preliminaries
2.1 Boundary integral operators
Throughout, K denotes the double-layer potential with
adjoint K†, V denotes the simple-layer potential, and
W the hypersingular operator. With the fundamental
solution of the Laplacian
G(z) :=
{
− 12π log |z| for z ∈ R
2\{0},
1
4π
1
|z| for z ∈ R
3\{0},
these integral operators formally read as follows,
(Vϕ)(x) =
∫
Γ
G(x − y)ϕ(y) dΓy,
(Kϕ)(x) =
∫
Γ
∂ν(y)G(x − y)ϕ(y) dΓy,
(Wϕ)(x) = −∂ν(x)
∫
Γ
∂ν(y)G(x− y)ϕ(y) dΓy ,
for x ∈ Γ and with ∂ν(y) denoting the normal derivative
at y ∈ Γ . By continuous extension, we obtain bounded
linear operators
V ∈ L(H−1/2(Γ );H1/2(Γ )),
K ∈ L(H1/2(Γ );H1/2(Γ )),
K† ∈ L(H−1/2(Γ );H−1/2(Γ )),
W ∈ L(H1/2(Γ );H−1/2(Γ )).
(11)
Finally, we stress the ellipticity of the simple-layer po-
tential 〈φ ,Vφ〉Γ & ‖φ‖2H−1/2(Γ ). Together with symme-
try and continuity of V, this implies norm equivalence
〈φ ,Vφ〉Γ ≃ ‖φ‖2H−1/2(Γ ). For further properties of the
integral operators, the reader is referred to the litera-
ture, e.g. the monographs [18; 21; 22; 25].
2.2 Strongly monotone operators
An operator B˜ : H → H∗ is Lipschitz continuous pro-
vided that there is a constant CLip > 0 such that
‖B˜u− B˜v‖H∗ ≤ CLip‖u− v‖H (12)
holds for all u,v ∈ H, where ‖ · ‖H∗ denotes the usual
norm on the dual space H∗. With 〈· , ·〉 the duality brack-
ets on H∗ × H, the operator B˜ is strongly monotone
provided that there is a constant Cell > 0 such that
〈B˜u− B˜v ,u− v〉 ≥ Cell ‖u− v‖
2
H (13)
holds for all u,v ∈ H. We refer to [29, Section 25.4]
for the following standard results on strongly monotone
operators: Under (12)–(13), the operator B˜ is bijective,
4and the inverse B˜−1 is Lipschitz continuous with Lip-
schitz constant 1/Cell. Consequently, for every L˜ ∈ H∗,
there is a unique u ∈ H with
〈B˜u ,v〉 = L˜(v) for all v ∈ H, (14)
and u depends Lipschitz continuously on L˜. Moreover,
for every closed subspace Hℓ of H, there is a unique
Uℓ ∈ Hℓ such that
〈B˜Uℓ ,Vℓ〉 = L˜(Vℓ) for all Vℓ ∈ Hℓ. (15)
Finally, Uℓ depends also Lipschitz continuously on L˜,
and there holds the Ce´a-type quasi-optimality (6), where
CCe´a = CLip/Cell.
Remark 1 Provided that the discrete spaces Hℓ satisfy
Hℓ ⊆ Hℓ+1 for all ℓ ≥ 0 and
⋃∞
ℓ=0Hℓ = H, (16)
the quasi-optimality (6) implies convergence Uℓ → u of
the Galerkin solutions as ℓ→∞. In practice, the condi-
tions (16) are satisfied if the underlying meshes are suc-
cessively refined and the corresponding mesh-sizes tend
to zero everywhere.
To apply the framework of strongly monotone oper-
ators to the FEM-BEM coupling formulations presented
in Section 3, 4, and 5, we have to make some assump-
tions on the coefficient function A : Rd → Rd. Firstly, we
consider A to be Lipschitz continuous, i.e. there exists a
constant clip such that
|Ay − Az| ≤ clip|y − z| (17)
holds for all y, z ∈ Rd. Integrating the square of (17),
one obtains
‖A∇v − A∇w‖2L2(Ω) ≤ c
2
lip‖∇v −∇w‖
2
L2(Ω) (18)
for all v, w ∈ H1(Ω). Secondly, we assume A to be
strongly monotone in the following sense: There exists
a constant cell > 0 such that there holds
cell‖∇v −∇w‖
2
L2(Ω) ≤ 〈A∇v − A∇w ,∇v −∇w〉Ω (19)
for all v, w ∈ H1(Ω). Here, 〈· , ·〉Ω denotes the L2(Ω)-
scalar product, i.e. 〈v , w〉Ω =
∫
Ω
vw dx. Similarly, we
shall write 〈· , ·〉Γ for the L2(Γ )-scalar product which is
extended by continuity to the duality bracket between
H1/2(Γ ) and H−1/2(Γ ).
Remark 2 We stress that conditions (18) and (19) are
sufficient for solvability considerations, see Sections 3.2–
3.3, 4.2–4.3, and 5.2–5.3. Anyhow, in our a posteriori
analysis we need that A is pointwise Lipschitz continu-
ous (17).
Remark 3 As far as existence and uniqueness of con-
tinuous solution u and discrete solution Uℓ from (14)–
(15) is concerned, our analysis only requires that the in-
duced operator B˜ is strictly monotone, i.e.
〈B˜u−B˜v ,u−v〉 > 0 for all u,v ∈ H with u 6= v, (20)
i.e. (13) is replaced by (20). Then, the Browder-Minty
theorem applies and, in particular, proves weak conver-
gence Uℓ ⇀ u in H as ℓ → ∞ under assumption (16).
In this framework, however, the Ce´a-type estimate (6)
cannot hold in general and a posteriori error estimates
can hardly been derived. Therefore, we leave the details
to the reader. However, we stress that (20) holds if the
nonlinearity A satisfies
0 < 〈A∇v − A∇w ,∇v −∇w〉Ω (21)
for all v, w ∈ H1(Ω) with ∇v 6= ∇w instead of (19).
2.3 Discrete spaces
In Sections 3–5, the model problem (1) is reformulated
as variational equality (3) in the Hilbert space H :=
H1(Ω)×H−1/2(Γ ). For the respective discretizations, let
Tℓ be a regular triangulation of Ω and let E
Γ
ℓ be a regular
triangulation of Γ , where regularity is understood in the
sense of Ciarlet. We approximate a function u ∈ H1(Ω)
by continuous, Tℓ-piecewise affine functions on Ω. For a
function φ ∈ H−1/2(Γ ), we use EΓℓ -piecewise constant
functions, i.e. our discrete spaces read Hℓ := S1(Tℓ) ×
P0(EΓℓ ) ⊆ H.
Let EΩℓ denote the set of all interior faces, i.e. for
E ∈ EΩℓ there exist unique elements T
+, T− with E =
T+ ∩ T−. We define the patch of E ∈ EΩℓ by ωℓ,E :=
T+ ∪ T−. Furthermore, we define the local mesh-width
function hℓ by
hℓ(τ) :=
{
|τ |1/d for τ ∈ Tℓ,
|τ |1/(d−1) for τ ∈ EΩℓ ∪ E
Γ
ℓ ,
where |·| denotes the volume resp. surface measure. A
triangulation Tℓ is called γ-shape regular, if there holds
σ(Tℓ) := max
T∈Tℓ
diam(T )d
|T |
≤ γ. (22)
Analogously we call EΓℓ γ-shape regular, if
σ(EΓℓ ) := max
E∈EΓℓ
diam(E)2
|E|
≤ γ, (23)
for d = 3. For d = 2, the γ-shape regularity of EΓℓ reads
σ(EΓℓ ) := max
E 6=E′
{
|E′|
|E|
∣∣∣∣E′ ∩ E 6= ∅} ≤ γ. (24)
The definition of hℓ and shape regularity implies equiv-
alence diam(τ) ≃ hℓ(τ) ≃ hℓ(τ ′) for all τ, τ ′ ∈ Tℓ resp.
τ, τ ′ ∈ EΓℓ with τ ∩ τ
′ 6= ∅, where the hidden constants
depend only on γ.
5Remark 4 (i) We stress that Tℓ and EΓℓ are formally
independent triangulations of Ω and Γ , respectively. For
the numerical implementation, however, we restrict to
the case that EΓℓ is the restriction Tℓ|Γ of Tℓ on the
boundary, which indeed is a regular triangulation of Γ .
In this case, we finally remark that γ-shape regularity of
Tℓ also implies γ˜-shape regularity of EΓℓ := Tℓ|Γ .
(ii) In 2D, the radiation condition (1e) of uext can also
be adapted to uext(x) = a log |x| +O(1) for x → ∞ and
fixed a ∈ R. In this case, the compatibility condition (2)
can be dropped. The analysis of the following sections
still holds true for that case.
3 Bielak-MacCamy coupling
We can reformulate problem (1) with the help of the
Bielak-MacCamy FEM-BEM coupling, which first ap-
peared in [8]. This section is build up as follows: Firstly,
we give a short sketch of the derivation of the Bielak-
MacCamy coupling equations. Then, we investigate well-
posedness of their continuous and discrete formulations.
And last, we derive an residual-based error estimator for
the Bielak-MacCamy coupling method.
3.1 Derivation of Bielak-MacCamy coupling
The first Green’s formula for the interior part (1a) reads
〈A∇u ,∇v〉Ω − 〈A∇u · ν , v〉Γ = 〈f , v〉Ω (25)
for all v ∈ H1(Ω). We plug in the jump condition (1d)
for the normal derivative and obtain
〈A∇u ,∇v〉Ω−〈∇u
ext · ν , v〉Γ = 〈f , v〉Ω+〈φ0 , v〉Γ . (26)
For the exterior solution uext of (1b), we make an indirect
potential ansatz with the simple-layer potential
uext = V˜φ in Ωext, (27)
where the integral operator V˜ is defined as V, but is now
evaluated in Ωext instead of Γ . We stress that the density
φ ∈ H−1/2(Γ ) is unknown. Then, we use properties of
the simple-layer potential operator: Firstly, by use of the
continuity of the simple-layer potential in Rd, i.e. V˜φ =
Vφ on Γ , and the trace jump condition (1c), we see
−u+Vφ = −u0 on Γ. (28)
Secondly, we use the jump condition of the exterior conor-
mal derivative of the simple-layer potential to see
∇uext · ν = ∂extν V˜φ = −(
1
2 − K
†)φ. (29)
Plugging the last equation into (26) and supplementing
the system with the variational formulation of (28), we
end up with the variational formulation of the Bielak-
MacCamy coupling: Find u = (u, φ) ∈ H such that
〈A∇u ,∇v〉Ω + 〈(
1
2 − K
†)φ , v〉Γ = 〈f , v〉Ω + 〈φ0 , v〉Γ ,
−〈ψ , u〉Γ + 〈ψ ,Vφ〉Γ = −〈ψ , u0〉Γ , (30)
holds for all v = (v, ψ) ∈ H.
From now on, let Xℓ be a closed subspace of H1(Ω)
and Yℓ be a closed subspace of H−1/2(Γ ). We define
Hℓ := Xℓ × Yℓ. Note that the entire space H = Hℓ is a
valid choice, and hence the following analysis applies to
both, the continuous formulation (30) and the Galerkin
discretization. In the latter case, u ∈ H in (30) is re-
placed by Uℓ ∈ Hℓ, and v ∈ H is replaced by arbitrary
Vℓ ∈ Hℓ.
3.2 Stabilization
We define the linear form bbmc : H × H → R for any
u = (u, φ),v = (v, ψ) ∈ H by
bbmc(u,v) := 〈A∇u ,∇v〉Ω + 〈(
1
2 − K
†)φ , v〉Γ
− 〈ψ , u〉Γ + 〈ψ ,Vφ〉Γ .
(31)
Note that bbmc(·, ·) is only linear in the second argument.
Furthermore, we define linear functionals a1 and a2 on
H1(Ω) and H−1/2(Γ ) by
a1(v) := 〈f , v〉Ω + 〈φ0 , v〉Γ (32)
a2(ψ) := 〈ψ ,−u0〉Γ (33)
for all v = (v, ψ) ∈ H. For a2, we also use the notation
a2(ψ) = 〈ψ , a2〉Γ . With these definitions, the continuous
formulation of the Bielak-MacCamy coupling is equiva-
lently written as follows: Find u ∈ H such that
bbmc(u,v) = L(v) := a1(v) + a2(ψ) (34)
for all v ∈ H. Moreover, the Galerkin formulation of
problem (30) reads: Find Uℓ ∈ Hℓ such that
bbmc(Uℓ,Vℓ) = L(Vℓ) (35)
holds for all Vℓ = (Vℓ, Ψℓ) ∈ Hℓ.
Throughout the remainder of this section, we need
the following assumption.
Assumption 5 There is a fixed function ξ ∈
⋂
ℓ∈N0
Yℓ
with 〈ξ , 1〉Γ 6= 0.
Remark 6 The discrete space Yℓ = P0(EΓℓ ), introduced
in Section 2.3, fulfills Assumption 5 with ξ = 1.
Now, we try to show ellipticity of a linear form which
is equivalent to bbmc(·, ·). Firstly, note that we have to
take care of the fact that bbmc(·, ·) is not elliptic since
bbmc((1, 0), (1, 0)) = 〈A∇1 ,∇1〉Ω = 0. (36)
Therefore, we introduce a new linear form b˜bmc(·, ·) which
is equivalent to bbmc(·, ·).
6Theorem 7 With ξ from Assumption 5, the linear form
b˜bmc(Uℓ,Vℓ) := bbmc(Uℓ,Vℓ)
+ 〈ξ ,VΦℓ − Uℓ〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ
(37)
is equivalent to the linear form bbmc(·, ·) in the following
sense: The pair Uℓ = (Uℓ, Φℓ) ∈ Hℓ solves problem (35)
if and only if it solves
b˜bmc(Uℓ,Vℓ) = L(Vℓ) + 〈ξ , a2〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ (38)
for all Vℓ = (Vℓ, Ψℓ) ∈ Hℓ.
Proof Step 1. Let Uℓ = (Uℓ, Φℓ) be a solution of (34).
Testing with (Vℓ, Ψℓ) = (0, ξ) ∈ Hℓ, we see bbmc(Uℓ, (0, ξ))
= a2(ξ). With the definition of bbmc(·, ·), we infer
0 = bbmc(Uℓ, (0, ξ))− a2(ξ) = 〈ξ ,VΦℓ − Uℓ − a2〉Γ .
Hence, 〈ξ ,VΦℓ − Uℓ − a2〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ = 0 for all
Vℓ ∈ Hℓ. Clearly, this is equivalent to
〈ξ ,VΦℓ − Uℓ〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ = 〈ξ , a2〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ
for all Vℓ = (Vℓ, Ψℓ) ∈ Hℓ. Therefore, Uℓ = (Uℓ, Φℓ) ∈
Hℓ also solves problem (38).
Step 2. For the converse implication, letUℓ = (Uℓ, Φℓ) ∈
Hℓ solve (38). The choice of Vℓ = (0, ξ) in (38) gives
a2(ξ) + 〈ξ , a2〉Γ 〈ξ ,Vξ〉Γ = b˜bmc((Uℓ, Φℓ), (0, ξ))
= 〈ξ ,VΦℓ − Uℓ〉Γ + 〈ξ ,VΦℓ − Uℓ〉Γ 〈ξ ,Vξ〉Γ ,
which is equivalent to
〈ξ ,VΦℓ − Uℓ − a2〉Γ (1 + 〈ξ ,Vξ〉Γ ) = 0.
Since V is H−1/2(Γ )-elliptic, the last equation implies
〈ξ ,VΦℓ − Uℓ − a2〉 = 0. We thus infer
b˜bmc(Uℓ,Vℓ)− bbmc(Uℓ,Vℓ)
= 〈ξ ,VΦℓ − Uℓ〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ
= 〈ξ , a2〉Γ 〈ξ ,VΨℓ − Vℓ〉Γ
which, together with (37) and (38), proves that Uℓ =
(Uℓ, Φℓ) is also a solution of problem (34). ⊓⊔
3.3 Existence and uniqueness of solutions
The linear forms bbmc(·, ·) and b˜bmc(·, ·) induce operators
Bbmc, B˜bmc : H → H∗ by
〈Bbmcu ,v〉 := bbmc(u,v) for all u,v ∈ H,
〈B˜bmcu ,v〉 := b˜bmc(u,v) for all u,v ∈ H.
(39)
The main result of this section reads as follows:
Theorem 8 Under Assumption 5 and provided that the
ellipticity constant cell of A fulfills cell > 1/4, the opera-
tor B˜bmc is strongly monotone and Lipschitz continuous.
The proof requires the following lemma which is proved
by means of a Rellich compactness argument.
Lemma 9 For u = (u, φ) ∈ H, let
|||u|||2 := ‖∇u‖2L2(Ω) + 〈φ ,Vφ〉Γ + |〈ξ ,Vφ− u〉Γ |
2, (40)
where ξ is provided by Assumption 5. Then, ||| · ||| defines
an equivalent norm on H.
Proof Clearly, there holds |||u||| . ‖u‖H for all u = (u, φ)
∈ H. To see the converse estimate, we argue by con-
tradiction and assume that ‖un‖H > n|||un||| for certain
un = (un, φn) and all n ∈ N. We define vn = (vn, ψn) by
vn :=
un
‖un‖H
and obtain ‖(vn, ψn)‖H = 1 as well as |||(vn, ψn)||| < 1/n.
By definition of ||| · ||| and ellipticity of V, this implies
ψn → 0 ∈ H−1/2(Γ ) and ∇vn → 0 ∈ L2(Ω). More-
over, by extracting a subsequence, we may assume that
(vn, ψn) ⇀ (v, ψ) in H. Clearly, this implies ψ = 0 and
vn ⇀ v ∈ H
1(Ω), whence vn → v ∈ L
2(Ω). Moreover,
weak lower semi-continuity of ||| · ||| implies |||(v, ψ)||| = 0,
whence ∇v = 0 and |〈ξ , v〉Γ | = 0. From the choice
of ξ and since v is constant, we infer v = 0 and thus
vn → 0 ∈ H1(Ω). Altogether, vn = (vn, ψn) → 0 ∈ H
contradicts ‖vn‖H = 1. ⊓⊔
The following proof of Theorem 8 is very much influ-
enced by the investigations of [23; 26]. We recall some ba-
sic facts on the boundary integral operators, cf. e.g. [25,
Chapter 6]: For given χ ∈ H−1/2(Γ ), let u∗ = V˜χ. Then
there holds
• ∂νu∗ = (
1
2 + K
†)χ,
• 〈∂νu∗ , v〉Γ = 〈∇u∗ ,∇v〉Ω for all v ∈ H1(Ω),
• 〈χ ,Vχ〉Γ = 〈[∂νu∗] ,Vχ〉Γ = ‖∇u∗‖2L2(Rd),
where the last equation is only valid for d = 2, if χ ∈
H
−1/2
∗ (Γ ) =
{
ψ ∈ H−1/2(Γ )
∣∣ 〈ψ , 1〉Γ = 0}. For arbitrary
χ ∈ H−1/2(Γ ), we therefore introduce the splitting
χ = χ∗ + χeq, (41)
with χ∗ ∈ H−1/2(Γ ) and χeq = 〈χ , 1〉Γ φeq.Here, φeq =
V−11/〈V−11 , 1〉Γ is the so-called equilibrium density
(or: natural density). Note that χ∗ ∈ H
−1/2
∗ (Γ ). More-
over, with the commutativity relation K†V−1 = V−1K
and the equality (12 + K)1 = 0, we infer
〈(12 + K
†)V−11 , v〉Γ = 〈V
−1(12 + K)1 , v〉Γ = 0 (42)
for all v ∈ H1/2(Γ ). Together with the splitting (41),
this proves
〈(12 + K
†)χ , v〉Γ = 〈(
1
2 + K
†)χ∗ , v〉Γ . (43)
Finally, there holds
〈χ∗ ,Vχeq〉Γ = 〈χ∗ , 1〉Γ 〈χ , 1〉Γ /〈V
−11 , 1〉Γ = 0
and therefore
〈χ ,Vχ〉Γ = 〈χ∗ ,Vχ∗〉Γ + 〈χeq ,Vχeq〉Γ . (44)
7Proof (of Theorem 8) Lipschitz continuity of B˜bmc sim-
ply follows from the Lipschitz continuity of A and the
continuity of the boundary integral operators.
It thus only remains to show ellipticity of B˜bmc. Let
u = (u, φ),v = (v, ψ) ∈ H. Then
〈B˜bmcu− B˜bmcv ,u− v〉
= 〈A∇u− A∇v ,∇u−∇v〉Ω
+ 〈(12 − K
†)(φ− ψ) , u− v〉Γ − 〈φ− ψ , u− v〉Γ
+ 〈φ − ψ ,V(φ− ψ)〉Γ + |〈ξ ,V(φ− ψ)− (u− v)〉Γ |
2
=: I1 + I2 + I3 + I4 + I5. (45)
Below, we show
I1+I2+I3+I4 & ‖∇u−∇v‖
2
L2(Ω) + 〈φ−ψ ,V(φ−ψ)〉Γ .
With Lemma 9 and the definition of I5, this implies
〈B˜bmcu− B˜bmcv ,u− v〉 & |||u− v|||
2
and thus concludes the proof.
Step 1. To abbreviate the notation, we writew = (w, χ)
= u−v. The term I1 is estimated by strong monotonic-
ity (19) of A,
〈A∇u− A∇v ,∇w〉Ω ≥ cell‖∇w‖
2
L2(Ω). (46)
Step 2. With the splitting (41) of χ and u∗ = V˜χ∗, the
terms I2 + I3 can be estimated by
I2 + I3 =− 〈(
1
2 + K
†)χ ,w〉Γ = −〈(
1
2 + K
†)χ∗ , w〉Γ
= −〈∂νu∗ , w〉Γ = −〈∇u∗ ,∇w〉Ω
≥ −‖∇u∗‖L2(Ω)‖∇w‖L2(Ω)
≥ −‖∇u∗‖L2(Rd)‖∇w‖L2(Ω).
Step 3.We recall Young’s inequality: For arbitrary a, b ∈
R, δ > 0 there holds ab ≤ δ2a
2 + δ
−1
2 b
2. We infer
− ‖∇u∗‖L2(Rd)‖∇w‖L2(Ω)
≥ − δ2‖∇w‖
2
L2(Ω) −
δ−1
2 ‖∇u∗‖
2
L2(Rd).
(47)
We combine the second term with I4 and see
− δ
−1
2 ‖∇u∗‖
2
L2(Rd) + 〈χ ,Vχ〉Γ
= − δ
−1
2 〈χ∗ ,Vχ∗〉Γ + 〈χ∗ ,Vχ∗〉Γ + 〈χeq ,Vχeq〉Γ
= (1− δ
−1
2 )〈χ∗ ,Vχ∗〉Γ + 〈χeq ,Vχeq〉Γ
≥ (1− δ
−1
2 ) 〈χ ,Vχ〉Γ , (48)
Step 4. We combine (45)–(48) and obtain
〈B˜bmcu− B˜bmcv ,w〉 ≥ (cell −
δ
2 ) ‖∇w‖
2
L2(Ω)
+ (1− δ
−1
2 ) 〈χ ,Vχ〉Γ
+ |〈ξ ,Vχ− w〉Γ |
2.
We have assumed that cell > 1/4. Hence, there exists
some δ > 0 with 1/4 < δ/2 < cell. Furthermore, such a
δ implies cell −
δ
2 > 0 as well as 1 −
δ−1
2 > 0. We define
Cell := min{cell −
δ
2 , 1−
δ−1
2 } and end up with
〈B˜bmcu− B˜bmcv ,w〉 ≥ Cell |||w|||
2.
With Lemma 9, this proves ellipticity of B˜bmc. ⊓⊔
Remark 10 (i) In the case d = 3, there holds
‖∇u∗‖
2
L2(Rd) = 〈χ ,Vχ〉Γ
for all χ ∈ H−1/2(Γ ) and u∗ = V˜χ. Then, the proof
of Theorem 8 simplifies, because the splitting (41) is not
needed and one may simply choose χ = χ∗.
(ii) The assumption cell > 1/4 is sufficient, but may not
be necessary. Numerical experiments for a linear opera-
tor A have shown that the bound 1/4 is not sharp, i.e.
solvability seems to be given also for 0 < cell ≤ 1/4.
Finally, we may apply the standard results from the
theory on strongly monotone operators, see Section 2.2,
to prove in conjunction with Theorem 7 the following
corollary.
Corollary 11 Under the assumptions of Theorem 8, the
Bielak-MacCamy coupling (34) admits a unique solution
u ∈ H. Moreover, Galerkin approximations Uℓ ∈ Hℓ
of (35) are quasi-optimal in the sense of (6).
Proof We define B˜ := B˜bmc, and let L˜ be the right-
hand side of (38). According to the main theorem on
strongly monotone operators, the operator equation (14)
and its Galerkin discretization (15) admit unique so-
lutions u ∈ H and Uℓ ∈ Hℓ. Moreover, these satisfy
the quasi-optimality (6). Finally, Theorem 7 proves that
u ∈ H is the unique solution of (34), and Uℓ ∈ Hℓ is the
unique solution of (35). ⊓⊔
3.4 Residual-based error estimator
Our aim is to derive a reliable residual-based error es-
timator for the Bielak-MacCamy coupling in the same
manner as in e.g [12] or [5].
Let [A∇Uℓ ·ν]|E denote the jump of A∇Uℓ ·ν over the
interior face E ∈ EΩℓ . We assume additional regularity
φ0 ∈ L2(Γ ) and u0 ∈ H1(Γ ) from now on.
Theorem 12 Suppose that u ∈ H is the unique solution
of the Bielak-MacCamy coupling (30), and Uℓ ∈ Hℓ :=
S1(Tℓ) × P0(EΓℓ ) is its Galerkin approximation. Then,
there holds
C−2rel ‖u−Uℓ‖
2
H ≤ ρ
2
ℓ :=
∑
T∈Tℓ
ρℓ(T )
2 +
∑
E∈EΩℓ ∪E
Γ
ℓ
ρℓ(E)
2.
8The volume contributions read
ρℓ(T )
2 = h2T ‖f‖
2
L2(T ) for T ∈ Tℓ, (49)
ρℓ(E)
2 = hE‖[A∇Uℓ · ν]‖
2
L2(E) for E ∈ E
Ω
ℓ , (50)
whereas the boundary contributions read
ρℓ(E)
2 = hE‖φ0 + (K
† − 12 )Φℓ − A∇Uℓ · ν‖
2
L2(E)
+ hE‖∇Γ (Uℓ − u0 −VΦℓ)‖
2
L2(E)
for E ∈ EΓℓ . The constant Crel > 0 depends only on Ω,
Γ and the γ-shape regularity of Tℓ and E
Γ
ℓ . The sym-
bol ∇Γ (·) denotes the surface gradient (resp. arclength
derivative for d = 2).
Proof Recall the definitions (32)–(34) and (39) of Bbmc,
L, and B˜bmc. Problem (30) for the exact solution and
its Galerkin approximation are equivalently written as
〈Bbmcu ,v〉 = L(v) for all v ∈ H,
and
〈BbmcUℓ ,Vℓ〉 = L(Vℓ) for all Vℓ ∈ Hℓ.
We stress that 〈B˜bmcu− B˜bmcUℓ ,u−Uℓ〉 − 〈Bbmcu−
BbmcUℓ ,u −Uℓ〉 = |〈ξ ,V(φ − Φℓ) − (u − Uℓ)〉Γ |
2 = 0,
which follows from the second equation of the Bielak-
MacCamy coupling, cf. (30). With ellipticity of B˜bmc,
we obtain
‖u−Uℓ‖
2
H . 〈B˜bmcu− B˜bmcUℓ ,u−Uℓ〉
= 〈Bbmcu−BbmcUℓ ,u−Uℓ〉
≤ ‖Bbmcu−BbmcUℓ‖H∗‖u−Uℓ‖H.
This leads us to
‖u−Uℓ‖H . ‖Bbmcu−BbmcUℓ‖H∗
= sup
v∈H\{0}
|L(v) − 〈BbmcUℓ ,v〉|
‖v‖H
= sup
v∈H\{0}
|L(v −Vℓ)− 〈BbmcUℓ ,v −Vℓ〉|
‖v‖H
for arbitrary Vℓ ∈ Hℓ. We choose Vℓ = (Jℓv, 0) ∈ Hℓ,
where Jℓ : H
1(Ω) → S1(Tℓ) denotes a Cle´ment-type
quasi-interpolation operator, which satisfies a local first-
order approximation property
‖w − Jℓw‖L2(T ) . diam(T )‖∇w‖L2(ωT ) (51)
and local H1-stability
‖∇(w − Jℓw)‖L2(T ) . ‖∇w‖L2(ωT ) (52)
for all w ∈ H1(Ω) and T ∈ Tℓ. Here, ωT =
⋃
{T ′ ∈
Tℓ |T ′ ∩ T 6= ∅} denotes the patch of an element T ∈ Tℓ.
An example for such an operator Jℓ is the Cle´ment op-
erator [1] or the Scott-Zhang projection [24]. Note that
the constants in the estimates (51)–(52) only depend on
Ω and the γ-shape regularity of Tℓ. An immediate con-
sequence of these properties and the trace inequality is
that
‖w − Jℓw‖L2(E) . diam(E)
1/2‖w‖H1(ωT ), (53)
where E is a face of the element T ∈ Tℓ with E ⊆ T .
Note that
L(v −Vℓ)− 〈BbmcUℓ ,v −Vℓ〉
= 〈f , v − Jℓv〉Ω − 〈A∇Uℓ ,∇(v − Jℓv)〉Ω
+ 〈φ0 − (
1
2 − K
†)Φℓ , v − Jℓv〉Γ
+ 〈ψ ,Uℓ − u0 −VΦℓ〉Γ .
(54)
The first term on the right-hand side is estimated by use
of Cauchy inequalities and (51). This gives
〈f , v − Jℓv〉Ω =
∑
T∈Tℓ
〈f , v − Jℓv〉T
≤
∑
T∈Tℓ
‖f‖L2(T )‖v − Jℓv‖L2(T )
.
∑
T∈Tℓ
diam(T )‖f‖L2(T )‖∇v‖L2(ωT )
.
( ∑
T∈Tℓ
‖hℓf‖
2
L2(T )
)1/2( ∑
T∈Tℓ
‖∇v‖2L2(ωT )
)1/2
. ‖hℓf‖L2(Ω)‖∇v‖L2(Ω).
Piecewise integration by parts of the second term on the
right-hand side of (54) yields
〈A∇Uℓ ,∇(v − Jℓv)〉Ω =
∑
T∈Tℓ
〈A∇Uℓ ,∇(v − Jℓv)〉T
=
∑
T∈Tℓ
〈− divA∇Uℓ , v − Jℓv〉T + 〈A∇Uℓ · ν , v − Jℓv〉∂T
= 〈A∇Uℓ · ν , v − Jℓv〉Γ +
∑
E∈EΩℓ
〈[A∇Uℓν] , v − Jℓv〉E ,
since divA∇Uℓ vanishes elementwise because of A∇Uℓ ∈
P0(Tℓ). The second and third term on the right-hand side
of (54) can thus be estimated by
〈φ0 − (
1
2 − K
†)Φℓ − A∇Uℓ · ν , v − Jℓv〉Γ
−
∑
E∈EΩℓ
〈[A∇Uℓ · ν] , v − Jℓv〉E
≤
∑
E∈EΓℓ
‖φ0 − (
1
2 − K
†)Φℓ − A∇Uℓ · ν‖L2(E)‖v − Jℓv‖L2(E)
+
∑
E∈EΩℓ
‖[A∇Uℓ · ν]‖L2(E)‖v − Jℓv‖L2(E)
=: J1 + J2
9For each boundary face E we fix the unique element TE
with E ⊆ TE and infer by use of (53)
J1 .
∑
E∈EΓ
ℓ
diam(E)1/2
‖φ0 − (
1
2 − K
†)Φℓ − A∇Uℓ · ν‖L2(E)‖v‖H1(ωTE )
. ‖h
1/2
ℓ (φ0 − (
1
2 − K
†)Φℓ − A∇Uℓ · ν)‖L2(Γ )‖v‖H1(Ω).
For an interior face E we fix some element TE with E ⊆
TE and estimate the term J2 analogously by
J2 .
( ∑
E∈EΩ
ℓ
‖h
1/2
ℓ [A∇Uℓ · ν]‖
2
L2(E)
)1/2
‖v‖H1(Ω).
To estimate the fourth term in (54) we observe
〈1 , Uℓ − u0 −VΦℓ〉E = 0
for any E ∈ EΓℓ , which follows from the second equa-
tion of (30) tested with the characteristic function of E,
which belongs to P0(EΓℓ ). Now, [11, Corollary 4.2] can
be applied and proves
‖Uℓ − u0 −VΦℓ‖
2
H1/2(Γ )
≤ Cloc
∑
E∈EΓ
ℓ
diam(E) ‖∇Γ (Uℓ − u0 −VΦℓ)‖
2
L2(E),
where Cloc > 0 depends only on Γ and the γ-shape reg-
ularity of EΓℓ . This leads us to
〈ψ ,Uℓ − u0 −VΦℓ〉Γ
≤ ‖ψ‖H−1/2(Γ )‖Uℓ − u0 −VΦℓ‖H1/2(Γ )
. ‖ψ‖H−1/2(Γ )‖h
1/2
ℓ ∇Γ (Uℓ − u0 −VΦℓ)‖L2(Γ ).
In 2D, the same estimate can also be obtained by use
of the continuity of Uℓ − u0 − VΦℓ ∈ H1(Γ ), cf. [12].
Altogether, we have
|L(v −Vℓ)− 〈BbmcUℓ ,v −Vℓ〉| /‖v‖H
. ‖hℓf‖L2(Ω) + ‖h
1/2
ℓ [A∇Uℓ · ν]‖L2(
⋃
EΩ
ℓ
)
+ ‖h
1/2
ℓ (φ0 − (
1
2 − K
†)Φℓ − A∇Uℓ · ν)‖L2(Γ )
+ ‖h
1/2
ℓ ∇Γ (Uℓ − u0 −VΦℓ)‖L2(Γ ),
which concludes the proof. ⊓⊔
4 Johnson-Ne´de´lec coupling
In this section, we present the Johnson-Ne´de´lec coupling,
which first appeared in [19]. As in the previous section,
we state the continuous and discrete formulation of this
method and discuss existence and uniqueness of the cor-
responding solutions. Finally, we provide a reliable resi-
dual-based error estimator.
4.1 Derivation of Johnson-Ne´de´lec coupling
Unlike the Bielak-MacCamy coupling, we represent the
exterior solution uext by use of the third Green’s identity
in the exterior domain Ωext,
uext = K˜uext − V˜φ, (55)
where we define φ = ∂νu
ext. As above V˜ and K˜ are de-
fined as V and K, but are now evaluated in Ωext instead
of Γ . Taking the trace in (55), we see
uext = (K + 12 )u
ext −Vφ. (56)
Using the trace jump condition (1c), we obtain
(12 − K)u+Vφ = (
1
2 − K)u0. (57)
Together with (26), the variational formulation of the
latter equation provides the Johnson-Ne´de´lec coupling:
Find u = (u, φ) ∈ H such that
〈A∇u ,∇v〉Ω − 〈φ , v〉Γ = 〈f , v〉Ω + 〈φ0 , v〉Γ ,
〈ψ , (12 − K)u〉Γ + 〈ψ ,Vφ〉Γ = 〈ψ , (
1
2 − K)u0〉Γ ,
(58)
holds for all v = (v, ψ) ∈ H.
4.2 Stabilization
For the Johnson-Ne´de´lec equations, we can apply similar
techniques and derive similar results as for the Bielak-
MacCamy coupling, see Section 3. For the sake of com-
pleteness, we state these results in the following.
We define the linear form bjn(·, ·) for u,v ∈ H by
bjn(u,v) := 〈A∇u ,∇v〉Ω − 〈φ , v〉Γ
+ 〈ψ , (12 − K)u+Vφ〉Γ .
Furthermore, we define linear functionals a1 and a2 by
a1(v) := 〈f , v〉Ω + 〈φ0 , v〉Γ ,
a2(ψ) := 〈ψ , (
1
2 − K)u0〉Γ
for all (v, ψ) ∈ H. Then, problem (58) can be reformu-
lated: Find u ∈ H such that
bjn(u,v) = L(v) := a1(v) + a2(ψ) (59)
holds for all v = (v, ψ) ∈ H. Moreover, the Galerkin
discretization of (59) reads: Find Uℓ ∈ Hℓ such that
bjn(Uℓ,Vℓ) = L(Vℓ) (60)
holds for all Vℓ ∈ Hℓ, where Hℓ = Xℓ × Yℓ is a closed
subspace of H. Similarly to Theorem 7, one proves the
following result:
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Theorem 13 With ξ of Assumption 5, the linear form
b˜jn(u,v) := bjn(u,v) (61)
+ 〈ξ , (12 − K)u+Vφ〉Γ 〈ξ , (
1
2 − K)v +Vψ〉Γ ,
is equivalent to the linear form bjn(·, ·) in the following
sense: The pair Uℓ = (Uℓ, Φℓ) ∈ Hℓ solves problem (60)
if and only if it solves
b˜jn(Uℓ,Vℓ) = a1(Vℓ) + a2(Ψℓ)
+ 〈ξ , a2〉Γ 〈ξ , (
1
2 − K)Vℓ +VΨℓ〉Γ
(62)
for all Vℓ = (Vℓ, Ψℓ) ∈ Hℓ. ⊓⊔
4.3 Existence and uniqueness of solutions
We stress that there is a close link between the Johnson-
Ne´de´lec and the Bielak-MacCamy coupling, since
bjn(u,u) = bbmc(u,u) for all u ∈ H.
This indicates that the analytical techniques to prove
ellipticity of the two coupling methods are similar.
The stabilized bilinear form b˜jn(·, ·) of (61) induces a
nonlinear operator B˜jn : H → H∗ by
〈B˜jnu ,v〉 := b˜jn(u,v) (63)
for all u,v ∈ H. The following theorem states strong
monotonicity of B˜jn under the same assumptions as for
Theorem 8. Instead of Lemma 9, we need the following
result: Under Assumption 5, the definition
|||u|||2 := ‖∇u‖2L2(Ω) + 〈φ ,Vφ〉Γ
+ |〈ξ , (12 − K)u+Vφ〉Γ |
2
(64)
for u = (u, φ) ∈ H provides an equivalent norm on H.
The proof is achieved by a Rellich compactness argument
as in the proof of Lemma 9.
Theorem 14 Under Assumption 5 and provided that
the ellipticity constant cell of A fulfills cell > 1/4, the
operator B˜jn is strongly monotone and Lipschitz contin-
uous. ⊓⊔
As above, Theorem 13 and standard theory on strong-
ly monotone operators now prove the following corollary.
Corollary 15 Under the assumptions of Theorem 14,
the Johnson-Ne´de´lec coupling (59) and its Galerkin dis-
cretization (60) admit unique solutions u ∈ H resp.Uℓ ∈
Hℓ. Moreover, there holds quasi-optimality (6). ⊓⊔
4.4 Residual-based error estimator
We recall a residual-based error estimator for the Johnson-
Ne´de´lec coupling. The proof of the following result can
be achieved with similar techniques as in the proof of
Theorem 12. The linear case for d = 2 is found in [5].
Theorem 16 Suppose that u ∈ H is the unique solution
of the Johnson-Ne´de´lec coupling (58) and Uℓ ∈ Hℓ =
S1(Tℓ)×P0(EΓℓ ) is its Galerkin approximation (60). Then,
there holds reliability in the sense of
C−2rel ‖u−Uℓ‖
2
H ≤ η
2
ℓ :=
∑
T∈Tℓ
ηℓ(T )
2 +
∑
E∈EΩ
ℓ
∪EΓ
ℓ
ηℓ(E)
2.
The volume contributions for Tℓ and E
Ω
ℓ are the same as
above, cf. (49) and (50), but are denoted by ηℓ(T ) resp.
ηℓ(E). The boundary contributions read
ηℓ(E)
2 = hE‖φ0 + Φℓ − A∇Uℓ · ν‖
2
L2(E)
+ hE‖∇Γ ((
1
2 − K)(u0 − Uℓ)−VΦℓ)‖
2
L2(E)
for E ∈ EΓℓ . The constant Crel > 0 depends only on Ω,
Γ and the γ-shape regularity of Tℓ and EΓℓ . ⊓⊔
5 Costabel’s symmetric coupling
In this section, we treat the symmetric FEM-BEM cou-
pling method, which first appeared in [13]. First, we
consider the continuous and discrete formulation. Af-
terwards, we investigate well-posedness of the coupling
equations, where we give a simpler proof of unique solv-
ability than in the pioneering work [12]. Finally, we recall
a residual-based error estimator from the latter work.
5.1 Derivation of symmetric coupling
We start from the Johnson-Ne´de´lec coupling (58) and
modify the first equation: With the ansatz (55) for uext,
we use the second Caldero´n identity
φ = ∂extν u
ext = −(K† − 12 )φ −Wu
ext. (65)
The trace jump condition (1c) eliminates uext and gives
φ = −(K† − 12 )φ −Wu+Wu0. (66)
We plug this identity into the first equation of (58) and
move Wu0 to the right-hand side. Altogether, the vari-
ational formulation of the symmetric coupling reads as
follows: Find u = (u, φ) ∈ H such that
〈A∇u ,∇v〉Ω + 〈(K
† − 12 )φ , v〉Γ + 〈Wu , v〉Γ
= 〈f , v〉Ω + 〈φ0 +Wu0 , v〉Γ ,
〈ψ , (12 − K)u〉Γ + 〈ψ ,Vφ〉Γ = 〈ψ , (
1
2 − K)u0〉Γ
(67)
hold for all v = (v, ψ) ∈ H. Note that the second equa-
tion of (67) is just the same as for the Johnson-Ne´de´lec
coupling (58).
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5.2 Stabilization
Unique solvability for the symmetric coupling (67) as
well as for its discretization can be found in [12] for
our nonlinear model problem (1). Nevertheless, here we
present a much simplified proof of this result. We pro-
ceed as before and define the linear form bsym(·, ·) for all
u,v ∈ H by
bsym(u,v) := 〈A∇u ,∇v〉Ω + 〈(K
† − 12 )φ , v〉Γ
+ 〈Wu , v〉Γ + 〈ψ , (
1
2 − K)u+Vφ〉Γ .
(68)
Moreover, we define linear functionals a1 and a2 by
a1(v) := 〈f , v〉Ω + 〈φ0 +Wu0 , v〉Γ ,
a2(ψ) := 〈ψ , (
1
2 − K)u0〉Γ .
Then, problem (67) can equivalently be stated as: Find
u ∈ H such that
bsym(u,v) = L(v) := a1(v) + a2(ψ) (69)
holds for all v = (v, ψ) ∈ H. For the discretization, let
Hℓ = Xℓ × Yℓ be a closed subspace of H. The Galerkin
discretization of (69) then reads: Find Uℓ ∈ Hℓ such
that
bsym(Uℓ,Vℓ) = L(Vℓ) (70)
holds for all Vℓ ∈ Hℓ.
The following theorem states equivalence of the lin-
ear form bsym(·, ·) to some new stabilized form b˜sym(·, ·)
which will turn out to be elliptic. The proof is achieved
by similar techniques as used for proving Theorem 7 and
is thus omitted.
Theorem 17 With ξ of Assumption 5, the linear form
b˜sym(u,v) := bsym(u,v) (71)
+ 〈ξ ,Vφ+ (12 − K)u〉Γ 〈ξ ,Vψ + (
1
2 − K)v〉Γ
is equivalent to the linear form bsym(·, ·) in the following
sense: The pair Uℓ = (Uℓ, Φℓ) ∈ Hℓ solves problem (70)
if and only if it solves
b˜sym(Uℓ,Vℓ) = L(Vℓ)
+ 〈ξ , a2〉Γ 〈ξ , (
1
2 − K)Vℓ +VΨℓ〉Γ
(72)
for all Vℓ = (Vℓ, Ψℓ) ∈ Hℓ. ⊓⊔
5.3 Existence and uniqueness of solutions
The stabilized bilinear form b˜sym(·, ·) from (71) induces
a nonlinear operator B˜sym : H → H∗ by
〈B˜symu ,v〉 := b˜sym(u,v) (73)
for all u,v ∈ H. The following theorem states strong
monotonicity of B˜sym without any further restriction on
the ellipticity constant cell > 0 of the nonlinearity A.
Theorem 18 Under Assumption 5, the operator B˜sym
is strongly monotone and Lipschitz continuous.
Proof Lipschitz continuity of B˜sym simply follows from
the Lipschitz continuity of A and the continuity of the
boundary integral operators.
It thus only remains to show ellipticity of B˜sym. We
write w = u− v = (w, χ). Recall that the hypersingular
operator W is positive semi-definite. With the ellipticity
constant cell > 0 of A, we see
〈B˜symu− B˜symv ,w〉
= 〈A∇u− A∇v ,∇w〉Ω + 〈(K
† − 12 )χ ,w〉Γ
+ 〈Ww ,w〉Γ − 〈χ , (K−
1
2 )w〉Γ + 〈χ ,Vχ〉Γ
+ |〈ξ ,Vχ+ (12 − K)w〉Γ |
2
≥ cell‖∇w‖
2
L2(Ω) + 〈χ ,Vχ〉Γ
+ |〈ξ ,Vχ+ (12 − K)w〉Γ |
2
≥ min{cell, 1}
(
‖∇w‖2L2(Ω) + 〈χ ,Vχ〉Γ
+ |〈ξ ,Vχ+ (12 − K)w〉Γ |
2
)
.
(74)
Norm equivalence for the norm ||| · ||| defined in (64) thus
concludes the proof of ellipticity of the operator B˜sym.
⊓⊔
As above, Theorem 17 and standard theory on strong-
ly monotone operators prove the following corollary.
Corollary 19 Under Assumption 5, the symmetric cou-
pling (69) and its Galerkin discretization (70) admit
unique solutions u ∈ H and Uℓ ∈ Hℓ, respectively. More-
over, there holds the quasi-optimality (6). ⊓⊔
Remark 20 (i) Note that there is no restriction on the
monotonicity constant cell > 0 of A as is the case for the
Bielak-MacCamy and the Johnson-Ne´de´lec coupling.
(ii) In contrast to [12], our analysis does not need the
mesh-size hℓ to be sufficiently small to prove ellipticity
of the coupling equations.
5.4 Residual-based error estimator
The proof of the following result can be found in [12] for
d = 2 and is achieved by similar techniques as in the
proof of Theorem 12. It is therefore omitted.
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Theorem 21 Suppose that u ∈ H is the unique solution
of the symmetric coupling (69) and Uℓ ∈ Hℓ = S1(Ω)×
P0(EΓℓ ) is its Galerkin approximation (70). Then, there
holds reliability in the sense of
C−2rel ‖u−Uℓ‖
2
H ≤ µ
2
ℓ :=
∑
T∈Tℓ
µℓ(T )
2 +
∑
E∈EΩ
ℓ
∪EΓ
ℓ
µℓ(E)
2.
The volume contributions for Tℓ and EΩℓ are the same as
above, cf. (49) and (50), but are denoted by µℓ(T ) resp.
µℓ(E). The boundary contributions read
µℓ(E)
2 =hE‖φ0 − A∇Uℓ · ν +W(u0 − Uℓ)
− (K† − 12 )Φℓ‖
2
L2(E)
+hE‖∇Γ ((
1
2 − K)(u0 − Uℓ)−VΦℓ)‖
2
L2(E)
for E ∈ EΓℓ . The constant Crel > 0 depends only on Ω,
Γ , and the γ-shape regularity of Tℓ and EΓℓ . ⊓⊔
6 Convergence of adaptive scheme
In this section, we state an adaptive algorithm for the
three different coupling methods and prove convergence
of the adaptive scheme for the Bielak-MacCamy cou-
pling.
6.1 Adaptive algorithm & Mesh-refinement
In the following, we fix one particular coupling and let
Uℓ ∈ Hℓ := S1(Tℓ) × P0(EΓℓ ) denote the correspond-
ing Galerkin solution, i.e. Uℓ solves either problem (35),
(60), or (70). By ζℓ, we denote the corresponding residual-
based error estimator, cf. Sections 3.4, 4.4, and 5.4. Un-
der these assumptions, the standard adaptive scheme
reads as follows:
Algorithm 22 Input: Initial triangulation (T0, EΓ0 ),
counter ℓ := 0, and adaptivity parameter 0 < θ < 1.
(i) Compute discrete solution Uℓ ∈ Hℓ.
(ii) Compute local refinement indicators ζℓ(τ) for all τ ∈
Tℓ ∪ EΩℓ ∪ E
Γ
ℓ .
(iii) Find (minimal) set Mℓ ⊆ Tℓ ∪EΩℓ ∪E
Γ
ℓ such that the
error estimator ζℓ fulfills the Do¨rfler marking
θζ2ℓ ≤
∑
T∈Mℓ∩Tℓ
ζℓ(T )
2 +
∑
E∈Mℓ∩(EΩℓ ∪E
Γ
ℓ )
ζℓ(E)
2. (75)
(iv) Obtain new mesh (Tℓ+1, E
Γ
ℓ+1) by refining at least all
elements of the set Mℓ.
(v) Increase counter ℓ by one and goto (i).
Output: Sequence of Galerkin solutions (Uℓ)ℓ∈N0 and
sequence of error estimators (ζℓ)ℓ∈N0 . ⊓⊔
To prove convergence of the adaptive algorithm, we
need certain assumptions on the mesh-refining strategy
used in step (iv).
Assumption 23 (Mesh-refinement) Let (Tℓ, EΓℓ ) be
a sequence of regular triangulations, where Tℓ+1 is ob-
tained from Tℓ and EΓℓ+1 from E
Γ
ℓ by local mesh-refinement.
Then, there are ℓ-independent constants 0 < γ <∞ and
0 < q < 1 such that the following holds
• The triangulations (Tℓ, E
Γ
ℓ ) are γ-shape regular.
• A refined element T ∈ Tℓ resp. face E ∈ EΓℓ is the
union of its sons T ′ ∈ Tℓ+1 resp. E′ ∈ EΓℓ+1.
• The sons T ′ ∈ Tℓ+1 of a refined element T ∈ Tℓ sat-
isfy |T ′| ≤ q|T |. The sons E′ ∈ EΩℓ+1 of a refined
interior face E ∈ EΩℓ satisfy |E
′| ≤ q|E|.
• The sons E′ ∈ EΓℓ+1 of a refined boundary face E ∈
EΓℓ satisfy |E
′| ≤ q|E|. ⊓⊔
We note that Assumption 23 implies nestedness of
the discrete spaces, i.e. Hℓ ⊆ Hℓ+1. Moreover, we get
hℓ+1|T ≤
{
q1/dhℓ|T for T ∈ Tℓ\Tℓ+1,
hℓ|T for T ∈ Tℓ+1 ∩ Tℓ,
(76)
hℓ+1|E ≤
{
q1/(d−1)hℓ|E for E ∈ EΩℓ \E
Ω
ℓ+1,
hℓ|E for E ∈ EΩℓ+1 ∩ E
Ω
ℓ ,
(77)
and
hℓ+1|E ≤
{
q1/(d−1)hℓ|E for E ∈ E
Γ
ℓ \E
Γ
ℓ+1,
hℓ|E for E ∈ EΓℓ+1 ∩ E
Γ
ℓ .
(78)
We stress that 2D and 3D newest vertex bisection, e.g. [28],
satisfy Assumption 23.
6.2 Convergence of adaptive algorithm
In this subsection, we show convergence of the adaptive
scheme presented above. With the quasi-optimality (6)
at hand, one can prove convergence of the sequenceUℓ to
a limit U∞ ∈ H∞, where H∞ is the closure of
⋃∞
ℓ=0Hℓ
and where U∞ is the unique Galerkin solution in H∞.
In particular, this implies ‖Uℓ+1−Uℓ‖H → 0 as ℓ→∞.
A priori, it is unclear if u = U∞, since adaptive mesh-
refining may lead to meshes, where the local mesh-size
hℓ does not tend to zero in L
∞(Ω) and L∞(Γ ).
To prove convergence, u = U∞, we follow the esti-
mator reduction principle of [3] as is done in [6] for (h−
h/2)-type error estimators and the symmetric coupling:
By use of the Do¨rfler marking and the mesh-refinement
strategy, we verify a perturbed contraction estimate
ζ2ℓ+1 ≤ κ ζ
2
ℓ + Cred‖Uℓ+1 −Uℓ‖
2
H, (79)
with certain ℓ-independent constants 0 < κ < 1 and
Cred > 0. Together with the a priori convergence, el-
ementary calculus proves ζℓ → 0 as ℓ → ∞. Finally,
reliability of the error estimator ζℓ proves Uℓ → u as
ℓ→∞.
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One main ingredient for the proof of the estimator
reduction estimate (79) are the following novel inverse-
type estimates from [4] for the boundary integral opera-
tors involved.
Lemma 24 There exists a constant Cinv > 0 such that
the estimates
‖h
1/2
ℓ ∇ΓKVℓ‖L2(Γ ) ≤ Cinv‖Vℓ‖H1/2(Γ ),
‖h
1/2
ℓ WVℓ‖L2(Γ ) ≤ Cinv‖Vℓ‖H1/2(Γ ),
‖h
1/2
ℓ ∇ΓVΨℓ‖L2(Γ ) ≤ Cinv‖Ψℓ‖H−1/2(Γ ),
‖h
1/2
ℓ K
†Ψℓ‖L2(Γ ) ≤ Cinv‖Ψℓ‖H−1/2(Γ ),
hold for all discrete functions Vℓ ∈ S
1(Tℓ) and Ψℓ ∈
P0(EΓℓ ). The constant Cinv depends only on Γ and the
γ-shape regularity of EΓℓ . ⊓⊔
With this lemma, we can prove the main result of
this section, which states convergence of the adaptive
Bielak-MacCamy coupling. The same result also holds
for the adaptive Johnson-Ne´de´lec coupling as well as the
adaptive symmetric coupling. The latter is treated in [4].
Theorem 25 Let u ∈ H be the solution of the Bielak-
MacCamy equations (30). Let Uℓ be the sequence of Ga-
lerkin solutions generated by Algorithm 22. Then, the se-
quence of corresponding error estimators ζℓ = ρℓ fulfills
the estimator reduction estimate (79). In particular, this
implies convergence, i.e. lim
ℓ→∞
‖u−Uℓ‖H = 0 = lim
ℓ→∞
ρℓ.
Proof To abbreviate notations, we define
ρℓ(F)
2 :=
∑
T∈F∩Tℓ
ρℓ(T )
2 +
∑
E∈F∩(EΩℓ ∪E
Γ
ℓ )
ρℓ(E)
2
for any subset F ⊆ Tℓ ∪ EΩℓ ∪ E
Γ
ℓ . We aim to estimate
each contribution of the error estimator
ρ2ℓ+1 = ρℓ+1(Tℓ+1)
2 + ρℓ+1(E
Ω
ℓ+1)
2 + ρℓ+1(E
Γ
ℓ+1)
2. (80)
Step 1. By use of (76), we can estimate the first
volume contribution ρℓ+1(Tℓ+1)2 by
ρℓ+1(Tℓ+1)
2 = ‖hℓ+1f‖
2
L2(Ω) =
∑
T∈Tℓ
‖hℓ+1f‖
2
L2(T )
≤
∑
T∈Tℓ∩Tℓ+1
‖hℓf‖
2
L2(T )
+ q2/d
∑
T∈Tℓ\Tℓ+1
‖hℓf‖
2
L2(T )
=
∑
T∈Tℓ
‖hℓf‖
2
L2(T )
− (1 − q2/d)
∑
T∈Tℓ\Tℓ+1
‖hℓf‖
2
L2(T )
= ρℓ(Tℓ)
2 − (1− q2/d)ρℓ(Tℓ\Tℓ+1)
2,
(81)
where q denotes the mesh-reduction constant from As-
sumption 23.
Step 2. To estimate the second term in (80), we use
the Young inequality (a+b)2 ≤ (1+δ)a2+(1+δ−1)b2 for
arbitrary a, b ∈ R and δ > 0. With this and the triangle
inequality, we see
ρℓ+1(E
Ω
ℓ+1)
2
=
∑
E∈EΩℓ+1
‖h
1/2
ℓ+1[A∇Uℓ+1 · ν]‖
2
L2(E)
≤ (1 + δ)
∑
E∈EΩ
ℓ+1
‖h
1/2
ℓ+1[A∇Uℓ · ν]‖
2
L2(E)
+ (1 + δ−1)∑
E∈EΩℓ+1
‖h
1/2
ℓ+1[(A∇Uℓ+1 − A∇Uℓ) · ν]‖
2
L2(E).
(82)
Recall thatA∇Uℓ ∈ (P0(Tℓ))2. Therefore, [A∇Uℓ·ν]|E′1 =
[A∇Uℓ · ν]|E′2 for all sons E
′
1, E
′
2 ∈ E
Ω
ℓ+1 of a refined el-
ement E ∈ EΩℓ . Furthermore, jumps over new interior
faces vanish. With this and (77), we can estimate the
first sum on the right-hand side of (82) by∑
E∈EΩℓ+1
‖h
1/2
ℓ+1[A∇Uℓ · ν]‖
2
L2(E)
≤
∑
E∈EΩ
ℓ
∩EΩ
ℓ+1
‖h
1/2
ℓ [A∇Uℓ · ν]‖
2
L2(E)
+ q1/(d−1)
∑
E∈EΩ
ℓ
\EΩ
ℓ+1
‖h
1/2
ℓ [A∇Uℓ · ν]‖
2
L2(E)
= ρℓ(E
Ω
ℓ )
2 − (1 − q1/(d−1))ρΩℓ (Eℓ\E
Ω
ℓ+1)
2.
The summands in the second sum on the right-hand side
of (82) are bounded from above by use of the pointwise
Lipschitz continuity of A and a scaling argument, i.e.
‖h
1/2
ℓ+1[(A∇Uℓ+1 − A∇Uℓ) · ν]‖
2
L2(E)
. c2lip‖∇(Uℓ+1 − Uℓ)‖
2
L2(ωℓ+1,E)
.
(83)
We sum (83) over all interior faces and get
ρℓ+1(E
Ω
ℓ+1)
2
≤ (1 + δ)
(
ρℓ(E
Ω
ℓ )
2 − (1− q1/(d−1))ρℓ(E
Ω
ℓ \E
Ω
ℓ+1)
2
)
+ (1 + δ−1)C‖∇(Uℓ+1 − Uℓ)‖
2
L2(Ω),
(84)
where the constant C > 0 depends only on the γ-shape
regularity of Tℓ+1 and the Lipschitz constant of A.
Step 3. We consider the boundary contributions of
ρ2ℓ+1 and introduce the splitting ρℓ(E)
2 = ρ
(1)
ℓ (E)
2 +
ρ
(2)
ℓ (E)
2, where
ρ
(1)
ℓ (E) = ‖h
1/2
ℓ (φ0 + (K
† − 12 )Φℓ − A∇Uℓ · ν)‖L2(E),
ρ
(2)
ℓ (E) = ‖h
1/2
ℓ ∇Γ (Uℓ − u0 −VΦℓ)‖L2(E)
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for E ∈ EΓℓ . Again we use the triangle inequality and
estimate ρ
(1)
ℓ+1(E) by
ρ
(1)
ℓ+1(E) ≤‖h
1/2
ℓ+1(φ0 + (K
† − 12 )Φℓ − A∇Uℓ · ν)‖L2(E)
+ ‖h
1/2
ℓ+1K
†(Φℓ+1 − Φℓ)‖L2(E)
+
1
2
‖h
1/2
ℓ+1(Φℓ+1 − Φℓ)‖L2(E)
+ ‖h
1/2
ℓ+1(A∇Uℓ+1 − A∇Uℓ) · ν‖L2(E)
for E ∈ EΓℓ+1. Summing ρ
(1)
ℓ+1(E)
2 over all boundary faces
and applying the Young inequality, we end up with
ρ
(1)
ℓ+1(E
Γ
ℓ+1)
2
≤ (1 + δ)
∑
E∈EΓℓ+1
‖h
1/2
ℓ+1(φ0 − (K
† − 12 )Φℓ − A∇Uℓ · ν)‖
2
L2(E)
+ 3(1 + δ−1)
∑
E∈EΓℓ+1
‖h
1/2
ℓ+1K
†(Φℓ+1 − Φℓ)‖
2
L2(E)
+ 3(1 + δ−1)
∑
E∈EΓℓ+1
1
4
‖h
1/2
ℓ+1(Φℓ+1 − Φℓ)‖
2
L2(E)
+ 3(1 + δ−1)
∑
E∈EΓℓ+1
‖h
1/2
ℓ+1(A∇Uℓ+1 − A∇Uℓ) · ν‖
2
L2(E),
(85)
where the factor 3 stems from the inequality (
∑n
i=1 xi)
2 ≤
n
∑n
i=1 x
2
i . With the help of (78), we argue similarly as
before and estimate the first sum in (85) by∑
E∈EΓℓ+1
‖h
1/2
ℓ+1(φ0 − (K
† − 12 )Φℓ − A∇Uℓ · ν)‖
2
L2(E)
≤
∑
E∈EΓℓ ∩E
Γ
ℓ+1
‖h
1/2
ℓ (φ0 − (K
† − 12 )Φℓ − A∇Uℓ · ν)‖
2
L2(E)
+ q1/(d−1)ρ
(1)
ℓ (E
Γ
ℓ \E
Γ
ℓ+1)
2
= ρ
(1)
ℓ (E
Γ
ℓ )
2 − (1− q1/(d−1))ρ
(1)
ℓ (E
Γ
ℓ \E
Γ
ℓ+1)
2.
An inverse-type estimate from Lemma 24 can be applied
to the second sum of (85). This yields∑
E∈EΓℓ+1
‖h
1/2
ℓ+1K
†(Φℓ+1 − Φℓ)‖
2
L2(E)
= ‖h
1/2
ℓ+1K
†(Φℓ+1 − Φℓ)‖
2
L2(Γ )
. ‖Φℓ+1 − Φℓ‖
2
H−1/2(Γ ).
Here, the hidden constant depends only on Γ and the
γ-shape regularity of EΓℓ+1. For the third sum, we use an
inverse estimate from [17, Theorem 3.6] to see∑
E∈EΓℓ+1
‖h
1/2
ℓ+1(Φℓ+1 − Φℓ)‖
2
L2(E) = ‖h
1/2
ℓ+1(Φℓ+1 − Φℓ)‖
2
L2(Γ )
. ‖Φℓ+1 − Φℓ‖
2
H−1/2(Γ ),
where, as before, the hidden constant depends only on
Γ and the γ-shape regularity of EΓℓ+1. For the last term
in (85), we again use a scaling argument and infer∑
E∈EΓℓ+1
‖h
1/2
ℓ+1(A∇Uℓ+1 − A∇Uℓ) · ν‖
2
L2(E)
. ‖∇(Uℓ+1 − Uℓ)‖
2
L2(Ω),
where the hidden constant depends only on the Lipschitz
constant of A and the γ-shape regularity of Tℓ+1. Alto-
gether, we see
ρ
(1)
ℓ+1(E
Γ
ℓ+1)
2
≤ (1 + δ)
(
ρ
(1)
ℓ (E
Γ
ℓ )
2 − (1− q1/(d−1))ρ
(1)
ℓ (E
Γ
ℓ \E
Γ
ℓ+1)
2
)
+ (1 + δ−1)C
(
‖∇(Uℓ+1 − Uℓ)‖
2
L2(Ω)
+ ‖Φℓ+1 − Φℓ‖
2
H−1/2(Γ )
)
(86)
It remains to estimate the second boundary contribution
ρ2ℓ+1. Arguing as before, we get
ρ
(2)
ℓ+1(E
Γ
ℓ+1)
2
≤ (1 + δ)
∑
E∈EΓ
ℓ+1
‖h
1/2
ℓ+1∇Γ (Uℓ − u0 −VΦℓ)‖
2
L2(E)
+ 2(1 + δ−1)
∑
E∈EΓ
ℓ+1
‖h
1/2
ℓ+1∇Γ (Uℓ+1 − Uℓ)‖
2
L2(E)
+ 2(1 + δ−1)
∑
E∈EΓ
ℓ+1
‖h
1/2
ℓ+1∇ΓV(Φℓ+1 − Φℓ)‖
2
L2(E).
(87)
We use (78) and estimate the first sum in (87) by∑
E∈EΓ
ℓ+1
‖h
1/2
ℓ+1∇Γ (Uℓ − u0 −VΦℓ)‖
2
L2(E)
≤
∑
E∈EΓℓ ∩E
Γ
ℓ+1
‖h
1/2
ℓ ∇Γ (Uℓ − u0 −VΦℓ)‖
2
L2(E)
+ q1/(d−1)ρ
(2)
ℓ (E
Γ
ℓ \E
Γ
ℓ+1)
2
= ρ
(2)
ℓ (E
Γ
ℓ )
2 − (1 − q1/(d−1))ρ
(2)
ℓ (E
Γ
ℓ \E
Γ
ℓ+1)
2.
(88)
For the second sum in (87), an inverse estimate from [7,
Proposition 3] can be applied, which yields∑
E∈EΓℓ+1
‖h
1/2
ℓ+1∇Γ (Uℓ+1 − Uℓ)‖
2
L2(E)
= ‖h
1/2
ℓ+1∇Γ (Uℓ+1 − Uℓ)‖
2
L2(Γ )
. ‖Uℓ+1 − Uℓ‖
2
H1/2(Γ ).
(89)
Here, the hidden constant depends only on Γ and the
γ-shape regularity of EΓℓ+1. Finally, the inverse estimate
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for V of Lemma 24 proves∑
E∈EΓℓ+1
‖h
1/2
ℓ+1∇ΓV(Φℓ+1 − Φℓ)‖
2
L2(E)
= ‖h
1/2
ℓ+1∇ΓV(Φℓ+1 − Φℓ)‖
2
L2(Γ )
. ‖Φℓ+1 − Φℓ‖
2
H−1/2(Γ )
(90)
for the third sum in (87). Again, the hidden constant
depends only on Γ and the γ-shape regularity of EΓℓ+1.
Combining (87), (88), (89), and (90) gives
ρ
(2)
ℓ+1(E
Γ
ℓ+1)
2
≤ (1 + δ)
(
ρ
(2)
ℓ (E
Γ
ℓ )
2 − (1− q1/(d−1))ρ
(2)
ℓ (E
Γ
ℓ \E
Γ
ℓ+1)
2
)
+ (1 + δ−1)C
(
‖Uℓ+1 − Uℓ‖
2
H1/2(Γ )
+ ‖Φℓ+1 − Φℓ‖
2
H−1/2(Γ )
)
(91)
Step 4. We combine the estimates (81), (84), (86),
and (91) for the different contributions of the estimator.
This results in
ρ2ℓ+1 = ρℓ+1(Tℓ+1)
2 + ρℓ+1(E
Ω
ℓ+1)
2 + ρℓ+1(E
Γ
ℓ+1)
2
≤ (1 + δ)
(
ρℓ(Tℓ)
2 + ρℓ(E
Ω
ℓ )
2 + ρℓ(E
Γ
ℓ )
2
− (1− q1/(d−1))
(
ρℓ(Tℓ\Tℓ+1)
2
+ ρℓ(E
Ω
ℓ \E
Ω
ℓ+1)
2 + ρℓ(E
Γ
ℓ \E
Γ
ℓ+1)
2
))
+ (1 + δ−1)C′
(
‖∇(Uℓ+1 − Uℓ)‖
2
L2(Ω)
+ ‖Uℓ+1 − Uℓ‖
2
H1/2(Γ ) + ‖Φℓ+1 − Φℓ‖
2
H−1/2(Γ )
)
,
where we have used q2/d ≤ q1/(d−1), since q < 1. We
define Iℓ := Tℓ ∪ EΩℓ ∪ E
Γ
ℓ . Then, the norm equivalence
‖∇v‖2L2(Ω) + ‖v‖
2
H1/2(Γ ) ≃ ‖v‖
2
H1(Ω) for v ∈ H
1(Ω)
yields
ρ2ℓ+1 ≤ (1 + δ)
(
ρ2ℓ − (1− q
1/(d−1))ρℓ(Iℓ\Iℓ+1)
2
)
+ (1 + δ−1)C‖Uℓ+1 −Uℓ‖
2
H.
(92)
The constant C > 0 depends on Ω, the γ-shape regular-
ity of Tℓ+1 and EΓℓ+1, and the Lipschitz constant of A.
Step 5. Recall the Do¨rfler marking
θρ2ℓ ≤ ρℓ(Mℓ)
2 ≤ ρℓ(Iℓ\Iℓ+1)
2,
whereMℓ ⊆ Iℓ\Iℓ+1 denotes the set of marked elements.
Incorporating the last inequality in (92) gives
ρ2ℓ+1 ≤ (1 + δ)(ρ
2
ℓ − (1− q
1/(d−1))θρ2ℓ )
+ (1 + δ−1)C‖Uℓ+1 −Uℓ‖
2
H
= (1 + δ)(1− θ(1 − q1/(d−1)))ρ2ℓ
+ (1 + δ−1)C‖Uℓ+1 −Uℓ‖
2
H.
(93)
Since 0 < q1/(d−1) < 1 and 0 < θ < 1, we have 0 <
1−θ(1−q1/(d−1)) < 1. Choosing δ > 0 sufficiently small,
we get 0 < κ := (1 + δ)(1 − θ(1 − q1/(d−1))) < 1, and
Estimate (93) becomes
ρ2ℓ+1 ≤ κρ
2
ℓ + Cred‖Uℓ+1 −Uℓ‖
2
H,
with Cred = (1 + δ
−1)C.
Step 6. Recall that quasi-optimality (6) implies that
limℓ→∞Uℓ ∈ H exists and thus ‖Uℓ+1 −Uℓ‖H → 0 as
ℓ→∞. Together with the estimator reduction (79), ele-
mentary calculus predicts convergence ρℓ → 0 as ℓ→∞,
cf. [3, Section 2]. The reliability ‖u−Uℓ‖H . ρℓ of The-
orem 12 then proves Uℓ → u for ℓ→∞. ⊓⊔
7 Numerical experiments
In this section, we present some numerical 2D experi-
ments, where we compare the three different FEM-BEM
coupling methods on uniform and adaptively generated
meshes. In particular, we emphasize the advantages of
adaptive mesh-refinement compared with uniform refine-
ment.
Firstly, we investigate a linear problem with A = Id
on an L-shaped domain. In the second and third ex-
periment, we choose a linear operator A with A∇u =
(cell
∂u
∂x ,
∂u
∂y ) and ellipticity constant cell > 0. We under-
line numerically that the assumption cell > 1/4 in The-
orem 8 and Theorem 14 for the unique solvability of the
Bielak-MacCamy and Johnson-Ne´de´lec coupling is suf-
ficient, but not necessary. Finally, we deal with a non-
linear problem on a Z-shaped domain. Throughout, we
consider lowest-order elements, i.e. Hℓ = Xℓ × Yℓ with
Xℓ = S1(Tℓ) and Yℓ = P0(EΓℓ ).
Let ζℓ be a placeholder for any of the presented error
estimators of Theorem 12, 16, or 21, i.e. ζℓ ∈ {ρℓ, ηℓ, µℓ}.
The error estimator ζℓ is split into volume and boundary
contributions:
ζ2ℓ =
∑
τ∈Tℓ∪EΩℓ
ζℓ(τ)
2 +
∑
τ∈EΓℓ
ζℓ(τ)
2 =: (ζΩℓ )
2 + (ζΓℓ )
2. (94)
Recall that the variable φ ∈ H−1/2(Γ ) has different
meanings in the three coupling methods: In the Johnson-
Ne´de´lec and symmetric coupling φ = ∇uext ·ν stands for
the normal derivative of the exterior solution, whereas φ
is just a density with uext = V˜φ in the Bielak-MacCamy
coupling. Quasi-optimality (6) of the coupling methods
implies
‖u−Uℓ‖H . ‖u− Uℓ‖H1(Ω)
+ min
Ψℓ∈P0(EΓℓ )
‖φ− Ψℓ‖H−1/2(Γ )
=: errΩℓ + err
Γ
ℓ =: errℓ.
(95)
Since the variable φ is not comparable between the dif-
ferent coupling strategies, we only consider the volume
16
terms ζΩℓ and err
Ω
ℓ for comparison in the following exper-
iments. Anyhow, we stress that one may expect that the
finite element contribution dominates the overall conver-
gence rate. Optimality of errΓℓ and the corresponding es-
timator contribution ζΓℓ is numerically investigated in [5]
for the Johnson-Ne´de´lec coupling and some linear Lapla-
cian in 2D.
In the following, we plot the quantities ζΩℓ and err
Ω
ℓ
versus the number of elements N = #Tℓ, where the se-
quence of meshes Tℓ is obtained with Algorithm 22. We
consider adaptive mesh-refinement with adaptivity pa-
rameter θ = 0.25 and uniform refinement, which corre-
sponds to the case θ = 1. For all quantities we observe
decay rates proportional to N−α, for some α > 0. We
recall that a convergence rate of α = 1/2 is optimal for
the overall error with P1-FEM.
Moreover, we plot the error quantities errΩℓ resp. ζ
Ω
ℓ
versus the computing time tℓ. The time measurement is
different for the uniform and adaptive mesh-refinement:
In the uniform case tℓ, consists of the time which is used
to refine the initial triangulation ℓ-times, plus the time
which is needed to build and solve the Galerkin system.
In the adaptive case, we set t−1 := 0. Then, tℓ consists
of the time tℓ−1 needed for all prior steps in the adaptive
algorithm, plus the time needed for one adaptive step on
the ℓ-th mesh, i.e. steps (i)–(iv) in Algorithm 22.
All computations were performed on a 64-Bit Linux
work station with 32GB of RAM in Matlab (Release
2009b). The computation of the boundary integral oper-
ators is done with the Matlab BEM-library HILBERT,
cf. [2]. Throughout, the discrete coupling equations are
assembled in theMatlab sparse-format and solved with
the Matlab backslash operator.
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Fig. 1 L-shaped domain as well as initial triangulation T0
with #T0 = 12 triangles and initial boundary mesh E
Γ
0 with
#EΓ0 = 8 boundary elements.
102 103 104 105 106
10−4
10−3
10−2
10−1
 
 
PSfrag replacements
er
ro
r
co
n
tr
ib
u
ti
o
n
er
rΩ ℓ
number of elements N
BMC, adap.
BMC, unif.
JN, adap.
JN, unif.
sym, adap.
sym, unif.
O(N−1/2
)
O(N−1/3
)
Fig. 2 Volume error errΩℓ versus number of elements N for
Laplace problem of Section 7.1.
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Fig. 3 Volume error estimator ζΩℓ versus number of elements
N for Laplace problem of Section 7.1.
7.1 Laplace transmission problem on L-shaped domain
In this experiment, we consider the linear operator A =
Id. We prescribe the exact solution of (1) as
u(x, y) = r2/3 sin(23ϕ), (96)
uext(x, y) = 12 log(|x+
1
8 |
2 + |y + 18 |
2) (97)
on an L-shaped domain, visualized in Figure 1. Here,
(r, ϕ) denote polar coordinates. These functions are then
used to determine the data (f, u0, φ0). Note that ∆u =
0 = ∆uext. We stress that u has a generic singular-
ity at the reentrant corner. Therefore, uniform mesh-
refinement leads to a suboptimal convergence order α =
1/3. However, adaptive mesh-refinement recovers the op-
timal convergence rate α = 1/2. In Figure 2 resp. 3, we
observe optimal rates for all error and error estimator
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Fig. 4 Efficiency index ζΩℓ /err
Ω
ℓ versus number of elements
N for Laplace problem of Section 7.1. The x-axis is scaled
logarithmically.
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Fig. 5 Comparison of the error versus the computing time
for adaptive and uniform refinement strategy for Laplace
problem of Section 7.1.
quantities of the different coupling methods correspond-
ing to the adaptive scheme, whereas all quantities corre-
sponding to uniform mesh-refinement converge with or-
der α = 1/3.
The quotients ζΩℓ /err
Ω
ℓ , plotted in Figure 4, indicate
that the residual-based estimators of Theorem 12, 16
and 21 are not only reliable but also efficient: We see
that ζΩℓ /err
Ω
ℓ is constant for sufficiently large N .
When we compare the computing time, see Figure 5,
we observe that the adaptive strategy is superior to the
uniform one. Moreover, we see differences between the
adaptive versions of the three coupling methods. The
Bielak-MacCamy coupling needs significantly more com-
puting time than the other coupling schemes. We also
observe that the Johnson-Ne´de´lec coupling is the fastest
of all coupling methods, at least in this experiment.
7.2 Linear transmission problem on L-shaped domain
We consider a linear problem with A = (cell
∂u
∂x ,
∂u
∂y ) on
an L-shaped domain. We again prescribe the solutions
(u, uext) by (96)–(97). Then, divA∇u = (cell− 1)
∂2u
∂x2 . In
Figure 6, we plot the error quantities errΩℓ of the adap-
tive schemes for different values of cell. We observe good
performance of both the Bielak-MacCamy and Johnson-
Ne´de´lec coupling also for cell ∈ (0, 1/4], which was ex-
cluded by our analysis.
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Fig. 6 Convergence of the volume errors for different values
of the ellipticity constant of the operator A of Section 7.2 and
adaptive mesh-refinement.
7.3 Linear transmission problem with unknown solution
We present another experiment to underline the results
of the aforegoing subsection. Again, we consider the op-
erator A with A∇u = (cell
∂u
∂x ,
∂u
∂y ), but now on a Z-
shaped domain, visualized in Figure 8. The data is set
to (f, u0, φ0) = (1, 0, 0), and we stress that the exact so-
lution is not known. Therefore, we plot only the error
estimator quantities ζℓ in Figure 9 resp. 10. An opti-
mal convergence order α = 1/2 for the estimators corre-
sponding to the adaptive schemes is observed, whereas
uniform refinement methods lead to suboptimal conver-
gence rates. As in Section 7.2, Figure 9 resp. 10 indi-
cates a good performance of both the Johnson-Ne´de´lec
and Bielak-MacCamy coupling for cell ∈ (0, 1/4].
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Fig. 7 Convergence of the volume errors for different values
of the ellipticity constant of the operator A of Section 7.2 and
uniform mesh-refinement.
−0.3 −0.2 −0.1 0 0.1 0.2 0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
Fig. 8 Z-shaped domain as well as initial triangulation T0
with #T0 = 14 triangles and initial boundary mesh E
Γ
0 with
#EΓ0 = 10 boundary elements.
7.4 Nonlinear experiment on Z-shaped domain
In the last experiment we consider a Z-shaped domain,
visualized in Figure 8, and a nonlinear operator A with
A∇u = g(|∇u|)∇u, where g(t) = 2 + 1/(1 + t) for t ≥ 0.
Note that the ellipticity constant of A is cell = 2. The
prescribed solution
u(x, y) = r4/7 sin(47ϕ), (98)
uext(x, y) = x+y+0.25(x+0.125)2+(y+0.125)2 (99)
of (1) fulfills ∆uext = 0. The interior solution u has a
generic singularity at the reentrant corner. As can be
seen in Figure 11, resp. 12, the uniform strategy leads
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Fig. 9 Convergence of the respective error estimators ζℓ for
different values of the ellipticity constant of the operator A
of Section 7.3 and adaptive mesh-refinement.
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Fig. 10 Convergence of the respective error estimators ζℓ for
different values of the ellipticity constant of the operator A
of Section 7.3 and uniform mesh-refinement.
to a suboptimal convergence rate α = 2/7, whereas the
adaptive strategy leads to the optimal convergence rate
α = 1/2.
The results of Figure 13 argue for the efficiency of the
reliable error estimator ζℓ ∈ {ρℓ, ηℓ, ζℓ}, which matches
our observations of the first experiment. As in Section 7.1,
we obtain from Figure 14 that the adaptive strategy is
superior to the uniform one.
7.5 Conclusion
In all our experiments, we observe that the adaptive
mesh-refinement strategy empirically leads to optimal
convergence rates for the error as well as for the error
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Fig. 11 Convergence of the volume error errΩℓ for the non-
linear experiment of Section 7.4.
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Fig. 12 Convergence of the volume error estimator quanti-
ties ζΩℓ for the nonlinear experiment of Section 7.4.
estimator quantities, whereas uniform refinement is in-
ferior to the adaptive ones. Moreover, we see that the
error quantities for the three different coupling meth-
ods differ only slightly. From this point of view, one
cannot favour a certain coupling method. But we stress
that there are significant differences in the computing
times, where the Johnson-Ne´de´lec coupling is superior
to the other two coupling methods. Although the Bielak-
MacCamy coupling is just the transposed problem of the
Johnson-Ne´de´lec coupling in the linear case, it needs the
most computing time of all three coupling schemes. Fur-
thermore, we have numerical evidence that the reliable
error estimators corresponding to the different coupling
schemes are also efficient.
Finally, we remark that our numerical experiments
have shown that the assumption cell > 1/4 from Theo-
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Fig. 13 Efficiency index ζΩℓ /err
Ω
ℓ versus number of elements
N for the nonlinear experiment of Section 7.4. The x-axis is
scaled logarithmically.
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Fig. 14 Comparison of the volume error versus the com-
puting time for the nonlinear experiment of Section 7.4 and
uniform resp. adaptive mesh-refinement.
rem 8 and 14 is sufficient for the solvability of the Bielak-
MacCamy coupling and Johnson-Ne´de´lec coupling, but
not necessary.
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