a contractivity factor for f n and the number l F = max{l 1 , l 2 , . . . , l N } is called a contractivity factor for F.
Let denote the set of all infinite sequences of symbols {σ k } ∞ k=1 belonging to the alphabet {1, . . . , N }. We write σ = σ 1 σ 2 σ 3 · · · ∈ to denote a typical element of , and we write ω k to denote the kth element of ω ∈ . Then ( , d ) is a compact metric space, where the metric d is defined by d (σ, ω) = 0 when σ = ω and d (σ, ω) = 2 −k when k is the least index for which σ k = ω k . We call the code space associated with the IFS F.
Let σ ∈ and x ∈ X. Then, using the contractivity of F, it is straightforward to prove that
exists, is independent of x, and depends continuously on σ . Furthermore, the convergence to the limit is uniform in x, for x in any compact subset of X. See for example [3, Theorem 3] . Let Clearly A F is compact and nonempty, and has the property
That is, the attractor of an IFS is a self-referential set. If we define H(X) to be the set of nonempty compact subsets of X, and we define F : H(X) → H(X) by
for all S ∈ H(X), then A F can be characterized as the unique fixed point of F; see [9, Section 3 .2], [8] , and [19] . IFSs may be used to represent diverse subsets of R 2 . For example, let A, B, and C denote three noncollinear points in R 2 . Let c denote a point on the line segment AB, let a denote a point on the line segment BC, and let b denote a point on the line segment C A, such that {a, b, c} ∩ {A, B, C} = ∅; see panel (i) of Figure 1 .
Let f 1 : R 2 → R 2 denote the unique affine transformation such that
by which we mean that f 1 maps A to c, B to a, and C to B. Using the same notation, let affine transformations f 2 , f 3 , and f 4 be the ones uniquely defined by Let F α,β,γ = {R 2 ; f 1 , f 2 , f 3 , f 4 }, where α = |Bc|/|AB|, β = |Ca|/|BC|, and γ = |Ab|/|C A|. The attractor of F α,β,γ is the filled triangle with vertices at A, B, and C, which we will denote by , illustrated in (ii) in Figure 1 . The attractor of the IFS {R 2 ; f 1 , f 2 , f 3 } is an affine Sierpinski triangle, as illustrated in (iii) in Figure 1 . For reference we note that when A = (0.5, 1), B = (0, 0), and C = (1, 0), the transformations of the IFS F α,β,γ are given by f n (x, y) = (a n x + b n y + c n , d n x + e n y + q n ) with the parameters specified in Table 1 . 
3. CHAOS GAME. How do we compute the attractor of an IFS? An efficient method is by means of a type of Markov chain Monte Carlo algorithm which we refer to as the chaos game. Starting from any point (x 0 , y 0 ) ∈ R 2 , a sequence of a million or more points {(x k , y k )} K k=0 is computed recursively; at the kth iteration one of the functions of F is chosen at random, independently of all other choices, and applied to (x k−1 , y k−1 ) to produce (x k , y k ), which is plotted when, say, k ≥ 100. The result will usually be a sketch of the attractor of the IFS, accurate to within viewing resolution.
The reason that the chaos game yields, almost always, a "picture" of the attractor of an IFS depends on Birkhoff's ergodic theorem; see for example [7] . The scholarly history of the chaos game is discussed in [10] and [18] , and appears to begin in 1935 with the work of Onicescu and Mihok [14] . Mandelbrot used a version of it to help compute pictures of certain Julia sets [12, pp. 196-199] . It was introduced to IFS theory and developed by the author and coworkers; see for example [3] , [4] , and [6] , where the relevant theorems and much discussion can be found. Its applications to fractal geometry were popularized initially by the author and others; see for example [1] , [5] , [16] , and [17] .
The sketches in panels (ii) and (iii) of Figure 1 were computed using the chaos game. At each iteration the function f n was selected with probability proportional to the area of the triangle f n (ABC), for n = 1, 2, 3, 4.
In Section 5 we show how the chaos game may be modified to calculate examples of the fractal transformations that are the subject of this article. Hopefully you will be inspired to try this new application of the chaos game.
THE TOPS FUNCTION.
So far we have covered material that is well known to the fractal geometry community; indeed, some of it forms part of various undergraduate curricula.
Here we introduce the idea of the top of a self-referential set. This concept exploits the fact that code space possesses an order relation, which allows us to assign a unique address to each point of the attractor of an IFS. This provides us with a right-hand inverse of the mapping φ F with the remarkable property that its domain is shift invariant.
We order the elements of according to
where k is the least index for which σ k = ω k . This is a linear ordering, sometimes called the lexicographic ordering.
Notice that all elements of are less than or equal to 1 = 11111 . . . and greater than or equal to N = N N N N N . . . . Also, any pair of distinct elements of is such that one member of the pair is strictly greater than the other. In particular, φ −1 F ({x}) possesses a unique largest element: let σ 1 be the smallest first coordinate of any address of x, let σ 2 be the smallest second coordinate of any address of x whose first coordinate is σ 1 , etc; then the continuity of φ F : → A F implies that σ = σ 1 σ 2 · · · is an address of x. Definition 2. Let F be a hyperbolic IFS with attractor A F and address function φ F :
is called the tops code space and
is called the tops function, for the IFS F.
In Section 7 we explain why F is a shift invariant subspace of . Notice that the tops function τ F : A F → F is one-to-one and onto. It provides a right inverse to the address function; that is, φ F • τ F is the identity on A F . The inverse function,
is clearly one-to-one and onto; it is also continuous because it is the restriction of φ F to F . However, τ F may not be continuous. 
FRACTAL TRANSFORMATIONS OF PICTURES.
Here we use tops functions to construct what we call fractal transformations between self-referential sets. We illustrate these transformations by applying them to pictures. This leads to some questions.
Let
an IFS with the same number, N , of functions as F. The associated code space is , the same as for F. We define a transformation from the attractor of F to the attractor of G by composing the address function for G with the tops function for F.
Definition 3. Let F and G denote IFSs as above. The associated fractal transformation T FG :
A F → A G from the attractor of F to the attractor of G is defined by
How do such transformations behave? To illustrate transformations between subsets of R 2 we use pictures. We define a picture to be a function of the form
where C is a color space. A picture (function) P assigns a unique color to each point in its domain D P . For example we may have C ={0, 1, . . . , 255} 3 and each point of C may specify the red, green, and blue components of a color. A picture in the nonmathematical sense may be thought of as a physical representation of the graph of a picture function whose domain is contained in R 2 . Let T FG : A F → A G be a fractal transformation as above. Let P be a picture whose domain contains A G . Then P • T FG is a picture whose domain is A F . We can obtain insights into the nature of the fractal transformation T FG by comparing the pictures P and P • T FG , where P may be varied. It is straightforward to do this when the underlying space is two-dimensional because we can use a variant of the chaos game to compute the picture P • T FG .
To see why this is so, we consider the IFS
) with s n (σ ) = nσ (this means put the symbol n at the front of the string σ ). The metric d on the space X × Y × is defined by
because this set is nonempty, compact, and obeys A K = ∪ n k n (A K ). In particular, the graph of T FG is the same as
It follows that we can use the chaos game to approximate A K and thence the graph of T FG . In practice, when the underlying spaces are two-dimensional, we arrange coordinates so that the domain of the given picture P contains A G . Then we run the chaos game, starting from an initial point
At each successive step we color the point x k ∈ A F with the value P(y k ), unless it has already been assigned a color. If the point x k has already been assigned a color, most recently at some earlier step j, then we compare σ ( j ) and σ (k) ; when the latter is greater than the former, the color of x k is updated to P(y k ), otherwise it is left at its old value.
Imagine that this process is carried out at finite precision on a digital computer. After the kth step the point whose screen coordinates correspond to x k is plotted in its latest color. To begin with we will see the picture changing, but after a while it will stabilize. What do we see? Here are some illustrative examples.
where C denotes the complex plane, s 1 = 0.5(1 + i), s 2 = 0.44(1 + i), and s 3 = 0.535(1 + i). We denote the attractors of these IFSs by A F , A G , and A H . In the top row of Figure 2 we illustrate, from left to right, three picture functions, P G : A G → C, P F : A F → C, and P H : A H → C. These pictures were obtained by masking a single original digital picture, whose domain we took to be {z = x + iy ∈ C : −3.5 ≤ x ≤ 3.5, −3.5 ≤ y ≤ 3.5}, by the complement of each of the sets A G , A F , and A H . The attractor A F is called a twin-dragon fractal. It is an example of a just-touching attractor; that is,
where ∂ A F denotes the boundary of A F . This contrasts with A G , which is totally disconnected, perfect, and in fact homeomorphic to the classical Cantor set. This also contrasts with A H , which is such that there exists a disk in R 2 , of nonzero radius, which is contained in
The bottom row of Figure 2 illustrates the pictures, from left to right, P G •T FG , P F •T FF , and P H •T FH . They were computed using the modified chaos game. The domain of each of these pictures is A F . We notice that P F •T FF = P F , which is true regardless of the choice of F since T FF = φ F • τ F is the identity on A F . We notice that both P G •T FG and P H •T FH have features in common with the underlying digital picture; for example, P G •T FG displays something like the texture of the hat, near the middle of the bottom left image. The bottom right image shows parts of the hat, repeated several times, and some clearly delineated small twin-dragon tiles.
We are led to consider the following questions. Under what conditions on general IFSs F and G is the fractal transformation T FG continuous? When does it provide a homeomorphism between A F and A G ? 
WHEN IS A FRACTAL TRANSFORMATION CONTINUOUS?
We might assert that if the closures of the tops code spaces for two IFSs are the same then the associated fractal transformation is a homeomorphism between the attractors of the two IFSs. This assertion gives the right idea and is almost true, but not quite.
Definition 4.
The address structure of F is defined to be the set of sets
The address structure of an IFS is a certain partition of F . Let C G denote the address structure of G. Let us write C F ≺ C G to mean that for each S ∈ C F there is T ∈ C G such that S ⊂ T . Notice that if C F = C G then F = G . Some examples of address structures are given in Section 8.
Theorem 1. Let F and G be two hyperbolic IFSs such that C F ≺ C G . Then the fractal transformation T FG is continuous. If C F = C G then T FG is a homeomorphism.
The proof relies on a standard result in topology, Lemma 2 below, which we present in the context of metric spaces. 
Lemma 1 (cf. [13, p. 194]). Let F : X → Y be a continuous mapping from a compact metric space X onto a metric space Y . Then S ⊂ Y is open if and only if F
F is continuous. Thus, by Lemma 2, T FG is continuous.
It is readily verified that, when
one-to-one and onto and its inverse is
7. THE TOPS DYNAMICAL SYSTEM. The shift operator S : → is defined by S(σ 1 σ 2 σ 3 · · · ) = σ 2 σ 3 σ 4 · · · for all σ 1 σ 2 σ 3 · · · ∈ . The shift operator and shift invariant sets play a central role in the study of symbolic dynamical systems [11] , [15] . The calculation of the address structure of an IFS may be simplified by the observation that the associated tops code space is shift invariant.
Theorem 2. (i) For any IFS F we have S(
Proof. We start by observing that for any j ∈ {1, 2, . . . , N } and any σ ∈ , f j (φ F (σ )) = φ F ( jσ ). The reason is that since f j is continuous, for any z ∈ X we have
Now, to prove the theorem, suppose that σ ∈ F .
But σ 1 ω > σ , so this contradicts the fact that σ ∈ F . Therefore S(σ ) is the largest address of φ F (S(σ )), so S(σ ) ∈ F . (ii) We show that, when f 1 is invertible on A F , we have 1σ ∈ F . Suppose that 1σ / ∈ F . Then there is some ω > 1σ such that φ F (ω) = φ F (1σ ), and ω = 1 σ where σ > σ. Then
, which leads to a contradiction. Hence 1σ ∈ F .
Theorem 2 tells us that we can define what we call the tops dynamical system T F :
We note that if the address structures of F and G are the same then T FG is a homeomorphism and the two tops dynamical systems T F and T G are topologically conjugate, with
Thus we have a means for conveying ideas from dynamical systems theory to the analysis of self-referential sets. For example, we might define the entropy of a selfreferential set to be the infimum of the entropies of all associated shift dynamical systems. We can use the orbits of a tops dynamical system to calculate the tops code space: for each x ∈ A F the value of τ F (x) = σ 1 σ 2 · · · is given by
, and so on. This formula is useful when, as in Example 1 below, the sets f n (A F ) have straight edges and a simple formula for T F (x) is available.
EXAMPLES.
We do not entertain you here with (a) an example of IFSs F and G which have the same address structure, but have different address structures when the indices in F are permuted; (b) an example where F = G yet A F and A G are not homeomorphic; (c) an example where f 1 is not one-to-one on A F yet T F (A F ) = A F . Such examples demonstrate the intriguing nature of fractal transformations and you can probably find them yourself. Here we demonstrate an area-preserving fractal homeomorphism applied to a picture of a bird, and a continuous transformation from a fractal fern onto a filled square. Example 1. An example of an address structure is provided by the IFS F = F α,β,γ introduced at the end of Section 2. We show that α, β, γ , α, β, γ ∈ (0, 1) . This is intuitively obvious, but the shortest proof that I can find is the following.
To prove (i) we show that φ
to denote the set of finite length strings of the symbols {1, 2, . . . , N } together with the empty string.) Let σ = σ 1 σ 2 · · · σ k4 and let n be greater than k. Since φ F (4) lies in the interior of f 4 ( ) and φ
. . , ω n = σ n . Since this is true for all n we must have ω = σ. It follows that σ 1 σ 2 · · · σ k4 belongs to F for all σ 1 σ 2 · · · σ k ∈ . The set of such points is dense in so F = .
To prove (ii) we suppose that φ
) is a decreasing sequence of nonempty compact sets which converges to {x}, where
(The crucial fact that this does indeed provide a homeomorphism is readily proved by induction on n.) We now find that for k ≤ n,
It follows that g σ,n ( ) ∩ g ω,n ( ) is a decreasing sequence of compact sets. It converges to a singleton {y} ⊂ . Hence φ G (σ ) = y = φ G (ω). We complete the proof of (ii) by repeating the same argument with F and G swapped. We conclude that C F = C G and hence, by Theorem 1, T FG : → is a homeomorphism. Example 2. An example of address structures C F and C G such that C F ≺ C G and C F = C G is provided by taking F and G to be the IFSs of affine maps specified in Tables 2 and 3 , respectively. The attractor A F of F is represented by the fern image in Figure 5 . The attractor A G of G is , the filled square with vertices at I = (1, 1), Table 3 . The transformations of F are such that
where the points i, j, k, l, m ∈ A F are approximately as labeled in Figure 5 .
that F = , and that the address structure of F is
To determine the address structure of G, we note that is the union of four rectangular tiles g n ( ) which share portions of their boundaries. The transformations of G are such that F then s is a singleton and, since C G is a partition of , there must be t ∈ C G such that s ⊂ t; if s ∈ C G (12) = φ G (21) = φ G (32) = φ G (42) , it follows that C G contains a set that contains s. Hence C F ≺ C G and, by Theorem 1, the fractal transformation T FG is continuous. Note however that in this case C F = C G because there is a set in C G which consists of a pair of distinct addresses, whereas all sets in C F contain either one or four distinct addresses.
The continuous transformation T FG from the fern-shaped set onto is illustrated on the left-hand side of Figure 6 . This shows a close-up on P G • T FG . The picture P G , represented in the center of Figure 6 , has been chosen to have apparently continuously varying intensity so that the continuity of T FG is illustrated by the smooth variation of intensity in the left-hand fern image. You can imagine the left-hand fern to be deformed without breaks to become the central image! If, in this example, we change G to G specified in Table 4 , then the attractor is again the filled square, that is A G = , but equation (8.3 ) no longer holds and we can show that the fractal transformation T GF from the fern-shaped set onto is not continuous.The picture on the right in Figure 6 shows P G • T GF where the picture P G is the same, the central image. You can almost "see" that P G • T GF is not smoothly varying. 
