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ON THE PERIPHERAL SPECTRUM OF POSITIVE OPERATORS
JOCHEN GLU¨CK
Abstract. This paper contributes to the analysis of the peripheral (point)
spectrum of positive linear operators on Banach lattices. We show that, under
appropriate growth and regularity conditions, the peripheral point spectrum
of a positive operator is cyclic and that the corresponding eigenspaces fulfil
a certain dimension estimate. A couple of examples demonstrates that some
of our theorems are optimal. Our results on the peripheral point spectrum
are then used to prove a sufficient condition for the peripheral spectrum of a
positive operator to be cyclic; this generalizes theorems of Lotz and Scheffold.
1. Introduction and Preliminaries
The study of spectral properties of positive operators in infinite dimensions is
by now a classical topic in operator theory. Beginning with the results of Kre˘ın
and Rutman in [16], many interesting and sophisticated spectral results on those
operators have been proved. Positive operators on Banach lattices are particularly
well-behaved in this context; we refer to the survey article [13] for an overview of
their spectral theory. Still today, the field raises the interest of many researches;
recent contributions to the theory concern for example the analysis of essential spec-
tra of positive operators [1], [2] and new comparison results on positive operators
and there spectral radius [10].
In this paper we are mainly concerned with the peripheral spectrum σper(T ) =
σ(T ) ∩ {z ∈ C : |z| = r(T )} and the peripheral point spectrum σper,pnt(T ) :=
σpnt(T )∩{z ∈ C : |z| = r(T )} of a positive operator T on a complex Banach lattice
E; here, r(T ) denotes the spectral radius of T , σ(T ) is its spectrum and σpnt(T ) its
point spectrum. Recall that a set M ⊂ C is called cyclic if reiθ ∈M (r ≥ 0, θ ∈ R)
implies that reinθ ∈ M for each n ∈ Z. An interesting question in the spectral
theory of positive operators is to find conditions which ensure that the peripheral
spectrum or the peripheral point spectrum of a positive operator is cyclic.
Our goal is to give several new such conditions. To do so we first prove some
results on the fixed space of a Markov operator in Section 2 and use them for a
preliminary analysis of certain eigenvalues of positive operators in Section 3. In
Section 4 we then introduce the notion of a (WS)-bounded operator on a complex
Banach space. This is a rather weak boundedness condition whose exact definition
requires some preliminary work; for a first impression about this notion, we refer
the reader to Examples 4.8 where several classes of (WS)-bounded operators are
listed. For example, an operator T (with r(T ) = 1) is (WS)-bounded if it is Abel-
bounded or if it fulfils the condition lim infn→∞ ||T n|| < ∞. In Section 5 we are
finally able to give some sufficient conditions for the peripheral point spectrum of
a positive operator to be cyclic. We sum up our main results from this section in
the following theorem:
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Theorem. Let T be a positive operator on a complex Banach lattice E, r(T ) = 1,
and assume that at least one of the following conditions is fulfilled:
(a) E has a pre-dual Banach lattice, T has a pre-adjoint and T is (WS)-bounded.
(b) E is a KB-space and T is (WS)-bounded.
(c) E has order-continuous norm and T is mean ergodic.
(d) T is weakly almost-periodic.
Then we have dimker(eiθ −T ) ≤ dim ker(einθ −T ) for each n ∈ Z and each θ ∈ R.
In particular, the peripheral point spectrum of T is cyclic.
In the above theorem we use the convention that the dimension of a vector
space is either an integer or ∞, i.e. we do not distinguish between different infinite
cardinalities. For the notions used in the conditions (a)–(d) we refer to Section 5.
The above theorem contains generalizations of several known results; details and
references are also given in Section 5. In Section 6 we continue our analysis of the
peripheral point spectrum of positive operators with special emphasis on Markov
operators; see the end of the introduction for a definition of these operators.
In Section 7 we deal with the peripheral spectrum of positive operators. It is a
long open question whether every positive operator on a complex Banach lattice
has cyclic peripheral spectrum. We are not able to solve this here, but we present a
generalization of some known results. More precisely, we prove the following result
in Theorem 7.1:
Theorem. Let T be a positive operator on a complex Banach lattice E, r(T ) = 1.
If T is (WS)-bounded, then the peripheral spectrum of T is cyclic.
This generalizes a result of Lotz [19, Theorem 4.7] who proved that every Abel-
bounded positive operator has cyclic peripheral spectrum and a result of Scheffold
[22, Satz 3.6] who proved that a positive operator T with spectral radius 1 has
cyclic peripheral spectrum if lim infn→∞ ||T n|| < ∞. For further contributions to
this topic we refer the reader to Lotz [19, Theorem 4.9 and Theorem 4.10] (see
also [21, Theorem V.4.9 and its Corollary] for an English version), to Krieger [18,
Satz 2.2.3] (see also [21, p. 352] where this result is stated in English) and to Zhang
[23, Theorem 2.11]. In Section 8 we briefly deal with C0-semigroups of Markov
operators and we show that one of our examples in Section 6 can be adapted to
the C0-semigroup case. In the appendix, we recall some facts about the signum
operator on complex Banach lattices.
Throughout the article, the reader is assumed to be familiar with the theory
of (real and complex) Banach lattices and with the construction of filter (and, in
particular, ultra) products of Banach lattices; for the latter topic see for example
[21, Section V.1] or [20, p. 251–253]. To read Section 8, familiarity with the basic
concepts of C0-semigroups is also required. We refer to [9] as a standard reference
for this topic.
Let us fix some notation: If X is a real or complex Banach space, then we denote
by L(X) the space of bounded linear operators on X . If X is a complex Banach
space and T ∈ L(X), then we denote by σ(T ) the spectrum and by σpnt(T ) the
point spectrum of T . If λ ∈ C \ σ(T ), then R(λ, T ) := (λ − T )−1 denotes the
resolvent of T in λ. The same notations are also used for the (point) spectrum
and the resolvent of unbounded operators A : X ⊃ D(A) → X . If E is a complex
Banach lattice, then it is by definition the complexification of a real Banach lattice
ER (cf. [21, Section II.11]); if x, y ∈ E, then assertions such as x ≥ y are always to
be understood as a shorthand for x, y ∈ ER and x ≥ y. If E is a real or complex
Banach lattice and x, y ∈ E, then we write x > y to say that x ≥ y, but x 6= y. If K
is a compact Hausdorff space, then the space of real (respectively complex) valued
continuous functions on K is denoted by C(K;R) (respectively by C(K;C)); those
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spaces will always be endowed with the supremum norm || · ||∞. A bounded linear
operator T on C(K;R) or C(K;C) is called a Markov operator if T is positive
and if T1 = 1. By c(N;C) we denote the space of all complex-valued convergent
sequences which are indexed by N; by c0(N;C) ⊂ c(N;C) we denote the space of
all complex-valued sequences which converge to 0. The corresponding spaces of
real-valued sequences are denoted by c(N;R) and c0(N;R), respectively. A vector
subspace V of a real Banach lattice E is called a lattice subspace of E if V is a
vector lattice with respect to the order induced by E; V is called a sublattice of E
if |x| ∈ V for every x ∈ V . We use the symbol T := {z ∈ C : |z| = 1} to denote the
complex unit circle. Further notation is introduced as it is needed.
2. The fixed space of Markov operators
The purpose of this section is to establish the following structure result on the
fixed space of a Markov operator on an order-complete C(K,R)-space; will shall
need this result in the subsequent sections. For the definition of the notion AM-
space we refer the reader to [21, Definition II.7.1].
Theorem 2.1. Let E be an order complete C(K;R)-space and let T be a Markov
operator on E. Then the fixed space F := ker(1 − T ) is an order complete lattice
subspace (not necessarily a sublattice) of E. When endowed with the supremum
norm || · ||∞, F is a Banach lattice and an AM-space with unit 1.
Proof. Let ∅ 6= G ⊂ F be bounded above in F ; we have to show that G has a
supremum in F . To do so, first note that c := sup{||g||∞ : g ∈ G} <∞ and that G
is in fact bounded above by c1. Now, consider the set
A := {h ∈ E : h ≤ Th, h is an upper bound of G and
h ≤ k for every k ∈ F which is an upper bound of G}.
Then the supremum of G in E is contained in A, so A is non-empty. Moreover,
A is bounded above by c1. Furthermore, A is clearly T -invariant and whenever
∅ 6= B ⊂ A, then supB exists in E and is contained in A. Now, let gmax := supA.
Then gmax ∈ A, and we thus have gmax ≤ Tgmax ∈ A. By definition of gmax this
implies that Tgmax = gmax, so gmax ∈ F . Since gmax ∈ A, we conclude that gmax is
the supremum of G in F . This shows that F is a lattice subspace of E and that it
is order complete. Besides this, note that we have gmax ≤ c1.
Let us show next that F is a Banach lattice with respect to || · ||∞. If f ∈ F , then
the modulus |f |F of f in F is the supremum of ±f in F ; hence, |f |F is given by
the function gmax above if we choose G = {f,−f}. In this case, c = ||f ||∞ and we
thus have |f | ≤ |f |F = gmax ≤ ||f ||∞1. This shows that || |f |F ||∞ = ||f ||∞. Since
we clearly have ||f1||∞ ≤ ||f2||∞ for all f1, f2 ∈ F with 0 ≤ f1 ≤ f2, we conclude
that F is indeed a Banach lattice with respect to the || · ||∞-norm.
To show that F is an AM-space with respect to the norm ||·||∞, let 0 ≤ g1, g2 ∈ F .
If G = {g1, g2}, then the supremum g1 ∨F g2 of g1 and g2 in F is given by the
function gmax above. Since C(K;R) is an AM-space, we have c = ||g1||∞∨ ||g2||∞ =
||g1 ∨ g2||∞ and hence
g1 ∨ g2 ≤ g1 ∨F g2 = gmax ≤ ||g1 ∨ g2||∞1.
Therefore, ||g1 ∨F g2||∞ = ||g1 ∨ g2||∞ = ||g1||∞ ∨ ||g2||∞. Thus, F is an AM-space
with respect to the norm || · ||∞. Moreover, 1 is an element of F ; since 1 is the
largest element in the unit ball of C(K,R), it is in particular the largest element of
the unit ball in F . Hence, the AM-space F contains 1 as a unit. 
Corollary 2.2. Let E be an order complete C(K;C)-space, let T be a Markov
operator on E and denote its fixed space by F = ker(1− T ).
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If FR := F ∩C(K;R), then we have F = FR+ iFR and therefore, F is a complex
order-complete AM-space with unit 1 when endowed with an appropriate equivalent
norm.
Proof. Since T maps real-valued functions to real-valued functions we have F =
FR + iFR. The remaining assertions follow from Theorem 2.1. 
In view of Theorem 2.1 it is natural to ask whether the fixed space of the Markov
operator T is in fact a sublattice of C(K;R); moreover, if we drop the condition
on C(K;R) to be order complete, one might ask whether the fixed space of T is,
though no longer order complete, still a lattice subspace of C(K;R). The answer
to both questions is negative as the following two examples show.
Examples 2.3. (a) There is a Markov operator T on R3 such that F := ker(1−T )
is not a sublattice of R3.
Indeed, let T be the operator whose representation matrix with respect to the
canonical basis is given by 
1 0 01
3
1
3
1
3
0 0 1

 .
Then T is clearly a Markov operator and its fixed space ker(1− T ) coincides with
the linear span of (1, 1, 1) and (1, 0,−1). Now, consider the vector fˆ = (1, 0,−1) ∈
ker(1 − T ). Then the supremum of ±fˆ in R3 is given by |fˆ | = (1, 0, 1), but this
vector is not contained in the fixed space ker(1 − T ). Hence, ker(1 − T ) is not a
sublattice of R3. However, it follows from Theorem 2.1 that it is a lattice subspace
of R3, so ±fˆ must have a supremum in ker(1−T ) (and it is easy to check that this
supremum is given by (1, 1, 1)).
(b) There is a (non order-complete) C(K;R)-space E and a Markov operator S
on E such that the fixed space ker(1−S) is not a lattice subspace of E. Indeed, let
E = {(f, g, h) ∈ R3 × c(N;R)× c(N;R) : lim g = lim h},
where c(N;R) is the space of all real-valued convergent sequences. Clearly, E is
an AM-space with unit and thus isometrically lattice isomorphic to some C(K;R)-
space. Let T ∈ L(R3) be the operator from Example (a) and define S ∈ L(E) by
S(f, g, h) = (f ′, g′, h′) where
f ′ = Tf , g′ = (f2, g1, g2, g3, ...), h
′ = h.
Note that S indeed maps E into E, and that S is a Markov operator on E. The
fixed space of S is given by
ker(1− S) = {(f, g, h) ∈ E : f ∈ ker(1− T ), g = f21N}.
As in Example (a) let fˆ = (1, 0,−1) ∈ ker(1 − T ); we now consider the element
(fˆ , 0, 0) ∈ ker(1−S) and show that ±(fˆ , 0, 0) does not have a supremum in ker(1−
S).
Indeed, assume for a contradiction that (f ′, g′, h′) ∈ ker(1 − S) is the lowest
upper bound of ±(fˆ , 0, 0) in ker(1 − S). Then it follows from Example (a) that
f ′ ≥ (1, 1, 1) and hence g′ = f21N ≥ 1N. The vector h′ ∈ c(N;R) has to fulfil 0 ≤ h′
and limh′ = lim g′ ≥ 1. Due to this estimate, h′ is non-zero, so we can find another
element 0 ≤ h′′ ∈ c(N;R) which fulfils h′′ < h′ as well as lim h′′ = lim g′. Hence,
(f ′, g′, h′′) ∈ ker(1 − S) is also an upper bound of ±(f, 0, 0) but it is smaller then
(f ′, g′, h′). This is a contradiction.
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3. Eigenvalues with dominated eigenvectors
In this section we prove cyclicity results for eigenvalues whose corresponding
eigenvectors satisfy certain domination properties; we also give estimates on the
dimensions of the corresponding eigenspaces. To do so, we need the following
proposition, which is based on some well-known facts from Perron-Frobenius theory.
Proposition 3.1. Let E be an order complete complex Banach lattice and let T be
a lattice homomorphism on E.
(a) If eiθ (θ ∈ R) is an eigenvalue of T with corresponding eigenvector z 6= 0, then
|z| is an eigenvector of T for the eigenvalue 1.
(b) Let θ ∈ R. Then we have
dimker(eiθ − T ) ≤ dimker(einθ − T )
for every n ∈ Z.
For the proof we need the vectors f [n] which are given in Definition A.2 for every
non-zero element f of a complex Banach lattice.
Proof of Proposition 3.1. Assertion (a) is obvious. To prove (b), let 0 6= z ∈
ker(eiθ − T ). When endowed with an appropriate norm, the principal ideal E|z|
is an AM-space with unit |z| (see [21, the corollary of Proposition II.7.2]). It fol-
lows from (a) that E|z| is T -invariant and that T |E|z| is a Markov operator on
E|z|. We can thus conclude from [21, the last sentence of Proposition V.4.2] that
z[n] ∈ ker(einθ − T ) for each n ∈ Z. Lemma A.4 now immediately yields assertion
(b). 
Next we will prove a new structure result on the point spectrum of certain
positive operators. We need the following notation: A Banach lattice E is said to
have a pre-dual Banach lattice if there exists a Banach lattice F such that F ′ = E.
If this is the case and if T ∈ L(E), then we say that T has a pre-adjoint if there is
an operator S ∈ L(F ) such that S′ = T . Note that if T is positive, then so is its
pre-adjoint S.
Theorem 3.2. Let T be a positive operator on a complex Banach lattice E. Suppose
that E has a pre-dual Banach lattice and that T has a pre-adjoint. Let r > 0, θ ∈ R
and let 0 < x ∈ ker(r − T ). Then we have
dim[Ex ∩ ker(reiθ − T )] ≤ dim[Ex ∩ ker(reinθ − T )]
for all n ∈ Z. In particular, if reiθ is an eigenvalue of T with eigenvector 0 6= z ∈
Ex, then re
inθ is also an eigenvalue of T with an eigenvector in Ex for each n ∈ Z.
Note that in this theorem we do not make any assumption on the spectral ra-
dius of T , i.e. the theorem also holds if r < r(T ). We point out that the major
advance in the theorem is the rather weak relation that we require between the
eigenvector z for the eigenvalue reiθ and the eigenvector x for the eigenvalue r. In
the classical approach to Perron-Frobenius theory which can for example be found
in [21, Sections V.4 and V.5], it is usually required that |z| ∈ ker(r − T ) for some
z ∈ ker(reiθ−T ) to conclude that the numbers reinθ (n ∈ Z) are also eigenvalues of
T . In the above theorem, it suffices that there are eigenvectors 0 6= z ∈ ker(reiθ−T )
and 0 < x ∈ ker(r − T ) which fulfil the domination property |z| ≤ x.
The following proof of Theorem 3.2 as well as many of its subsequent applications
were inspired by [3, Corollary C-III.4.3].
Proof of Theorem 3.2. We may assume that r = 1. With respect to an appropriate
norm the principal ideal Ex is an AM-space with unit x (see [21, the corollary of
Proposition II.7.2]). The operator T leaves Ex invariant, and the restriction T |Ex is
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a Markov operator on Ex. Now, choose a sequence (mk)k∈N of integersmk ≥ 2 such
that eimkθ → 1 and fix a free ultra filter U on N. For each f ∈ Ex, the sequence
(Tmf)m∈N0 is bounded in Ex and thus in E. Therefore, the limits
Rf := w∗E- lim
U
Tmk−1f and Sf := w∗E- lim
U
Tmkf
exist for each f ∈ Ex, where w∗E - limU denotes the limit in the weak∗-topology on
E with respect to U . Moreover, both limits are again located in Ex. Thus, R and S
are linear operators on the AM-space Ex. Clearly, R and S are Markov operators
on Ex, and Ex ∩ ker(eiθ − T ) is contained in the fixed space of S since for every
z ∈ Ex ∩ ker(eiθ − T ) we have Tmkz = eimkθz U→ z even with respect to the norm
topology on E.
Moreover, we have RT |Ex = T |ExR = S, and the operator S commutes with
T |Ex and R; simply use the continuity of T with respect to the weak∗-topology to see
that those assertions hold. Hence, T |Ex and R leave the fixed space F := ker(1−S)
invariant, and the restrictions T |F and R|F are inverse to each other.
We know from Corollary 2.2 that F is a complex Banach lattice with respect
to an appropriate norm. The operator T |F and its inverse R|F are positive, so we
conclude that T |F is a lattice isomorphism. For each n ∈ Z, Proposition 3.1 now
yields that
dim(Ex ∩ ker(eiθ − T )) = dim ker(eiθ − T |F ) ≤
≤ dim ker(einθ − T |F ) ≤ dim[Ex ∩ ker(einθ − T )].
This proves the assertion. 
Recall that a Banach lattice E can always be considered a sublattice of its bi-
dual E′′ by means of evaluation, see [21, Corollary 2 of Proposition II.5.5]. If E
has order-continuous norm, then it is even an ideal in E′′, see [20, Theorem 2.4.2].
This observation yields the following corollary.
Corollary 3.3. Suppose that the complex Banach lattice E has order continuous
norm, and let T be a positive operator on E. Let r > 0, θ ∈ R and let 0 < x ∈
ker(1− T ). Then we have
dim[Ex ∩ ker(reiθ − T )] ≤ dim[Ex ∩ ker(reinθ − T )]
for all n ∈ Z. In particular, if eiθ is an eigenvalue of T with eigenvector 0 6= z ∈ Ex,
then einθ is also an eigenvalue of T with an eigenvector in Ex for each n ∈ Z.
Proof. We apply Theorem 3.2 to the bi-adjoint T ′′. This yields the corollary since
E is an ideal in E′′. 
Corollary 3.3 is a generalization of [22, Theorem 3.4], where the same result
(without the dimension estimate) was shown only for peripheral eigenvalues and
only under some additional assumptions on T .
4. (WS)-bounded operators
To obtain cyclicity results on the peripheral (point) spectrum of a positive op-
erator T , it is often assumed in the literature that T be Abel-bounded, by which we
mean that the set
{(r − r(T ))R(r, T ) : r > r(T )}
is bounded in operator norm; see e.g. [21, Lemma V.4.8 and Theorem V.4.9] for
instances where this condition is of relevance. Alternatively, if r(T ) = 1 we could
impose the condition on T that
lim inf
n→∞
||T n|| <∞;
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this condition is for example used in [22, Satz 3.6]. In this section we develop a more
general notion of boundedness which contains the two aforementioned examples as
special cases and which turns out to be well-suited for the spectral analysis of
positive operators.
Our approach is based on the notion of weighting schemes which will be intro-
duced in the next definition. Let D ⊂ C be the closed unit disk. We call a function
f : D → C analytic if f has an analytic extension to some open neighbourhood of
D.
Definition 4.1. Let f be an analytic function on D and let (fj) be a net of analytic
functions on D. Consider the following conditions:
(WS1): We have f(1) = 1.
(WS2): We have f (k)(0) ≥ 0 for each k ∈ N0.
(WS3): For each z ∈ C, |z| < 1, we have fj(z)→ 0.
The net (fj) is called a weighting scheme if it fulfils the condition (WS3) and if
each function fj fulfils the conditions (WS1) and (WS2).
Our motivation to call such nets (fj) in Definition 4.1 weighting schemes will
become apparent before Definition 4.7 below. The following remark is obvious, but
we state it explicitly for later reference.
Remark 4.2. Every subnet of a weighting scheme is itself a weighting scheme.
If analytic functions f1, ..., fn : D→ C fulfil the condition (WS1), then of course
their product fulfils (WS1) as well. Similarly, if f1, ..., fn fulfil (WS2), then it follows
from the product rule for differentiation that their product also fulfils (WS2).
In fact, we are not merely interested in analytic functions on D themselves, but
also in the coefficients of their power series expansions around 0. Hence, we shall
now explain how the conditions (WS1)-(WS3) can be expressed by means of those
coefficients.
Remark 4.3. Let f be an analytic function on D and let f(z) =
∑∞
k=0 akz
k be
the power series expansion of f around 0. Then the following properties hold true:
(a) The function f fulfils (WS1) if and only if
∑∞
k=0 ak = 1.
(b) The function f fulfils (WS2) if and only if ak ≥ 0 for each k ∈ N0.
(c) If f fulfils (WS1) and (WS2), then we have |f(z)| ≤ 1 for each z ∈ D. If, in
addition, f is not constant, then we even have |f(z)| < 1 whenever |z| < 1.
Proof. Assertions (a) and (b) are clear; assertion (c) follows from (a) and (b). 
Proposition 4.4. Let (fj) be a net of analytic functions on D and suppose that each
function fj fulfils (WS1) and (WS2). Moreover, for each j let fj(z) =
∑∞
k=0 aj,kz
k
be the power series expansion of fj around 0. Then the following assertions are
equivalent:
(i) The net (fj) is a weighting scheme, i.e. fj(z)→ 0 whenever z ∈ C, |z| < 1.
(ii) For each k ∈ N0 we have aj,k j→ 0.
Proof. “(i)⇒ (ii)” By Remark 4.3(c) each function fj is bounded by 1 on D. Hence,
the functions fj converge to 0 uniformly on compact subsets of the open unit disk.
It then follows from Cauchy’s integral formula that f
(k)
j (0)
j→ 0 for each k ∈ N0.
Since aj,k =
f
(k)
j
(0)
k! , this implies (ii).
“(ii) ⇒ (i)” Let |z| < 1, let ε > 0 and choose k0 ∈ N such that
∑∞
k=k0
|z|k < ε2 .
For all sufficiently large j, say j ≥ j0, we have aj,k ≤ ε2k0 for k = 0, ..., k0−1. Using
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that all coefficients aj,k are at most 1, we conclude for all j ≥ j0 that
|fj(z)| ≤
k0−1∑
k=0
aj,k +
∞∑
k=k0
|z|k ≤ ε.
Hence, fj(z)→ 0. 
One way to obtain examples of weighting schemes is to consider powers of a fixed
function:
Proposition 4.5. Let f be a non-constant analytic function on D which fulfils
(WS1) and (WS2). Then the sequence (f j)j∈N0 is a weighting scheme.
Proof. Clearly, all powers f j fulfil the conditions (WS1) and (WS2). It follows from
Remark 4.3(c) that the sequence (f j)j∈N0 also fulfils (WS3). 
Since we have now proved some elementary facts about weighting schemes, it is
time to give a few concrete examples of them.
Examples 4.6. The following sequences (fj) of analytic functions fj : D→ C are
weighting schemes:
(a) fj(z) = z
j, j ∈ N0.
(b) fj(z) =
λj−1
λj−z
, where (λj)j∈N is a sequence in (1,∞) which converges to 1.
(c) fj(z) =
(
λ−1
λ−z
)j
, j ∈ N0, where λ > 1 is a fixed real number.
(d) fj(z) =
1
j
∑j−1
k=0 z
k, j ∈ N.
(e) fj(z) = e
tj(z−1), where (tj)j∈N is a sequence in [0,∞) which converges to ∞.
Proof. (a) This follows from Proposition 4.5 since the function z 7→ z is non-
constant and clearly satisfies conditions (WS1) and (WS2).
(b) Clearly, each function fj satisfies (WS1). Moreover, we can use the geomet-
ric series to compute the power series expansion of fj around 0; it then follows
from Remark 4.3(b) that each fj also fulfils (WS2). Condition (WS3) is obviously
fulfilled.
(c) The function z 7→ λ−1
λ−z clearly fulfils (WS1); computing its power series
expansion around 0 and using Remark 4.3(b) we see that it also fulfils (WS2).
Hence the assertion follows from Proposition 4.5.
(d) Clearly, each function z 7→ 1
j
∑j−1
k=0 z
k fulfils condition (WS1) and, due to
part (b) of Remark 4.3, also (WS2). Proposition 4.4 now yields that (WS3) is also
fulfilled.
(e) For this sequence, all three conditions (WS1), (WS2) and (WS3) follow from
well-known properties of the exponential function. 
Suppose that f : D → C is an analytic function. If T is a bounded linear
operator on a complex Banach space X with spectral radius r(T ) = 1, then the
analytic functional calculus f(T ) is well-defined; in fact, we have
f(T ) =
∞∑
k=0
akT
k
where f(z) =
∑∞
k=0 akz
k is the power series expansion of f around 0. If f fulfils
(WS1) and (WS2), then Remark 4.3 says that the coefficients ak are non-negative
and that they sum up to 1; hence, f(T ) is a weighted sum of the power T k, k ∈ N0.
If (fj) is a weighting scheme, then each operator fj(T ) is such a weighted sum
and condition (WS3) means that the powers T k with small exponent k become
less important as j increases (see Proposition 4.4(ii)). The net of operators (fj(T ))
which we obtain by applying a weighting scheme (fj) to an operator T might remind
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the reader of the notion of so-called Lotz-Ra¨biger nets, see e.g. [7, Definition 1.2].
However, the relation between weighting schemes and Lotz-Ra¨biger nets does not
seem to be clear: For example, let T be power-bounded, r(T ) = 1. Then (fj(T ))
is not a Lotz-Ra¨biger net in general if fj(z) = z
j for j ∈ N0; however, (fj(T )) is a
Lotz-Ra¨biger net if fj(z) =
1
j
∑j−1
k=0 z
k for j ∈ N. We shall not pursue a detailed
analysis of this here.
We are now ready to introduce the boundedness notion for linear operators that
we mentioned at the beginning of the section.
Definition 4.7. Let X be a complex Banach space and let T ∈ L(X), r(T ) = 1.
The operator T is called (WS)-bounded if there is a weighting scheme (fj)j∈J such
that the set {fj(T ) : j ∈ J} is bounded in operator norm.
A related concept called P-boundedness can be found at the end of [4]. Note that
the notion of (WS)-boundedness of an operator T only makes sense if r(T ) = 1.
Indeed, if r(T ) < 1, then it follows from Proposition 4.4(ii) that fj(T ) → 0 for
every weighting scheme (fj)j∈J ; therefore, {fj(T ) : j ∈ J} is bounded whenever the
weighting scheme (fj)j∈J is a sequence. On the other hand, if r(T ) > 1, then fj(T )
might not even be defined. In order to extend the notion of (WS)-boundedness to
general operators T with r(T ) > 0 we could of course call T (WS)-bounded if T
r(T )
is so. However, we prefer to simply state all our results on (WS)-bounded operators
under the assumption that r(T ) = 1. The reader can then easily obtain the general
case by a rescaling argument.
In Examples 4.6 we listed several weighting schemes. We can now use those
examples to give several sufficient conditions for an operator to be (WS)-bounded.
Examples 4.8. Let X be a complex Banach space and let T ∈ L(X), r(T ) = 1.
Each of the following conditions is sufficient for T to be (WS)-bounded:
(a) T is power-bounded or, more generally, lim infj→∞ ||T j|| <∞.
(b) T is Abel-bounded or, more generally, lim infλ↓1(λ− 1)||R(λ, T )|| <∞.
(c) There is a λ > 1 such that lim infj→∞ ||[(λ− 1)R(λ, T )]j || <∞.
(d) T is Cesa`ro-bounded or, more generally, lim infj→∞ || 1j
∑j−1
k=0 T
k|| <∞.
(e) We have lim inft→∞ ||et(T−1)|| <∞.
Proof. This is immediate from Examples 4.6 and Remark 4.2. 
By Example 4.8(a) a power-bounded operator is always (WS)-bounded. In fact,
power-boundedness is the most elementary special case of (WS)-boundedness, and
one can easily see that if an operator T ∈ L(X) on a complex Banach space X is
power-bounded, then the set {fj(T ) : j ∈ J} ⊂ L(X) is actually bounded for each
weighting scheme (fj)j∈J .
Let us also discuss how (WS)-boundedness is related to other boundedness con-
ditions which appear in Examples 4.8: Apparently, the notion of (WS)-boundedness
is weaker then other well-known conditions such as Abel-boundedness or Cesa`ro-
boundedness. We should point out the each Cesa`ro-bounded operator is auto-
matically Abel-bounded (see [8, Theorem 1.7]) and that for positive operators on
Banach lattices, also the converse holds true (see [8, Paragraph 1.5]). Therefore,
it is natural to ask whether for positive operators T the boundedness of the set
{fj(T ) : j ∈ J} for one weighting scheme (fj)j∈J implies that the set is automat-
ically bounded for every weighting scheme (fj)j∈J . In fact this is not true even
for lattice homomorphisms. In [5, Section 2] one can find an example of a lattice
isomorphism T on an L1-space which is Cesa`ro-bounded, but not power-bounded.
Conversely we now give an example of a lattice homomorphism T on an L1-space
such that the sequence of its Cesa`ro means has no bounded subsequence, but such
that lim infj→∞ ||T j|| <∞.
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Example 4.9. There is an L1-space E and a lattice homomorphism T ∈ L(E),
r(T ) = 1, such that lim infj→∞ ||T j|| < ∞, but limj→∞ || 1j
∑j−1
k=0 T
k|| = ∞. To
construct such an example, we consider for each m ∈ N the sequence a(m) =
(a
(m)
l )l∈N ∈ l∞(N;C) which is given by
a
(m)
l =


2
1
(m−1)! if 1 ≤ l < m!
1
2m if l = m!
1 if m! < l.
Let S be the right shift on l1 := l1(N;C); moreover, for each m ∈ N we denote by
Mm the multiplication operator on l
1 with symbol a(m) and we define Tm := SMm.
Let E = l1(N; l1) ≃ l1(N × N;C) and L(E) ∋ T := ⊕m∈NTm. Note that T indeed
maps E to E since ||Tm|| = ||Mm|| ≤ 2 for each m ∈ N. Clearly, T is a lattice
homomorphism.
To show that T has the other claimed properties, let us analyse the powers of
each operator Tm: As somewhat tedious computation shows that T
j
m = S
jM˜m,j
for every j ∈ N0, where M˜m,j is the multiplication operator whose symbol a˜(m,j) =
(a˜
(m,j)
l )l∈N ∈ l∞(N;C) is given by
a˜
(m,j)
l =


2
j
(m−1)! if 1 ≤ l ≤ m!− j
2
m!−l
(m−1)!
−m if m!− j < l ≤ m!
1 if m! < l.
Note that in the second of the above formulas we always have 2
m!−l
(m−1)!
−m ≤ 1.
In order to prove that lim infj→∞ ||T j|| <∞ we define jh := h! for all h ∈ N and
we will now show that ||T jhm || ≤ 2 for all m,h ∈ N: If h ≥ m, then the first case
in the above formula for a˜
(m,jh)
l never occurs and we conclude that ||M˜m,jh || ≤ 1.
If h < m, then the first case in the above formula for a˜
(m,jh)
l fulfils the estimate
a˜
(m,jh)
l = 2
jh
(m−1)! ≤ 2 (m−1)!(m−1)! = 2. Hence, we have ||M˜m,jh || ≤ 2 in this case. To
sum up, we obtain ||T jhm || = ||M˜m,jh || ≤ 2 for all m,h ∈ N and this implies that
||T jh || ≤ 2 for each h ∈ N. Thus, lim infj→∞ ||T j|| <∞.
It remains to show that the norm of the Cesa`ro sums of T converges to ∞. To
this end, let e1 = (1, 0, 0, ...) ∈ l1. If m, j ∈ N such that m! ≤ j < (m + 1)!, then
we have
||1
j
j−1∑
k=0
T kme1||l1 ≥ ||
1
(m+ 1)!
m!−1∑
k=0
T kme1||l1 =
1
(m+ 1)!
m!−1∑
k=0
2
k
(m−1)! =
=
2m − 1
(m+ 1)!(2
1
(m−1)! − 1)
=
2m − 1
(m+ 1)m
· 1
(m− 1)!(2 1(m−1)! − 1)
=: c(m).
From the well-known convergence result limn→∞(1+
1
n
)n = e > 2 one easily derives
that c(m) ≥ 2m−1(m+1)m for all sufficiently large m. Hence, c(m)→∞ as m→∞.
Now, for any constant C > 0 we can find a number m0 ∈ N such that c(m) ≥ C
for all m ≥ m0. If j ≥ m0! we may choose m ≥ m0 such that m! ≤ j < (m + 1)!
and thus we obtain
||1
j
j−1∑
k=0
T k|| ≥ ||1
j
j−1∑
k=0
T km|| ≥ c(m) ≥ C.
So we have indeed limj→∞ || 1j
∑j−1
k=0 T
k|| =∞.
Example 4.9 and the above mentioned example in [5, Section 2] show that (WS)-
boundedness of a positive operator T does not imply that {fj(T ) : j ∈ J} is
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bounded for each weighting scheme (fj)j∈J . However, the situation is different for
compact positive operators; this follows from Corollary 4.12 below which in turn is
a consequence of the next proposition. Recall that a spectral value λ0 of an operator
T on a complex Banach space X is called an m-th order pole of the resolvent (where
m ∈ N) if λ0 is an isolated point in the spectrum σ(T ) and if the analytic mapping
C \ σ(T )→ L(X), λ 7→ R(λ, T )
has a pole of order m at λ0.
Proposition 4.10. Let X be a complex Banach space, T ∈ L(X) and suppose that
r(T ) = 1 is a spectral value of T and an m-th order pole of the resolvent, m ∈ N.
Then T is (WS)-bounded if and only if m = 1.
For the proof we need the following lemma which will also be useful later on.
Lemma 4.11. Let (fj)j∈J be a weighting scheme and let fj(z) =
∑∞
k=0 aj,kz
k be
the power series expansion of each fj around 0. Moreover, let (rk)k∈N0 ⊂ [0,∞) be
a non-decreasing sequence of real numbers and assume that lim supk→∞ k
√
rk ≤ 1
such that the series
∑∞
k=0 aj,krk converges for each j ∈ J .
If the set {∑∞k=0 aj,krk : j ∈ J} is bounded in R, then the sequence (rk)k∈N0
must be bounded.
Proof. Assume that (rk)k∈N0 is unbounded and let C > 0. Then we have rk ≥ C+1
for all sufficiently large k, say k ≥ k0. It follows from Proposition 4.4 that for some
j ∈ J we have aj,k ≤ 1k0(C+1) for all k = 0, ..., k0 − 1. Using that
∑∞
k=0 aj,k = 1
and that aj,k ≥ 0 (see Remark 4.3(a) and (b)) we obtain
∞∑
k=0
aj,krk ≥ (C + 1)
∞∑
k=k0
aj,k = (C + 1)
(
1−
k0−1∑
k=0
aj,k
) ≥ C.
Thus, the set {∑∞k=0 aj,krk : j ∈ J} is unbounded. 
Proof of Proposition 4.10. “⇐” Ifm = 1, then T is Abel-bounded and in particular
(WS)-bounded.
“⇒” Assume for a contradiction that m ≥ 2. Then there is a vector y ∈ ker((1−
T )2) \ ker(1−T ). If x := (T − 1)y, then x and y are linearly independent and their
span is T -invariant. Using the representation matrix of T on the span of x and y
with respect to the basis (x, y), a short computation shows that T ky = kx+ y for
each k ∈ N0.
Choose a functional x′ ∈ X ′ such that 〈x′, x〉 > 0. Since T is (WS)-bounded,
there is a weighting scheme (fj)j∈J such that the operator family {fj(T ) : j ∈ J}
is bounded in operator norm. Denoting by fj(z) =
∑∞
k=0 aj,kz
k the power series
expansion of each fj around 0, we conclude that the set
{
∞∑
k=0
aj,k〈x′, T ky〉 : j ∈ J}
is bounded in C. Moreover, we have
∑∞
k=0 aj,k〈x′, y〉 = 〈x′, y〉 for each j ∈ J , so
the set
{
∞∑
k=0
aj,k〈x′, kx〉 : j ∈ J} = {
∞∑
k=0
aj,k〈x′, T ky〉 −
∞∑
k=0
aj,k〈x′, y〉 : j ∈ J}
must be bounded in C as well. By Lemma 4.11 this implies that the sequence
(〈x′, kx〉)k∈N0 is bounded, which is a contradiction. 
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Corollary 4.12. Let T be a positive operator on a complex Banach lattice E,
r(T ) = 1. If σper(T ) consists of poles of the resolvent, then the following assertions
are equivalent:
(i) For each weighting scheme (fj)j∈J , the set {fj(T ) : j ∈ J} is bounded in
operator norm.
(ii) T is (WS)-bounded, i.e. there is at least one weighting scheme (fj)j∈J such
that the set {fj(T ) : j ∈ J} is bounded in operator norm.
(iii) The spectral radius r(T ) = 1 is a first order pole of the resolvent.
(iv) All peripheral spectral values of T are first order poles of the resolvent.
Proof. The implication “(i) ⇒ (ii)” is obvious. To see “(ii) ⇒ (iii)”, note that
r(T ) ∈ σ(T ) since T is a positive operator (see [21, Proposition V.4.1]) and apply
Proposition 4.10.
The implication “(iii) ⇒ (iv)” is a consequence of the estimate |R(λ, T )x| ≤
R(|λ|, T )|x| which holds true for all x ∈ E and for all λ with |λ| > 1 since T is
positive. To prove “(iv) ⇒ (i)”, note that (iv) implies that T is power-bounded,
which in turn implies (i). 
According to Corollary 4.12 the notion of (WS)-boundedness does not yield
anything new for positive compact operators; in fact it follows from the equivalence
of conditions (i) and (ii) in the corollary that such an operator is (WS)-bounded if
and only if it is power-bounded.
Our last result in this section is a lemma on the behaviour of the powers T n of a
(WS)-bounded positive operator T when applied to certain positive vectors. This
lemma will be the key to our spectral results in the subsequent sections.
Lemma 4.13. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. Suppose that 0 ≤ x ∈ E and that the sequence (T nx)n∈N0 is non-decreasing. If
T is (WS)-bounded, then (T nx)n∈N0 is bounded in norm.
Proof. Let 0 ≤ x′ ∈ E′. Since T is (WS)-bounded, there is a weighting scheme
(fj)j∈J such that the operator family {fj(T ) : j ∈ J} is bounded in operator norm.
If fj(z) =
∑∞
k=0 aj,kz
k denotes the power series expansion of each fj around 0,
then the set
{
∞∑
k=0
aj,k〈x′, T kx〉 : j ∈ J}
is bounded in C. Lemma 4.11 now implies that the sequence (〈x′, T kx〉)k∈N0 is
bounded. Due to the Uniform Boundedness Principle this yields the assertion. 
5. The peripheral point spectrum of positive operators
Now we can apply our results from the previous sections to prove several sufficient
conditions for the peripheral point spectrum of a positive operator to be cyclic.
For several known results on this topic we refer the reader for example to [21,
Sections V.4 and V.5], [13, Sections 4 and 5] and [18, Sections 2.2, 2.3 and 3.2].
We point out that most of the results in these references are somewhat different
in nature from ours below. Some of our theorems were inspired by (and thus have
some similarity with) results in [22, Section 3]. Our first theorem is concerned with
adjoint operators.
Theorem 5.1. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. Suppose that E has a pre-dual Banach lattice and that T has a pre-adjoint. If T
is (WS)-bounded, then we have dimker(eiθ−T ) ≤ dimker(einθ−T ) for each n ∈ Z
and each θ ∈ R. In particular, the peripheral point spectrum of T is cyclic.
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Proof. Let θ ∈ R. We may assume that eiθ is an eigenvalue of T because otherwise
the assertion is trivial. If 0 6= z ∈ E is a corresponding eigenvector, then we have
|z| ≤ T |z| and iterating this inequality, we obtain that the sequence (T n|z|)n∈N0
is non-decreasing. Lemma 4.13 thus implies that the sequence is bounded in norm
and hence, it converges with respect to the weak∗-topology to an element x ≥ |z|.
Since T is continuous with respect to the weak∗-topology, x is a fixed point of T .
Now, let dimker(eiθ−T ) ≥ m ∈ N, and choosem vectors z1, ..., zm ∈ ker(eiθ−T )
which are linearly independent. As shown above, we can find vectors x1, ..., xm ∈
ker(1 − T ) which dominate the vectors |z1|, ..., |zm|, respectively. Now we define
x = x1 + ...+ xm and Theorem 3.2 then implies that
m ≤ dim[Ex ∩ ker(eiθ − T )] ≤ dim[Ex ∩ ker(einθ − T )] ≤ dimker(einθ − T )
for each n ∈ Z. This yields the assertion. 
A related result, however with somewhat stronger assumptions and without a
dimension estimate, can be be found in [22, Satz 3.3].
In [22, Theorem 3.5] Scheffold proved that on AL-spaces and on reflexive Banach
lattices each Abel-bounded positive operator has cyclic peripheral point spectrum.
In fact, a short inspection of the proof shows that this result even holds true in the
larger class of KB-spaces (see [20, Definition 2.4.11] for a definition of the notion
KB-space). By combining Scheffold’s proof with our results from Sections 3 and 4
we obtain the following generalization of Scheffold’s theorem:
Theorem 5.2. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. If E is a KB-space and T is (WS)-bounded, then we have dimker(eiθ − T ) ≤
dimker(einθ−T ) for each n ∈ Z and each θ ∈ R. In particular, the peripheral point
spectrum of T is cyclic.
Proof. Let θ ∈ R such that eiθ is an eigenvalue of T . If 0 6= z ∈ E is a corresponding
eigenvector, then the sequence (T n|z|)n∈N0 is non-decreasing; since T is (WS)-
bounded, the sequence is therefore bounded in norm due to Lemma 4.13. As E is a
KB-space, the limit x := limn→∞ T
n|z| exists in norm and clearly x ∈ ker(1− T ).
Now, let dimker(eiθ − T ) ≥ m ∈ N and choose m linearly independent vectors
z1, ..., zm ∈ ker(eiθ −T ). As we have seen above, we can find corresponding vectors
x1, ..., xm ∈ ker(1 − T ) which dominate the vectors |z1|, ..., |zm|, respectively, and
we set x := x1 + ... + xm. Since every KB-space has order continuous norm (this
follows from [20, Theorem 2.4.2 (i), (iii)]), we can apply Corollay 3.3 which yields
m ≤ dim[Ex ∩ ker(eiθ − T )] ≤ dim[Ex ∩ ker(einθ − T )] ≤ dimker(einθ − T )
for each n ∈ Z. 
One should point out that a positive operator T on a KB-space E with r(T ) = 1
does not need to have cyclic peripheral point spectrum if we do not impose any
boundedness condition on T ; for a counterexample we refer to [3, Example C-III.4.4]
(in fact, this reference contains an example of a C0-semigroup (e
tA)t≥0 rather then
of an operator T , but the reader can obtain the desired single operator example by
defining T = et0A for some t0 6∈ 2piQ).
Recall that an operator T on a Banach space X is called mean ergodic if the
sequence of Cesa`ro means 1
n
∑n−1
k=0 T
k strongly converges to an operator P ∈ L(X).
By the Uniform Boundedness Principle, every mean ergodic operator is Cesa`ro-
bounded and thus (WS)-bounded. It is interesting to note that for mean ergodic
operators with spectral radius 1 the peripheral point spectrum is cyclic not only
on KB-spaces but even on Banach lattices with order continuous norm. This result
is essentially known from [22, Theorem 3.5] (in fact it was stated there only on a
smaller class of Banach lattices, but one can easily see that the proof also works
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on Banach lattices with order continuous norm). The following theorem is a gen-
eralization of this result since it also contains an estimate on the dimension of the
corresponding eigenspaces.
Theorem 5.3. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. If E has order-continuous norm and T is mean ergodic, then dimker(eiθ −T ) ≤
dimker(einθ−T ) for each n ∈ Z and each θ ∈ R. In particular, the peripheral point
spectrum of T is cyclic.
Proof. Let eiθ (θ ∈ R) be an eigenvalue of T with corresponding eigenvector 0 6=
z ∈ E and let P be the mean ergodic projection of T . Since P is the strong limit of
the sequence ( 1
n
∑n−1
k=0 T
k)n∈N0 and since T
k|z| ≥ |z| for each k ∈ N0, we conclude
that |z| ≤ P |z| ∈ ker(1 − T ).
Now, let dimker(eiθ−T ) ≥ m ∈ N and choose m vectors z1, ..., zm ∈ ker(eiθ−T )
which are linearly independent. If we define x := P |z1| + ... + P |zm|, then x ∈
ker(1− T ) and z1, ..., zn ∈ Ex, so we can apply Corollary 3.3 to conclude that
m ≤ dim[Ex ∩ ker(eiθ − T )] ≤ dim[Ex ∩ ker(einθ − T )] ≤ dimker(einθ − T )
for every n ∈ Z. This proves the Theorem. 
If E does not have order-continuous norm but is still order complete, we can
prove for mean ergodic operators that at least a certain part of σper,pnt(T ) is still
cyclic, see Proposition 5.8 below.
One might wonder if we can drop the condition on T to be mean ergodic in
Theorem 5.3 and replace it by (WS)-boundedness or some stronger boundedness
condition, say power-boundedness. The following example shows that the answer
is negative.
Example 5.4. Let {1} 6= G be a closed subgroup of the complex unit circle T.
Then there is an AM-space E (without unit) and a contractive, positive operator
T ∈ L(E) such that σper,pnt(T ) = G \ {1}. If G is finite, then E can be chosen to
have order continuous norm.
To construct such an example, let Gˆ be the dual group of G, i.e. Gˆ ≃ G if G
is finite and Gˆ ≃ Z if G = T. Since Gˆ is a cyclic group, it contains a generating
element σ0, and we define S to be the shift operator on l
∞(Gˆ;C) which is given by
(Sf)(σ) = f(σ0σ). We clearly have σpnt(S) = G.
Now let E˜ := l∞(Gˆ;C) × l∞(N;C) and E := l∞(Gˆ;C) × c0(N;C) ⊂ E˜. Note
that if G is finite, then E is isometrically lattice isomorphic to c0(N;C) and thus
has order continuous norm (see [21, Example 6 on p. 92]). We define a positive
operator T˜ ∈ L(E˜) by T˜ (f, g) = (f ′, g′) where
f ′ = Sf and g′n =
n
n+ 1
gn+1 +
1
n+ 1
f(σ0) for all n ∈ N.
Obviously, T˜ is a Markov operator on E˜; moreover, T˜ leaves E invariant, and we
define L(E) ∋ T := T˜ |E . Now, we claim the following properties of the operators
T˜ and T :
(a) For λ ∈ T and (f, g) ∈ E˜ we have T˜ (f, g) = λ(f, g) if and only if Sf = λf and
(∗) gn = λnn
(
λg1 − f(σ0)
n∑
k=2
λ
k
k(k − 1)
)
for all n ≥ 2.
In this case, we moreover have λg1 = f(σ0)
∑∞
k=2
λ
k
k(k−1) .
(b) We have ||T˜ || = r(T˜ ) = 1 and σpnt,per(T˜ ) = G.
(c) We have ||T || = r(T ) = 1 and σpnt,per(T ) = G \ {1}.
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Proof. (a) Clearly, we have T˜ (f, g) = λ(f, g) if and only if f ∈ ker(λ − S) and
λgn =
n
n+1gn+1 +
1
n+1f(σ0) for each n ∈ N. A short computation shows that the
last condition is equivalent to (∗). Moreover, if (∗) holds true, then the fact that
the sequence g is bounded implies that λg1 = f(σ0)
∑∞
k=2
λ
k
k(k−1) .
(b) Since T˜ is a Markov operator, we clearly have ||T˜ || = r(T˜ ) = 1. Now,
let λ ∈ σpnt,per(T˜ ) and let 0 6= (f, g) ∈ E˜ be a corresponding eigenvector. Then
|λ| = 1, and the conditions from (a) are fulfilled. This yields that f 6= 0; indeed, if
we assumed f = 0, then g1 = 0 and thus g = 0 due to (∗). Hence, we indeed have
f 6= 0, which implies that λ ∈ σpnt(S) = G.
On the other hand, let λ ∈ G. Then we can find 0 6= f ∈ ker(λ − S). Now, let
g1 be defined by the equation λg1 = f(σ0)
∑∞
k=2
λ
k
k(k−1) , and define g by (∗). Note
that we have
|gn| = n |f(σ0)| |
∞∑
k=n+1
λ
k
k(k − 1) | ≤ |f(σ0)| n
∞∑
k=n+1
1
k(k − 1) = |f(σ0)|
for each n ≥ 2. Hence, we indeed have g ∈ l∞(N;C), so (f, g) ∈ E˜ is an eigenvector
of T˜ for the eigenvalue λ. Thus, λ ∈ σper,pnt(T˜ ).
(c) Clearly, σpnt(T ) ∩ T ⊂ σper,pnt(T˜ ) = G. It easily follows from (a) that
ker(1 − T˜ ) is spanned by (1G,1N) 6∈ E. Hence, 1 6∈ σpnt(T ). On the other hand,
let λ ∈ G \ {1} and let 0 6= (f, g) ∈ E˜ be an eigenvector of T˜ for the eigenvalue
λ. Then (∗) is fulfilled, and we have λg1 = f(σ0)
∑∞
k=2
λ
k
k(k−1) due to (a). Note
that the sequence ( 1
k(k−1) )k≥2 decreases to 0, and that the sequence of partial sums
(
∑n
k=0 λ
k
)n∈N0 is bounded since λ ∈ T \ {1}. Hence, it follows from the error
estimate in Dirichlet’s series convergence test (see [11, Theorem 6.55]) that the
difference |λg1 − f(σ0)
∑n
k=2
λ
k
k(k−1) | decreases to zero at least with the same rate
as 1
n(n−1) . Equation (∗) thus implies that g ∈ c0(N;C). Hence, we indeed have
(f, g) ∈ E and thus λ ∈ σpnt(T ). Therefore, σpnt(T ) ∩ T = G \ {1} 6= ∅.
We finally conclude that 1 ≤ r(T ) ≤ ||T || ≤ ||T˜ || = 1 which proves the assertions
of (c). 
A further example of a contractive positive operator with spectral radius 1 which
is defined on an AM-space with order continuous norm, but has non-cyclic periph-
eral point spectrum, is briefly discussed in Remark 6.3 in the next section. Another
example which shows that the assertion of Theorem 5.3 fails for power-bounded op-
erators which are not mean ergodic can be obtained by modifying a C0-semigroup
example from [3, Example B-III.2.13]. Using the idea of this example it is easy to
construct a power-bounded (but non-contractive) operator T on c0(N;C) with spec-
tral radius r(T ) = 1 such that σper,pnt(T ) = G \ {1} for any given finite subgroup
G 6= {1} of T.
To state our next theorem, recall that a bounded linear operator T on a Banach
space X is called weakly almost periodic if the set {T n : n ∈ N0} ⊂ L(X) is
relatively compact with respect to the weak operator topology; equivalently, the
set {T nx : n ∈ N0} ⊂ X is relatively compact in the weak topology for each x ∈ X .
Theorem 5.5. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. If T is weakly almost periodic, then we have dimker(eiθ−T ) ≤ dimker(einθ−T )
for each n ∈ Z and each θ ∈ R. In particular, the peripheral point spectrum of T is
cyclic.
Proof. Let S be the closure of {T n : n ∈ N0} in L(E) with respect to the weak op-
erator topology. Then S is an abelian compact semi-topological semigroup. Denote
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by
K :=
⋂
A∈S
AS
the so-called Sushkevich kernel of S. Then it can be shown that K is an ideal in
the semigroup S and that K is even a group (see [17, Theorem 4.1 on p. 104]).
If P denotes the neutral element in K, then P is clearly a projection on E and
this projection is positive since P ∈ S; moreover, it can be shown that the range
rgP of P coincides with the closed linear span of all eigenvectors of T belonging
to unimodular eigenvalues (see [17, Theorem 4.4 on p. 105 and Theorem 4.5 on
p. 106]). Since T commutes with P , it leaves its range rgP invariant.
Since K is an ideal in the semigroup S we have TP ∈ K and thus, we can find
an element R ∈ K such that TPR = RTP = P . The operator R is positive since it
is contained in K, and for the same reason, it commutes with P . Hence, R leaves
rgP invariant, and we have T |rgPR|rgP = R|rgPT |rgP = P |rgP = idrgP . Since
rgP is the range of a positive projection, it is a Banach lattice with respect to
some new norm (cf. [21, Proposition III.11.5]), hence T |rgP and R|rgP are positive,
mutually inverse operators on the complex Banach lattice rgP . Thus, T |rgP is a
lattice isomorphism, and we conclude from Proposition 3.1(b) that
dim ker(eiθ − T ) = dimker(eiθ − T |rgP ) ≤
≤ dimker(einθ − T |rgP ) = dim ker(einθ − T )
for each n ∈ Z and each θ ∈ R. 
A similar approach as in the above proof was used for the spectral analysis of
positive C0-semigroups in [15].
In the remainder of this section, we do not analyse the entire peripheral point
spectrum of a positive operator, but the part of it which consists (up to rescaling
by r(T )) of roots of unity.
Definition 5.6. Let T be an operator on a complex Banach space X . Then we
call the set
{r(T ) · eiθ : θ ∈ 2piQ} ∩ σpnt(T )
the rational peripheral point spectrum of T .
The following result is essentially a single operator version of [3, C-III.4.3(b)]
(although the latter reference does not contain a dimension estimate).
Proposition 5.7. Le T be a positive operator on a complex Banach lattice E,
r(T ) = 1. If each power TN is mean ergodic, then we have dimker(eiθ − T ) ≤
dimker(einθ − T ) for each θ ∈ 2piQ and each n ∈ Z. In particular, the rational
peripheral point spectrum of T is cyclic.
Proof. Let θ ∈ 2piQ and suppose that eiθ is an eigenvalue of T . We have eiNθ = 1
for some N ∈ N and thus, the eigenspaces ker(eiθ − T ) and ker(einθ − T ) (n ∈ Z)
are contained in the fixed space F := ker(1 − TN). Since TN is mean ergodic, it
admits a mean ergodic projection P ; this projection is clearly positive and has F as
its range. Therefore, F is a complex Banach lattice with respect to an appropriate
norm (this follows from [21, Proposition III.11.5]).
Moreover, the operator T leaves F invariant and its restriction T |F is peri-
odic with period N . Since (T |F )−1 = (T |F )N−1 is positive, too, T |F is a lattice
isomorphism on the complex Banach lattice F . Therefore we conclude from Propo-
sition 3.1(b) that
dimker(eiθ − T ) = dimker(eiθ − T |F ) ≤ dimker(einθ − T |F ) = dimker(einθ − T )
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for each n ∈ Z. 
It would be interesting to know whether in the situation of Proposition 5.7 the
entire peripheral point spectrum is cyclic.
Concerning Proposition 5.7 one might ask under which conditions one can ensure
that all powers of T are mean ergodic. We point out that on Banach lattices with
order continuous norm, all powers of T are mean ergodic if T itself is mean ergodic
(see [6, Theorem 2.1.14 and the comment after Theorem 2.1.5]). However, on those
spaces Theorem 5.3 yields much stronger results then Proposition 5.7 anyway.
On order complete Banach lattices the conclusion of Proposition 5.7 still holds
if we only assume the operator T itself to be mean ergodic. We show this in the
following proposition; however, to do so, we need to use a result from the subsequent
section.
Proposition 5.8. Le T be a positive operator on a complex Banach lattice E,
r(T ) = 1. If T is mean ergodic and E is order complete, then we have dimker(eiθ−
T ) ≤ dimker(einθ−T ) for each θ ∈ 2piQ and each n ∈ Z. In particular, the rational
peripheral point spectrum of T is cyclic.
Proof. Let eiθ (θ ∈ 2piQ) be an eigenvalue of T and let 0 6= z ∈ E be a corresponding
eigenvector. If P denotes the mean ergodic projection of T , then we have P |z| ∈
ker(1− T ) and P |z| = limn→∞ 1n
∑n−1
k=0 T
k|z| ≥ |z|.
Now let dim ker(eiθ − T ) ≥ m ∈ N and choose m linearly independent vectors
z1, ..., zm ∈ ker(eiθ−T ). We define x = P |z1|+ ...+P |zm| and as shown above, x is
an element of the fixed space ker(1 − T ) and dominates all vectors |z1|, ..., |zm|. If
endowed with an appropriate norm the principal ideal Ex is an AM-space with unit
x (see [21, the corollary of Proposition II.7.2]) and the operator T |Ex is a Markov
operator on Ex. Since E is order complete, so is Ex and we can thus conclude from
Proposition 6.4 that
m ≤ dimker(eiθ − T |Ex) ≤ dimker(einθ − T |Ex) ≤ dimker(einθ − T )
for each n ∈ Z. This proves the assertion. 
6. The peripheral point spectrum of Markov operators
In this section we focus on Markov operators on C(K;C)-spaces (where K is
some compact Hausdorff space). Recall from the introduction that a bounded
linear operator T on E = C(K;C) is called a Markov operator if T is positive and
T1 = 1.
Theorem 6.1. Let T be a Markov operator on a C(K;C)-space. If C(K;C) has a
pre-dual Banach lattice and T has a pre-adjoint, then we have dim ker(eiθ − T ) ≤
dimker(einθ−T ) for each n ∈ Z and each θ ∈ R. In particular, the peripheral point
spectrum of T is cyclic.
Proof. This follows immediately from Theorem 3.2 if we set x := 1. 
Note that we could also interpret the above theorem as a special case of Theo-
rem 5.1 since every Markov operator is power-bounded and thus (WS)-bounded.
The assertion of Theorem 6.1 fails if C(K,C) is not assumed to have a pre-dual.
This is demonstrated by the following example.
Example 6.2. There is a C(K;C)-space E and a Markov operator T on E such
that i is an eigenvalue of T , but −1 is not.
Indeed let N0 = N0 ∪ {∞} be the one-point compactification of the discrete
space N0 and let Z4 := {0¯, 1¯, 2¯, 3¯} be endowed with the discrete topology and the
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addition modulo 4. We set K := Z4 ∪˙ N0, E := C(K;C) and we define an operator
T ∈ L(E) by
(Tf)(k) =


f(k − 1) if k ∈ Z4
f(k − 1) if k ∈ N ∪ {∞}
1
2
(
f(1¯) + f(3¯)
)
if k = 0.
Then T is indeed a Markov operator on E. Note that i is an eigenvalue of T with
a corresponding eigenfunction g ∈ C(K) given by
g(k) =
{
(−i)j for k ∈ Z4 and k = j¯
0 else.
On the other hand, −1 is not an eigenvalue of T . Indeed, assume for a contradiction
that Th = −h for a function 0 6= h ∈ C(K). Then we must have h(0¯) 6= 0, since
h(0¯) = 0 would imply h(k) = 0 for all k ∈ K. Hence, we may assume that h(0¯) = 1
and thus we obtain
h(0¯) = h(2¯) = 1 and h(1¯) = h(3¯) = −1,
which implies h(0) = 1. Therefore, h(k) = (−1)k for all k ∈ N0, which contradicts
the continuity of h at ∞.
The preceding example appeared previously in the preprint collection [12].
Remark 6.3. From Example 6.2 we can easily obtain another example of a con-
tractive positive operator T on an AM-space with order continuous norm such that
r(T ) = 1 but such that σper,pnt(T ) is not cyclic.
Indeed, let K, E and T be as in Example 6.2. By F we denote the closed
subspace in E of functions f ∈ E which fulfil f(∞) = 0. Then F is a complex
Banach lattice (in fact, an AM-space) and has order continuous norm since it is
isometrically lattice isomorphic to the space c0(N;C) of sequences which converge
to 0. The operator T leaves F invariant, and the restriction T |F is a contraction
which fulfils i,−i ∈ σpnt(T |F ) but −1, 1 6∈ σpnt(T |F ).
Note that by Theorem 5.3 this shows that T |F is not mean ergodic (and thus T
cannot be mean ergodic, either).
If C(K;C) does not have a pre-dual Banach lattice, but is still order complete
(or if C(K;C) has a pre-dual, but T does not have a pre-adjoint) we can still prove
a result on the rational peripheral point spectrum (cf. Definition 5.6):
Proposition 6.4. Let E be an order complete C(K;C)-space and let T be a Markov
operator on E. Then we have dimker(eiθ−T ) ≤ dim ker(einθ−T ) for each θ ∈ 2piQ
and each n ∈ Z. In particular, the rational peripheral point spectrum of T is cyclic.
Proof. Let eiθ (θ ∈ 2piQ) be an eigenvalue of T and choose N ∈ N such that eiNθ =
1. The operator TN is again a Markov operator, so its fixed space F := ker(1−TN)
is a complex Banach lattice with respect to an appropriate norm by Corollary 2.2.
The operator T leaves F invariant and T |F is periodic with period N . Thus, T |F
is invertible with inverse T |N−1F . As its inverse operator is positive, T |F is a lattice
isomorphism on F . Since the eigenspaces ker(eiθ − T ) and ker(einθ − T ) (n ∈ Z)
are contained in F , we conclude by using Proposition 3.1(b) that
dimker(eiθ − T ) = dimker(eiθ − T |F ) ≤ dimker(einθ − T |F ) = dimker(einθ − T )
for each n ∈ Z. 
Again, it would be interesting to know whether in Proposition 6.4 the entire
peripheral point spectrum is cyclic. In any case, Example 6.2 shows that one
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cannot drop the condition on C(K,C) to be order complete in Proposition 6.4,
even if we only consider the rational peripheral point spectrum.
7. The peripheral spectrum of positive operators
Now we use our results on the peripheral point spectrum from Section 5 to
analyse the peripheral spectrum of positive operators. Hardly surprising, almost
all results in the current section are based on ultra power constructions. Let us
fix some notation for these constructions: If U is a free ultra filter on N and X is
a Banach space, then we denote by XU the ultra power of X with respect to U .
For a sequence x = (xn) ∈ l∞(N;X) we denote by xU := (xn)U the equivalence
class of x in XU . If T ∈ L(X) then TU denotes the lifting of T to XU given by
TUxU = (Txn)U for each x = (xn) ∈ l∞(N;X).
In [19, Theorem 4.7] Lotz proved that an Abel-bounded positive operator on a
complex Banach lattice has cyclic peripheral spectrum (see also [21, the first part
of the proof of Theorem V.4.9] for an English presentation of the proof). Using
the same technique, Scheffold showed in [22, Satz 3.6] that a positive operator T ,
r(T ) = 1, also has cyclic peripheral spectrum if lim infn→∞ ||T n|| < ∞. In [13,
p. 157] Grobler asked whether other boundedness conditions might be sufficient
to prove the same result. We show now that this is possible for (WS)-bounded
operators:
Theorem 7.1. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. If T is (WS)-bounded, then the peripheral spectrum of T is cyclic.
For the proof of the theorem we do not use the technique developed by Lotz in
[19, Section 4] (in fact, it is not clear to the author whether Theorem 7.1 can be
proved by this technique), but we rather employ Theorem 5.1 together with the
following duality result on ultra powers.
Lemma 7.2. Let E be a complex Banach lattice and let U be a free ultra filter on
N.
(a) The canonical embedding
j : (E′)U → (EU )′, 〈j((x′n)U ), (xn)U 〉 = lim
U
〈x′n, xn〉
is isometric and positive.
(b) We have (TU )
′ ◦ j = j ◦ (T ′)U .
(c) In particular, the peripheral spectrum of (TU )
′ consists of eigenvalues of (TU )
′.
Proof. (a) It is well-known that j is isometric (see [14, the beginning of Section 7])
and clearly, the mapping is also positive.
(b) This is a straightforward exercise which we leave to the reader.
(c) We have σper((TU )
′) = σper(T
′) ⊂ σpnt((T ′)U ) ⊂ σpnt((TU )′), where the last
inclusion follows from (b). 
Proof of Theorem 7.1. Fix a free ultra filter U on N. Lemma 7.2(c) implies that
σper(T ) = σper,pnt((TU )
′). The operator (TU )
′ is (WS)-bounded since ||f((TU)′)|| =
||(f(T )U)′|| = ||f(T )|| for every analytic function f on D. Hence, Theorem 5.1
yields that the peripheral point spectrum of (TU )
′ is cyclic. 
We note that, instead of using Theorem 5.1 (respectively the underlying Theo-
rem 3.2), we could have also employed a somewhat different result of Krieger [18,
Satz 2.2.2] in the proof of Theorem 7.1.
Next we give some cyclicity results on spectral values of positive operators which
are based on the existence of certain approximate eigenvectors. Let us recall the
relevant notions. If X is a complex Banach space, T ∈ L(X) and λ ∈ σ(T ) then we
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call a sequence (xn) ⊂ X an approximate eigenvector of T for the spectral value λ if
(xn) is bounded, if 0 < lim infn ||xn|| and if (λ−T )xn → 0. If such an approximate
eigenvector exists, then λ is called an approximate eigenvalue of T .
Definition 7.3. Let T be a positive operator on a complex Banach lattice E and
let reiθ (r > 0, θ ∈ R) be an approximate eigenvalue of T . We say that reiθ
fulfils the dominated approximate eigenvector condition if r is also an approximate
eigenvalue of T and if there are approximate eigenvectors (zn) and (xn) of T for
the spectral values reiθ and r, respectively, such that |zn| ≤ xn for all n ∈ N.
Note that the condition that reiθ and r be approximate eigenvalues is always
fulfilled if r = r(T ), i.e. if reiθ is a peripheral spectral value of T .
For peripheral spectral values, the main idea of the following results is already
implicitly contained in the proof of [18, Folgerung 2.2.3]. However, our results also
hold for spectral values reiθ with r < r(T ).
Theorem 7.4. Let T be a positive operator on a complex Banach lattice E; suppose
that E has a pre-dual Banach lattice and T has a pre-adjoint. If an approximate
eigenvalue reiθ of T (r > 0, θ ∈ R) fulfils the dominated approximate eigenvector
condition, then reinθ ∈ σ(T ) for all n ∈ Z.
Proof. We may assume that r = 1. Let F be a pre-dual Banach lattice of E, let S
be the pre-adjoint of T and fix a free ultra filter U on N.
By assumption, we find approximate eigenvectors z = (zn) and x = (xn) of T
for the spectral values eiθ and 1 such that |zn| ≤ |xn| for every n ∈ N. Hence, zU
and xU are eigenvectors of TU for the eigenvalues e
iθ and 1 which fulfil |zU | ≤ xU .
Now, let j : EU → (FU )′ be the canonical embedding from Lemma 7.2(a). Then,
by Lemma 7.2(b), j(zU ) and j(xU ) are eigenvectors of (SU )
′ for the eigenvalues eiθ
and 1, respectively. Moreover, the positivity of j implies |j(zU)| ≤ j(|zU |) ≤ j(xU );
hence, we can apply Theorem 3.2 to the operator (SU )
′ to conclude that einθ ∈
σ((SU )
′) = σ(T ) for each n ∈ Z. 
Corollary 7.5. Let T be a positive operator on a reflexive complex Banach lattice
E. If an approximate eigenvalue reiθ of T (r > 0, θ ∈ R) fulfils the dominated
approximate eigenvector condition, then reinθ ∈ σ(T ) for all n ∈ Z.
Corollary 7.6. Let T be a positive operator on a Banach lattice E. If a spectral
value reiθ of T (r > 0, θ ∈ R) is an approximate eigenvalue of the adjoint T ′ and
fulfils the dominated approximate eigenvector condition for T ′, then reinθ ∈ σ(T )
for all n ∈ Z.
We want to point out that, even in finite dimensions, a peripheral spectral value
of a positive operator need not fulfil the dominated approximate eigenvector con-
dition, in general. This is shown by the next example.
Example 7.7. There is a positive operator T on C4, r(T ) = 1, such that −1 is a
spectral value of T which does neither fulfil the dominated approximate eigenvector
condition for T nor for T ′.
Indeed, let T be the operator on C4 whose representation matrix with respect
to the canonical basis is given by
T =


0 1 0 1
1 0 0 0
1 0 1 0
0 0 0 1

 .
A short computation shows that σ(T ) = {−1, 1} and that the eigenspaces ker(−1−
T ) and ker(1 − T ) are spanned by v1 = (2,−2,−1, 0) and v2 = (0, 0, 1, 0), respec-
tively.
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Now assume for a contradiction that −1 fulfils the dominated approximate eigen-
vector condition for T . Then we find approximate eigenvectors (zn) for −1 and (xn)
for 1 such that |zn| ≤ xn. After choosing an appropriate subsequence twice, we
may assume that zn → z 6= 0 and xn → x > 0. We have |z| ≤ x, and z and x are
eigenvectors of T for the eigenvalues −1 and 1, respectively. Therefore, z = αv1 for
some α ∈ C \ {0} and x = βv2 for some β > 0. However, looking at v1 and v2, we
see that this contradicts |z| ≤ x.
As similar argument shows that−1 does not fulfil the the dominated approximate
eigenvector condition for T ′; just observe that the eigenspaces ker(−1 − T ′) and
ker(1− T ′) are spanned by (2,−2, 0,−1) and (0, 0, 0, 1), respectively.
Let us finally present a situation in which the dominated approximate eigenvec-
tor condition is automatically fulfilled so that our above results can be applied.
Although the following theorem is already known from [18, Folgerung 2.2.3] we
chose to include it here since, to the knowledge of the author, the theorem has
never appeared in English, and since our proof is partly different from the proof
given in [18, Folgerung 2.2.3].
Theorem 7.8. Let T be a positive operator on a complex Banach lattice E, r(T ) =
1. Let eiθ (θ ∈ R) be a peripheral spectral value of T . If
lim sup
r↓1
||R(reiθ , T )||
||R(r, T )|| > 0,
then einθ ∈ σ(T ) for each n ∈ Z.
Proof. Let eiθ (θ ∈ R) be a peripheral spectral value of T ; we show that eiθ fulfils
the dominated approximate eigenvector condition for T ′, so that we can apply
Corollary 7.6.
To this end, let c > 0 and let 1 < rn ↓ 1 such that ||R(rneiθ, T ′)|| ≥ c ||R(rn, T ′)||
for each n. Choose a sequence of normalized functionals (a′n) ⊂ X ′ which fulfil the
estimate ||R(rneiθ, T ′)a′n|| ≥ 12 ||R(rneiθ, T ′)|| for each n ∈ N. Now, define
z′n :=
R(rne
iθ, T ′)a′n
||R(rneiθ, T ′)a′n||
and x′n :=
R(rn, T
′)|a′n|
||R(rneiθ, T ′)a′n||
Since ||R(rneiθ, T ′)a′n|| → ∞ as n → ∞, we know that (z′n) is an approximate
eigenvector of T ′ for the spectral value eiθ. Moreover, we have |z′n| ≤ x′n for each
n. Furthermore, it is clear that ||x′n|| ≥ 1 for each n, and on the other hand we
obtain the estimate
||x′n|| ≤
2 ||R(rn, T ′)||
||R(rneiθ, T ′)|| ≤
2
c
for each n. Hence, the sequence (x′n) is bounded and therefore it is an approximate
eigenvector of T ′ for the spectral value 1. This proves that eiθ fulfils indeed the
dominated approximate eigenvector condition for T ′. 
Let us briefly compare our proof of the above result with the one given by Krieger
in [18, Folgerung 2.2.3]: We use the same construction as Krieger to obtain approx-
imate eigenvectors which fulfil a certain domination condition. Also rather similar
to Krieger we then employ an ultra power construction to consider the approxi-
mate eigenvectors as eigenvectors (cf. our proof of Theorem 7.4). The remainder of
the proof however differs from Krieger’s approach: While the rest of our argument
relies on Theorem 3.2, Krieger uses a different spectral result [18, Satz 2.2.2] which
is based on a rather technical resolvent estimate.
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8. On the boundary point spectrum of strongly continuous Markov
semigroups
In this section we want to show that a similar construction as in Example 6.2
is also possible for C0-semigroups of Markov operators. Let us briefly fix some
notation: Consider a C0-semigroup (T (t))t≥0 on a complex Banach space X with
generator A. If s(A) denotes the spectral bound of A and if σ(A) 6= ∅, then the set
σbnd,pnt(A) := σ(A) ∩ (s(A) + iR) is called the boundary point spectrum of A. A
subset M ⊂ C is called additively cyclic if for each α + iβ ∈ M (α, β ∈ R) we also
have α+inβ ∈M for each n ∈ Z. The boundary point spectrum of the generator of
a C0-semigroups of positive operators on a complex Banach lattice E need not be
additively cyclic in general (see e.g. [3, Examples B-III.2.13 and C-III.4.4] for some
counter examples), but it is under some additional assumptions (see for example
[3, Corollary C-III.2.3, Section C-III.3 and Corollary C-III.4.3]).
If E = C(K;C) for some compact Hausdorff space K, then we call a C0-
semigroup (T (t))t≥0 on E a Markov semigroup if each operator T (t) is a Markov
operator. One might ask whether it is possible to prove similar results as in The-
orem 6.1 or in Proposition 6.4 also for Markov semigroups. Let us explain briefly
why this question does not really make sense for C0-semigroups:
Remark 8.1. Let K be a compact Hausdorff space such that C(K;C) is order
complete and let (T (t))t≥0 be a C0-semigroup of Markov operators on C(K;C)
with generator A. Then it follows from [3, Theorem A-II.3.6] that the operator A
is automatically bounded. Moreover, the boundary spectrum σbnd(A) := σ(A) ∩
(s(A) + iR) = σ(A) ∩ iR of A is additively cyclic due to [3, Proposition C-III.2.9
and Theorem C-III.2.10], so we conclude that in fact σbnd(A) = σbnd,pnt(A) = {0}.
More generally, as in the single operator case, one might wonder whether the
generator of each C0-semigroup of Markov operators on an arbitrary C(K;C)-
space has additively cyclic boundary point spectrum. As in the single operator
case, the answer is negative. This is demonstrated by the following adaptation of
Example 6.2. As Example 6.2 it appeared previously in the preprint collection [12].
Example 8.2. There is a C(K;C)-space E and a strongly continuous Markov
semigroup (T (t))t≥0 on E such that i is an eigenvalue of its generator A, but 2i is
not.
To construct such an example, let (R(t))t≥0 be the rotation semigroup on C(T;C),
given by R(t)f(x) = f(e−itx) for each f ∈ C(T;C) and each x ∈ T. Now, define
K := T ∪˙ [0,∞] and E = C(K;C). For each f ∈ E and each t ≥ 0 define an
operator T (t) ∈ L(E) by
T (t)f(x) =


f(e−itx) if x ∈ T
f(x− t) if x ∈ [t,∞]
e−(t−x)f(0) + e−(t−x)
∫ t−x
0 e
s 〈µ,R(s)f |T〉 ds if x ∈ [0, t),
where µ ∈ C(T;C)′ is the functional on C(T;C) that is defined by 〈µ, f〉 = 12
(
f(i)+
f(−i)).
Now, let C1([0,∞];C) be the set of all functions in C([0,∞];C) such that f |[0,∞)
is continuously differentiable and such that its derivative has a continuous exten-
sion to [0,∞]. A somewhat lengthy, but straight forward computation shows that
(T (t))t≥0 is a C0-semigroup of Markov operators on E, that the domain of its
generator A is given by
D(A) = {f ∈ C(K) : f |T ∈ C1(T), f |[0,∞] ∈ C1([0,∞]),
f ′(0) = f(0)− 〈µ, f |T〉}
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and that we have
Af(x) =
{
− d
dθ
f(xeiθ)|θ=0 if x ∈ T
−f ′(x) if x ∈ [0,∞)
for all f ∈ D(A). Now we can immediately check that i is an eigenvalue of A;
indeed, a corresponding eigenfunction is given by
g(x) =
{
x−1 if x ∈ T
0 if x ∈ [0,∞].
To show that 2i is not an eigenvalue of A, assume for a contradiction that Ah = 2ih
for a function 0 6= h ∈ D(A). Then there are scalars a, b ∈ C such that
h(x) =
{
ax−2 if x ∈ T
be−2ix if x ∈ [0,∞).
Since h must be continuous at ∞, we conclude that b = 0. Now it follows from the
equation h′(0) = h(0)−〈µ, h|T〉 that 〈µ, h|T〉 = 0. Since 〈µ, h|T〉 = 12
(
h(i)+h(−i)) =
−a, we also have a = 0. This contradicts h 6= 0.
Appendix A. The signum operator
In this appendix we shortly recall some facts about the signum operator on
complex Banach lattices which are needed in the article. First we recall the following
result from [3, Section C-I.8]:
Proposition A.1. Let E be a complex Banach lattice and let f ∈ E \ {0}. Then
there exists a unique linear operator Sf on E|f | which fulfils the following two con-
ditions:
(a) Sff = |f |, where f denotes the complex conjugate vector of f .
(b) |Sfg| ≤ |g| for all g ∈ E|f |.
The operator Sf is called the signum operator associated to Ef . If we identify
E|f | with a C(K;C)-space (K compact) by means of the Kakutani representation
theorem such that |f | corresponds to the constant 1-function on K, then we have
Sfg = fg for each g ∈ C(K;C) where the multiplication is computed in C(K;C).
Now we come to the major definition in this appendix (compare [3, Definitions B-
III.2.2(b) and C-III.2.1]).
Definition A.2. Let E be a complex Banach lattice and let f ∈ E\{0}. By means
of the Kakutani representation theorem we can identify the principal ideal E|f | with
a C(K;C)-space for some compact Hausdorff-space K such that |f | corresponds to
the constant 1-function on K. Using the multiplication on C(K;C), we define
f [n] := fn for each n ∈ Z.
Note that f [n] = Snf |f | whenever n ≥ 0 and f [n] = Snf |f | whenever n < 0. This
shows that the definition of f [n] is independent of the choice of the representation
E
∼−→ C(K;C). The following property of f [n] is important:
Proposition A.3. Let E be a complex Banach lattice and let f ∈ E \{0}. Suppose
that h ∈ E+ with f ∈ Eh and identify the principal ideal Eh with a C(K;C)-
space for some compact Hausdorff space K, where h corresponds to the constant
1-function on K. In the space C(K;C) the vectors f [n] are given by
f [n](x) =
{
( f(x)|f(x)|)
n|f(x)| if f(x) 6= 0
0 if f(x) = 0.
(1)
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Proof. First, let n ∈ N0. Define an operator S˜f on E|f | = C(K;C)|f | which is given
by
S˜fg(x) =
{
f(x)
|f(x)|g(x) if f(x) 6= 0
0 if f(x) = 0
for every g ∈ C(K;C)|f | and every x ∈ K. Then S˜f fulfils properties (a) and (b)
from Proposition A.1 and we thus have S˜f = Sf . This implies f
[n] = Snf |f | = S˜nf |f |,
which proves the assertion. For n < 0 one argues similarly, using the operators S˜f
and Sf instead. 
We can now prove the following lemma which is a slight modification of [3,
Lemma C-III.3.11].
Lemma A.4. Let E be a complex Banach lattice and let G,H ⊂ E be to vector
subspaces of E. Let n ∈ Z and assume that f [n] ∈ H for each f ∈ G \ {0}. Then
dimG ≤ dimH.
Proof. The proof is very similar to the proof of [3, Lemma C-III.3.11]; for the
convenience of the reader, we include it here. Let 0 < m ≤ dimG, let g1, ..., gm
be linearly independent elements of G and define u := |g1| + ... + |gm|. Then
we can identify the principal ideal Eu with a C(K;C)-space. There are points
x1, ..., xm ∈ K and functions f1, ..., fm ∈ C(K;C) with the same linear span as
g1, ..., gm which have the property that fj(xk) = δjk (where δjk is the Dirac delta)
for all j, k ∈ {1, ...,m}; this can easily be seen by an induction over m. By our
assumption, we have f
[n]
j ∈ H for all j ∈ {1, ...,m} and due to Proposition A.3
we can compute f
[n]
j in C(K;C) by means of formula (1). Hence, we also have
f
[n]
j (xk) = δjk for all j, k ∈ {1, ...,m} and therefore, the vectors f [n]1 , ..., f [n]m are
linearly independent. Thus m ≤ dimH , which proves the assertion. 
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