For a length-preserving mapping f , a nonempty word w is said to be f -symmetric if w = αβ = f (βα) for some words α, β, α nonempty. The property of a word u to be f -symmetric has proved to be crucial for finding maximal solutions to equations Xu = f (u)X in case f is a morphic or antimorphic involution. Indeed, a nonempty word u is f -symmetric if and only if a maximal solution to Xu = f (u)X exists, and the so-called twin-roots of w with respect to f completely describe this solution. This paper is an in-depth investigation of the properties of twin-roots of a word with respect to both morphic and antimorphic involutions, as well as of relationships between the primitive root of a f -symmetric word and its twin-roots with respect to f .
Introduction
This paper investigates the properties of an extention of the notion of the primitive root of a word, namely the concept of twin-roots of a word with respect to a morphic or antimorphic involution.
The notions of primitive word and the primitive root of a word have been widely studied in combinatorics of words and formal language theory, [13] , [14] , [8] . Let Σ be an alphabet. A word u ∈ Σ + is primitive if u = g n for some g ∈ Σ + implies n = 1 and u = g. The set of all primitive words over Σ is denoted by Q. For every word u ∈ Σ + there exists a unique primitive word p ∈ Q such that u = p n . The word p is denoted by √ u and is called the primitive root of u, and primitive roots have been instrumental in describing solutions to words and language equations. For example, if uv = vu, u, v ∈ Σ + , then u and v are powers of a common primitive word [13] . Two languages X and Y over Σ commute if XY = Y X [15] . If two languages X and Y commute and Y is singleton, then the word in Y and all words in X have the same primitive root [14, 15] .
The notion of twin-roots of a word u was proposed in [7] as an extension of the notion of primitive root, to describe the maximal solution to the pseudocommutative language equation Xu = f (u)X, where u is a given word and X is an unknown language, while f is a morphic or antimorphic involution (for definitions, see Section 2) . If f is a morphic or antimorphic involution, a necessary and sufficient condition for Xu = f (u)X to have a non-empty solution is that u be f -symmetric [7] . A word u ∈ Σ + is called f -symmetric if there exist words α ∈ Σ + and β ∈ Σ * such that u = αβ = f (βα), and such a pair (α, β) is called a f -symmetric factorization of u. For morphic involutions µ and antimorphic involutions θ, in [7] we proved that a µ-symmetric word (resp. a θ-symmetric word) has unique MI twin-roots (AMI twin-roots) and all µ-symmetric (θ-symmetric) factorizations of the word can be represented by its MI (AMI) twin-roots in a unified way. Moreover, the maximal solution to Xu = µ(u)X (resp. Xu = θ(u)X) can be described as a set of all powers of MI (AMI) twin-roots of u.
In this paper, we investigate in depth the notion of twin-roots of a word with respect to morphic or antimorphic involutions, and relationships between the twin-roots and primitive root of a word. Our results have two immediate consequences. Firstly, for µ-symmetric words, where µ is a morphic involution, the notion of MI twin-roots is a proper generalization of the notion of primitive root. Indeed, for the particular case where f is the identity function I on Σ extended to a morphism, every word u is I-symmetric. Therefore, every word u has MI twin-roots with respect to I, and the left twin-root of u equals its primitive root, while its right twin-root is empty. Secondly, based on this observation we can now say that the maximal solution to Xu = µ(u)X is a generalization of the maximal solution to Xu = uX [14, 15] .
The paper is organized as follows. After basic notations, definitions and examples in Section 2, in Section 3 we investigate relationships between the primitive root, MI twin-roots, and AMI twin-roots of a word. We namely show that the primitive root of a µ-symmetric word (θ-symmetric word) equals the cate-nation of its MI (respectively AMI) twin-roots. We also propose the notions of the MI-primitivity and AMI-primitivity of a word based on the twin-roots, analogous to the way in which the classical primitivity of a word is based on the primitive root. We show that, for µ-symmetric words (θ-symmetric words), the notions of MI-primitivity (AMI primitivity) and primitivity are equivalent. Section 4 places the set of symmetric words and its subsets in the Chomsky hierarchy of languages. For a morphic involution µ, the set of all µ-symmetric and µ-palindromic words is regular, while if Σ contains at least a letter c satisfying µ(c) = c, the set of all µ-symmetric but non µ-palindromic words is context-sensitive but not context-free. For an antimorphic involution θ, the set of all θ-symmetric words is context-free. As an application of the results obtained in this paper, Section 5, investigates the µ-commutativity between languages, XY = µ(Y )X, for a morphic involution µ. The main results is that, if XL = µ(L)X, where L is a given language satisfying certain conditions, X is unknown and µ is a morphic involution, then X cannot contain any word strictly shorter than the shortest left twin-root (with respect to µ) of a shortest word in L.
Preliminaries
Let Σ be a finite alphabet. A word over Σ is a finite sequence of symbols in Σ. The empty word is denoted by λ. By Σ * , we denote the set of all words over Σ, and let Σ + = Σ * \ {λ}. For a word w ∈ Σ * , the set of its prefixes, infixes, and suffixes are defined as follows: Pref(w) = {u ∈ Σ + | ∃v ∈ Σ * , uv = w}, Inf(w) = {u ∈ Σ + | ∃v, v ∈ Σ * , vuv = w}, and Suff(w) = {u ∈ Σ + | ∃v ∈ Σ * , vu = w}. For other notions in the formal language theory, we refer the readers to [11] and [16] .
An involution is a function f such that f 2 is the identity, and a morphism (resp. antimorphism) f over an alphabet Σ is a function such that
In this paper by f we will denote an arbitrary length-preserving function, by µ we a morphic involution, by θ an antimorphic involution and by δ a d-morphic involution (an involution that is either morphic or antimorphic). Note that every involution, including morphic or antimorphic involutions, is length-preserving. For a length-preserving mapping f on Σ * , a word w ∈ Σ * is called f -palindrome if w = f (w). We denote by P f the set of all f -palindromes over Σ * . We have the following lemma.
Lemma 1 Let δ be either a morphic or antimorphic involution and let
The θ-symmetric property of a word was introduced in [10] for antimorphic involutions θ, and we extended the notion to the f -symmetric property in [7] , where f is an arbitrary length-preserving function. For a length-preserving mapping f , a nonempty word w ∈ Σ + is f -symmetric if w = αβ = f (βα) for some α ∈ Σ + and β ∈ Σ * . We call such a pair (α, β) an f-symmetric factorization of w. For an f -symmetric factorization (α, β) of a word, α is called its left factor and β is called its right factor. In particular, for a morphic involution µ, we use the term MI-factorization with respect to µ as an alias for µ-symmetric factorization in order to emphasize the fact that µ is a morphic involution wherein w = αβ = µ(β)µ(α). For similar reasons, we use the term AMI-factorization with respect to the antimorphic involution θ for θ-symmetric factorizations wherein w = αβ = θ(α)θ(β). When µ (resp. θ) is obvious from the context, we simply call this factorization a MI(AMI)-factorization.
For a morphic involution µ and a word u ∈ Σ + , let M µ (2, u) be the set of all MI-factorizations of u with respect to µ. Let M µ be the set of all the µ-symmetric words, i.e. which have a MI-factorization with respect to µ. Formally speaking,
In [7] , we defined the MI twin-roots of u as (γ,γ) such that γ is the shortest left factor among the elements of M µ (2, u) , andγ is defined as follows:
For a morphic involution µ, the MI twin-root pair of u with respect to µ is denoted by µ √ u. The following result was obtained in [7] .
Proposition 2 implies that a µ-symmetric word u can be expressed in terms of its MI twin-roots, that is, u = (γγ) n holds for some n ≥ 1, where
Proposition 3 ([7]) Let µ be a morphic involution and u
Analogous results were obtained for antimorphic involutions θ, [7] . By A θ (2, u), we denote the set of all AMI-factorizations of u ∈ Σ + with respect to θ. Let A θ be the set all θ-symmetric words, i.e. words which have at least one AMIfactorization with respect to θ.
Proposition 4 ([7])
Let θ be an antimorphic involution on Σ * . For u ∈ A θ , there exist uniquely two distinct θ-palindromes ρ, σ ∈ P θ and n ≥ 1 such that
For u ∈ A θ , we call (ρ, σ) satisfying the condition of Proposition 4 the AMI twin-roots of u with respect to θ, and we denote θ √ u = (ρ, σ). Proposition 4 implies that every θ-symmetric word can be expressed in terms of its AMI twin-roots. Note that ρ = σ and ρ cannot be empty, whereas σ can.
Several observations are in order. The twin roots of a word u with respect to f are unique and are subwords of u. Moreover, as we will see in the next section, their catenation equals the primitive root of the word. However, the notion of f -symmetry and twin-roots of a word with respect to f , are dependent on the particular length-preserving function f under consideration. Thus, for example, a word u may be f 1 -symmetric and not f 2 -symmetric, and its twinroots might be different depending on the function considered. The following two examples show that there exist words u and morphic involutions µ 1 and µ 2 such that the MI twin-roots of u with respect to µ 1 and µ 2 are different, and the same situation can be found for the antimorphic case. 
The last example shows that it is possible to find a word u, a morphic involution µ and a antimorphic involution θ such that the MI twin-roots of u with respect to µ, and the AMI twin-roots of u with respect to θ are different.
Example 7 Let u = AACGTTGC, µ and θ be Watson-Crick complement function extended to a morphism and to an antimorphism respectively. Then u = µ(TTGC)µ(AACG) = θ(AACGTT)θ(GC) so that u is both µ-symmetric and θ-symmetric. We have that
µ √ u = (AACG, TTGC) and θ √ u = (AACGTT, GC). More- over √ u = AACG · TTGC = AACGTT · GC.
Primitive roots, MI twin-roots, and AMI twin-roots
To begin with, this section deals with properties of MI twin-roots and AMI twin-roots. Then, based on these properties, we establish some relationships between primitive roots and MI twin-roots or AMI twin-roots of a word. Namely, Proposition 11 (respectively Proposition 14) shows that the primitive root of a µ-symmetric (respectively θ-symmetric) word equals the catenation of its MI (respectively AMI) twin-roots. In particular, if a word is a µ-palindrome (respectively θ-palindrome), its right MI (AMI) twin-root is empty and its left MI (AMI) twin-root equals the primitive root of the word, Proposition 12 (respectively Proposition 15).
Based on the notions of twin-roots we also define the concept of MI-primitive respectively AMI-primitive words. We show that if a word is µ-symmetric (respectively θ-symmetric) then the word is MI-primitive (AMI-primitive) if and only if it is primitive, Proposition 17 (Proposition 20).
Firstly, we focus on MI twin-roots. The equation (1) shows that for a word u ∈ Σ + , the right factor of µ √ u takes a different form depending on whether the corresponding left factor is a µ-palindrome or not. We divide
Note that every element of M µ has its MI twin-roots.
Lemma 8 Let µ be a morphic involution on
Then the following statements are equivalent: 
Corollary 9 Let µ be a morphic involution on
Σ * . Then M pali µ = P µ , i.e., M pali µ ∩ P µ = ∅.
Proposition 10 Let µ be a morphic involution on
The assumption in Proposition 10 that ∀c ∈ Σ, c = θ(c) is practical from the perspective of applications of combinatorics to bioinformatics. Indeed, the nucleic acid alphabet {A, C, G, T} does not contain any character whose image by Watson-Crick complementarity equals itself. Now we are ready to correlate three properties of words: primitive roots, MI twin-roots, and AMI twin-roots. The next proposition shows that for a morphic involution µ, the primitive root of a µ-symmetric word equals the catenation of its MI twin-roots.
Proposition 11 Let µ be a morphic involution on
PROOF. Let u = (γγ) n for some n ≥ 1. Suppose γγ were not the primitive root of u. Then γγ = w m for some w ∈ Σ + and m ≥ 2. If u ∈ M pali µ , then Lemma 8 implies γ ∈ P µ andγ = λ. Thus, w ∈ P µ . Therefore, u = w mn leads to a fallacious conclusion
, a contradiction to γ ∈ P µ . Thus, m must be odd, and let m = 2k−1 for some k ≥ 2. Then the k-th occurrence of w from the left can be written w = w p w s such that |w p | = |w s |, w p ∈ Suff(γ), and w s ∈ Pref(µ(γ)). Since γ has w as its prefix, w p ∈ Pref(γ), and hence (2, u) . This leads us to the contradiction to
Proposition 12 Let µ be a morphic involution on
PROOF. Clear from Lemma 8 and Proposition 11. 
Proposition 13 Let µ be a morphic involution on Σ
Having considered the relationship between the primitive root and MI twinroots of a word for a morphic involution µ, now we focus on an antimorphic involution θ. The next proposition shows that for an antimorphic involution θ, the primitive root of a θ-symmetric word equals the catenation of its AMI twin-roots.
Proposition 14 Let θ be an antimorphic involution on Σ * , and v ∈
PROOF. First, we consider the case when v ∈ P θ , i.e., σ = λ. Let v = ρ m for some m ≥ 1. Suppose ρ were not the primitive root of v. Then ρ = w i for some w ∈ Σ + and i ≥ 2. Since ρ ∈ P θ , so is w. Then v = ρ m = w im , which contradicts with θ √ v = (ρ, λ) because |w| < |ρ| and w ∈ P θ . Now we can assume that v ∈ P θ , i.e., σ = λ. Let v = (ρσ) m for some m ≥ 1. Suppose ρσ were not the primitive root of v. Then there exist a nonempty word w ∈ Σ + and an integer i ≥ 2 such that ρσ = w i . Then there must exist an integer k satisfying |w k | < |ρ| and |ρ| ≤ |w k+1 |, where 0 ≤ k ≤ i−1. Depending on the value of k, we have to consider three cases: (1) k = 0, (2) k = i−1, and (3) otherwise. In the case (1), let w = ρσ p and
im is also a θ-palindrome, a contradiction. In the same way, we can lead to a contradiction for the case (2). We must consider the case (3) 
Note that ρ = λ and ρ = λ by the definition of AMI-factorization. Thus, i = 0, that is, ρ = ρ and σ = σ .
In the remainder of this section, we propose the notions of MI-primitivity for a morphic involution µ and AMI-primitivity for an antimorphic involution θ and investigate their relations to the notion of primitivity of a word. We namely will show that, if a word u is µ-symmetric (θ-symmetric) then we have that u is MI-primitive (AMI-primitive) with respect to µ (θ) if and only if it is primitive.
Let µ be a morphic involution and u ∈ M µ such that 
PROOF.
Since √ u is primitive, Proposition 11 means that γγ is primitive. Since γγ ∈ M µ , Lemma 17 implies that γγ is MI-primitive.
The next corollary states that the set of MI-primitive words is a subset of the set of primitive words Q. More precisely, the MI-primitive words with respect to µ are exactly those primitive words that are µ-symmetric.
Corollary 19 Let µ be a morphic involution on
Let θ be an antimorphic involution and u ∈ A θ such that 
PROOF.
Since √ u is primitive, Proposition 14 means
The next corollary states that the set of AMI-primitive words is a subset of the set of primitive words Q. More precisely, the AMI-primitive words with respect to θ are exactly those primitive words that are θ-symmetric.
Corollary 22 Let θ be an antimorphic involution on
Σ * . Then Q θ = Q ∩ A θ .
The set of symmetric words in the Chomsky hierarchy
In this section we consider the classification of M pali µ , M pali µ , and A θ in the Chomsky hierarchy of languages. We show that, for a morphic involution µ, the set of all µ-symmetric and µ-palindromic words is regular (Proposition 23), while if Σ contains at least a letter c satisfying µ(c) = c, the set of all µ-symmetric but non µ-palindromic words is context-sensitive (Proposition 27), but not context-free (Proposition 25). For an antimorphic involution θ, the set of all θ-symmetric words is context-free (Proposition 28).
For the details of Chomsky hierarchy, the readers are referred to [2, 11] .
Proposition 23 Let µ be a morphic involution on
is regular. 
PROOF. Let us consider the regular grammar G = ({S}, Σ, P, S), where
Corollary 24 Let µ be a morphic involution on Σ * . Then P µ is regular, and
is also regular.
Next we consider M were context-free. Then there is an integer n given to us by the pumping lemma. Let us choose z = a n µ(a) n a n µ(a) n for some a ∈ Σ satisfying a = µ(a). We may write z = uvwxy subject to the usual constraints (1) |vwx| ≤ n, (2) vx = λ, and (3) for all i ≥ 0,
Note that for any w ∈ M pali µ and any a ∈ Σ satisfying a = µ(a), the number of occurrences of a in w should be equal to that of µ(a) in w. Therefore, if vx contained different numbers of a's and µ(a)'s, z 0 = uwy would not be a member of M pali µ . Suppose vwx straddles the first block of a's and the first block of µ(a)'s of z, and vx consists of k a's and k µ(a)'s for some k > 0. Note that 2k < n because |vx| ≤ |vwx| ≤ n. Then z 0 = a n−k µ(a) n−k a n µ(a) n , and z 0 ∈ M pali µ means that there exist γ ∈ P µ and an integer m ≥ 1 such that z 0 = (γµ(γ)) m . Thus, µ(γ) ∈ Σ * µ(a), i.e., γ ∈ Σ * a. This implies that the last block of µ(a) of z 0 is a suffix of the last µ(γ) of z 0 , and hence |γ| = |µ(γ)| ≥ n. As a result, a
On the other hand, |z 0 | = 4n − 2k, and hence |µ(γ)| ≤ 2n − k. Now we reached the contradiction. Even if we suppose that vwx straddles the second block of a's and the second block of µ(a)'s of z, we would reach the same contradiction. Finally, suppose that vwx were a substring of the first block of µ(a)'s and the second block of a's of z. Then z 0 = a n µ(a) n−k a n−k µ(a) n = (γµ(γ)) m for some m ≥ 1. As proved above, µ(a) n ∈ Suff(µ(γ)), and this is equivalent to a n ∈ Suff(γ). Since z 0 contains the n consecutive a's only as the prefix a n , we have γ = a n , i.e., µ(γ) = µ(a) n . However, the prefix a n is followed by at most n − k occurrences of µ(a) and k ≥ 1. This is a contradiction. Consequently, M pali µ is not context-free.
We use the workspace theorem from [11] to show that the language generated in the following proposition is indeed context-sensitive. We recall the following from [11] . Let 
the set of non-terminal symbols, and P is the set of production rules given below. First off, this grammar creates αµ(α) for α ∈ Σ * that contains a character c ∈ Σ satisfying c = µ(c). The 1-5th rules of the following list of P achieve this task. Secondly, 4th and 7-14th rules copy αµ(α) at arbitrary times so that the resulting word is (αµ(α)) i for some i ≥ 0.
This grammar works in the following manner. After the 1st or 5th rule generates a terminal symbol a ∈ Σ, the 2nd and 3rd rules deliver information of the symbol to Y and generate µ(a) just before Y , and by 4th rule, the header ← − L go back toX i . This process is repeated until a character b ∈ Σ satisfying b = µ(b) is generated, which is followed by changingX i toX m and generating µ(b) just before Y . Now the grammar may continue the a-θ(a) generating process or shift to a copy phase (6th
. From now on, whenever the a-µ(a) process ends, the grammar can do this choice. Just after usingX m ← − L → ← − L , the sentential form of this derivation isẐα ← − L µ(α)Y for some α ∈ Σ + which contains at least one character b ∈ Σ satisfying b = µ(b). The 4th and 7-14th rules copy αµ(α) at the end of sentential form. Just after coping αµ(α), the sentential form αµ(α)ẐY ← − L (αµ(α)) m appears so that if the first option of 12th rule is applied, then another αµ(α) is copied; otherwise the derivation terminates. Therefore, a word w derived by this grammar G can be represented as (αµ(α)) n for some n ≥ 1, and hence w ∈ M . In addition, G generates only non-θ-palindromic word so that
Furthermore, this grammar satisfies the workspace theorem (Theorem 26). Any sentential form to derive a word cannot be longer than |w| + c for some
Proposition 28 For a given antimorphic involution θ, the set A θ of all θ-symmetric words is context-free.
PROOF. Let us consider the context-free grammar G = (Σ, {S, A, B}, P, S).
The set P of production rules is as follows:
→ λ} for all a, b ∈ Σ and for all c ∈ Σ satisfying c = θ(c). This grammar is designed in such a manner that A and B derives all θ-palindromes and nothing else, and hence S derives the concatenation of two θ-palindromes. In other words, words generated by G have at least one AMI-factorization. Thus, L(G) ⊆ A θ . Conversely, if u ∈ A θ , u = αβ for some α, β ∈ P θ . Since A and B can derive α and β, respectively, S can derive u. Thus, A θ ⊆ L(G), and hence L(G) = A θ .
On the pseudo-commutativity of languages
We conclude this paper with an application of the results mentioned so far to the µ-commutativity of languages for a morphic involution µ. For a length-preserving function f and two languages X, Y ⊆ Σ * , X is said to f -commute with Y if XY = f (Y )X holds. In this section, we consider the case where f is a morphic involution, i.e., f = µ. For a nonnegative integer n, by X n we denote the set of all words in X of length n, i.e., X n = {w ∈ X | |w| = n}. Let m and n be the lengths of the shortest words in X and Y , respectively.
This suggests how essential it is to decide the value of such m and n, or at least to find the range of such values for solving XY = µ(Y )X. In [3] , the author took this strategy to find a solution to the classical commutativity of formal power series known as Cohn's theorem. The main contribution of this section is to prove that, if for all a ∈ Σ, µ(a) = a and Y is a given set of µ-symmetric words, the unknown language X cannot contain any word strictly shorter than the shortest left MI twin-root of a word in Y n (Proposition 34).
Keeping in mind further applications of the results in this section to DNA computing, we assume that for all a ∈ Σ, a = µ(a). This is justified because on the DNA alphabet {A, T, C, G}, the Watson-Crick complementarity maps A to T, C to G, and vice versa. Lemma 8 implies that under this assumption,
In the sequel, we use the notation Σ p as an alias for Σ to emphasize this assumption on Σ.
In the following, we employ the zigzag reduction scheme proposed in [7] as a tool to prove some lemmata, and hence we recall the scheme here. (γ 1 )) n/2 and y 2 = (γ 2 µ(γ 2 )) n/2 , where µ √ y 1 = (γ 1 , µ(γ 1 )) and µ √ y 2 = (γ 2 , µ(γ 2 )) for some
Since |u| ≤ , this equation implies that uγ 1 µ(γ 1 ) = µ(γ 2 µ(γ 2 ))w holds. Then we have µ(γ 2 ) = uα for some α ∈ Σ * , and uγ 1 µ(γ 1 ) = uαµ(u)µ(α)w. This means γ 1 = αµ(u) and µ(γ 1 ) = µ(α)w, which concludes u = w.
Lemma 32 Let
PROOF. Let y 1 ∈ Y n such that y 1 = (γ 1 µ(γ 1 )) i for some i ≥ 1, where
), we will show that i = j.
Suppose i = j. We only have to consider the case where i and j are relatively prime. Indeed, The symmetry makes it possible to assume i < j, and we consider three cases: (1) i = 1 and j is even; (2) i = 1 and j is odd; and (3) i, j ≥ 2. Firstly, we consider the case (1). Now we have uγ 1 
Then the former of preceding equations implies γ 1 = βγ 2 (µ(γ 2 )γ 2 ) j/2−1 α. Substituting these into the latter equation
v. This provides us with γ 2 = µ(γ 2 ), which contradicts γ 2 ∈ P µ .
Case (2) is that i = 1 and j is odd. In a similar way as the preceding case,
Since |u| ≤ |γ 2 |, the first equation implies that µ(γ 2 ) = uβ for some β ∈ Σ * . Then substituting this into the second equation results in α = µ(u). By the same token, we have α = µ(v), and hence u = v. Therefore,
j , which contradicts the primitivity of γ 1 µ(γ 1 ) because the assumption that j is odd and i < j implies j ≥ 3.
What remains now is the case (3) where i, j ≥ 2 are relatively prime. Since n = i · |γ 1 µ(γ 1 )| = j · |γ 2 µ(γ 2 )|, the relative primeness between i and j means that |γ 1 µ(γ 1 )| = j and |γ 2 µ(γ 2 )| = i for some
). We claim that for some satisfying 0 ≤ < , there exists a 1-to-1 correspondence between {|α 1 |, · · · , |α j |} and {0 
By letting = −|u| (mod ), the existence of the 1-to-1 correspondence has been proven. (γ 1 ) ). Then, with the 1-to-1 correspondence mentioned above, we can say that α appears on γ 1 µ(γ 1 ) at even intervals. Let γ 1 µ(γ 1 ) = αβ 1 αβ 2 · · · αβ j (see Figure 1) , where
, which is a contradiction with the fact that
By the original definitions of α k 1 and α k 2 , they must share the suffix of length . Hence, β j = β. If j = j, then we claim that for all 1 ≤ k < j and some w ∈ Σ ≤2 , α k w ∈ Pref(γ 1 µ(γ 1 )) implies w ∈ Pref(µ(γ 2 µ(γ 2 ))). Indeed, as above we (γ 2 )) ). By the same token, α k 2 βαβ j = γ 1γ1 implies βαβ j ∈ Pref(µ(γ 2 µ(γ 2 ))). Thus, β j = β. Consequently, γ 1 µ(γ 1 ) = (αβ) j . Since j ≥ 3, this contradicts the primitivity of γ 1 µ(γ 1 ). 
Lemma 33

