This paper presents a simple unifying algorithm for iterative methods that use two Krylov subspaces. This new approach leads us to a general algorithm called the bi-recursive interpolation algorithm (Bi-RIA), which is a generalization of the recursif interpolation algorithm (RIA), the Bi-RIA includes the iterative methods of Lanczos type using two auxilary vectors. We will show how to choose two free sets of parameters and one matrix in the Bi-RIA for recovering known iterative methods of Lanczos type. Other choices of these parameters yield some new methods.
Introduction
Consider the linear system Ax = b, (1.1) where A = (a ij ) is an n × n real nonsingular matrix and b = (b 1 , ..., b n )
T is a given vector of IR n . Many iterative methods have been proposed and studied for solving linear systems. Among these methods we find the conjugate gradient-type methods using a single sequence of auxiliary vectors, we cite for example the conjugate gradient method [4] for symmetric linear system, and for nonsymmetric linear system we cite the Full Orthogonalization Method (FOM) and the Generalized Minimal Residual (GMRES) [7] . There are also the Lanczos-type methods using two sequences of auxiliary vectors, we cite the Bi-Conjugate Gradient method (Bi-CG) [6] , Lanczos method [6] , Conjugate Gradient Squarred (CGS) [8] , Bi-Conjugate Gradient Stabilized method (BiCGStab) [9] , Quasi-Minimal Residual (QMR) [3] . The first class of these methods, of conjugate gradient-type, are recovered in a formalism called the Rcursive Interpolation Algorithm (RIA), proposed by Brezinski [1] and studied by Messaoudi [5] . The other class of methods, of Lanczos type can be recovered in a formalism introduced by Esghir [2] called the Bi-Recursif Interpolation Algorithm (Bi-RIA). The object of this paper is to study the algorithm, the properties and the apllications of the Bi-RIA. It is organized as follows: We begin by recalling the formulation of the RIA and giving its algorithm, then we present the Bi-RIA and we give the associated algorithm and its properties. Section 4 is concerned with the application of the Bi-RIA to systems of linear equations. We show how to choose the parameters in the Bi-RIA for recovering some iterative methods of Lanczos type.
Recursive interpolation algorithm: RIA
In this section we will recall the formulation of the RIA [5] .
We assume that the vectors u 1 , · · · , u n are linearly independent. We denote by ( , ) the usual inner product in IR n and by | . | the determinant. The RIA is formulated as follows. Let x 0 be an arbitrary vector of IR n , For k ≤ n find the vector x k of IR n such that:
The properties of this algorithm have been studied in [5] . We note that the implementation of this algorithm requires the choice of two parameters u i and z i . Particular choices of these parameters lead us to find the iterative methods of conjugate gradient-type [5] .
Remark 1 . We see that for
3 Bi-recursif interpolation algorithm: Bi-RIA
The Bi-RIA can be formulated by two different ways [2] . The first way is to express the RIA in IR 2n and establish the corresponding algorithm by using one of the RIA. The second formulation is to express the RIA in IR n for two different problems and introduce a biorthogonality relation between the auxiliary vectors g i−1,i and g j−1,j in relation to a given matrix M
then we have four parameters to choose u m and z m for the first problem, u m and z m for the second problem. however the condition of biorthogonality reduces these degrees of freedom. Then we will clarify the condition (3.1) and give the relation which allows to compute the vectors z m and z m . If we apply the relation (2.3) and if we express the auxiliary vectors as Schur complements [5] and if we apply some properties of these Schur complements we show that the vectors z m and z m can be expressed as follows 
Now, we will give some new properties of the Bi-RIA for the choice of vectors z i and z i given by the relations (3.2). We set for m = 1, · · · , k
3)
Remark 2 . Using the properties 3) -6) of the previous proposition we see that the following choices of vectors
z m and z m lead to mathematically equivalent algorithms.
Application: iterative methods of Lanczostype
The algorithm of Bi-RIA second formulation uses two arbitrary vectors u m and u m and a matrix M to choose. These parameters are chosen so that U T k MU k is a strongly nonsingular matrix. we will recover some iterative methods of Lanczos type, by using two auxiliary vectors which are based on the biorthogonality relation. Among these methods, we find the Lanczos biorthogonalization procedure, the Lanczos method, the BICG method and the QMR method, we obtain also a new modified algorithm of the Lanczos biorthogonalization procedure.
The Lanczos biorthogonalization procedure
The algorithm proposed by Lanczos [6] for nonsymmetric matrices builds a pair of biorthogonal bases {v 1 
EndDo .
If the algorithm does not break down before step m, then we have the following properties Proposition 4.1
For m = 1, · · · , k, denote byŨ m+1 andŨ m+1 the following matrices
The relation (2.3) leads to the following property Proposition 4.2
WhereH m andH m are an upper Hessenberg matrices. 
by Remark 2, the vectors z m and z m can be chosen as follows: 
we proceed in the same way to show g m,m+1 =w m+1 , then we normalize to get the results.
The Bi-RIA algorithm, allows us to obtain a modified algorithm of the Lanczos biorthogonalization procedure, given as follows: 
End m
The nonsymmetric Lanczos method for linear system
the Lanczos method for solving nonsymmetric linear systems [6] is given to solve the linear system (1.1). We choose the arbitrary vector x 0 ∈ IR n and let its residual vector be r 0 = b − Ax 0 , start with v 1 = r 0 /β and any w 1 such that (v 1 , w 1 ) = 1, where β = r 0 2 . We seek the approximate solution x m in the affine subspace 
where e 1 is the first vector of the canonical basis of dimension m, and therefore: We have the following result. 
The Biconjugate Gradient (Bi-CG) Method
The Biconjugate Gradient (Bi-CG) Method [6] 
we use the LU factorization of T m we obtain
For m = 1, · · · , k, we denote by P m , P m , R m and R m the following matrices. Then the solutions x m and x m can be expressed by: and hence the Bi-CG algorithm is given as follows:
Algorithm 4.4 (Bi-CG)
is given by:
(4.17)
Where e 1 is the first vector of the canonical basis of dimension m + 1. The vectors of basis V 1 do not form an orthonormal basis, but they have all a norm equal to 1. Hence, the idea to define y m as the vector which minimizes the amount:
The implementation of the QMR method is very similar to GMRES, see [6] . The least squares problem that is the minimization of J(y) is solved by the QR factorization using Givens rotations. However, because of the simple structure of the matrixT m , as Givens rotations operate only on two successive lines, the upper triangular matrix R m of factorization QR ofT m is tridiagonal matrix. This property is very important of practice. It is possible to recover the approximate solution using a short recurrence. The vector y m which minimises J(y) is given by:
Where Q m is an orthogonal matrix and Ω i are the Givens rotation matrices which disappear the under-diagonal of the matrixT m , they are of the following form:
Where c
The approximate solution defined by y m can be written as follows:: 
