A network of coupled chaotic oscillators can switch spontaneously to a state of collective synchronization at some critical coupling strength. We show that for a locally coupled network of units with coexisting quiescence and chaotic spiking states, set slightly below the critical coupling value, the collective excitable or bistable states of synchronization arise in response to a stimulus applied to a single node. We provide an explanation of this behavior and show that it is due to a combination of the dynamical properties of a single node and the coupling topology. By the use of entropy as a collective indicator, we present a new method for controlling the transient synchronization. Current views see the brain as a self-organizing dynamical system operating close to instability points which allow flexible switching between different states.
I. INTRODUCTION
Synchronization processes were intensively studied by Wiener 8 who first argued that frequency adjustment was a universal mechanism for self-organization operating everywhere in nature. Later studies revealed that many processes-specially the self-organized ones-work, thanks to the mutual cooperation of many constituents. In biology, at the biochemical level, such cooperation is a way to accomplish the sophisticated tasks in living organisms. Synchronization is of great importance not only in biology 9 but also in physics, 1 chemistry, 10 neuroscience, 11 and medicine. 12, 13 The problem of controlled synchronization processes has attracted great attention recently due to the new discoveries of a possible role of synchronization in conscious perception processes. 4 Numerous physical processes are caused by pulsatile stimuli and are transient, 14 e.g., transient short-term brain responses evoked by sensory stimuli play a key role in the study of cerebral information processing. In particular, various experiments have confirmed that transient synchronization is used by neural systems for encoding the olfactory stimuli 15 and for spatiotemporal integration in visual system. 16 In view of the experimental observations, in this paper we present possible mechanism for the control of stimulusdependent transient synchronization in an array of oscillators in the presence of internal noise ͑chaos͒. The synchronization, as well as the global complex dynamics in neural networks, has been widely studied, e.g., see Ref. 17 for review. However, there are no reports concerning the transient synchronization mechanism and its dependence on sensory stimuli. In view of the actual debate concerning the brain functionality, consideration of how sensory stimuli induce synchronization is of crucial importance.
Our model is made of interacting nodes, each one exhibiting chaotic spiking dynamics. This dynamics can be produced by single neurons or by columns of neurons, each of them being described by a simple equation like that of FitzHugh-Nagumo ͑FHN͒. The use of a column as a node is due to a recent results on chaotic spiking dynamics which can arise through an interaction of simple FHN units. 18 Moreover, it has been proposed in Ref. 19 that the network of coupled FHN neurons can lead to an appearance of heteroclinic connections between saddle regions ͑fixed points or limit cycles͒, giving a network the possibility for efficient encoding of inputs.
Our model provides a novel dynamical mechanism of transient synchronization. Application of an external stimulus switches the system to a metastable synchronization state which lasts for a few interspike intervals ͑ISIs͒. Such a transient synchronization looks as a collective excitability inter-val in an order parameter. As order parameter we introduce entropy, which describes the degree of order between interacting dynamical systems. If the spike timings are correlated, then the entropy reaches a low value, otherwise it remains large. We show that, depending on the values of the coupling strength between neurons and on the amplitude of the external stimulus, the overall system exhibits entropy oscillations as well as bistable behavior. We demonstrate the existence of an excitability threshold in the system since at a fixed coupling the transient synchronization appears at a critical value of the perturbation amplitude. After the transient synchronization interval during which the system is insensitive to another stimulus ͑refractory period͒, the dynamics switches again to a disordered state. We explain this phenomenon in terms of the internal dynamical properties of the coupled nodes. An external stimulus applied at one site can change the dynamics of that node; that is, it can either be in chaotic autonomous spiking regime or in a steady fixed point state. As the input node is "switched off" into the steady state for a short time or permanently, the global collective properties of the array change.
II. MODEL
The model consists of N mutually coupled units x i ,
The coupling consists of mutual excitatory and inhibitory interactions. Since the neural system is an open system ͑with many inputs͒, we consider no-flux boundary conditions; thus the last term in the equation reduces to ⑀͑x i−1 − x i ͒ and ⑀͑x i+1 − x i ͒ at i = N and i = 1, respectively. P͑t͒ is an external stimulus, being nonzero only at one site. The nodes x i are bistable, that is, either in chaotic spiking or a fixed point. The effect of having bistable nodes in an array is such that in the case of large coupling strengths all sites will finally settle in a fixed point state. Our model however operates far away from such a high value of the coupling strength. We fix the network topology and concentrate on the dependencies of the synchronization on the internal dynamics of the perturbed site.
The nodes ẋ = F͑x͒ describe the dynamics of single neurons or a column of neurons. In our paper we concentrate on irregular spiking produced by a column of neurons for which global dynamics can be represented by a set of equations exhibiting irregular spiking ͑see, e.g., Ref. 20͒,
where
i ͑t͒ is a variable obeying the filter equation Chaos in these equations is due to the homoclinic return to a saddle focus, thus it implies a high sensitivity to an external perturbation in the neighborhood of the saddle. There is also a heteroclinic connection between a saddle focus and a fixed point which gives a contribution to a coexistence of two states: chaotic spiking and quiescence ͑bistability͒. At each pseudoperiod or ISI, equations yield the alternation of a regular large spike and a small chaotic background. The chaotic background is the sensitive region where the activation from the neighbors occurs, while the spike provides a suitable signal to activate the coupling. Coupling of N HC ͑homoclinic chaos͒ equations corresponds to a network containing heteroclinic connections between N saddle focus points. Despite the oscillating regular or irregular regimes, also bistability is a common feature found experimentally in neural networks. 21 We show that introducing the bistable features into a network, i.e., coexistence of a saddle focus with a fixed point in a system, adds a new dynamical characteristics to a network and allows the efficient control of synchronization.
The degree of order of the system is measured by the entropy S of the generation times T g . The generation time T g is defined as the shortest time difference between spike occurrence at neighboring sites starting from the first. Then the entropy S is, S͑t͒ =−͚ T g p͑T g , t͒ln p͑T g , t͒. The probability function p͑T g , t͒ is a discrete and normalized probability distribution of a continuous variable T g evaluated at time t and is defined as the ratio of the number of elements with given T g to the total number of elements. We choose entropy to characterize synchronization because, at variance with other statistical quantities, it allows us to measure also nonisochronous coherence in a precise way.
The synchronization transition for the systems under consideration is sharp and occurs spontaneously at the critical value ⑀ c of the coupling strength. 22 As the coupling strength is set slightly below ⑀ c , a coupled array displays low intersite correlation. An external stimulus of amplitude A in the form of the modulation of some system parameter b 0 , e.g., b 0 → b 0 Ј= b 0 + A for a time ⌬t, shorter than, or equal to, ͗ISI͘ ͑the average ISI͒ is applied at the first site i = 1. Depending on the stimulus amplitudes, the array responds in various manners. After the stimulus application, it can either not respond at all, remaining in the uncorrelated ͑high entropy͒ state, or it can switch to the synchronized state remaining in it permanently. Such a behavior indicates the existence of a bistability. Moreover, for a limited range of the stimulus amplitudes, it can synchronize for a short time and then come back again to the uncorrelated state. This behavior, shown in Fig. 1 , is reminiscent of excitable dynamics.
The collective dynamical regimes mentioned above are shown in the upper panel of Fig. 2 , where by changing the coupling strength ⑀ and with fixed stimuli features, we report the fixed point ͓Fig. 2͑a͔͒, excitable ͓Fig. 2͑b͔͒, oscillatory ͓Fig. 2͑c͔͒, and bistable ͓Fig. 2͑d͔͒ regimes. The use of en-
tropy as the indicator of the collective properties of the array establishes an analogy between the collective response of an array and a dynamical system. Excitable and oscillatory responses follow cycles in a phase space of the system variables. In our case we have only one variable, but we can reconstruct a phase space by an embedding method 23 ͑lower panel͒. A standard definition of excitable system says that the form of the system response, beyond a particular excitability threshold, is determined by the system parameters and not by the external signal features. There is however a crucial difference between excitability in dynamical systems and collective excitable behavior of an array. In the latter case, the excitability exists for some range of the stimulus amplitude, whereas the classical excitability refers to the fixed response for all stimuli amplitudes. In Figs. 3͑a͒ and 3͑b͒ we plot the average entropy values in the parameter space of the coupling strength ⑀ and the stimulus amplitude A. The average entropy is calculated from the time series far beyond the stimulus was applied. All collective dynamical regimes are seen: excitability, oscillations, and bistability. An interesting phenomenon can be noticed from the figures: For different initial conditions, different configurations of the excitability regions are formed. It is a kind of a memory of the initial state. 
III. DYNAMICAL MECHANISM OF COLLECTIVE BEHAVIORS
The mechanism underlying collective excitability and bistability is related to the internal characteristics of the single nodes. As the stimulus is applied to one site, for a particular value of the stimulus amplitude, the node collapses to a fixed point. Before the stimulus is applied, the coupling at i =1 is ⑀͑x i+1 − x i ͒ for the first site, whereas for the second site it is ⑀͑x i+1 + x i−1 −2x i ͒. Now, if the dynamics of the first site is switched off, then the new coupling for the second site is ⑀͑x i+1 −2x i ͒, that is different from the previous one.
In order to elaborate the above observations, let us look closer on the synchronization features in the case of various types of boundary conditions. For the nearest neighbor and no-flux boundary conditions, we notice that as the nodes at the boundaries are more strongly coupled to the array, the spontaneous transition to synchronization occurs for smaller coupling strengths ͑decreasing of ⑀ c ͒. In Fig. 4͑a͒ the synchronization transition for three different cases are shown. Entropy is calculated from the distribution of the generation times T g for the following coupling configurations at site i =1: ⑀͑x i+1 ͒, ⑀͑x i+1 −2x i ͒, and ⑀͑x i+1 −3x i ͒. Thus, besides the single node dynamics, also the boundary conditions are responsible for setting the collective synchronization. The typical patterns of spontaneous synchronization which arise above ⑀ c are shown in Fig. 4͑b͒ . Synchronization patterns are formed by various clusters of oscillators enslaved in a unison motion which are determined by the initial conditions and by the leading sites at boundaries. The number of such states increases linearly with the number of sites N in an array. The synchronization states can exist because above ⑀ c , nodes in the array enter a regular oscillatory regime. As was demonstrated in Ref. 22 , the value of ⑀ c remains the same for any system size N. However, as shown in Fig. 4͑a͒ , the synchronization transition occurs for a smaller value of the coupling strength as the ending sites are tied more strongly to the array. Thus, if the temporal change in boundary conditions is such that the array synchronizes for ⑀ c ЈϽ ⑀ c , then the excitability and bistability can be observed. When the spiking stops at the first site, the array's boundary conditions change and the value of ⑀ c for the synchronization decreases until the first site recovers its chaotic dynamics again. The characterization of the responses of the single node to external stimuli is presented in Fig. 5 . A single system equation is integrated in time starting from different initial conditions. At time t = 2000, an external stimulus is applied, causing the delayed reappearance of spiking. As the amplitude of the stimulus increases, the delay time becomes longer and finally becomes infinite ͑spiking does not reappear͒. The critical value of A at which the spiking is suppressed marks the bistability regime for an array of coupled systems. On the other side, values of A, which cause the delayed spiking ͑temporal switching off of the system dynamics͒, allow excitable regimes in an array. Finally, when no delay in spiking is present, the array is insensitive to an external stimulus.
IV. CONCLUSIONS
In conclusion, we have shown that below the critical point of the coupling strength at which synchronization arises spontaneously, a coupled array responds collectively to a stimulus. The collective behavior arises even though the stimulus is applied at a single site. We have shown that in the response to a single perturbation, an array exhibits bistable-, oscillatory-and excitablelike behavior. That is, the array switches from a disordered state into the perfectly synchronized one permanently or for a short time. Such a transition appears at a critical value A c of the perturbation amplitude. In the excitablelike regime, after a transient synchronization, the system goes back to its previous disordered state. As we decrease the amplitude A, the system does not respond at all to the external stimuli, thus there exists an excitability threshold.
We have here introduced the sufficient general conditions for the control of collective behavior which may be summarized as follows: population of coupled bistable units (coexistence of fixed point and chaotic attractor) satisfying the condition for a sharp transition to synchronization 22 with no-flux boundary conditions. The collective phenomena appear when an external stimulus applied at one site changes the dynamics of that bistable node. As the dynamics of that node is temporally or permanently switched off into the steady state, the global collective properties of the array change. This is due to the boundary effects on the critical value of the coupling strength needed to induce array synchronization. Thus the collective behavior of an array can be controlled by application of an external stimulus at one site inducing transient or permanent synchronization. The behavior here discussed persists for the systems which have a bistable dynamics with the coexistence of autonomous spiking ͑not necessary chaotic͒ and fixed point state. 24, 25 Since in animals excitable, 26 as well as bistable, 21 cells are well known to constitute the brain columns and networks, the model presented here may play an important role during the interactions of the neural assemblies in response to sensory stimuli. Moreover the mechanism presented here may be applied in other areas of science to control systems, e.g., temporal or permanent global switching on-off of large networks by a one-point input.
In the absence of definite experimental evidence on the role of collective synchronization as outlined here, in brain processes, we ask the question: Where in the cognitive ladder starting with sensorial detectors and ending in a decision ͑motor or linguistic͒ 27 collective synchronization might be crucial? The first step of the ladder, called "encoding" is the buildup of sequences of spikes in coupled neuron arrays that code the input information. Two recent strategies have been discussed at length, namely, "chaotic itinerancy" by Tsuda et al. 28 and "stable heteroclinic chains" by Rabinovich et al.
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The next crucial question is how the brain utilizes the encoded information in selecting specific motor decisions. We draw a tentative boundary between two relevant time scales, a short one within which decisions are almost automatic and based on probabilistic ͑Bayes͒ inference 29 and a long one, where there is enough time to introduce top-down perturbations from memorized learning to the bottom-up signals resulting from encoding. 30 A comparison of the cognitive role of different time windows has been done by Poppel 31 and we refer to those papers for further details. It is sound to hypothesize that decisions are based on the recruitment of large brain areas acting coherently for a sizable time span. In view of this, we are exploring how the collective synchronization outlined here might be a workable strategy to interface encoding to decisions. 
