We perform a perturbative analysis for the nonequilibrium Green's functions of the spinless Falicov-Kimball model in the presence of an arbitrary external time-dependent but spatially uniform electric field. The conduction-electron self-energy is found from a strictly truncated second-order perturbative expansion in the local electron-electron repulsion U. We examine the current at half-filling and compare to both the semiclassical Boltzmann equation and exact numerical solutions for the contour-ordered Green's functions from a transient-response formalism ͑in infinite dimensions͒ on the Kadanoff-Baym-Keldysh contour. We find that a strictly truncated perturbation theory in the two-time formalism cannot reach the long-time limit of the steady state; instead, it illustrates pathological behavior for times larger than approximately 2 / U.
I. INTRODUCTION
The theoretical description of the physical properties of strongly correlated electrons in an external time-dependent electric field is an important problem in condensed-matter physics. One reason is the potential for using strongly correlated materials in electronics, due to their tunability. These materials have unusual and interesting properties, which can be modified by slightly varying physical parameters, such as temperature, pressure, or carrier concentration. For example, the conductance of nanoelectronic devices can be controlled by tuning the carrier concentration and applying an electric field. 1 Moreover, because of the small size of nanoelectronic devices, an electric potential of the order of 1 V produces electric fields on the order of 10 5 -10 6 V / cm or higher. Therefore, it is important to understand the response of such systems to a strong electric field. Recent progress in nanotechnology has resulted in many experimental results on strongly correlated electron nanostructures in time-dependent electric fields, which must also be understood. One such system is the quantum dot, which can be described by a Kondo impurity attached to two leads through two tunnel junctions. 2, 3 Other examples of important experiments on strongly correlated systems in time-dependent electric fields include an unusually strong change in the optical transmission in the transition-metal oxide 4 Sr 2 CuO 3 and the dielectric breakdown of a Mott insulator that occurs in the quasi-onedimensional cuprates Sr 2 CuO 3 and SrCuO 2 when a strong electric field is applied. 5 Generally speaking, since most electron devices have nonlinear current-voltage characteristics, it is important to understand how electron correlations will modify this effect.
Due to the complexity of these problems, there is a dearth of theoretical results on different models available. Similar to equilibrium, the simplest cases to analyze are the onedimensional case and the approximation of infinite dimensions, where dynamical mean-field theory ͑DMFT͒ can be applied. The zero-dimensional problem ͑quantum dot͒ in the case of a Kondo impurity coupled to two leads, or sources of electrons, has also been studied by different groups. In particular, the case of a single-impurity Anderson model was examined in Refs. 6-8 and a Bethe ansatz approach with open boundary conditions has now been developed for similar problems. 3 An attempt to describe optical transmission experiments 4 in SrCuO 3 was performed in the framework of the one-dimensional two-band Hubbard model, where the problem on a 12 site periodic ring was solved exactly. In Ref. 9 , the spectral properties of the Hubbard model coupled to a periodically time varying chemical potential were studied to second order in the Coulomb repulsion with iterated perturbation theory. The possibility of the breakdown of a Mott insulator in the one-dimensional Hubbard model was discussed in Ref. 10 by numerically solving the time-dependent Schrödinger equation for the many-body wave function. The electrical and the spectral properties of the infinitedimensional spinless Falicov-Kimball model in an external homogeneous electric field have also been examined. [11] [12] [13] The spinless Falicov-Kimball model is one of the simplest models for strongly correlated electrons, which acquires the main features of a correlated electron system. It consists of two kinds of electrons: conducting c electrons and localized f electrons. These two different electrons interact through an on-site Coulomb repulsion. The model can be regarded as a simplified version of the Hubbard model, where the spin-up ͑c͒ electrons move in the background of the frozen spindown ͑f͒ electrons. The Falicov-Kimball model was originally introduced as a model to describe valence-change and metal-insulator transitions 14 and later was interpreted as a model for crystallization or binary-alloy formation. 15 Much progress has been made on solving this model with DMFT in equilibrium, where essentially all properties of the conduction electrons in equilibrium are known ͑for a review, see Ref. 16͒ .
We have already studied the nonequilibrium response of the conduction electrons in the Falicov-Kimball model to a uniform electric field turned on at a particular moment of time with an exact numerical DMFT formalism. [11] [12] [13] We solved a system of generalized nonequilibrium DMFT equations for the electron Green's function and self-energy and found interesting effects caused by the electric field. In particular, we saw how the conduction-electron density of states ͑DOS͒ evolved from a Wannier-Stark ladder of delta func-tions at the Bloch frequencies to broadened peaks with maxima located away from the Bloch frequencies. Another interesting phenomenon we found was that the Bloch oscillations of the electric current can survive out to long times in the interacting case when the amplitude of the electric field is large. These results were determined by numerically solving a system of the equations for Green's function and selfenergy defined on a complex time contour ͑see Fig. 1͒ , according to the Kadanoff-Baym-Keldysh nonequilibrium Green's-function formalism. 17, 18 The numerical results were obtained for a finite time interval because computer resources restrict the contour to be a finite length. Therefore, the steady state could not be rigorously reached.
Our original motivation for this work was to find a simple perturbation theory that could reach the steady state, at least for weak electron-electron interactions. Surprisingly, we found that a transient-based perturbation theory breaks down once the time becomes larger than 2 / U, as described in detail below. Nevertheless, even though the perturbation theory cannot give a definite answer about the steady state of the system, it does allow us to study the physical properties of the system in the transient regime, and for small U, we can extend the work farther than can be done with the exact numerical techniques. Therefore, it might help us understand the evolution of the system toward the steady state in the case when the electron correlations are weak. In this contribution, we calculate the response of the Falicov-Kimball model to an external electric field by calculating the strictly truncated electron self-energy to second order in U. We focus on the time dependence of the electric current and the density of states in the case of a constant electric field turned on at time t =0.
The paper is organized as follows: We define the problem in Sec. II and introduce the nonequilibrium dynamical meanfield theory formalism to solve it in Sec. III. In Sec. IV, the expressions for the nonequilibrium Green's functions are derived. These functions are used to study the time dependence of the electric current in Sec. V and the electron density of states in Sec. VI. Conclusions and discussions are presented in Sec. VII.
II. FALICOV-KIMBALL MODEL
The Hamiltonian for the spinless Falicov-Kimball model ͑in equilibrium with no external fields͒ has the following form:
͑1͒
The Falicov-Kimball model has two kinds of spinless electrons: conduction c electrons and localized f electrons. The nearest-neighbor hopping matrix element t ij = t * /2 ͱ d is written in a form appropriate for the infinite-dimensional limit, where d is the spatial dimension of the hypercubic lattice and t * is a rescaled hopping matrix element; 19 note that our formal results hold in any dimension, but all numerical calculations are performed in the infinite-dimensional limit. The summation is over nearest neighbors i and j. The on-site Coulomb repulsion between the two kinds of the electrons is equal to U. The symbols and f denote the chemical potentials of the conduction and the localized electrons, respectively. For our numerical work, we will consider the case of half-filling, where the particle densities of the conduction and localized electrons are each equal to 0.5 and = f = U /2. We study the response of the system to an external electromagnetic field E͑r , t͒. In general, an external electromagnetic field is expressed by a scalar potential ͑r , t͒ and by a vector potential A͑r , t͒ in the following way:
For simplicity, we assume that the electric field is spatially uniform. In this case, it is convenient to choose the temporal or Hamiltonian gauge for the electric field: ͑r , t͒ = 0. Then, the electric field is described by a spatially homogeneous vector potential A͑t͒, and the Hamiltonian maintains its translational invariance, so it has a simple form in the momentum representation ͓see Eq. ͑4͒ below͔. This choice of the gauge allows one to avoid additional complications in the calculations caused by the inhomogeneous scalar potential. The assumption of a spatially homogeneous electric field is equivalent to neglecting all magnetic-field effects produced by the vector potential ͓since B͑r , t͒ = ٌ ϫ A͑r , t͔͒. This approximation is valid when the vector potential is smooth enough that the magnetic field produced by A͑r , t͒ can be neglected. When the electric field is described by a vector potential A͑r , t͒ only, the electric field is coupled to the conduction electrons by means of the Peierls substitution for the hopping matrix:
͑3͒
where the second equality follows for a spatially uniform electric field. The Peierls substituted Hamiltonian in Eq. ͑1͒ assumes a simple form in momentum space: 
In Eq. ͑4͒, the creation and annihilation operators are expressed in a momentum-space basis. The free-electron energy spectra in Eq. ͑4͒ is
ͪͬ. ͑5͒
We shall study the case when the electric field ͑and the vector potential͒ lies along the elementary cell diagonal: 21
This form is convenient for calculations, since, in this case, the spectrum of the noninteracting electrons coupled to the electric field becomes
which depends on only two energy functions:
The former is the noninteracting electron band structure ͑in zero electric field͒, and the latter is the sum of the components of the noninteracting electron velocity multiplied by −1. The diagonal electric field is especially convenient in the limit of infinite dimensions d → ϱ when the electron selfenergies are local in space, or momentum independent. Then, the joint density of states for the two energy functions in Eqs. ͑8͒ and ͑9͒ can be directly found. It has a double Gaussian form for the infinite-dimensional hypercubic lattice:
Below, we use the units where a = ប = c = t * =1.
III. NONEQUILIBRIUM FORMALISM
The nonequilibrium properties of the system in Eq. ͑4͒ can be studied by calculating the contour-ordered Green's function:
͑11͒
where the time integration is performed along "the interaction" time contour depicted in Fig. 1 ͑see, for example, Ref.
23͒ and the time ordering T c is with respect to times along the contour. The angle brackets on the first line of Eq. ͑11͒ indicate that one is taking the trace over states weighted by the equilibrium density matrix exp͓−␤H͑−t max ͔͒ / Z, with Z = Tr exp͓−␤H͑−t max ͔͒ as shown on the second line; this is done because the system is initially prepared in equilibrium prior to the field being turned on.
The indices H and I on the right-hand side of Eq. ͑11͒ stand for the Heisenberg and interaction representations for the electron operators. H͑−t max ͒ corresponds to the Hamiltonian in the case of zero electric field. The expression in Eq. ͑11͒ is a formal generalization of the equilibrium formulas to the nonequilibrium case. Therefore, all the machinery of equilibrium quantum many-body theory, including Wick's theorem and the different relations between the Green's functions, the self-energies, and the vertex functions, can be directly applied to the nonequilibrium case as long as we replace time-ordered objects by the contour-ordered objects along the contour of Fig. 1 ͑see, for example, Ref. 23 for an appropriate discussion͒.
In this work, we use the two-branch Keldysh contour, which is appropriate when we directly solve the problem on the lattice ͑rather than using DMFT techniques, where the contour is necessarily more complicated͒. This contour consists of two horizontal branches: one runs to the right and the other to the left. Such a time contour is needed to be able to calculate both time-ordered and so-called lesser or greater Green's functions, because it allows us to use time ordering along the whole contour to determine those objects. Because of the time ordering, we can use Wick's theorem to evaluate different correlation functions for the perturbative expansion. In general, there are four different Green's functions one defines by taking the time coordinates along the higher ͑ϩ͒ or lower ͑Ϫ͒ branch. These are the time-ordered, lesser, greater, and anti-time-ordered Green's functions. They satisfy
where the ϩ and -signs indicate whether the real times t 1 and t 2 lie on the upper ͑positive time direction͒ or lower ͑negative time direction͒ branch of the time contour, the symbol T is ordinary time ordering and the symbol T is anti-time-ordering. The more familiar retarded and advanced Green's functions satisfy
and the so-called Keldysh Green's function is
͑18͒
It is sometimes convenient to introduce a two-component Fermi-field operator
with the components also defined on the upper and lower time branches of the time contour. In this case, the following matrix Green's function can be introduced:
In order to transform the matrix in Eq. ͑20͒ to a form more convenient for computation and often used to study nonequilibrium problems, we make the combined Keldysh and Larkin-Ovchinnikov ͑LO͒ transformation:
where L = ͑1/ ͱ 2͒͑ 0 − i y ͒ and i , i =0,x , y , z, are the Pauli matrices. Under such a transformation, the Green's function in Eq. ͑20͒ acquires the following form:
where the retarded, advanced, and the Keldysh Green's functions are also expressed as
The square ͑curly͒ brackets correspond to the commutator ͑anticommutator͒. In this representation, the time arguments of Green's functions ͑23͒-͑25͒ are real times. In the nonequilibrium case, all the information about the properties of a system is contained in two basic electron Green's functions. The most often used ones are the retarded function in Eq. ͑23͒ and the lesser function in Eq. ͑13͒.
The retarded Green's function contains information about the spectra of the system, and the lesser Green's function describes the occupation of these states. These two functions form an independent Green's-function basis, and any other Green's function can be expressed by means of these two functions; in the equilibrium case, only one Green's function is independent ͑since the states are distributed according to the Fermi-Dirac distribution͒. In particular, it is easy to find a useful relation, which follows from the definitions in Eqs. ͑23͒-͑25͒ and ͑13͒:
The self-energy representation, which corresponds to Eq. ͑22͒, has the same form,
In this representation, one can also apply the standard Wick rules to evaluate the different operator averages of the perturbative expansion. In fact, it is possible to show that the nonequilibrium and equilibrium field theories are formally equivalent if one introduces the time ordering along the contour instead of the usual "equilibrium" time ordering. 24 The Dyson equation, which connects the contour-ordered Green's function in Eq. ͑22͒ and self-energy, remains valid:
where Ĝ k 0c ͑t 1 , t 2 ͒ is the nonequilibrium Green's function in the case of no interactions, and the product of the three operators in the last term is a shorthand notation for an implicit matrix multiplication of the continuous matrix operators over their respective internal time coordinates ͑evaluated along the contour͒. Its components can be found analytically. For the conduction electrons, we have
where f͓⑀͑k͒ − ͑0͒ ͔ =1/͕1 + exp͓␤͕⑀͑k͒ − ͑0͒ ͖͔͖ is the FermiDirac distribution function for free electrons. The symbol ͑0͒ is the noninteracting chemical potential. While the f-electron Green's functions are
Here, f ͑0͒ is the noninteracting chemical potential for the f electrons and n f is the concentration of f electrons. As expected, the free f-electron Green's functions are momentum independent. Note that at half-filling, we have
and n f =1/2, so that the noninteracting Green's functions simplify, and, in particular, F k K0 =0. The Dyson equation in Eq. ͑28͒ is equivalent to the following system of three equations:
This is derived by simply writing down the Dyson equation for every matrix component. The 21 component is trivial, since every 21 matrix component is equal to zero. We omit the internal time integrals ͑over the real-time axis͒ in Eqs. ͑35͒-͑37͒ for the sake of brevity. In general, it is difficult to solve this system of equations, especially in the nonequilibrium case when electron interactions are present. However, for the Falicov-Kimball model, the electron self-energy is momentum independent through second order in the interaction U, which simplifies the analysis. In the next section, we shall present the perturbative solution of Eq. ͑28͒, or equivalently Eqs. ͑35͒-͑37͒, for the Green's function.
IV. PERTURBATION THEORY
We will investigate a non-self-consistent perturbative expansion that is strictly truncated to second order in U. We perform the expansion directly for the lattice Hamiltonian, which is worked out ͑for the equilibrium case͒ in the Appendix. As mentioned above, the first-and second-order selfenergies are local because the f-electron Green's function is local in all dimensions. The expression for the nonequilibrium self-energy can be obtained from the corresponding expression for the equilibrium time-ordered self-energy by making the Langreth substitution 24 for the corresponding Green's functions, which tells us to replace all integrals over the real-time axis by integrals over the contour and to replace all time-ordered objects by contour-ordered objects. The equilibrium time-ordered self-energy has the following expression when strictly truncated to second order in U ͑see the Appendix͒:
where l and m denote lattice sites and we have suppressed the time-ordered superscript on all quantities. Using the fact that the product of the f-electron Green's functions is n f ͑1 − n f ͒ yields the final expression for the second-order equilibrium self-energy as follows:
Note that this expression cannot immediately be used to find the equilibrium retarded self-energy. In order to find that, we can determine the time-ordered self-energy on the imaginary time axis, Fourier transform to Matsubara frequencies, and then perform an analytic continuation to the real axis to find the retarded self-energy. An alternate method, which we will adopt here, is to find the equilibrium lesser self-energy from the nonequilibrium formalism ͑evaluated in the equilibrium limit͒. Then, the equilibrium retarded self-energy follows by taking the difference of the equilibrium time-ordered and lesser self-energies.
In the nonequilibrium case, we use the Langreth rule 24 to replace the integrals over real time by integrals over the contour. Then, by examining time arguments on each of the two branches and following the same strategy as in the Appendix, we find
Each pair of products of f-electron Green's functions is equal to n f ͑1−n f ͒, so after performing the Keldysh and the LO transformations, we get
where all Green's functions are local. For instance,
This approach also allows us to determine the equilibrium retarded self-energy by simply evaluating the results in the absence of an electric field. This is an example of how one uses the nonequilibrium technique to complete an equilibrium analytic continuation. Now, we will focus on the half-filled case ͓where n f ͑1 − n f ͒ =1/4, ͑0͒ = f ͑0͒ = 0, and the first-order self-energy vanishes͔. The formal expressions for the Green's functions can be found from the appropriate Dyson equations ͓Eqs. ͑35͒-͑37͔͒. Here, we write down the results only for the halffilled case:
where the second-order self-energies ⌺ ͑2͒ and the free Green's functions G 0 are given by the half-filled case in Eqs. ͑44͒ and ͑29͒-͑31͒, respectively. ͑In the general case, we need to also include the first-order self-energy and its iterated second-order contribution.͒
The free c-electron local Green's functions ͑in the presence of a spatially uniform electric field͒, which are necessary to calculate the self-energy ͑44͒, can be found by summing Eqs. ͑29͒-͑31͒ over momentum ͓as in Eq. ͑45͔͒:
where
is the free-electron density of states on the hypercubic lattice in infinite dimensions ͑the generalization to finite dimensions is obvious͒. At half-filling, we have ͑0͒ = 0 in Eqs.
͑49͒-͑51͒.
Thus, we have obtained the formal expressions for the second-order nonequilibrium retarded, advanced, and Keldysh Green's functions ͑35͒-͑37͒, with the free Green's functions defined by Eqs. ͑29͒-͑31͒ and ͑49͒-͑51͒ and the self-energies in Eq. ͑44͒. In the following section, we shall use these solutions to study the time dependence of the electric current in the case when an external time-dependent electric field ͓Eq. ͑6͔͒ is present.
It is necessary to emphasize that in this paper, we use a truncated perturbation expansion approximation. It is often found that truncated expansions are more accurate than selfconsistent expansions even though self-consistent expansions sum an infinite number of diagrams and can be shown, in some cases, to satisfy conservation laws ͓compare iterated perturbation theory to conserving approximations in DMFT ͑Ref. 26͒ or examine the Yosida-Yamada solution to the single-impurity Anderson model ͑Ref. 27͔͒. For example, conserving approximations do satisfy different conservation laws for energy, momentum, particle density, etc. ͑see, for example, Refs. 28 and 29; note that the momentum conservation laws are always lost in DMFT͒. In our case, such a self-consistent conserving solution can be obtained by solving the system of Dyson equations ͓in Eqs. ͑35͒-͑37͔͒ with the second-order self-energies defined by Eq. ͑44͒, where Green's functions on the right-hand side ͑rhs͒ are equal to the dressed local Green's functions instead of the noninteracting ones. This is another interesting and important problem, though much more complicated numerically, and is beyond the scope of this work. The numerical solution requires computational efforts almost equivalent to the exact DMFT solution, but with a nonexact self-energy ͑i.e., it would take about 100 000 CPU hours for the parameters considered here͒. It is easy to see why the conserving approach is less accurate for the equilibrium problem as we approach the metal-insulator transition that occurs at U = ͱ 2. In Fig. 2 , the exact self-energy is plotted against the truncated expansion for the self-energy. In the case U = 1, the Falicov-Kimball model begins to develop a dip in the density of states near =0 ͑not shown here͒. In a self-consistent approach, the lowest-order approximation for the self-energy arises by replacing the noninteracting Gaussian by the interacting density of states. Hence, the conserving approximation for the self-energy will also develop a dip at low frequency for U =1 ͑this is confirmed by performing an actual calculation, where the full self-consistency modifies the self-energy by about 5% from this lowest-order guess͒. The exact selfenergy has a sharp peak developed at low frequency, which ultimately becomes a delta-function peak as the metalinsulator transition is approached. One can easily see that the truncated approach is more accurate, even though one cannot prove that it satisfies relevant conservation laws. It remains unknown whether this situation also holds for driven nonequilibrium systems; in this contribution we have chosen to focus on the truncated expansions due to their simplicity and their higher accuracy in equilibrium. Before proceeding to the nonequilibrium solutions, we would like to study some of the equilibrium properties of the retarded self-energy ⌺. We check the perturbative result for the self-energy in Eq. ͑44͒ versus the exact DMFT results in equilibrium and estimate the values of U above which the truncated second-order equilibrium perturbation theory fails. It is natural to suppose that the second-order nonequilibrium perturbation-theory results are also inaccurate when U is that large.
Using the results in Eq. ͑44͒, we find that the expression for the second-order self-energy has the following form in frequency space ͑at half-filling͒:
where the symbol P denotes the principal value of the integral and ͑⑀͒ is defined in Eq. ͑52͒. In order to estimate the values of U, for which the second-order perturbation theory gives good results in equilibrium, we compare the imaginary part of the perturbative retarded self-energy as follows:
with the exact self-energy calculated by the DMFT approach. The frequency dependence of −Im ⌺ R for different values of U is presented in Fig. 2 . As follows from this figure, the second-order perturbation theory gives reasonable results up to U ϳ 0.5. Hence, we expect that the result in Eq. ͑44͒ will also be accurate when U Ͻ 0.5 for the nonequilibrium case.
V. THE ELECTRIC CURRENT

A. Semiclassical Boltzmann equation approximation for the current
Before analyzing the time dependence of the current in the quantum case, we present the approximation for the current that follows from a semiclassical Boltzmann equation approach. The Boltzmann equation for the nonequilibrium quasiparticle distribution function f
͑55͒
in the case of a spatially uniform time-dependent electric field. Here, is the scattering time, which is typically proportional to 1 / U 2 in the weak correlated limit of the FalicovKimball model ͑because it is inversely proportional to the imaginary part of the self-energy at zero frequency͒ and the rhs of the equation is the collision term. Note that in the quantum case, the quantum Boltzmann equation is more complicated because the quantum excitations depend on two independent times, not one. Hence, it is not obvious that we should use the quantum relaxation time in the semiclassical Boltzmann equation; indeed, we often find that by fitting to a somewhat longer relaxation time, we can improve the fit to the Boltzmann equation rather dramatically, but we present the results using a fixed relaxation time here. Of course, our numerical nonequilibrium results presented below are equivalent to exactly solving the full quantum Boltzmann equation, but our method of solution is different.
The initial condition for the semiclassical Boltzmann equation is f non ͑k,t = 0͒ = f͑k͒ = 1 exp͓␤͑͑k͒ − ͔͒ + 1 . ͑56͒
We will be considering only the case of half-filling, where we can set the chemical potential to zero. The solution of Eqs. ͑55͒ and ͑56͒ when the electric field is pointing in the diagonal direction, E͑t͒ = E͑1,1, ... ,1͒͑t͒, has the following form:
The total current can now be determined from the distribution function
͑58͒
Shifting the momentum via k → k − e͐ t t dtЈE͑tЈ͒ and then integrating over the Brillouin zone give the following analytical expression for the current:
Analysis of this solution shows that the current is a strongly oscillating function of time for t Ӷ ͑when E is large͒, which then approaches the steady-state value,
͑61͒
for t ӷ ͑see Fig. 3 for an example of the solutions in the infinite-dimensional limit͒. It is interesting that the amplitude of the steady-state current is proportional to E in the case of a weak field ͑the linear-response regime͒ and then becomes proportional to 1 / E when the field is strong ͑eE ӷ 1/͒. In this nonlinear regime, the amplitude of the current goes to zero as the field increases. As will be shown in the following subsection, the exact quantum solution of the problem results in qualitatively different behavior from the Boltzmann case for the current as a function of time.
B. Perturbative expansion for the current in the quantum case
In the quantum case, the electrical current can be found by calculating the expectation value of the electrical current operator. This operator is formed from the sum over momentum of the product of the electric charge times the velocity vector at k times the number operator for electrons in state k. Hence, the time dependence of the expectation value of the electric current components is
which becomes
after using the definition of the lesser Green's function. This Green's function can be found from Eq. ͑26͒, where the expressions for the retarded, advanced, and Keldysh Green's functions on the rhs of Eq. ͑26͒ are given by Eqs. ͑46͒-͑48͒.
Since the electric field lies along the lattice diagonal, all its components are equal to each other, and the magnitude of the electric current becomes
for any component ␣. The momentum summation in Eq. ͑63͒ can be performed by using the definitions of energy functions in Eqs. ͑8͒ and ͑9͒ and the expression for the joint density of states in Eq. ͑10͒,
The sum of the last two terms in Eq. ͑65͒ gives zero, since
is momentum independent and the resulting integrand is an odd function of ⑀ and ⑀. Therefore,
where we restricted to the half-filling case, used Eq. ͑44͒, and neglected the term that is fourth order in U. Integration over in Eq. ͑65͒ yields
2 ͑t 2 ,t 1 ͖͒ ͬ͵ d͓͑͒2f͑͒ − 1͔exp͓iC͑t 2 ,t 1 ͔͒.
͑68͒
In order to simplify the expression, we have introduced the functions
dt cos"eA͑t͒…,
In our numerical work, we consider the current in the case of a constant electric field E turned on at time t = 0, i.e., A͑t͒ =−Et͑t͒. In this case, we find V. TURKOWSKI AND J. K. FREERICKS PHYSICAL REVIEW B 75, 125110 ͑2007͒
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Equations ͑68͒, ͑70͒, and ͑71͒ determine the time dependence of the current when a constant electric field is turned on at time t = 0. It is difficult to find an analytic expression for j͑t͒, except for the simplest case of U = 0. In this case,
͑the so-called Bloch oscillation 30 ͒, where the amplitude j 0 of the oscillations is given by Eq. ͑61͒ and the Bloch frequency is 21 B = eE. In the limit of infinite dimensions, the current amplitude j 0 can also be written as
after integrating by parts.
Comparison of this result with the general expression for the current given in Eq. ͑68͒ yields the following formal expression for the current in a strictly truncated perturbationtheory expansion:
Thus, the electric current is a superposition of an oscillating part and some other part, whose time dependence will be determined below. Numerical results for the time dependence of the electric current calculated from Eq. ͑68͒ are presented in Figs. 4-7. As follows from these figures, the current oscillates for all times that we can reach with the exact solution. This is the main difference from the Boltzmann equation result ͑Fig. 3͒, where the current rapidly reaches a constant steady-state value. As will be shown below, the second-order perturbation theory cannot describe the steady-state regime correctly. However, the perturbation theory should give reasonable results for times smaller than ϳ2/U, which we consider below. As depicted in Fig. 4 , the current depends only weakly on U, except for the case U ϳ 0.5. This is because the current is dominated by the Bloch term j 0 ͓see Eq. ͑74͔͒. As time increases, the amplitude of the oscillations decreases. This decrease is proportional to U 2 , in agreement with Eq. ͑68͒. As t increases further, the current amplitude goes through zero ͑at a time we call t pert ͒ and then starts to increase dramatically. This is an unphysical result, so we assume that the perturbation theory is not valid for times larger than t pert , i.e., the time when the perturbation theory breaks down. This time is always smaller than the time needed to see the steady state develop, so this perturbation theory is not capable of producing the steady-state response. The period of the oscillations remains essentially equal to the Bloch oscillation period, but it is not well defined for damped oscillations.
The validity of the second-order nonequilibrium perturbation theory can also be checked by comparing the results for the current with exact numerical results calculated by the nonequilibrium DMFT method. [11] [12] [13] We present the corresponding results for cases of different values of U and E in Figs. [5] [6] [7] . As shown in these figures, the perturbation-theory results are close to the exact results only for times smaller than ϳ2/U. Note that although the perturbation theory does show an increase in the current for intermediate times, it does not properly show the quantum beats in the current, which occur, with a beat period on the order of 1 / U, even though the shape of the curve is qualitatively similar. These beats occur only for large fields ͑E ജ 2 here͒.
In Figs. 5-7, we also present the results for the current in the case of the Boltzmann equation solution, Eq. ͑59͒, where the scattering time is fixed at the quantum Boltzmann equation value = ͑͒ / ͑4 ͉ Im ⌺͑ =0͉͒͒ ͑see, for example, Ref. 31 ; this result is the transport relaxation time͒. Substitution of Eq. ͑54͒ into this expression yields
The Boltzmann equation solution shows a rapid approach of the current to the steady state, much faster than what is seen in the exact numerical results or in the perturbation theory. Although the Boltzmann equation is accurate at small times, it is clear that the quantum system has much richer behavior than what is predicted by the semiclassical approach, at least in cases where the electric field is large. Note that the functional form of the semiclassical Boltzmann equation can fit the exact results for the current much better if we adjust the relaxation time to yield the best fit of the data rather than use Eq. ͑75͒, but the relaxation time then becomes just a fitting parameter and is not derived from a microscopic model.
To complete the analysis of the time dependence of the electric current, we present an analytical expression for the electric current in the limit of strong electric fields E → ϱ. Substitution of Eqs. ͑70͒ and ͑71͒ into Eq. ͑68͒ gives the following result for the electric current in the limit of large electric fields:
Numerical calculations show that this is a positive decreasing function of temperature: 0.25Ͻ B͑␤͒ Ͻ 0.5. As follows from Eq. ͑76͒, the electron-electron correlations lead to a decrease of the current amplitude at short times, since the terms proportional to U 2 in the square brackets in Eq. ͑76͒ have a minus sign in front of them. This correction is not large at short times, since we consider the case U Ӷ 1. However, from the numerical calculations, we find that the term in Eq. ͑76͒, which is proportional to U 2 t 2 / 4, is dominant in the case of longer times. In fact, the current is an oscillating function of time. The oscillation amplitude decreases with time as 1 − U 2 B͑␤͒ − U 2 t 2 / 4. At the time t pert = ͑2/U͒ͱ1−U 2 B͑␤͒Ӎ2/U, the sign in front of the amplitude changes, and the current oscillates out of phase with the U = 0 case. It is important that the period of the oscillations is equal to the period of the Bloch oscillations in the noninteracting case. At longer times, the term proportional to t 2 is the most important and the time dependence is j͑t͒ϳt 2 sin͑eEt͒ at times longer than ϳ2/U. These results are in a qualitative agreement with the numerical results for the perturbation theory presented in Figs. 4-7. However, it is plain to see that the growing amplitude for the current as time increases for t Ͼ 2/U is an unphysical result.
Unfortunately, it is impossible to find an analytical expression for the current in the limits of intermediate and small fields. However, our numerical analysis shows that the current qualitatively has the dependence given in Eq. ͑76͒. In particular, the steady state is never reached before the perturbation theory develops pathological behavior.
VI. LOCAL DENSITY OF STATES
The time-dependent density of states can be calculated from the local retarded Green's function in the following way:
where G R ͑ , T͒ is the Fourier transform of the retarded Green's function G R ͑t 1 , t 2 ͒ with respect to the relative time coordinate = t 1 − t 2 and T is the average time coordinate, T = ͑t 1 + t 2 ͒ / 2. The perturbation-theory retarded Green's function is determined in Eq. ͑46͒. Integration over the Brillouin zone and substitution into Eq. ͑78͒ yields where C͑t 3 , t 4 ͒ and S͑t 3 , t 4 ͒ are defined in Eqs. ͑70͒ and ͑71͒. Numerical calculations of the time dependence of the density of states show that the perturbation-theory ͑PT͒ correction is small for times less than t pert ϳ 2/U. Similar to the case 21 U = 0, the density of states develops peaks at the Bloch frequencies. These peaks grow as time increases, essentially due to the zeroth-order DOS. However, these peaks do not split into two peaks as time increases for times less than ϳ2/U, except for the zero-frequency peak. This result is different from the exact DMFT calculations 12 at U = 0.5. Generically, one expects the DOS to broaden as scattering is added, and to split, by an energy of the order of U in the steady state due to the interactions; the numerical calculations indicate that this is indeed what actually happens even though the truncated perturbation theory does not explicitly show it.
A͑,T͒
It is interesting that one can also find analytical expressions for the zeroth and the first two spectral moments, which are time independent ͑the first-and second-order moments are written for the half-filling case͒: These results coincide with the exact results obtained in Ref.
12 at half-filling.
VII. CONCLUSIONS
We have studied the response of the conduction electrons in the spinless Falicov-Kimball model to an external electric field by using a strictly truncated perturbative expansion to second order in U. We derived explicit expressions for the retarded, advanced, and Keldysh Green's functions and used them to calculate the time dependence of the electric current and the density of states. We examined the case when a constant electric field is turned on at a particular moment of time. We found that Bloch oscillations of the current are present up to times at least as long as t ϳ 2/U, but with a decreasing amplitude. In the perturbative approach, the oscillations are around a zero average current and the PT breaks down for longer times, so we cannot reach the steady state. This result is different from that of the semiclassical Boltzmann equation approach. There, the Bloch oscillations rapidly decay with time and the system approaches the steady state with j = const as time goes to infinity. Increasing the Coulomb repulsion reduces the amplitude of the oscillations more rapidly. The perturbation theory and the Boltzmann equation results for the electric current are close for short times.
The perturbation theory results for Green's functions can be used to test the accuracy of the numerical nonequilibrium DMFT calculations [11] [12] [13] in the case of weak correlations when the system is not in the insulating regime. We also found excellent agreement for short times, but the PT becomes ill behaved at long times.
Our results can be generalized to more complicated cases. In particular, cases with different time dependences for the field ͑pulses, periodic fields, etc.͒ can be considered. Also, higher-order terms can be taken into account in the PT, or one can make the PT self-consistent or conserving. Finally, we can examine other strongly correlated models as well, where we expect similar behavior.
The most important result of this work is that it shows how difficult it is to accurately determine the steady-state response in a perturbative approach. At the very least, one needs to perform a self-consistent perturbation theory to be able to properly determine the long-time behavior, but, since we know that equilibrium PT is most inaccurate at low frequencies, it is natural to conclude that nonequilibrium PT is most inaccurate at long times. Hence, our work explicitly shows how challenging it is to try to determine the steady states of quantum systems unless one can formulate a steadystate theory from the start. Work along those lines is in progress for the exact solution via DMFT. ACKNOWLEDGMENTS V.T. would like to thank Natan Andrei for a valuable discussion. We would like to acknowledge support by the National Science Foundation under Grant No. DMR-0210717 and by the Office of Naval Research under Grant No. N00014-05-1-0078. Supercomputer time was provided by the DOD HPCMO at the ASC and ERDC centers.
APPENDIX: EXPANSION FOR THE TIME-ORDERED EQUILIBRIUM SELF-ENERGY TO SECOND ORDER IN U
The time-ordered self-energy ⌺ lm ͑t 1 , t 2 ͒ can be expanded by examining an order-by-order solution of the Dyson equation ͑we suppress the T superscript in these formulas͒, where the second equation explicitly shows the systematic expansion to order U 2 in terms of the first-order ⌺ ͑1͒ and second-order ⌺ ͑2͒ perturbative self-energies. The selfenergies are found by a straightforward perturbative expansion of the evolution operator when expressed in the interaction picture as follows:
