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INTRODUCTION 
Corn yield is the final result of a large number of 
interacting variables. Variables affecting corn yield have 
been classified into various broad categories. One group 
may be soil and location, soil management, crop management, 
environmental other than weather (insects, weeds, diseases), 
and weather related variables. Within each broad grouping 
are many variables, some of which may be aggregated from 
other variables (N fertilizer from different sources, applied 
at different times, and with different methods). 
Most of the effects of these variables on corn yield 
have been studied extensively by agronomic researchers; un­
fortunately, these investigations have been directed pri­
marily toward assessing the effect of a few variables con­
trolled by the investigator while maintaining the other non-
controlled variables constant at specific levels. Hence, 
only a reduced number of interactions can be evaluated. 
Moreover, some variables affecting corn yield (soil variables 
for example) show varying degrees of interdependency, that is, 
the levels of one independent variable are correlated with 
others. If only the effects of a reduced number of variables 
on corn yield are studied, the interdependencies (intercorre-
lations in this study) cannot be estimated. 
The intercorrelations among independent variables have 
to be considered, because they affect the estimation and 
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interpretation of the effects of individual variables and 
restrict the use of the developed models. 
The research reported in this dissertation investigated 
the relationships between corn yield and independent vari­
ables (soil, management, and weather) and among the indepen­
dent variables in western Iowa. The data used in this study 
were from 1227 single-plot observations in farmers' fields 
during a 13-year period from which 36 soil, 27 management, 
and 19 weather variables were selected for study. 
The objectives of this work are* (1) to study the inter-
correlations among independent variables, (2) to estimate the 
effects of the independent variables on corn yield, and 
(3) to develop prediction models for corn yield in western 
Iowa. 
For studying the intercorrelations among independent 
variables, three methods were used. For estimating the 
effects of the independent variables on corn yield, yield 
prediction equations were derived using multiple regression 
techniques. First, a model of yield on the quadratic func­
tions of the independent variables was evaluated and variable 
selection applied; then, the linear*linear interactions of 
the remaining variables were included in the model and vari­
able selection repeated. 
This dissertation is divided into four partsi 
1. Part I included the study of the intercorrelations 
among soil variables, selection of soil variables 
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to explain corn yield variations, and construction 
of a prediction model for corn yield on soil 
variables. 
2. PART II included the study of the intercorrelations 
among management variables, selection of management 
variables, and construction of a prediction model 
for corn yield on management variables. 
3. In PART III, the selected soil and management vari­
ables were combined and their intercorrelations 
examined; the most significant variables from both 
groups were then selected for a yield prediction 
model. 
4. In PART IV, the weather variables were tested and 
combined with selected soil and management variables 
to construct a final prediction model for corn yield. 
4 
PART I. EFFECT OF SOIL VARIABLES ON CORN YIELD 
5 
INTRODUCTION 
Since men and their families ceased to be nomadic, they 
became deeply interested in the problems of agriculture and 
slowly built a body of knowledge for dealing with such prob­
lems. Dependence of crop yields on soil variations was ac­
knowledged early in the development of agriculture. Even many 
years before the Christian era, men were skilled in the use of 
manure and lime, crop rotation, irrigation, and terracing for 
maintenance of soil productivity. Most of this knowledge was 
gained by the trial and error method over a very long time 
(Kellogg, 1938). 
Field experiments as such were begun in 1834 in England. 
In 1843 the first attempt to define the functional relation­
ships between fertilizer or soil nutrients and crop yields was 
by the German scientist Justus von Liebig, who stated, "The 
crops on a field diminish or increase in exact proportion to 
the diminution or increase of the mineral substances conveyed 
to it in manure" (Kellogg, 1938). Since then, many agronomists 
have used algebraic functions to characterize the relation­
ships between crop yields and fertilizer and/or soil nutrients 
as well as with other soil properties. 
It is generally accepted that soil factors affect yields 
in a number of ways which can be direct or indirect through 
modifying some other soil characteristics (Black, 1968). Soil 
factors show a varying degree of intercorrelation, that is. 
6 
they tend to change together due to the nature of soil 
genesis and development of soil properties. For example# in a 
soil from a parent material originally rich in carbonates, the 
carbonates tend to disappear from the profile over time by 
leaching. Hence, lower pH values develop in the upper profile 
ar-^ *-hese are associated with an increasing depth to the car­
bonate (calcareous) horizon. 
To complicate the relationships even more, soil variables 
also affect crop yields through interactions; for example, in 
general, the positive yield response to levels of the min-
eralizable N content of the soil is enhanced when levels of 
soil available P are increased. 
It is clear that characterization of the relationships 
among soil variables and between them and crop yields will help 
in a better understanding of the crop yielding phenomena which, 
in time, is helpful in planning agricultural practices and 
better allocation of scarce crop production resources. 
The objectives of this section are: 
1. To examine the intercorrelations between soil vari­
ables in western Iowa. 
2. To develop an empirical regression model of corn 
yield on soil variables for the region under study. 
It is known that the effects of soil variables on yield 
are modified by weather and management practices; these effects 
will be investigated in later sections. 
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LITERATURE REVIEW 
Soil Variables Affecting Corn Yield 
References in the literature on the effects of soil 
variables on corn yield are abundant. The current knowledge 
of the subject vill be summarized here; detailed discussions 
of the effects of different soil factors and their interac­
tions on yield and the methods used to study these effects 
have been reported by Henao (1976). 
Effects of soil differences on crop yields have been 
recognized for a long time. Because the effects of soil 
factors and their interactions on crop yields are difficult 
to isolate and understand, variations in soil properties and 
their combined effects on crop yields have been typically 
summarized and simplified by soil productivity ratings. The 
methods of characterizing soil productivity are based on farm 
records and experimental plots as a source of yield data 
(Rust and Odell, 1957; Fenton et al., 1971; Pena-Olvera, 1973). 
The soil productivity ratings have been revised as knowledge 
in soil science advances and as crop production technology 
changes. 
Methods of grouping soils by their productivity ratings 
and crop response characteristics are useful in making fer­
tilization and soil management recommendations, as well as 
for some other purposes such as land tax assessment. However, 
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because they represent average effects of all the soil vari­
ables on corn yield, they do not provide information about 
the effects of individual variables or small groups of vari­
ables. In this context they are an oversimplification of 
reality. 
Shrader and Pierre (1966) indicated that the ideal soil 
for corn production should be deep, medium textured, prefer­
ably high in organic matter and well-drained, have a high 
water holding capacity, and be able to deliver the amounts 
of nutrients needed for the optimum growth of corn plants. 
This statement restricts almost all soil properties to 
"certain levels" because soil properties do not vary inde­
pendently; changes in a single soil variable are accompanied 
by changes in a number of variables. 
The physical properties of soils have long been recog­
nized as having a definite influence on crop growth. However, 
they are generally regarded as factors which have more indi­
rect effect than direct effect on yield in contrast with the 
soil fertility parameters. The soil physical properties that 
have been reported as affecting crop yields are: depth of A 
horizon, soil erosion, plant available water capacity, soil 
texture, soil structure, bulk density, slope, internal 
drainage, and landscape position (Fly and Romine, 1964; 
Engelstad et al., 1961; Engelstad and Shrader, 1961; Murray, 
1969; Salter et al., 1966; Black, 1968; Davies and Runge, 
1969; Malo and Worcester, 1975; Henao, 1976). 
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Soil test values for N, P, and K in the surface or plow 
layer have affected corn yield and its response to applied 
fertilizers in Iowa (Voss and Pesek, 1967; Desselle, 1967; 
Turrent-Fernandez, 1968) and by many other researchers elsewhere. 
Henao (1976) studied the effect of soil and subsoil 
properties, along with other environmental variables, on corn 
yield in Iowa. The variables that significantly influenced 
yield were: soil test N, P, and K values, pH, organic carbon 
content and percentage of clay in the plow layer, biose-
quence, depth of A horizon, erosion class, internal drainage, 
plant available water capacity, minimum pH in the profile, 
depth to the minimum pH, soil test P and K in the subsoil, 
and the location variables of range and township number. 
Statistical Approach 
Multiple linear regression modeling 
In the last 25 years, crop and soil scientists have 
shown an increasing interest in describing the relationships 
between crop yields and environmental factors in quantitative 
terms. For these, yields are related to the continuous func­
tion of an environmental factor. The algebraic form of the 
unknown natural law relating yield and the environment is 
empirically approximated by fitting to the data a mathe­
matical model. 
The mathematical model commonly used for fitting data is 
the polynomial of degree n; the degree is usually n = 2 (the 
10 
quadratic model)* but n = 1/2 (the square root model) is also 
common (Dumenil, 1958» 1961; Voss and Pesek, 1967; Laird and 
Cady, 1969; Pena-Olvera, 1973; Henao, 1976). These models 
when used to approximate multivariate data are called mul­
tiple linear regression models. 
The multiple linear regression model may be defined in 
matrix notation as; 
Y = bgl + XB + E , (1) 
where Y is an n x 1 vector of observable random variables 
(the response variables), bg is an unknown constant, 1 is an 
n X 1 vector of ones, X = (X^,X2,...,X^) is an n x K matrix 
of independent variables, B is a k x 1 vector of unknown con­
stants, and £ is an n X 1 vector of unobservable, uncorre-
lated N (0,<j^) random error terms. The elements of the 
independent variables (X^) are frequently the specified ex­
perimental design variables (fixed). In the case of unde­
signed data, as are soil variables, they are more appropri­
ately considered as random variables and a joint distribution 
of Y and X (say, multivariate normal) may be assumed. 
Linear dependencies in IbS data matrix 
Hocking (1976) has recently reviewed the literature on 
the analysis and selection of variables in linear regression. 
He pointed out existing difficulties when assessing the ef­
fects of individual factors on the dependent variable when 
the former are intercorrelated. This will be explained in 
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the following paragraphs. 
If the regression data matrix X (i.e.* levels of the 
soil variables) has orthogonal (independent) columns, the 
effects of individual variables on the dependent one are 
clear and the problems of estimation are elementary. Un­
fortunately, because soil variables tend to vary in a non-
independent way, the columns of X are not orthogonal and there 
may exist near dependencies which, in turn, cause high corre­
lations between variables or within sets of variables. In 
such cases, the effects of individual factors are generally 
difficult to assess because their relationships with other 
factors are often complex in nature, partially known, and 
not very well-understood. 
The linear relationships between columns of the data 
matrix are called multicollinearities or intercorrelations; 
in this dissertation, the latter term will be used because 
it is more descriptive of the phenomenon. 
Intercorrelation exists in a group of predictor vari­
ables if some of them are themselves well "explained" or 
"predicted" by other predictor variables (Gunst and Mason, 
1977). The formal definition of intercorrelation used in 
this work is that of Johnston (1972) and Silvey (1969). This 
definition is in terms of the linear dependence of a set of 
column vectors, X j, of a matrix X. Vectors X^^, Xg, ..., X^ 
are linearly dependent if nonzero constants, a^, ag, a^ 
12 
exist* such that 
P 
Z aJC. = 0 (2) 
j=l J ^ 
When equation 2 holds for a subset of the columns of X, 
intercorrelation is said to exist. In many sets of data, 
however, when equation 2 does not hold exactly but is only 
approximately true, intercorrelation is also said to exist 
(Mason et al,, 1975), "Intercorrelation" will be used in 
this study when equation 2 is approximately true and "exact 
dependency" when the relationship is exact. 
Little attention has been given to the intercorrelation 
problem in the statistics literature. Moreover, this problem 
is seldom taken into account by the data analyst although it 
causes imprecise estimation of parameters (Silvey, 1969) and 
causes restrictions on the applicability and generality of 
the estimated model (Mason et al,, 1975). 
In tl^e presence of intercorrelations, estimated regres­
sion coefficients can be very poor estimates of individual 
parameters. Poor precision in the estimation of individual 
parameters does not necessarily imply that the estimated 
model is a poor predictor. In particular, if one restricts 
use of the estimated model to situations where the inter­
correlation as defined by equation 2 holds at least approxi­
mately, the prediction equation works "quite well" (Mason 
et al,, 1975), 
Hence, characterization of the intercorrelations present 
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in the sample helps to determine the range of applicability 
of the developed model and the nature and properties of the 
sample and population under study. 
Five common techniques have been proposed for detecting 
the presence of intercorrelations (Mason et al., 1975); a 
summary of these techniques followsi 
1. A simple, useful measure of intercorrelation if 
only two predictor variables are nearly linearly 
dependent is the simple correlation coefficient, 
r^j, between independent variables and Xjj r^j 
close to 1 indicates a strong intercorrelation be­
tween and Xj. Unfortunately, if more than two 
predictor variables are involved in a linear rela­
tionship, the corresponding elements, r^j, of the 
correlation matrix will not necessarily be close to 
one or even large. Thus, these measures alone may 
not be sufficient for detecting more than pairwise 
intercorrelations. 
2 2. Another technique is to compare the R , determina­
tion coefficient of the regression of the response 
variable Y on all the predictor variables, and » 
determination for Y on all predictor variables ex­
cept Xj. If a high degree of intercorrelation is 
present in the data, the difference between R and 
2 
R^jj will be small. The limitation of the tech-
2 
nique is that a small difference between R and some 
2 
of the does not necessarily imply the 
presence of intercorrelated data; it may simply 
mean that the particular variable Xj does not have 
predictive value for Y. 
3. Another technique is based on the significances of 
the F-value from fitting the full model and the in­
dividual t-values of the coefficients. If the F is 
significant but the individual t-statistics are all 
nonsignificant, intercorrelation is indicated. The 
usefulness of this technique is questionable since 
the occurrence of a significant F-value and non­
significant t-values, even when intercorrelation is 
present, is not common. 
4. A simple technique is to compute the determinant of 
the data matrix X; if this determinant equals zero, 
one or more linear dependencies exist among the 
columns of X. 
2 5. The coefficient of determination, Rj , obtained when 
Xj is regressed on all other dependent variables is 
a measure to detect which particular variables are 
involved in intercorrelations. If any Rj is close 
to one, a near linear relationship exists between the 
Xj and the subset of the remaining columns of X. 
All of the previous methods to detect intercorrelations 
are not able to specify completely the relationship in equa­
tion 2, the form of the intercorrelation, since none specify 
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the coefficients aj in the equation. An approach to the 
problem of detecting intercorrelations and determining the 
form of them was indicated, at least implicitly, by Kendall 
(1957), who suggested that the calculation of the latent roots 
and an orthonormal set of latent vectors of X'X provides a 
clear analysis of the intercorrelations. This idea was 
further expanded by Silvey (1969), Gunst and Mason (1973), 
Hawkins (1973), Gunst et al. (1976), and finally by Gunst 
and Mason (1977). 
Gunst and Mason (1977) suggested that the intercorrela­
tions can be examined by computing the latent roots and 
vectors of X'X, where the data matrix X is in standardized 
form (l'Xj=0) andX'jXj=l for j=l,2,...,k); hence X'X takes 
the form of the correlation matrix of the independent 
variables. 
The latent roots of a p x p square matrix A are defined 
as the solutions to the determinantal equation, 
I A - kl|= 0 (3) 
where 1 is the p x p identity matrix with ones on the main 
diagonal and zeros elsewhere, 0 is the single number zero, 
and X is a latent root. The determinant is a pth degree 
polynomial in \, and thus A has just P latent roots (Morri­
son, 1976). 
Associated with every latent root of the square 
matrix A is a latent vector whose elements satisfy the 
system of equations (Morrison, 1976) as followst 
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(A - I) = 0 or (4) 
A Vi = Xi Vi 
If there is an exact linear dependency among the columns 
of X, the data matrix, then there is one latent root equal to 
zero with a correspondent latent vector Vj that satisfies» 
X'X Vj = Vj = 0 . (5) 
Thus , X'X Vj = 0 if and only if XVj = 0 (Silvey, 1969). Con­
sequently, the constants, aj, of the linear dependency de­
fined in equation 2 are given by the elements of Vj. If work­
ing with standardized data matrix, the aj elements are also 
expressed in standardized units. 
These concepts are extended to the inexact linear depen­
dencies (called intercorrelations in this work) for which the 
expression in equations 2 and 5 hold approximately. 
The latent roots of the standardized matrix X'X are 
P 
restrained by 0 < \^ < p and = p, where p is the number 
of variables in X. In particular, if the columns of X are 
orthogonal, = 1 where i = 1,2,...p; otherwise there are 
some latent roots less than one and some larger than one. 
As the intercorrelation becomes more severe, the latent root 
approaches zero. Thus, latent roots near zero indicate the 
presence of severe intercorrelations. 
Mason et al. (1975) reviewed proposed solutions to the 
problem of intercorrelated data and discussed four of them 
17 
as followst 
1. Augmentation of data. This method is frequently 
mentioned as the best method, and sometimes as the 
only method, of removing intercorrelations from data 
(Silvey* 1969). It is most effective when the inter-
correlation can clearly be identified as a result of 
sampling a subspace of the independent variables or 
for models that are overdefined (more variables than 
observations). This method is not promising for a 
data matrix of soil variables. Augmentation of data 
outside the region of the intercorrelation may re­
sult in a poor prediction equation because the addi­
tional data points may be rare in the population. 
Or, if such points do not even exist in the popula­
tion, augmentation of the.data to remove the inter­
correlation is impossible without changing the 
population. 
2. Least squares estimation of parameters with 
restrictions. Mason et al. (1975) demonstrated that 
the least squares predictor may be adequate provided 
one predicts only in the region of the intercorrela­
tion, i.e., only when X^, X^, ..., X^ satisfy equa­
tion 2. If predictions are restricted to this 
region, one may obtain satisfactory results. An­
other restriction can be used if the intercorrela­
tion arises because only a subspace of the indepen­
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dent variables was sampled. This is, if previous 
estimates of some of the regression coefficients are 
available from some other source, least squares es­
timates can be obtained with the restrictions that 
some or all the estimates of the coefficients of the 
variables involved in intercorrelations are the same 
as those previously obtained with nonintercorrelated 
data. 
3. Variable selection. The choice of variables included 
in the regression model has a direct influence on 
the problem of intercorrelation; if variables in­
volved in an intercorrelation are not included in 
the model, the problem will not arise. However, 
variable deletion could have disastrous effects if 
the independent variables excluded from the model 
are the best predictors of the response variable. 
Also, effects of deleted variables are still 
present but only indirectly through variables re­
tained. Alternative models for intercorrelated 
variables can avoid most of the "disastrous effects". 
For soil variables, variable selection must be per­
formed with great care. Because of the interrela­
tionships among the variables, any conclusions made 
relative to individual regression coefficients are 
tenuous due to the large variances and covariances 
of the estimators. The conclusions based on the 
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regression may be valid only in the region defined 
by the intercorrelations; quite different effects 
may occur outside of this region. 
4. Biased methods of estimation of parameters. Three 
biased methods of estimation have been suggested to 
overcome the intercorrelation problem. The first is 
the least square regression on the latent vectors 
(or principal components) of X's (Kendall, 1957), 
A second method is ridge regression first proposed 
by Hoerl and Kennard (1970). The third method is 
latent root regression analysis proposed by Hawkins 
(1973) and Webster et al. (1974). Hocking (1976) 
presented a critical review of these methods. 
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MATERIALS AND METHODS 
Description of the Available Data 
During 1957 to 1970, corn yield observations were taken 
from single plots (experiments without treatment) in 15 
counties in Iowa. The data were collected under the super­
vision of Dr, Lloyd C, Dumenil, of the Agronomy Department, 
for the Iowa Agriculture and Home Economics Experiment Sta­
tion Project 1377 (revised Projects 1958 and 2326 in 1972 
and 1978, respectively) with the cooperation of the Iowa 
Cooperative Extension Service, the Soil Conservation Ser­
vice, USDA, and many farmer-cooperators and volunteer rain­
fall observers. Over 100 variables were recorded describing 
soil, management, weather, and crop characteristics. Henao 
(1976) presented a detailed description on how these observa­
tions were taken or estimated. 
For the present study a number of soil variables were re-
estimated, modified, or adjusted. Coding of erosion classes 
0 and 1 was modified; the four erosion classes now used are: 
0 = none (>12" A horizon), 1 = slight (7-12"), 2 = moderate 
(3-7"), and 3 = severe (<3"). The diagram to estimate plant 
available water capacity (PAWC) based on soil texture was ad­
justed by lowering the PAWC values for tsoil horizons with 
more than 75% silt, as shown in Figure 1. Soil profile de­
scriptions and original soil test data were re-examined and 
minor adjustments were made fori depth of A horizon, minimum 
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Adjuscmenc for aand alsc 
-- loamy aand and aandy 
loam 
Coarse -0.01 In/ln 
Medium 0.00 In/ln 
Fine +0.01 In/ln 
Very Fine +0.05 in/ln 
Adjustment for 
O.C. content 
t O.C. 
-0.01 
0.00 
+0.01 
+0.02 
+0.03 
+0.04 
percent sand 
Figure 1. Estimated relationship between plant available 
water capacity (PAWC) and soil texture components 
(rev. 1-11-78, Dumenil and Fenton) 
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pH in the profile, depth and thickness of the minimum pH in 
the 10-20 and 30-42 inch zones, available P in the 10-20 and 
30-42 inch zones, available K in the 12-24 inch zone, landscape 
location of the site, and depth or thickness of parent material. 
The present study is based on data from the western part 
of the state. A total of 1227 observations were available 
from Adams, Cass, Clay, Crawford, Harrison, Lyon, and Wood­
bury counties. The distribution of the observations is shown 
in Figure 2. The soil series represented in the seven counties 
includedI 
Adamst Sharpsburg, Nira, Macksburg, some till and 
paleosol units (Shelby, Adair, and Clarinda), and 
a few terrace and bottomland units (Nevin and 
Wabash). 
Cass: Marshall, Exira, Sharpsburg, Nira, Judson, some 
till and paleosol units (Shelby, Adair, Lamoni, and 
Clarinda), a few bottomlands (Kennebec and Zook), 
and a few silty terrace units (Bremer and Nevin). 
Clay: Primghar, Marcus, Sac, Everly, Clarion, Nicollet, 
and Webster, several terrace units (Wadena and 
Cylinder), and a few bottomland units (Kennebec, 
Colo , and Coland). 
Crawford* Marshall, Exira, Monona, Ida, Shelby, Judson, 
Napier, and a few bottomland units (Kennebec, 
Colo). 
Harrison* Monona, Ida, Dow, Napier, several Missouri 
PICKIHftON 
S f O U X  O'ttRlCN PALO ALTO 
PLYMOUTH BKHA «IdTA 
voooeuMv I im 
MOHONA 
CLIMTOn 
AoewoT 
Figure 2. ^^«^"^bservations used from each of the seven counties of 
M 
W 
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bottomland units, and a few local bottomland units 
(Nodaway, Kennebec). 
Lyon; Moody, Wentworth, Trent, Galva, Primghar, ter­
race units (Dempster, Benclare) and a bottomland 
unit (Calco). 
Woodbury; Monona, Ida, Galva, Napier, several Missouri 
bottomland units, and some local bottomland units 
(Kennebec, McPaul). 
The symbols, means, and ranges of the soil and location 
variables included in this study are presented in Table 1. 
Additional information on the variables is given in Appendix 
Table Al. 
Statistical Analysis 
Study sii. thg intercorrelations 
The examination of the intercorrelations within soil 
variables is useful to determine the characteristics of the 
sample and, hence, of the population under study. It is 
important to determine which soil variables are involved 
in intercorrelations and the nature (form) of the intercorre­
lations. If the intercorrelations are severe, the least 
squares estimates of individual regression coefficients are 
unreliable and predictions using the developed model outside 
the region of the intercorrelation are dangerous (Mason 
et al., 1975). 
Three methods of examining the intercorrelations were 
Table 1. Symbols, means, and ranges for the variables used in the study 
Symbol Variable Mean^ Range 
YIELD Corn yield, nearest bushel/acre 
SLOPE % slope of site area 
TWP Location, township no. (N-S direction) 
RANGE Location, range no. (E-W direction) 
SLCONF Slope configuration, coded 1 to 6 
EROS Erosion class, coded 0 to 3 
DAHOR Depth (inches) of À horizon (A1+A2+A3) 
OCl % organic carbon of 0-7" layer, %OC*lO 
0C2 % organic carbon of 7-20" layer, % OC*10 
DRAIN Natural internal drainage, coded 10 to 90 
PERM Subsoil permeability, coded 10 to 90 
CPL % clay in plow layer 
CMAX • Maximum % clay below plow layer 
CAV Average % clay in 60" profile 
DCMAX Depth (inches) to midpoint of CMAX horizon(s) 
SUBGRP Subsoil group rating for root growth, coded 0 to 6 
BIO Biosequence, coded 1 to 5 
TERR Landscape position, on terrace (dummy variable) 
BOTT Landscape position, on bottomland (dummy variable) 
BDl Bulk density of 15-30" layer, (BDl-1.00)*100 
BD2 Bulk density of 30-40" layer, (BD2-1.00)*100 
STRUCT Subsoil structure in B horizon, coded 1 to 7 
PHMIN Minimum pH below plow layer, pH*lO 
DPHMIN Depth (inches) to midpoint of PHMIN zone 
THPHMIN Thickness (inches) of minimum pH zone 
DCALb Depth to top of carbonate horizon 
98.3 15-186 
5.0 0-21 
85.7 71-99 
40.4 32-49 
3.3 1-6 
0.76 0-3 
14.9 0-48 
20.9 6-50 
13.1 2-30 
40.7 10-90 
53.7 10-90 
28.6 10-58 
32.8 4-65 
27.7 4-60 
19.2 6-57 
2.1 0—6 
4.97 3-5 
0.04 0-1 
0.20 0-1 
29.8 20-61 
36.4 25-73 
4.1 1-7 
66.9 54-85 
11.9 6-46 
7.8 3-33 
17.5 0-54 
^Number of observations = 1227. 
^Coded 60" minus observed depth or thickness; >60" = 0. 
Table 1. (Continued) 
Symbol Variable Mean Range 
PH2 pH of 10-20" zone, pH*lO 68.9 56-86 
PH3 pH of 30-42" zone, pH*lO 73.6 59-86 
STP2 Available P of 10-20" zone, pp2m P 12.7 5-68 
STP3 Available P of 30-42" zone, pp2m P 15.9 5-90 
STK2 Available K of 12-24" zone, pp2m K 71.1 15-300 
PAWC Plant available water capacity, (in H^O/S ft)*10 106.2 30-122 
DPMTb Depth to till 2.8 0-60 
DPMpb Depth to paleosol 1.1 0-54 
DPML/T^ Depth to loess over till 1.4 0-42 
DPMI> Depth to deoxidized loess 3.6 0-54 
DPMSb Depth to sand 1.1 0—54 
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tested! 
1. The simple correlation coefficients between pairs of 
soil variables were computed to determine the two-
variable intercorrelations. 
2 2. The coefficients of determination, Rj , of the Xj 
variable regressed on all other independent vari-
2 
ables were computed. A value of Rj near 1.0 indi­
cated that the given variable was involved in a 
severe intercorrelation. The coefficients of de­
termination were computed using PROC MATRIX of 
SAS.76 (Barr et al., 1976) based on the equation 
prepared by Gunst and Mason (1977), 
Rj^ = 1.0 - Cjj'l , (6) 
where cjj is the jth element in the main diagonal 
of the inverse of the correlation matrix (R ^) of 
the soil variables. 
3. In order to determine the number of intercorrela­
tions present in the data and the form or nature of 
such intercorrelations, the latent roots and vectors 
of the correlation matrix were determined. A latent 
root less than 0.3 indicates a problem of intercor­
relation (Gunst et al., 1976) and the correspondent 
latent vector indicates the form of such intercorre­
lation in terms of standardized independent vari­
ables. The latent roots and vectors of the correla-
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tion matrix were computed using PROC MATRIX of 
SAS.76 (Barr et al., 1976). 
Modeling for corn yields 
Multiple linear regression techniques were applied to 
determine the effect of the soil variables on corn yield. 
Due to the limitation of a maximum of 100 variables in the 
Helarctos II regression program used (Kennedy, 1971), the 
regression analyses had to be done in a series of stages be­
cause of the large number of potential variates to be tested 
in the quadratic model with interactions (36 linear, 34 quad­
ratic, and 794 linear*linear interaction variates). 
In the first stage, a regression model consisting of all 
linear and squared terms was evaluated. Variable selection 
was performed by backward elimination, retaining the linear 
term if it or its quadratic term had a significant t-value. 
The end product of these steps was a model with all squared 
terms and most linear terms significant at the 5% level. 
In the second stage, all linear*linear interactions of 
the variables selected in the first stage were evaluated ex­
cept interactions between variables which had a correlation 
of r = + 0.80 or higher. For testing the interactions, a 
modified version of the model developed in the first stage 
(modified to include retesting of some soil variables) was 
used as the base model. The base model had 45 independent 
variates (25 linear and 20 squared terms). 
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The interactions were initially assigned at random to 
one of five sets to be tested. Backward elimination was then 
applied to the interactions only until all remaining inter­
actions were significant at the 10% level. These remaining 
interactions from the five sets were then combined and ran­
domly assigned to two more sets for further testing and in­
teractions significant at the 5% level were retained. 
Finally, in the third stage, the significant interac­
tions were combined into one model to which backward elimina­
tion was applied to the interactions, retaining those inter­
actions significant at 10%, Then the same method was applied 
to the squared and linear terms. The elimination procedure 
was next repeated first on the interactions and then on 
squared and linear terms, retaining variates significant at 
5%. During variable selection, the linear term of a variable 
was retained regardless of its significance if its quadratic 
term or any interaction was significant. The end product of 
the modeling was the final model of yield on the selected 
soil variates. 
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RESULTS AND DISCUSSION 
Intercorrelations of Soil Variables 
Examination of the correlation matrix 
The first of the three methods to study intercorrelations 
was the examination of the simple correlations between soil 
and location variables. The correlation coefficients between 
yield and the soil and location variables, and between the 
soil and location variables are shown in Table 2. The corre­
lations between yield and the soil and location variables 
were included to show the degree of linear association between 
yield and the independent variables. 
Many correlation coefficients between the soil and loca­
tion variables were high; 39 correlations were + 0.60 or 
higher. Table 2 shows the presence of at least five very 
strong intercorrelationsi 
1. The high correlation (r=0.98) between bulk densi­
ties of the 15-30 inch layer (BDl) and of the 30-40 
layer (BD2) occurred because bulk densities of suc­
cessive horizons below the 15-30 inch layer increase 
with depth. Sharp changes in the rate of increase 
with depth occur only if parent material or textural 
discontinuities occur. 
2. Minimum pH in the profile (PHMIN) and 01 of the 10-
20 inch zone (PH2) were highly intercorrelated 
(r^O.92) because most minimum pH values occur in 
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Table 2. Simple correlation coefficients between yield and 
the soil and location variables and between the 
soil and location variables® 
Between variables r Between variables r 
YIELD and TWP -.22 EROS and DAHOR -.71 
EROS -.18 OCl -.64 
DÂH0R .19 0C2 -.84 
DCMAX .17 DRAIN -.42 
BDl -.17 DCMAX -.40 
BD2 -.17 
DPHMIN .21 DAHOR and OCl .45 
TOPHMIN .21 0C2 .82 
DCAL -.23 DCMAX .45 
PH3 -.22 BOTT .50 
STP2 .24 DPHMIN .46 
STP3 .27 STP2 .44 
STK2 .18 STK2 .40 
PAWC .27 
OCl and 0C2 .80 
SLOPE and SLCONF -.57 DRAIN .48 
EROS .71 CPL .43 
DAHOR -.51 
OCl -.57 0C2 and DRAIN .49 
0C2 -.68 
DRAIN -.47 DRAIN and PERM .68 
BOTT -.44 CPL 
CMAX 
.54 
.67 
TWP and RANGE .48 CAV .67 
OCl .45 SUBGRP .67 
PH3 .43 BOTT .46 
STP3 -.42 
PERM and CPL .66 
RANGE and PHMIN .52 CMAX .95 
PH2 .56 CAV .90 
PH3 .46 DCMAX 
SUBGRP 
.41 
.94 
SLCONF and EROS -.64 BDl .42 
DAHOR .62 BD2 .40 
OCl .49 STRUCT .56 
0C2 .67 DPMP .40 
DRAIN .48 
BOTT .40 
®Only the correlations with YIELD greater than + 0.15 
and those between the other variables greater than + 0,39 are 
listed. 
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Table 2. (Continued) 
Between variables r Between variables r 
CPL and CMAX .76 BDl and BD2 .98 
CAV .73 PAWC -.79 
SUBGRP .66 DPMT .63 
STRUCT .46 
BD2 and PAWC -.79 
CMAX and CAV .92 DPMT .61 
SUBGRP .93 
STRUCT .60 PHMIN and DCAL .70 
PH2 .96 
CAV and SUBGRP .87 PH3 .71 
STRUCT .59 
DPHMIN and THPHMIN .59 
DCMAX and BOTT .41 STP2 .55 
STP2 .43 STP3 .44 
STP3 .43 
STK2 .44 DCAL and PH2 .74 
PH3 .86 
SUBGRP and BDl .50 STP2 -.45 
BD2 .47 STP3 - .56 
STRUCT . 56 
PAWC -.42 PH2 and PH3 00
 
TERR and DPMS .50 PH3 and STP2 - .46 
STP3 - .64 
BOTT and DPHMIN .48 
STP2 .47 STP2 qnd STP3 .79 
STK2 .61 
the upper part of the profile in the PH2 zone. The 
mean depth to the midpoint of the PHMIN zone was 12 
inches in these western Iowa soils, 
3. Permeability class (PERM) and maximum clay percent­
age in the profile (CMAX) were also highly inter-
correlated (r=0.95). The permeability class was 
determined primarily by the least permeable horizon 
33 
in the profile, usually the one with the highest 
clay content (CMAX). 
4. CMAX and the average clay percentage of the five-
foot profile (CAV) were highly intercorrelated (r= 
0.92). Most of the western Iowa soils in this 
sample did not have the marked changes in their 
clay distribution curves due to weathering or tex-
tural changes associated with the presence of two 
parent materials in the profile which occur more 
frequently in eastern Iowa soils. 
5, The subsoil group rating for the root environment 
and crop growth (SUBGRP) was highly intercorrelated 
with CMAX (r=0,93) and PERM (r=0,94) because the 
coded classes were based primarily on CMAX and, to 
a lesser extent, on the parent material. 
Other strong intercorrelations occurred in the data, 
but these included several variables. The correlations 
shown in Table 2 may be grouped into essentially three re­
lated groups: (1) soil texture related variables (DRAIN, 
PERM, CPL, CMAX, CAV, SUBGRP, DDI, BD2, STRUCT, PAWC, and 
the parent material variable, DPMT), (2) soil erosion or 
organic matter related variables (SLOPE, SLCONF, EROS, DAHOR, 
OCl, and 0C2), and (3) pH related variables (PHMIN, DCAL, 
PH2, and PH3), Each of these variables was correlated with 
one or more of the other variables in each group greater 
than ± 0.59. 
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The high correlations within the three groups of vari­
ables occurred because of joint evolution during soil forma­
tion or because of a high degree of association due to the 
way the variables were measured or estimated. 
The correlation matrix method of examining intercorrela-
tions in data sets has the advantage that the coefficients 
are easily computed and easy to interpret, but only two-
variable intercorrelations may be detected. Although the 
intercorrelations among variables in related groups are ob­
vious, the correlation matrix does not give the quantitative 
measure of the multivariable intercorrelations present. 
2 Rj of the soil and location variables 
2 The Rj -values, determination coefficients of each Xj 
soil variable regressed on all others, were computed to de­
termine which soil and location variables were involved in 
2 intercorrelations. The R -values for these variables are 
presented in Table 3. 
2 The R -values ranged from 0.18 for BIO to 0.98 for BDl 
and BD2. Most values were greater than 0.80. Except for the 
2 
values for BIO and DPML, all R were high compared with the 
2 R of 0.22 for yield regressed on all linear soil and loca­
tion variables. This means that most of the soil and loca­
tion variables were involved in intercorrelations and some 
of them to a high degree. 
Some degree of intercorrelation among variables is 
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Table 3. 2 R for each soil and 
on linear functions i 
location variable regressed 
of all other variables^ 
Variable R2 Variable R2 Variable r2 
SLOPE .72 CAV .94 DCAL .84 
TWP .79 DCMAX .71 PH2 .96 
RANGE .82 SUBGRP .95 PH3 .90 
SLCONF .61 BIO .18 STP2 .77 
EROS .84 TERR .53 STP3 .79 
DAHOR .88 BOTT .85 STK2 .65 
OCl .88 BDl .98 PAWC .92 
0C2 .93 BD2 .98 DPMT .82 
DRAIN .83 STRUCT .55 DPMP .69 
PERM .96 PHMIN .95 DPML/T .58 
CPL .86 DPHMIN .69 DPML .31 
CMAX .97 THPHMIN .56 DPMS .83 
^r2 = 0.22 for YIELD regressed on linear functions of 
all 36 soil and location variables. 
expected due to joint evolution and causal relationships of 
soil properties during soil genesis. Another source of 
intercorrelation in the sample is the estimation of some 
variables such as EROS, OCl, 0C2, PERM, and SUBGRP based 
totally or partially on other soil variables (Henao, 1976). 
For a proper interpretation of the data and use of the 
computed regression models, intercorrelations have to be 
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taken into account because they interfere with variable se­
lection during model building and may mask or distort the 
estimated effects of individual variables on yields. 
Latent roots and vectors of the correlation matrix 
The two methods for studying intercorrelations previous­
ly discussed are helpful in determining the number of simple 
two-variable intercorrelations (the first method) and which 
variables are present in intercorrelations (the second 
method). Both methods, however, fail to specify the number 
of intercorrelations present and the form of such intercor­
relations in the data set. 
To determine the number of severe intercorrelations 
present in the data and the form of such intercorrelations, 
the latent roots and correspondent latent vectors of the 
correlation matrix were computed. The number of severe in­
tercorrelations present in the data is indicated by the num­
ber of latent roots of the correlation matrix which are close 
to zero. At this time, one cannot say how close to zero a 
latent root should be to indicate a severe intercorrelation; 
a latent root smaller than 0.3 was assumed to indicate a 
severe intercorrelation in this study as suggested by Gunst 
et al. (1976). 
A total of 17 latent roots smaller than 0.3 were present 
in the correlation matrix. The 17 latent roots and their 
correspondent latent vectors are presented in Table 4, The 
Table 4. Smallest latent roots and correspondent latent vectors of the correla­
tion matrix of the soil variables 
Latent vectors for each of the following latent roots^ 
V- for V2 for Vg for V4 for V5 for Vg for for Vg for Vg fo; 
^2 = ^3 = ^4 = ^5 = ^6 = X7 = ^8 = 
Variable .009 .021 .023 .034 .042 .046 .060 .077 .084 
SLOPE -.10 
TWP .25 -.30 
RANGE -.28 .18 -.14 
SLCONF 
EROS .13 .14 -.17 .13 .15 
DAHOR -.12 -. 31 -.37 -.11 
OCl .14 -.34 -.15 .22 .39 
0C2 -,11 
0
 
H
 -.13 -.13 .71 .19 .18 
DRAIN -.10 -.19 -.26 
PERM -.12 -.17 - .46 -.53 .41 -.20 
CPL -.11 -.11 -.17 -.10 .20 -.14 
CMftX .32 .24 .66 .16 -.11 -.27 
CAV -.11 .20 .51 .31 .26 -.11 .15 .32 
DCMMC -.11 
SUBGRP 
0
 
iH 1 
- .15 
0
 1 ro
 
00
 
-.61 -.17 
BIO 
TERR .12 
BOTT .14 .11 .35 .27 
BDl .60 -.17 -.23 .12 .14 -.34 .12 
BD2 —. 66 .25 .13 .11 -.19 -.22 
STRUCT .11 
PHMIN .14 .51 -.23 -. 12 -.10 .24 
DPHMIN 
^Only the vector elements + .10 are shown. 
Table 4. (Continued) 
Latent vectors for each of the following latent roots 
for for Vg for for for Vg for for Vg for Vg for 
^1 - ^2 ~ ^3 - ^4 ~ ^5 ~ ^6 ~ ^7 ^  ^8 ^  ^9 = 
Variable .009 .021 .023 .034 .042 .046 .060 .077 .084 
THPHMIN 
DCAL .14 -.12 .18 .23 -.19 
PH2 -.15 -.65 .27 .17 .18 
PH3 .14 -.19 .21 -.20 -.51 .32 
STP2 .23 
STP3 -.10 -.23 
STK2 -.15 
PAWC -.25 .39 .22 -.19 -.47 
DPMT -.16 .35 -.11 
DPMP .25 
DPML/T 
DPML 
DPMS -.12 .25 .17 -.19 -.17 
Table 4. (Continued) 
Latent vectors for each of the following latent roots 
for for V^2 for for for for for for 
^10 " ^11 = ^12 " ^13 = ^14 = ^15 " ^16 = ^17 = 
Variable .097 .116 .120 .140 .157 .197 .220 .285 
SLOPE —. 16 -.11 -.22 -.38 .44 
TWP .32 -.12 -.15 -.35 -.10 
RANGE .10 -.31 -. 31 .19 .19 .17 -.31 
SLCONF .13 -.12 .14 .13 
EROS .30 -.16 .24 .24 -.34 .41 -.17 
DAHOR .25 .36 .12 .19 .10 -.10 
CCI -.43 — .18 .23 
OC 2 .28 
DRAIN -.30 -. 13 -.42 .20 -.37 -.22 
PERM .15 .11 
GPL -.34 .43 .19 .24 .15 
GMAX .16 -.20 .11 
CAV .32 -.15 .16 
DCMAX -.29 .19 .20 
SUBGRP .44 1 to
 
o
 
-.12 
BIO .11 
TERR -.10 -.11 -.17 
BOTT -.32 .23 -.18 -.15 -.39 
BDl — .12 .11 -.15 
BD2 .18 -.12 -.11 
STRUCT 
PHMIN .15 .23 -.18 .16 -.19 -.25 
DPHMIN -.11 .13 .20 -.14 .21 .31 
THPHMIN -.12 -.11 -.19 
Table 4. (Continued) 
Latent vectors for each of the following latent roots 
Vio for Vii for Vl2 for ^13 Vi4 for Vi5 for ^16 Vi7 f' 
*•10 = ^11 = ^12 = ^13 = ^14 = ^15 = ^16 = ^17 
Variable .097 .116 .120 .140 .157 .197 .220 .285 
DCAL .12 .33 -.47 .20 .31 .17 
PH2 .15 .11 -.17 
PH3 -.17 .15 .37 .22 
STP2 -.12 .13 -.27 -.44 .14 .22 .17 .13 
STP3 .24 .17 .39 - ,30 .16 
STK2 -.45 .17 .31 
PAWC -.25 .28 -.15 
DPMT .13 - .15 .17 .41 
DPMP .15 .22 
DPML/T -.12 .14 
DPML -.13 
DPMS .24 .16 .27 
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intercorrelations are discussed in the following paragraphs. 
The smallest latent root was 0,009 (Table 4) which was 
considerably smaller than 1.0, the latent root for orthogonal 
(noncorrelated) data. This first intercorrelation was identi­
fied by the first latent vector (V^) and involved the follow­
ing soil variables: PERM, CMAX, CAV, SUBGRP, BDl, BD2, PHMIN, 
and PH2. The algebraic expression of the first intercorrela­
tion in terms of standardized variables, 
-0.12*PERM + 0.32*CMAX - 0.11*CAV - 0.10*SUBGRP + 
0.60*BD1 - 0,66*BD2 + 0.14*PHMIN - 0.15*PH2 =0 , (7) 
was dominated by BDl and BD2. This relation was affected to 
some extent by the soil texture related variables (PERM, CMAX, 
CAV, and SUBGRP) and by two pH related variables (PHMIN and 
PH2) perhaps through the association with parent material 
variables. 
The form of the second intercorrelation was given by the 
second latent vector (Vg, Table 4). The algebraic expression, 
-0.11*OC2 - 0.17*PERM - 0.11*CPL + 0.24*CMAX + 
0.20*CAV - 0.15*SUBGRP - 0.17*BD1 + 0.25*BD2 + 
0.51*PHMIN - 0.65*PH2 + 0.14*PH3 = 0 , (8) 
was dominated by the pH related variables (PHMIN, PH2 and 
PH3) which are not independent of each other in soil profiles. 
However, this relationship was not exact and some other soil 
variables appeared in the intercorrelation. These were the 
soil texture related variables which are associated with pH 
distribution in soil profiles. 
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The third intercorrelation was dominated by two texture 
related variables, PERM and CMAX (Vg, Table 4), whose rela­
tionship was discussed previously. Bulk density, pH vari­
ables, and PAWC were also factors in the intercorrelations 
and are associated with PERM or CMAX (Henao, 1976). 
The fourth intercorrelation was dominated by PERM and 
CAV (V^, Table 4). It was practically the same as the third 
but less severe, having a latent root of 0,034 compared to 
0.023 for the third intercorrelation. 
The dominant variables in the fifth intercorrelation 
were: SUBGRP, PERM, and CAV (V^, Table 4), This is because 
SUBGRP rating is based primarily on CMAX (Henao, 1976), 
The sixth intercorrelation (Vg, Table 4) reflected the 
interdependency of the organic matter and soil erosion re­
lated variables. Higher OC2 values are associated with deeper 
A horizons and with little or no erosion. The other variables 
involved in the intercorrelation (CAV, SUBGRP, BDl, BD2, DCAL, 
PH3, and DPMT) showed some degree of correlation with soil 
organic matter (Table 2), 
The latent root for the seventh intercorrelation was 
0,060, almost seven times larger than the latent root for 
first intercorrelation. In correlation seven, there were no 
strong dominant variables as in the first six intercorrela­
tions* The variables involved in the intercorrelation were: 
location variables (TWP and RANGE), organic matter related 
variables (EROS, DAHOR, CCI and 0C2), texture related 
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variables (DRAIN» CÂV« BDl, and BD2), landscape location 
variables (TERR, BOTT), pH related variables (DCAL and PH3) 
and soil parent material variables (DPMT and DPMP). This 
intercorrelation showed an interdependency among all these 
variables. 
Many variables (22) were involved in intercorrelation 
eight with PH3 being the dominant one. The intercorrelation 
also showed a multiple interdependency of soil and location 
variables. 
Intercorrelation number nine was dominated by PAWC, OCl 
and the texture related variables. This is due to the proce­
dure used to estimate PAWC, which is based on soil texture 
adjusted by organic matter content (Henao, 1976). PH3 was 
also involved in this intercorrelation. 
Soil erosion related variables (EROS, DAHOR, and 0C2), 
texture related variables (DRAIN» PERM, CPL, CMAX, DCMAX, 
SUBGRP, and BDl), related variables (PHMIN, DPHMIN, DCAL, 
and PH3), soil test P variables (STP2 and STP3), and the 
parent material variable DPMT were involved in the tenth in­
tercorrelation. This intercorrelation also showed a complex 
type of interdependency between soil variables. 
Intercorrelation 11 was dominated by DAHOR and OCl; 
shallower A horizons are associated with lower organic carbon 
content in the 0-7 inch zone. This relation changed with 
location (TWP and RANGE), CAV, and location on the landscape 
(BOTT). Other variables involved in this intercorrelation 
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were PHMIN and PAWC. 
The 12th intercorrelation was dominated by DRAIN and 
CPL. Poorer natural internal drainage is associated with 
higher clay percentages and with bottomland locations 
(BOTT). This relation changed with RANGE, EROS, STP2, and 
PAWC. 
In intercorrelation 13 the dominant variables were STP2 
and STP3 which were highly correlated. This relation was 
most modified by depth to top of carbonate horizon (DCAL). 
Intercorrelation 14 had two dominant variables DCAL and 
DPMT. This is because the thicker overburden or reworked 
material over till is associated with a deeper depth to top 
of carbonate horizon. DCAL was also associated with other 
soil parent materials (DPMP and DPMS). The relation between 
DCAL and parent material variables also changed with SLOPE, 
EROS, and CPL. 
Intercorrelation 15 was dominated by six variables (TWP, 
EROS, DRAIN, PH3, STP2, and STK2). Higher erosion classes 
are associated with better internal drainage. This associa­
tion changed with TWP and with subsoil fertility variables 
(PH3, STP2 and STK2). 
Intercorrelation 16 was dominated by SLOPE and EROS 
which are highly correlated (Table 2). This association 
changed with RANGE and some subsoil fertility variables 
(PHMIN, DPHMIN, DCAL, PH3, and STP3). 
Finally, intercorrelation 17 was dominated by SLOPE and 
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BOTT. This relationship was changed by the OCl, DRAIN, DPHMIN, 
STK2, and DPMS variables. 
This last method of studying intercorrelations was the 
only one able to determine the number of intercorrelations 
present in the data and the algebraic form of these inter­
correlations. However, more intercorrelations in the data 
than those indicated may exist. The latent root limit of 
\ < 0.3 to determine if intercorrelations exist is somewhat 
arbitrary; research is needed to determine what the upper 
limit of a latent root should be to conclude with certainty 
that no additional intercorrelations exist. 
Concluding remarks on intercorrelation studies 
The presence of intercorrelated variables in the re­
gression model causes poor estimation of their coefficients. 
Moreover, when a regression model is developed from inter­
correlated data, the interpretation of the relationships 
suggested by the model and the predictions using it are 
restricted to the region defined by the intercorrelations. 
A variable involved in an intercorrelation that is selec­
ted to be included in the regression model acts as an index; 
the estimated effect of this variable on the dependent vari­
able will be partially due to the effect of the particular 
variable plus the effects of other intercorrelated variables 
excluded f rom the model. 
In the case of soil variables, the intercorrelations 
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occurred mainly because most soil properties developed 
jointly during soil genesis. Another source of intercorrela-
tion may be the random sampling technique with some restric­
tions used to select the sample sites (Henao, 1976); the sub-
space of the soil variables in the sample thus was dominated 
by the soil mapping units (type-slope-erosion) occurring most 
frequently in the area. 
Three methods were used to study the intercorrelations 
among soil and location variables: 
1. Examination of the correlation matrix proved to be 
helpful in detecting intercorrelations involving 
only two variables, 
2. Determination of the Rj was useful to determine 
which variables were involved in intercorrelations, 
3. Examination of the latent roots and vectors of the 
correlation matrix was useful to determine the num­
ber of severe intercorrelations present in the data, 
as well as to determine the algebraic form of the 
intercorrelations expressed in terms of standardized 
soil variables. 
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Modeling Using Multiple Regression Techniques 
Modeling of corn yield on soil and location variables^ 
was done using multiple linear regression techniques. The 
purpose of this analysis was to determine which variables 
were most important for explaining corn yield variations in 
the sample and to determine the form of the relationships. 
At this point we are aware that models developed by this 
technique should be discussed and interpreted in terms of the 
intercorrelations previously discussed. Variables selected 
in this modeling will be the ones which are most dominant 
among groups of intercorrelated variables that influence corn 
yield variations significantly. 
Before modeling, the values of each independent variable, 
except the landscape location variables (BOTT and TERR) and 
the parent material variables (DPMT, DPMP, DPKL/T, DPML, and 
DPMS), were coded by subtracting its approximate mean (rounded 
to nearest whole number). These transformations were used to 
reduce the correlations between linear terms and their quad­
ratic or interaction variates The regression coefficients 
for most of the linear terms also became more stable because 
the coefficient for the linear variable was thus evaluated at 
^The term "variable" will refer to a factor under study 
whose effect in the regression model and analysis may be a 
function of one or more variates or terms. "Variate" will 
refer to a single term included in the multiple regression 
model and analysis. 
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the transformed Y intercept for = 0, not at = 0. If 
the data are not coded, the linear coefficient frequently is 
an extrapolation outside the range of the variable because 
X^ = 0 was not observed; this increases the standard error of 
the coefficient. If the variable is coded by substracting the 
mean, the linear coefficient is evaluated at X^ = X^. These 
two advantages achieved by coding the independent variables, 
stability of the b^^ and smaller standard errors, facilitated 
variable selection in intercorrelated data such as were used 
in this study. 
The modeling to select the variates for the final predic­
tion model was performed in three stages as described in the 
Materials and Methods chapter. In this section, only the 
results of stage 1, quadratic modeling, and stage 3, final 
modeling, will be discussed. 
Quadratic model 
The variates included in the initial stage of testing, 
the full quadratic model, are presented in Table 5. The 
initial model with 70 variates had an R of 0,287; this was 
the model to which variable selection by backward elimination 
was applied to get the final quadratic model of yield on se­
lected linear and quadratic soil and location variates. 
The regression statistics of the final model which in-
2 
eluded 30 variates are shown in Table 6. The R for this 
model was 0.263, which showed that 26.3% of the total variation 
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Table 5, Variâtes included in the full quadratic model of 
yield on soil and location variables 
^i^ Variate^ ^i Variate ^i Variate 
2 SLOPE (5) 26 DGAL (18) 49 GMAX^ 
3 TWP (86) 27 PH2 (69) 50 CAV^ 
4 RANGE (40) 28 PH3 (74) 51 DGMAX^ 
5 SLCONF (3) 29 STP2 (13) 52 SUBGRpZ 
6 EROS (1) 30 STP3 (16) 53 Biof 
7 DAHOR (15) 31 STK2 (71) 54 BDl^ 
8 OCl (21) 32 PAWG (106) 55 BD2^ 
9 0C2 (13) 33 DPMT 56 STRUCT^ 
10 DRAIN (41) 34 DPMP 57 PHMIN^ 
11 PERM (54) 35 DPML/T 58 DPHMIN^ 
12 GPL (29) 36 DPML 59 THPHMIN^ 
13 CMAX (33) 37 DP MS 60 DGAL? 
14 GAV (28) 61 PH2^ 
15 DCMAK (19) 38 SLOPE^ 62 PH3^ 
16 SUBGRP (2) 39 RANGE^ 63 STP2^ 
17 BIO (5) 40 TWP 2 64 STP3^ 
18 TERR 41 SLCONF^ 65 STK2^ 
19 BOTT 42 EROS^ 66 PAWG^ 
20 BDl (30) 43 DAHOR^ 67 DPMT^ 
21 BD2 (36) 44 OGl^ 68 DPMP 2 
22 STRUCT (4) 45 0C2^ 69 DPML/T^ 
23 PHMIN (67) 46 DRAIN^ 70 DPML^ 
24 DPHMIN (12) 47 PERM^ 71 DPMS^ 
25 THPHMIN (8) 48 CPL^ 
( ) 
= YIELD. 
^Rounded means used to code the variables are given in 
Table 6, Multiple regression statistics for the final quadratic model of 
corn yield on selected soil and location variables® 
Variable 
Regression coefficients 
Linear Quadratic Interpretation 
TWP 
SLCONF 
EROS 
OCl 
0C2 
DRAIN 
PERM 
CPL 
•0.866** -0.0396** Yield decreased north of .WP75 (southcentral 
Cass Co.), where YMAX occurred. 
2.83** - Yield increased 2.8 bu/acre per unit change 
from 1 = strongly convex to 6 = concave. 
•5.22* - Yield decreased 5.2 bu/acre per unit change 
from 0 = none to 3 = severe. 
0.730* -0.0560** Yield increased as OCl (0-7 inch layer) in­
creased to 2.75%, where YMAX occurred. 
•1.049** 0.1064** Yield decreased as 0C2 (7-20 inch zone) in­
creased to 1.8%, where YMIN occurred. 
0.242++ -0.0108** Yield increased as DRAIN changed from 10 = 
excessively well to 52 = somewhat poorly 
drained, where YMAX occurred. 
0.419++ 0.0185** Yield decreased as PERM changed from 10 = 
rapid to 43 = mod rapid to moderate, where 
YMIN occurred. 
0.675** -0.0628** Yield increased as CPL (0-7 inch layer) in­
creased to 34% clay, where YMAX occurred. 
^Intercept = 110.67; R^ = 0.263. 
^Coefficients are for coded values around their means (given in Table 5) ex 
cept for DPMT and DPML which were not coded around their means. 
^MAX = maximum yield; YMIN = minimum yield. 
**,*,++Significant at the 1%, 5%, and 10% levels, respectively, in this and 
all other tables in PART I. 
Table 6. (Continued) 
Regression coefficients 
Variable Linear Quadratic 
CAV 
SUBGRP 
-0.950** 0.0787** 
0.004 -3.2385** 
STRUCT -1.736* -1.3535** 
PHMIN 
THPHMIN 
DCAL 
-0.492* 
0.834** 
0.228* 
PH3 0.200 -0.0763** 
STP3 0.231** 
PAWC 0,668** 
Interpretation 
Yield decreased as CAV increased to 34% clay, 
where YMIN occurred. 
Yield decreased as SUBGRP increased from 2 = 
slightly unfavorable, where YMAX occurred, 
to 6 = very unfavorable. 
Yield increased as STRUCT changed from struc­
tureless = 0 to 3.4 = weak to weak-moderate 
structure, where YMAX occurred. 
Yield decreased 0.49 bu/acre per 0.1 pH unit 
increase in PHMIN from 5.4 to 8.5. 
Yield increased 0.83 bu/acre per inch in­
crease in THPHMIN from 3 to 33 inches. 
Yield decreased 0.23 bu/acre per inch in­
crease in depth to top of the carbonate 
horizon from 0 to 60 inches (DCAL coded* 
60"-depth to carbonate) 
Yield increased as PH3 (30-42 inch zone) in­
creased from pH 5.9 up to 7.5, where YMAX 
occurred. 
Yield increased 0.23 bu/acre per unit in­
crease of STP3 (30-42 inch zone) from 5 to 
90 pp2m P. 
Yield increased 0.67 bu/acre per 0.1 inch in­
crease in PAWC in 5 ft profile from 3 to 
12.2 inches. 
Table 6, (Continued) 
Regression coefficients 
Variable Linear Quadratic Interpretation 
DPMT 0.174* - Yield decreased 0.17 bu/acre per inch in­
crease in depth to the till parent materi­
al from 0 to 60 inches (DPMT codedt 60"-
depth to till) 
DPML 0.539* -0.0132* Yield increased as depth to top of deoxi­
dized loess horizon increased from 0 to 40 
inches, where YMAX occurred (DPML coded: 
60"-depth to deoxidized loess). 
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in corn yield was associated with or explained by the model. 
Interpretations of the effects of the variables on corn 
yield are also given in Table 6, Because most of the vari­
ables were coded by substracting their respective rounded 
means before modeling, their regression coefficients in Table 
6 are in coded units. However, the interpretations are ex­
pressed in terms of the decoded variables whether they were 
coded around these means or coded in the original listing of 
the data. 
In order to determine the trend of the effect of each 
soil and location variable which had a curvilinear effect on 
yield, the slope at the lowest observed value of the given 
variable was determined. This slope (not the SLOPE variable) 
is the initial response of yield at the minimum observed 
value of the independent variable. The slope at any point 
of the quadratic function with respect to an independent 
variable, X^, is computed from the first derivative of the 
regression equation of yield (Y) with respect to Xj^, 
g- = bi + , (9) 
where b^ and b^^ are the coefficients of the linear and 
quadratic terms, respectively, of X^. 
To find the slope of the function at the minimum ob­
served level of the independent variable, X^ is replaced in 
equation 9 by where X^^^ is the minimum value of 
the variable, X is its mean, and b^ and b^^ are from the 
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regression equation in Table 6. 
To determine the level of the independent variable 
associated with a maximum (YMAX) or a minimum (YMIN) yield, 
equation 9 is equated to zero and solved for . The de­
coded value of associated with YMAX or YMIN is obtained by 
adding the rounded mean listed in Table 5, The sign of the 
second derivative indicates if the quadratic function has a 
maximum or a minimum; it has a minimum if the sign of the 
second derivative is positive and a maximum if negative. 
Since the second derivative, 
? = 2b.. , (10) 
4*1 
is a function of b^^, the sign of this coefficient indicates 
if a maximum or minimum exists. 
Most variables in the model had expected effects on 
corn yields (Table 6), Some variables showed trends opposite 
to those expected over all or part of the relevant range of 
the variable. These variables were OCl, 0C2, PERM, CÀV, 
PHMIN, DCAL, and DPMT. A brief discussion of the unexpected 
responses for each of these variables follows. 
Corn yield was expected to increase at a decreasing rate 
with increases in OCl and then reach a plateau (leveling of 
yield); instead, yield decreased after reaching a maximum 
at 2.8% organic carbon. This decrease may be due to the 
quadratic mathematical model used to approximate the response 
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since it forces the yield curve to decrease after reaching 
a maximum. OCl was also involved in some intercorrelations 
that may affect its coefficients. For example, in analyzing 
the yield trend with respect to OCl, DRAIN and SLOPE were held 
constant, but high OCl levels are associated with poor drain­
age and nearly level slopes (Table 2) and some bias in squared 
terms may have occurred. 
The negative response of yield to 0C2 from 0.2 to 1.8% 
organic carbon was opposite to that expected. This trend may 
be due to the presence of other variables highly intercorre-
lated with 0C2. In intercorrelation number 6 (vector Vg, 
Table 4), the most dominant variable was 0C2 and seven vari­
ables (OCl, CPL, CAV, SUBGRP, DCAL, PH3, and DPMT) involved 
in this intercorrelation were also in in the quadratic model. 
Regression coefficients of two highly positively intercorre-
lated variables in the same model often have opposite signs 
(Mason et al., 1975). 
The responses of corn yield to PERM and CAV, in the oppo­
site direction of the expected, probably were related to in­
tercor relations involving the texture related variables 
(PERM, CAV, DRAIN, CPL, SUBGRP, STRUCT, and PAWC) in the model. 
The response of yield to PHMIN was expected to show a 
curvilinear trend with YMAX occurring at pH 6.5 to 7.0. The 
lack of a significant quadratic effect of PHMIN and the DCAL 
effect (YMAX occurring in calcareous soils) may be linked to 
intercorrelations dominated by PH3 and the two pH related 
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variables. 
Decreasing yield as depth to till increased was not ex­
pected* but this effect may be confounded with other vari­
ables. The comparison involved the Shelby soils in the 
southern part of the area and the Clarion soils in Clay 
County which had till at or near the surface vs the Everly, 
Nicollet and Webster soils with till at 20 to 40 inches below 
the surface vs all other sites in the study. 
The unexpected yield responses to the variables were 
further investigated. To determine if the unexpected yield 
responses observed were caused by the presence of other highly 
intercorrelated variables in the model, a series of alterna­
tive regression models were calculated. To investigate a 
particular variable, alternative models were constructed by 
deleting successively the other variables correlated with it 
from the original model. The first variable deleted was the 
one showing the highest correlation coefficient, then the 
variable with the next largest r-value was deleted, and the 
procedure was continued until all variables correlated >0.59 
were deleted from the model. During the alternative modeling 
procedure, the stability of the regression coefficients of the 
variable under study was observed. A brief presentation of 
the results of the alternative modeling follows. 
To investigate the unexpected yield response to CCI, the 
0C2 and then the EROS variables were deleted from the model. 
The slope of the response curve at the lowest level of CCI 
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changed from 2.41 (original value) to 1.48 bu/A, and the YMAX 
shifted from 2.75 to 2.68% organic carbon; the response curve 
thus became flatter, but it still represented the same trend. 
Hence, the unexpected yield response to OCl discussed previ­
ously was not caused by intercorrelations. 
The yield response curves to 0C2 changed markedly during 
alternative modeling. As the EROS, OCl, and SLCONF variables 
were deleted in order, the slopes of the response curves at 
the lowest observed value of 0C2 changed from -3.39 to 0.98 
bu/A, and the curves switched from a YMIN at 1.8 to a YMAX at 
2.3% organic carbon. The changes of the response curves are 
illustrated in Figure 3A, where 1 represents the yield response 
to 0C2 in the final quadratic model, and 2, 3, and 4 represent 
the response curves after successively deleting EROS, OCl, and 
then SLCONF, respectively. These changes indicated that the 
initial observed yield response to 0C2 was caused by inter-
correlation. 
The variables deleted from the final quadratic model dur­
ing alternative modeling of PERM were SUBGRP, CAV, DRAIN, and 
CPL. The yield response curves to PERM increments changed 
markedly; the slopes of the curves at the lowest observed 
level of PERM changed from -1.20 to 1.38 bu/A, and the curves 
switched from a YMIN at 43 to a YMAX at 68 (moderately slow 
to slow permeability class). The changes in the response 
curves are illustrated in Figure 3B, where curve 1 is the re­
sponse to PERM in the final quadratic model, and 2, 3, 4, and 
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5 are the response curves after deleting SUBGRP, CAV, DRAIN, 
and CPL, respectively. Hence, the unexpected response dis­
cussed earlier to PERM was caused by intercorrelations• 
An important observation during PERM alternative model­
ing was that SUBGRP, the first variable deleted from the 
final quadratic model and highly correlated with PERM (r= 
0,94, Table 2), decreased the R^ of the first alternative 
2 
model to 0.237. This R was significantly lower than the 
R Of 0.263 for the final quadratic model and was not expected 
to occur with such highly correlated variables. This indi-
1? 
cates that deletion of 1 or 2 highly correlated variables in 
the initial variable selection, when modeling, may not always 
be appropriate for optimum prediction models. 
The yield response curves to CAV also changed markedly 
during alternative modeling; the slopes of the response 
curves at the lowest observed level of CAV changed from -4,72 
to 1.34 bu/A as the PERM, SUBGRP, CPL, and DRAIN variables 
were deleted from the model. The response surfaces also 
changed from a YMIN at 34% to a YMAX at 34% average clay. 
The changes in the response curves are illustrated in Figure 
3C, where curve 1 is the response in the final quadratic 
model, and 2, 3, 4, and 5 are the response curves after de­
leting PERM, SUBGRP, CPL, and DRAIN, respectively, from the 
model. Thus, the unexpected yield response to CAV in the 
final model was due to distortion in its coefficients caused 
by intercorrelations. 
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The deletion of PH3 and DCAL which were highly corre­
lated with PHMIN, and the addition of PHMIN^ during alterna­
tive modeling« changed the yield response to PHMIN from a 
negative linear to a significant curvilinear effect, with 
YMAX occurring at pH 6.93. This latter trend is the expected 
response of PHMINj hence, the unexpected response previously 
observed was caused by the intercorrelated variables in the 
model. 
The addition of DCAL to the final quadratic model and 
deletion of PH3 and then PHMIN changed the yield response 
to DCAL increments from linear to a significant curvilinear 
effect, with YMAX occurring at 30 inches to carbonates. The 
changes in the responses are illustrated in Figure 3D, where 
curve 1 is the response of DCAL in the final quadratic model 
plus its nonsignificant quadratic term, and curves 2 and 3 
are after deleting PH3 and then PHMIN. In the figure, the 
horizontal axis is in the original coded units (60 inches 
minus observed depth to top of carbonates). The new response 
is within the range of the expected response for DCAL; hence, 
the unexpected response previously observed and discussed 
was caused by intercorrelations. 
The interpretation and discussion of the effects of the 
soil and location variables on corn yields should be taken 
with some reservation because the regression coefficients 
of highly intercorrelated variables in the same regression 
model have large variances and estimation of their individual 
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regression coefficients may be unreliable. 
2 The relatively low R of 0.26 of the final quadratic 
model showed that most of the yield variance was unaccounted 
for; weather and management variables are known to explain 
much more of the yield variation (Henao, 1976) and may alter 
the effects of the soil variables on yield. 
Selection of interaction variates and final model 
A total of 263 linear*linear interactions between soil 
and location variables were tested as described in stage 2 of 
the modeling for corn yields in the Materials and Methods 
chapter. The base model, used to test the interactions and 
presented in Table 7, was the quadratic model just discussed 
(Table 6) plus additional variables that were deleted in the 
later steps in the selection of the final quadratic model. 
These additional variables, included because their inter­
actions may be important in explaining yield variations, were 
SLOPE, BIO, TERR, BOTT, STK2, and DPML/T. Some quadratic 
terms were also included in the base model to test with the 
interaction terms; these were SLOPE^, SLCONF^, EROS^, PHMIN^, 
THPHMIN^, DCAlf, STP3^, STK2^, and PAWC^. Hence, a total of 
45 independent variates were included in the base model 
(Table 7) which had an R^ of 0.277. 
The 30 most significant interactions from the seven sets 
of regressions used in stage two were then combined with the 
base model for selection of the final prediction model. The 
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Table 7. Variâtes included in the base model for testing 
the interactions between soil and location 
variables 
^i Variate ^i Variate ^i Variate 
2 SLOPE 17 PHMIN 32 0C2^ 
3 TWP 18 THPHMIN 33 DRAIN^ 
4 SLCONF 18 DCAL 34 PERM^ 
5 EROS 20 PH3 35 CPlf 
6 OCl 21 STP3 36 CAV^ 
7 0C2 22 STK2 37 SUBGRpZ 
8 DRAIN 23 PAWC 38 STRUCT^ 
9 PERM 24 DPMT 39 PHMIN^ 
10 CPL 25 DPML/T 40 THPHMIN' 
11 CAV 26 DPML 41 DCAl? 
12 SUBGRP 27 SLOPE^ 42 PH3^ 
13 BIO 28 TWp2 43 STP3^ 
14 TERR 29 SLCONF^ 44 STK2^ 
15 BOTT 30 EROS^ 45 PAWC^ 
16 STRUCT 31 OCl^ 46 DPML^ 
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Table 8, Interaction variâtes tested in the final model of 
corn yield on soil and location variables 
Variate Variate Variate 
SLOPE*DRAIN 0C2*TERR TERR*STP3 
•STRUCT •PHMIN B0TT*PH3 
TWP*EROS DRAIN*PAWC *STP3 
*PH3 PERM*BOTT STRUCT*STK2 
*PAWC *STP3 THPHMIN*PH3 
*STP3 
SLC0NF*PERM CPL*BOTT 
*CPL CAV*STP3 PH3*PAWC 
EROS*B10 *PAWC STP3*STK2 
0C1*BI0 SUBGRP*DPML/T *PAWC 
0C2*PERM TERR*DCAL STK2*DPML/T 
interaction variates tested in the final model are listed in 
Table 8. The initial model in the third stage of model se­
lection contained 75 variates (45 linear and squared variates 
of the base model plus 30 interaction variates) and had an 
2 R of 0,356. Backward elimination was then performed on the 
interactions, squared, and linear variates (in that order) at 
the 20% level, then at the 10%, and finally at the 5% level 
of significance. In the final regression model selected, 
all squared and interaction terms were significant at the 5% 
level, but a linear term was retained regardless of its sig­
nificance if its squared term or any of its interactions was 
significant. 
The statistics of the final regression of corn yield on 
selected soil and location variates are presented in Table 9. 
The final interaction model contained 52 variates and had an 
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Table 9. Regression statistics for the final model of corn 
yield on selected soil and location variates^ 
^i Variate 
Regression 
coefficient 
^i Variate 
Regression 
coefficient 
2 SLOPE (5)b -0.923* 28 OCl- -0.095** 
3 TWP (86) -0.544** 29 0C2^ , 0.133** 
4 SLCONF (3) 2.742** 30 DRAIN"' -0.015** 
5 EPOS (1) -0.257 31 CPL2 -0.066** 
6 OCl (21) 0.271 32 CAV 2 0.104** 
7 0C2 (13) -0.104 33 SUBGRP2 -1.549** 
8 DRAIN (41) 0.134 34 PHMIN? -0.049* 
9 PERM (54) 0.933** 35 THPHMIN? 0.112** 
10 CPL (29) 0.390 36 PH32 —0.071* 
11 CAV (28) -0.984* 37 DPML2 -0.014* 
12 SUBGRP (2) -1.608 
13 BIO (5) -7.286+ 38 SLOPE*DRAIN -0.139** 
14 TERR 44.728** 39 *STRUCT 0.580** 
15 BOTT -6.602+ 40 TWP*ER0S 0.275* 
16 STRUCT (4) -3.046** 41 *PAWC 0.027** 
17 PHMIN (67) -0.489++ 42 SLC0NF*CPL 0.514 
18 THPHMIN (8) -0.015 43 0C1*BI0 -1.929* 
19 DCAL (18) 0.226++ 44 0C2*TERR -7.830** 
20 PH3 (74) -0.193 45 DRAIN*PAWC -0.020** 
21 STP3 (16) 0.256** 46 CPL*BOTT -1.427** 
22 STK2 (71) 0.049++ 47 CAV*PAWC 0.033* 
23 PAWC (106) 0.834** 48 SUBGRP*DPKL/T -0.360* 
24 DPMT 0.360** 49 TERR*DCAL 0.545* 
25 DPML/T 0.766** 50 B0TT*PH3 1.497** 
26 DPML 0.748** 51 STRUCT*STK2 -0.031* 
9 52 TOPHMIN*PH3 -0.123** 
27 TWP'' -0.044** 53 *STP3 -0.043** 
^Intercept = 105.3; R^ = 0.339. 
bounded mean used to code the variable shown in the 
parentheses. 
"^Significant at the 15% level* in this and all other 
tables in PART I. 
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Of 0.339 which was considerably larger than the of 
0.263 of the final quadratic model. 
Some important differences occurred between the final 
model and the quadratic model in Table 6. A summary of the 
significances of the linear and squared terms of the quadratic 
and final models is presented in Table 10, Some linear and/ 
or quadratic terms changed in significance in the presence 
of the interaction variates, that is, some variables had sig­
nificant linear and/or curvilinear effects in one model and 
not in the other. This may be due to the inclusion of their 
interactions and/or the addition of correlated linear vari­
ables to the final interaction model after they had been 
deleted in the final quadratic model. 
Some variables that were retested (deleted during quad­
ratic model selection) did have significant effects in the 
final model (Table 10), These included SLOPE, BIO, TERR, 
BOTT, STK2, and DPML/T, all of which were involved in one or 
more significant interactions. This shows that variable se­
lection based only on a quadratic model in early stages may 
result in deletion of variables that are important in complete 
models containing interaction variates. 
All of the variables were involved in significant inter­
actions except PERM, PHMIN, DPMT, and DPML, The rest were 
involved in one or two interactions and only PAWC was in­
volved in three (Table 10). 
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Table 10. Significance of the regression coefficients of the 
linear and quadratic terms in the final quadratic 
and interaction models 
Final interaction model 
Quadratic model inter-
Variable Linear Quadratic Linear Quadratic actions 
SLOPE - - * - 2 
TWP ** ** ** ** 2 
SLCONF ** — ** - 1 
EROS * - ns^ - 1 
CCI * * *  ns ** 1 
0C2 ** ** ns ** 1 
DRAIN ++ ** ns ** 2 
PERM ++ ** ** - 0 
CPL ** ** ns ** 2 
CAV ** ** * ** 1 
SUBGRP ns ** ns ** 1 
BIO - - + - 1 
TERR - - ** - 2 
BOTT - - + - 2 
STRUCT * ** ** - 2 
PHMIN * - ++ * 0 
THPHMIN ** — ns ** 2 
DCAL * — ++ • — 1 
PH3 ns ** ns * 2 
STP3 ** - ** - 1 
STK2 - - ++ - 1 
PAWC ** - ** - 3 
DPMT * - ** - 0 
DPML/T - - ** - 1 
DPML * * ** ** 0 
^ns = nonsignificant. 
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Interpretation of the regression statistics 
To study the effects of individual independent variables 
in the final interaction model on corn yield, the following 
two steps can be followed* 
1, Define a reduced response equation by holding the 
levels of all the independent variables in the final 
interaction model at their mean levels, except the 
variable whose effect is being studied. This reduced 
equation gives (a) the initial response or slope at 
the lowest observed level of the studied variable 
(X^) and (b) the trend of the effect of on corn 
yield and the level of X^^ at which YMAX or YMIN 
occurs. 
2. Define a series of reduced response equations by 
holding the X variables not involved in interac­
tions with the studied variable at their mean levels, 
and then varying the levels of the variables inter­
acting with the variables being studied. In these 
equations, the slope and the level of X^ associated 
with YMAX or YMIN also give the initial response and 
trend of the effect ( f the X^ variable on corn yields 
as the interacting variables are set at different 
levels. 
In step one, the average yield response of the variable 
is studied but, in step two, changes in yield response due to 
the interactions are studied. 
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The method of computing the initial slopes and the 
levels at YMAX or YMIN from the reduced response equations 
mentioned in steps 1 and 2 will be discussed. 
To simplify the presentation, assume, for example, that 
the interaction regression equation is in terms of only two 
variables, X^ and X2, and has the following form* 
Y . a + 4. 4. + b^gX^X; , (11) 
where a is the intercept and b. are the regression coeffi­
cients . 
To study the effect of X^, the slope of the function 
with respect to X^ at any point is determined by the first 
derivative of equation 11 with respect to X^, which is 
= b^ + 2b^^X^ + ^12^2 • (12) 
The level of X^ that gives YMAX or YMIN is found by set­
ting equation 12 equal to zero and solving for X^i 
^1 ' • (13) 
2 If b^^ (coefficient of X^ ) is negative, equation 13 
defines the level of X^ at which YMAX occurs, but if b^^ is 
positive, the level of X^^ gives YMIN. The sign of the second 
derivative of equation 11 with respect to X^, which is a func­
tion of b^^ only, determines whether the quadratic function 
has a maximum or minimum, although either one may not be in 
the relevant range of the observations. 
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Hence, to find the slopes of the function and the 
values for YMAX or YMIN from the reduced response equation 
11, the appropriate low, mean, and high values of the Xg 
variable are plugged into equation 12; then the X^ values to 
give YMAX and YMIN are computed from equation 13. 
Determination of the effects of individual variables and 
their interactions on yield in the final model is an exten­
sion of that used for the quadratic model. If the indepen­
dent variable is coded, the level of the variable at which 
YMAX or YMIN occurred may be decoded by adding its rounded 
mean listed in Table 9. 
For uncoded, positive values of X^, if b^g (the coeffi­
cient of the interaction between X^ and Xg) is positive, the 
slope of X^ defined by equation 12 increases; the opposite is 
true if b^2 is negative. If Xg is coded about the mean, 
^12^2 positive or negative at low values of Xg, zero at 
the mean level and then changes sign at values above the mean. 
This is important to note because it will affect in the same 
way the initial effect of the variable X^^. If Xg is an un­
coded variable in these regressions, there is no change in 
sign of the ^ >^2^2 Product over the relevant Xg range. 
This same term, affects the level of X^ at which 
YMAX or YMIN occurs in equation 13. If ^2.^2 positive, 
YMAX shifts to the right or YMIN shifts to the left (positive 
and negative sides of X^, respectively) with increasing values 
of Xg compared to the calculated value of X^ associated with 
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YMAX or YMIN at mean levels of all the other variables. If 
b^2%2 negative, values for YMAX or YMIN shift in the 
opposite directions. 
The procedure for studying the effect of individual 
variables will be illustrated using the TWP variable because 
it had the quadratic term and two interactions in the final 
model. 
The first step is to get the first derivative of yield 
in the final interaction model in Table 9 with respect to 
TWP, which is 
= -0.544 + 2(-0.044)*TWP + 0.275*EROS + 0.027*PAWC, 
(14) 
This equation defines the slope of the yield function at any 
point with respect to TWP. Note that the slope will be af­
fected by the levels of EROS and PAWC. 
The YMAX with respect to TWP can be found by setting 
equation 14 to zero and solving for TWP, as followst 
rm-D 0.544 - 0.275*ER0S - 0.027*PAWC . 
2(-0.044) • 
This equation defines a maximum because the coefficient of 
the quadratic term of TWP in equation 14 is negative. 
The initial response and the trend of the effect of TWP 
on yield can now be computed by plugging in the appropriate 
values of the TWP, EROS, and PAWC variables into the right 
side of equation 14 and of the EROS and PAWC variables in 
the right side of equation 15. 
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The lowest value of TWP (-15 in coded units) and the 
mean levels of EROS and PAWC (zero for both in coded units) 
are plugged into equation 14 to get the initial response of 
yield to TWP; this gives a slope of 0.78, which is the 
response in bu/A per unit increase in TWP, 
The value of TWP for YMAX , which is dependent on only the 
interacting variables, is found by plugging in the mean levels 
of EROS and PAWC (zero for both) into equation 14. This 
gives a coded value of TWP = -6,2; to decode it, the rounded 
mean of TWP (86, Table 9) is added, to give YMAX occurring 
at TWP = 80. 
To determine the response of yield to TWP at different 
levels of EROS and PAWC and the respective YMAX, appropriate 
levels (low or high) of both are plugged into equations 14 
and 15. Because the coefficients for the interactions of 
TWP*EROS and •IVïP*PAWC are positive, the slope of the initial 
response to TWP will increase when EROS and/or PAWC are at 
levels higher than their means and decrease at levels lower 
than their means. The levels of X^ associated with YMAX will 
be shifted to the right (a higher TWP number) at EROS and PAWC 
levels higher than their means and to the left (a lower TWP 
number) for values smaller than their means. 
Effects Qf ihg variables gfi corn vield 
A new analysis of the trends and relationship of the soil 
and location variables on corn yield is needed for the final 
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interaction model (Table 9). Additional variables were in­
cluded in the final interaction model as compared to the 
quadratic model previously discussed (Table 6), and the in­
teractions gave extra information about the effects of the 
soil and location variables on yield. 
Any interaction affects the yield responses of both 
variables involved. It can be interpreted either as changes 
in the response of one at levels of the other or vice versa. 
Most of the interactions will be interpreted once for the 
following sections and generally for the variable for which 
the interaction effect on yield is more readily explained or 
understood. 
SLOPE From the equation in Table 9, dY/dSLOPE = 
-0.92 - 0.14*DRAIN + 0.58*STRUCT. Uncoded means of DRAIN and 
STRUCT were 41 (moderately well) and 4 (weak to moderate), 
respectively. Yield decreased linearly 0.92 bu/A per 1% 
increase in SLOPE at coded means of DRAIN and STRUCT = 0. 
The SLOPE*DRAIN interaction showed that the yield decrement 
was 0.14 bu/A larger per uncoded unit of DRAIN > 41 and 0.14 
bu/A less per uncoded unit < 41. This response is illus­
trated in Figure 4A; lines labeled M, L, and H represent the 
yield response to SLOPE at the mean (41), well drained (30), 
and poorly drained (70) levels of DRAIN, respectively. Due 
to the negative SLOPE*DRAIN interaction, higher levels of 
DRAIN (more poorly drained) were associated with more negative 
slopes of the linear response to SLOPE. Hence, the detri-
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Figure 4. Changes in the yield response curves to SLOPE as 
affected by (A) SLQPE*DRAIN and (B) SLOPE*STRUCT 
interactions, and to TWP as affected by (C) TWP* 
EROS and (D) TWP*PAWC interactions 
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mental effect of increasing SLOPE on yield was greater on 
poorly drained than on well-drained soils. This is an ex­
pected effect. 
The SLOPE*STRUCT interaction gave a yield decrement 0.58 
bu/A smaller per uncoded unit of STRUCT > 4 and 0,58 bu/A 
larger per uncoded unit < 4. This effect is illustrated in 
Figure 4B, where lines labeled M, L, and H represent the 
yield response to SLOPE at the mean or weak to moderate 
(coded 4), structureless to weak (coded 2), and moderate 
to strong (coded 6) levels of STRUCT, respectively. Stronger 
STRUCT levels were associated with less negative slopes of 
the linear yield response to SLOPE because of the positive 
interaction. Thus, the detrimental effect of increasing SLOPE 
on yield was greater on soils such as Ida and Monona (struc­
tureless to weakly developed structure) than on the Marshall 
and Sharpsburg soils having a stronger subsoil structure. 
Although the levels of the interacting variables (DRAIN 
and STRUCT) used to illustrate the interactions were not the 
extreme values of their ranges, some areas of the response 
curves still are extrapolations, i.e., sites with poor internal 
drainage and slopes greater than 10% were not observed. The 
plots only illustrate the changes in the response to SLOPE 
brought about by the interactions. 
TWP From equation 14 and Table 9, dY/dTWP = -0.54 -
0.088*TWP + 0.28#ER0S + 0.027*PAWC. TWP at YMAX = (0.54 -
0.28*EROS - 0,027*PAWC)/-0.088 (equation 15). Uncoded means 
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for TWP, EROS, and PAWC were 86 (southern Woodbury Co.), 
1 (slight), and 106 (10.6 in. or moderately high), respec­
tively. At the minimum observed coded TWP value of -15 
(uncoded TWP 71, southern Adams Co.), the initial yield re­
sponse to TWP at coded EROS and PAWC = 0 (coded means) was 
0.78 bu/acre. The yield increment decreased with increasing 
TWP to uncoded TWP 80 (northcentral Harrison Co.) where YMAX 
occurred and then the yield decreased at an increasing rate 
north of TWP 80. 
The TWP*EROS interaction at coded PAWC = 0 showed that 
the initial yield increment to TWP of 0.78 bu/acre was in­
creased 0.28 bu/A per uncoded unit increase in EROS > 1 and 
was 0.28 bu/A less per unit decrease in EROS < 1. The TWP 
at YMAX increased (shifted north) per unit increase of un­
coded EROS > 1 to TWP = 86 (southern Woodbury Co.) at 
EROS = 3 (severe) and decreased to TWP 77 (northern Cass 
Co.) as uncoded EROS changed from 1 (slight) to 0 (none). 
These response curves are illustrated in Figure 4C, where 
curves labeled M, L, and H represent the yield response curves 
at the mean (l), low (0), and high (3) erosion class, respec­
tively . 
The TWP*PAWC interaction at coded EROS = 0 showed that 
the initial yield increment to TWP increased 0.27 bu/A per 
uncoded unit (inch) of PAWC > 10.6 inches and decreased the 
same amount per uncoded unit < 10.6 inches. The TWP at YMAX 
increased (shifted north) to TWP 85 (northern Crawford Co.) 
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as PAWC increased to 12.2 inches and shifted south to TWP 72 
(central Adams Co.) as PAWC decreased to 8.0 inches. These 
response curves are illustrated in Figure 4D, where curves 
labeled M, L, and H represent the yield response curves to 
TWP at the mean (10.6 in.), low (8.0 in.), and high (12.2 in.) 
levels of PAWC, respectively. 
The effects of TWP on corn yield at various combinations 
of EROS and PAWC must be interpreted with caution because no 
sites in Clay Co. and few sites in Lyon Co. had more than 
slight erosion; very few sites in the other counties had PAWC 
less than 8.0 inches but several sites on stream terraces in 
Clay and Lyon counties did. The general effect of TWP (south 
to north location) was to increase yield initially to a maxi­
mum in the south half of the study area and then to decrease 
yield. Because YMAX generally occurred south of the mean TWP, 
yield predictions for the northern part of the area were less 
than for the southern part. The TWP effect on yield may 
also be confounded with weather and m nagement variables. 
SLCONF The slope of the yield response to SLCONF is 
dY/dSLCONF = 2.74 + 0,5l*CPL (data from Table 9). The uncoded 
mean of CPL was 29% clay. Corn yield increased linearly 2.74 
bu/A per unit increase in SLCONF (from strongly convex = 1 
to concave = 6) at coded CPL = 0, The increment was 0.51 hvi/ 
A larger per uncoded unit of CPL > 29% and the same quantity 
less per uncoded unit < 29% clay. 
The effect of the SLCONF*CPL interaction on yield was 
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larger then expected ; this may be due to confounding of 
SLCONF with some environmental variables not included in the 
regression or distortion of the coefficients due to inter-
correlations. At less than 24% clay (-5, coded), the slope 
of the linear function became negative, indicating that yield 
decreased as SLCONF changed from convex (more eroded because 
of the correlation between SLCONF and EROS = -0.64) to 
straight (less eroded). As CPL increased to 39% (+10, coded), 
yield increased up to 8 bu/A per unit of SLCONF . om 3 = 
convex to 6 = concave. 
EROS The first derivative of yield with respect to 
EROS is dY/dEROS = -0.26 + 0.28*TWP (data from Table 9). The 
uncoded mean for TWP was 86 (southern Woodbury Co.). Yield 
decreased linearly 0,26 bu/A per increment of erosion class 
at coded mean of TWP = 0. The TWP*EROS interaction, which 
caused increasing erosion to have an increasingly positive 
yield effect north of TWP 86 and an increasingly negative 
yield effect south of TWP 86, appears to be distorted because 
of intercorrelations. Other factors affecting this interac­
tion were discussed in the TWP section. 
OCl From the equation in Table 9, dY/OCl = 0.27 -
0.19*0C1 - 1.93*BI0. The OCl at YMAX = (-0.27 + 1.93*BIO)/ 
-0.19. Uncoded means for OCl and BIO were 21 (2.1% organic 
carbon) and 5 (prairie), respectively. At the minimum ob­
served value of OCl = 6 (0,6% organic carbon), the initial 
yield response to OCl at coded BIO = 0 was 0,27 bu/A; YMAX 
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occurred at 2.2% organic carbon. The initial response to OCl 
was increased by 1.93 bu/A per each uncoded unit of BIO <5, 
shifting OCl at YMAX to the right. That is, the yield re­
sponse to increasing OCl was greater in transition soils than 
in prairie soils. 
PC2 From data in Table 9, dY/dOC2 = -O.lO + 0.27*OC2 
- 7.83*TERR. The 0C2 at YMIN = (0.10 + 7.83*TERR)/0.27. The 
uncoded mean of 0C2 was 13 (1.3% organic carbon) and TERR was 
not coded about its mean. Minimum observed 0C2 value was -11 
(uncoded = 2, or 0.2% organic carbon). The initial yield re­
sponse to 0C2 was -3.03 bu/A for all sites other than terrace 
location (TERR = 0); YMIN then occurred at 0C2 = 1.34% 
organic carbon. The 0C2*TERR interaction will be discussed 
in the TERR section. 
The unexpected negative response of yield to 002 was 
investigated and discussed in the interpretation of the final 
quadratic model. The predicted response, which was contrary 
to the expected, was due to distortion of the regression 
coefficients caused by other intercorrelated variables in 
the model. 
DRAIN From the equation in Table 9, dY/dDRAIN = 0.13 
- 0.030*DRAIN - 0.14*SLOPE - 0.020*PAWC. Coded DRAIN at YMAX 
= (-0.13 + 0.14*SL0PE + 0.020*PAWC)/-0.030. Uncoded mean for 
DRAIN was 41 (moderately well). At the minimum observed 
DRAIN value of -31 (uncoded = 10, or excessive), the initial 
yield response to DRAIN at coded SLOPE and PAWC = 0 was 1.06 
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bu/A; YMAX occurred at uncoded DRAIN = 45 (moderately well to 
somewhat poorly drained). The SLOPE*DRAIN interaction was 
discussed in the SLOPE section and the DRAIN*PAWC interaction 
will be discussed in the PAWC section. 
PERM From Table 9, dY/dPERM = 0,93. Uncoded mean 
for PERM was 54 (moderate to moderately slow). The large, 
positive linear effect of PERM on yield was unexpected and, 
as discussed in the quadratic model section, the effect was 
due to the high intercorrelations with other clay related 
variables. 
CPL From data in Table 9, dY/dCPL = 0.39 - 0.13*CPL 
+ 0.51*SLCONF - 1.43*B0TT. The CPL at YMAX = (-0.39 - 0.51* 
SLCONF + 1.43*BOTT)/-0.13. Uncoded mean for CPL was 29% clay. 
At the minimum observed coded CPL value of -19 (uncoded 10% 
clay), the initial yield response to CPL at coded SLCONF = 0 
and on nonbottomland sites (BOTT = 0) was 2.71 bu/A per 1% 
increase in CPL; YMAX occurred at CPL = 32% clay. The 
SLCONF*CPL interaction was discussed in the SLCONF section 
and the CPL*BOTT interaction will be discussed in the BOTT 
section. 
CAV The slope of the response function with respect 
to CAV is dY/dCAV = -0.98 + 0.21*CAV + 0.033*PAWC. The CAV 
at YMIN = (+0.98 - 0.033*PAWC)/0.21. Uncoded mean for CAV 
was 28% clay. At the minimum observed CAV value of -24 (4% 
clay), the initial yield response to CAV at coded PAWC = 0 
was -5.98 bu/A; YMIN occurred at CAV = 33% clay. The CAV* 
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PAWC interaction will be discussed in the PAWC section. 
The general yield response to CAV was, as in the quad­
ratic model, opposite to that expected. The unexpected re­
sponses to CAV in the quadratic and this interaction model 
were due to intercorrelations. 
SUBGRP From Table 9, dY/dSUBGRP = -1.61 - 3.10* 
SUBGRP - 0.36*DPML/T. SUBGRP at YMAX = (1.61 + 0.36*DPML/T)/ 
-3.10. The uncoded mean for SUBGRP was 2 (slightly unfavor­
able for root development); DPML/P was not coded by subtract­
ing its mean. Initial yield response to SUBGRP was 4.59 
bu/A at uncoded SUBGRP = 0 (very favorable) and DPML/T = 0 
(all soils except loess over till parent material units). 
The YMAX occurred at uncoded SUBGRP = 1.48 (favorable to 
slightly unfavorable). 
The SUBGRP*DPML/T interaction showed that the initial 
yield response of 4.59 bu/A was 0,36 bu/A less per inch in­
crease in DPML/T from 0 to 42 inches. Since it was original­
ly coded 60"-depth to till, this means that the initial re­
sponse to SUBGRP decreased 0.36 bu/A per inch as loess depth 
to till decreased from 60 to 18 inches. The YMAX occurred at 
a more favorable SUBGRP rating as coded DPML/T increased or 
as the thickness of loess over till decreased. 
BIO The dY/dBIO = -7.29 - 1.93*0C1 (from Table 9). 
The uncoded mean for BIO was 5 (prairie). The yield response 
to BIO at coded OCl = 0 (2.1% organic carbon) was 7.29 bu/A 
linear increase per unit of uncoded BIO < 5. The 0C1*BI0 
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interaction was discussed in the OCl section. 
This predicted response was unexpected because prairie 
soils in Iowa are associated with higher corn yields than 
transition and forest soils. This unexpected response is 
postulated to be due to the very narrow range of BIO (only 
a few intergrade or transition units were present) and may be 
confounded with environmental variables not included in this 
model. 
TERR As given in Table 9, dY/dTERR = 44.7 - 7.83* 
0C2 + 0.54*DCAL. The uncoded means of 0C2 and DCAL for all 
observations were 13 (1.3% organic carbon) and 18 (or 42 
inches to top to carbonates); TERR was not coded by subtract­
ing the mean. Since the uncoded 0C2 mean of the TERR sites 
was about 1.85%, the corn yield was 1.6 bu/A higher for sites 
on a terrace location at coded 0C2 = 5.5 (1.85% 0C2) and 
DCAL = 0. 
The 0C2*TERR interaction showed that the difference be­
tween sites on terrace locations and all other sites de­
creased 7.83 bu/A per 0.1% 0C2 < 1.3% organic carbon at coded 
DCAL = 0. Since 0C2 ranged from 1.6 to 2.1% at the terrace 
locations, the terrace effect varied from 18 to -21 bu/A, 
respectively. The coefficient for this interaction appears 
to be as distorted as those for the linear and squared 0C2 
variates, discussed in the 0C2 section. The TERR*DCAL inter­
action will be discussed in the DCAL section. 
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BOTT The slope of the yield response is dY/dBOTT = 
-6.60 - 1.43*CPL + 1.50*PH3. The uncoded means for CPL and 
PH3 (pH of 30-42 inch zone) were 29% clay and 74 (or pH 7.4); 
BOTT was not coded by subtracting its mean. Sites on bottom­
land position had yields 6.6 bu/A less than all other sites 
at coded CPL and PH3 = 0. The negative BOTT*CPL interaction 
showed that the negative effect increased 1.43 bu/A per each 
1% of CPL > 29% clay and decreased the same amount for CPL 
< 29. This interaction accounts for the lower yields of the 
slowly to very slowly permeable, high CPL Zook, Wabash, Al-
baton, Luton, and other soils. 
The negative effect of the bottomland position was de­
creased 1.50 bu/A per 0.1 pH unit change in PH3 > 7.4 and 
increased the same quantity for PH3 < 7.4. This interaction 
accounts for the lower yields of the Missouri Bottomland 
soils, many of which were calcareous in the subsoil, and the 
Calco compared with the more acid or less alkaline local 
bottomland units. 
STRUCT From Table 9, dY/dSTRUCT = -3.05 + 0.58*SLOPE 
- 0.031*STK2. Uncoded means for STRUCT, SLOPE, and STK2 were 
4 (weak to moderate), 5% slope, and 71 pp2m K. Yield de­
creased linearly 3.05 bu/A per unit increment in STRUCT at 
coded SLOPE and STK2 = 0. The STRUCT variable was positively 
and highly correlated with the clay-related variables, CAV 
(r=0.59), SUBGRP (r=0.56), and PERM (r=0.56), but was weakly 
involved in only one intercorrelation (Table 4). Thus, with 
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all other variables constant, corn yield was higher on 
soils with structureless to weak structural development (Ida 
and Monona) than on soils with moderate to moderately strong 
development (Marshall and Sharpsburg). 
The positive SLOPE*STRUCT interaction showed that the 
yield decrement due to STRUCT decreased as SLOPE increased 
above its mean of 5% and increased as SLOPE decreased below 
5%. This interaction was also discussed in the SLOPE section. 
The negative STRUCT*STK2 interaction indicated that the 
detrimental effect of STRUCT increased as STK2 increased above 
its mean of 71 pp2m and decreased at STK2 levels below its 
mean. This interaction will be discussed later in the STK2 
section. 
PHMIN The slope of the yield response is dY/dPHMIN = 
-0.49 - 0.098*PHMIN. Mean PHMIN was 67 or pH 6.7. At the 
minimum observed PHMIN of -13 (uncoded 54 or 5.4 pH), the 
initial yield response was 0.78 bu/A per 0.1 pH unit. YMAX 
occurred at PHMIN = 6.2. 
THPHMIN The dY/dTHPHMIN = -0.015 + 0.22*THPHMIN -
0.12*PH3 - 0.043*STP3. THPHMIN at YMIN = (+0.015 + 0.12*PH3 
+ 0.043*STP3)/0.22. The uncoded means of ÎHPHMIN, PH3, and 
STP3 were 8 inches, 74 (or pH 7.4), and 16 pp2m P, respec­
tively. The minimum THPHMIN was -5 (or uncoded 3 inches). 
The initial yield response to THPHMIN at coded PH3 and STP3 = 
0 was -1.14 bu/A; YMIN occurred at uncoded 8.1 inches. 
The thickness of the PHMIN zone (THPHMIN) was highly 
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correlated (r=0.59) with depth to the PHMIN zone (DPHMIN) 
and was weakly intercorrelated with DPHMIN and many other 
variables (Table 4). As THPHMIN increased above its mean, 
indicating that weathering and leaching of the soil profile 
were greater, the yield was increased (within the range of the 
observations since none of these was as highly weathered as 
most soils in eastern Iowa). The THPHMIN*PH3 and THPHMIN* 
STP3 interactions will be discussed in later sections. 
DCAL The dY/dDCAL = 0.23 + 0.54*TERR. The uncoded 
mean of DCAL was 18 (or 42 inches to top to carbonates). 
Yield increased linearly 0.23 bu/A per inch less to top to 
carbonates for TERR = 0. The increment was 0.55 bu/A larger 
I 
for sites on a terrace landscape position. The unexpected 
yield response to DCAL, previously discussed for the quad­
ratic model, was caused by intercorrelations. 
PH3 From data in Table 9, dY/dPH3 = -0.19 - 0.14*PH3 
+ 1.50*B0TT - 0.12•THPHMIN. The PH3 at YMAX = (0.19 -
1.50*BOTT + 0.12*THPHMIN)/-0.14. Uncoded means for PH3 and 
raPHMIN were 74 (pH 7.4) and 8 inches, respectively; BOTT 
was not coded by subtracting its mean. At the minimum ob­
served PH3 value of -15 (uncoded 59 or pH 5.9), the initial 
yield response to PH3 at coded THPHMIN = 0 and for BOTT = 0 
was 1.94 bu/A. YMAX occurred at PH3 = 7.3. 
The PH3*THPHMIN interaction showed that initial yield 
increments were 0.12 bu/A less per uncoded unit of TOPHMIN > 
8 and the same amount more if TOPHMIN < 8. The level of PH3 
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at which YMAX occurred decreased if THPHMIN > 8 and decreased 
if TOPHMIN < 8. The B0TT*PH3 interaction was discussed in 
the BOTT section. 
STP3 The slope of the yield response curve is dY/ 
dSTP3 = 0.26 - 0.043*THPHMIN. The uncoded means for STP3 
and THPHMIN were 16 pp2m and 8 inches, respectively. Yield 
increased linearly 0,26 bu/A per unit increase in STP3 at 
coded THPHMIN = 0. The response was 0.04 bu/A less per un­
coded unit of THPHMIN > 8 and the same amount more if THPHMIN 
< 8. This interaction indicated that subsoil P level had 
less effect on yield as weathering or leaching of the profile 
increased. 
STK2 From the equation in Table 9, dY/dSTK2 = 0.049 
- 0.031*STRUCT. The uncoded means for STK2 and STRUCT were 
71 pp2m K and 4 (weak to moderate), respectively. Yield in­
creased linearly 0.05 bu/A per unit increment in STK2 at 
coded STRUCT = 0. This response was 0.03 bu/A less per un­
coded unit of STRUCT > 4 and the same amount more if STRUCT 
< 4. This indicated that changes in the STK2 level had more 
effect on yield in the soils that were structureless or had 
weak structural development in the subsoil than in those more 
strongly developed. 
PAWC The dY/dPAWC = 0.83 + 0.027*TWP - 0.020*DRAIN 
+ 0,033*CAV. The uncoded means for PAWC, TWP, DRAIN, and 
CAV were 106 (or 10.6 inches), 86 (southern Woodbury Co.), 
41 (moderately well), and 28% clay, respectively. Yield 
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increased linearly 0.83 bu/A per unit increase of PAWC 
(8,3 bu/A per inch of PAWC) at coded TWP, DRAIN, and CAV = 0. 
The PAWC*DRAIN interaction indicated that the response 
to PAWC was 0.02 bu/A less per uncoded unit of DRAIN > 41 
(poorer drainage), and same amount more for DRAIN < 41 (better 
drainage). This is the expected effect. 
The CAV also modified the yield response to PAWC; the 
response increased 0.03 bu/A per 1% increase in CAV >28% 
and decreased by the same quantity if CAV < 2®6 clay. PAWC 
and CAV were also severely intercorrelated (Table 4). The 
TWP*PAWC interaction was discussed in TWP section. 
DPMT Yield increased linearly 0.35 bu/A per inch 
as the depth to till decreased from 60 to 0 inches. This is 
an unexpected response; yield was expected to increase as 
the thickness of sediments over the till increased. 
DPML/T The dY/dDPML/T = 0.77 - 0.36*SUBGRP. The 
uncoded mean for SUBGRP was 2 (slightly unfavorable); 
DPMLA* was not coded by subtracting its mean. Yield in­
creased linearly 0.77 bu/A per inch as depth of the loess 
over till decreased at coded SUBGRP = 0. The SUBGRP*DPML/r 
interaction was discussed in the SUBGRP section. 
The unexpected responses shown for both DPMT and DPML/T 
may be due to some confounding of the parent material, loca­
tion in the study area, and weather. 
DPML From equation in Table 9, dY/dDPML = 0.75 -
0.028*DPML. DPML at YMAX = -0.75/-0.028. DPML was coded 
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60"-depth to deoxidized loess. Initial yield response at 
DPML = 0 (60 in. or more to deoxidized loess) was 0.75 bu/A 
per inch of DPML. YMAX occurred at a depth of 33 inches to 
deoxidized loess (coded DPML = 27 inches); yield then de­
creased at an increasing rate as deoxidized loess occurred 
closer to the surface. 
Use Qf prediction model 
As shown in the quadratic model, the relationships be­
tween yield and the soil and location variables in the predic­
tion model presented and discussed here may not be very pre­
cise, because many of the variables were involved in inter-
correlations which caused distortions in some of the regres­
sion coefficients. Predictions using the developed models are 
advised only in the region defined by the intercorrelations, 
that is, the predictions are applicable only to the popula­
tion from which the sample was drawn and, hence, a population 
having the same intercorrelations as occurred in the sample. 
To study relationships better, one or more variables in 
highly intercorrelated pairs or groups of variables would 
need to be deleted from the prediction model. This procedure 
only eliminates the severe intercorrelations in the regres­
sion model, not those existing in the population. Interpre­
tation of the effects of the remaining variables in a rela­
tionship model must recognize that the regression coeffi­
cients give the direct effect of the variable confounded with 
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indirect effects of others with which it is intercorrelated. 
The models discussed in this section represent the ef­
fect of soil and location variables on corn yield in western 
Iowa at average levels of management and weather variables. 
It is recognized, however, that corn yield response to soil 
variables are affected by different management practices and 
weather. Later sections in this dissertation report and 
discuss the effect of management variables, combined effect 
of soil and management variables, and the combined effect of 
soil, management, and weather variables on corn yield. 
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SUMMARY AND CONCLUSIONS 
A total of 1227 observations from single plots in 
farmers' fields were used in the study of the relationships 
between corn yield and soil and location variables in western 
Iowa. The observations were collected from 1958 to 1970 from 
seven Iowa counties: Adams, Cass, Clay, Crawford, Harrison, 
Lyon, and Woodbury. The most important soils in the region 
were represented in the sample. Thirty-six soil and loca­
tion variables were measured or estimated for inclusion in 
this study. 
A study of the intercorrelations present in the data 
was carried out using three methods» (l) examination of the 
correlation matrix of the soil and location variables, 
(2) calculation of the R -values of each variable when re­
gressed on all other linear independent variables, and 
(3) determination of the latent roots and vectors of the 
correlation matrix of the soil and location variables. 
Method 1 proved to be efficient in detecting two-variable 
intercorrelations; if more than two variables were involved 
in an intercorrelation, this method was not able to charac­
terize fully the intercorrelations. Method 2 indicated which 
particular variables were involved in one or more intercor­
relations. Method 3 was able to identify the number of inter­
correlations present in the data, as well as the algebraic 
form of such intercorrelations. 
90 
All soil and location variables, with the exception of 
biosequence, were involved in intercorrelations. Seventeen 
intercorrelations that may cause problems in the data analysis 
and interpretation were detected and discussed; these same 
intercorrelations have to be considered when interpreting 
and using the models derived from the sample. 
A quadratic model of the significant soil and location 
variables related to yield was developed using regression 
techniques and backward elimination for variable selection. 
Most of the responses and trends were in the rational 
(expected) range. The quadratic model accounted for 26% 
of the variation of corn yields. 
The final interaction model was then developed by test­
ing and retaining the most significant interactions among a 
total of 263 linear*linear interactions. The base model used 
to test the interactions was the final quadratic model plus 
additional variates. The final interaction model included 
all quadratic and interaction variates significant at the 5% 
level; the linear term was retained regardless of its sig­
nificance if its quadratic term or any of its interactions 
was significant. The final model accounted for 33% of the 
corn yield variation. 
The interpretation of the effects of the soil and loca­
tion variables was done holding all the other independent 
variables at constant levels and letting the variable under 
study vary over its range. This may be unrealistic because 
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the high intercorrelations among variables indicate that 
many soil variables vary together to some degree. 
Comparison of the quadratic and interaction models 
showed that some variables had significant linear and/or 
curvilinear effects in one model and not in the other; this 
was attributed to the presence of interactions and addi­
tional correlated variables in the final model. Some of the 
variables eliminated during the quadratic modeling that were 
retested in the interaction model did have significant linear 
effects and/or interactions. This shows that variable selec­
tion based on the quadratic model in early stages may result 
in deletion of variables important in accounting for yield 
variability in interaction models. 
Some pairs of highly correlated variables were retained 
in the models with correlations as high as r = 0.94 (PERM and 
SUBGRP). The deletion of one of a pair of highly correlated 
variables in development models for prediction purposes is 
not necessary although retaining these correlated variables 
complicates interpretation of variable effects on yield. 
Because of strong intercorrelations in the data matrix, 
the estimation of the effects of individual variables on corn 
yield were not very reliable. The effects of some variables 
on yield were in the opposite direction from the expected 
and the effects of other variables in the expected direction 
appeared to be overly high. 
The percentage of the corn yield variation explained by 
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2 the soil and location variables was somewhat low (R =0.33 
for the final interaction model). The models developed here 
represent the effects of the soil and location variables 
ignoring management and weather factors; these are expected 
to account for much more yield variation and to interact 
with soil and location variables. These hypotheses will be 
tested in the next sections. 
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PART II. EFFECT OF MANAGEMENT VARIABLES ON CORN YIELD 
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INTRODUCTION 
Crop and soil management practices have been recognized 
for a long time as key factors for corn production. These 
improved practices were responsible for sharp corn yield in­
creases in the last 20 years. Crop and soil management vari­
ables include fertilization, tillage operations, planting date 
and density, crop rotation, variety, pest control, and many 
others. 
The effects of most, if not all, of these variables on 
corn yields have been investigated extensively. These in­
vestigations have been typically directed toward the assess­
ment of one or, at most, a few management variables on corn 
yields, with the rest of the variables held at some constant 
level. These methods do not permit the estimation of many 
interactions. 
In the last 20 years, considerable effort has been di­
rected toward the investigation of corn yield responses to 
management practices (usually fertilization) as a function of 
some other management, soil, and weather variables. This is 
a broader approach for characterizing relationships between 
corn yields and management variables, but this method still 
leaves unanswered the question about the joint effects and 
relationships of management variables on corn yields. 
The objective of this part is to investigate the rela­
tionships between management variables and corn yield in 
western Iowa. 
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LITERATURE REVIEW 
Many references in the literature report the effects of 
management factors on corn yield. The effects of fertilizers 
on corn yield are perhaps the most widely studied management 
factor; this is so because of the relatively high and profit­
able response of corn to applied fertilizer. 
Literature relating to the effects of management factors 
on corn yield has been reviewed by a number of authorsi 
Viets (1962), Desselle (1967), Pierre et al. (1966), Voss 
(1969), and Henao (1976). The reader is referred to these 
references for a more detailed discussion on the subject. 
Here, only a brief summary of management effects will be 
presented. 
Available N has often been referred to as the most limit­
ing factor for corn growth (Krantz and Chandler, 1954; 
Englehorn et al., 1964; Shrader et al., 1966). This is be­
cause corn has a high N requirement (about 180 lb/A for a 
yield of 150 bu/A, for example) and, usually, soil N does not 
meet this requirement. 
Also common are references to the positive responses of 
corn yield to P and K fertilizer applications and their nega­
tive interactions with soil P and K levels, respectively 
(Dumenil, 1958; Webb and Pesek, 1958, 1959; Olson et al., 1962; 
Hanway et al., 1962; Pierre et al., 1966; Christensen, 1968; 
Voss et al., 1970; Bohling, 1971). Both applied fertilizer 
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nutrients and available soil nutrients, which often reflect 
past fertilization practices, have definite influences on 
corn yield, 
Yields are also influenced by other management factors 
such as soil pH and liming, plant density, date of planting, 
and pests (weeds, insects and diseases). Soil pH levels be­
tween 6.0 and 7.5 are usually associated with maximum corn 
yield (Pendleton et al., 1967; Claassen, 1971). Plant density 
and planting date have been found to affect corn yield; they 
have been associated with efficiency in nutrient uptake by 
the plant and with crop characteristics, yield components and 
pest incidence (Lang et al., 1956; Duncan, 1958; Colville, 
1962; Colville and McGill, 1962; Zuber and Dicke, 1964). 
Weeds and insects have been found to decrease corn yield 
(Staniforth, 1957; Buckholtz, 1963; Petty and Apple, 1966; 
Turpin, 1971). 
The previously cited studies usually included the dif­
ferential effect of one or, at most, a few factors on yields 
at some constant levels of the other variables. Hence, few 
interactions were estimated. 
Henao (1976) tested the effects of a number of management 
variables and their interactions on corn yield in Iowa. He 
included an objective brief discussion of how the ei^ect of 
a given management variable on corn yield changed with the 
levels of other management variables. 
Manu (1979) used multiple linear regression techniques to 
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study the effects of soil conservation practices on corn yield 
in southwestern Iowa. The regression model included erosion 
control, management, environment, weather, and soil variables. 
He found that maximum corn yield occurred after 20 or more 
years of contour planting, but the cumulative effects of years 
terraced varied widely depending on the levels of the inter­
acting variables. 
We were not able to find any reference in the available 
literature about the interrelationships among management 
variables and their interdependencies, except simple correla­
tion analysis (Henao, 1976; Manu, 1979). 
The references for the theoretical basis of the statis­
tical approach for studying the intercorrelations and model 
building were presented in the corresponding chapter in 
Part I of this dissertation. 
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MATERIALS AND METHODS 
Management Variables 
Twenty-seven management variables were included in this 
study. The management variables were measured or estimated 
from the 1227 single plot observations referred to in Part I 
of this dissertation. The detailed description of how these 
observations were taken was presented by Henao (1976). 
Eight additional management variables to those used by 
Henao (1976) were included in this study and are the follow­
ing: N, P, and K from fertilizer applications, manure appli­
cation in the current year, number of years the site was 
planted on contour (terraced or not), number of years the 
site was terraced, number of years the site was planted on 
contour and not terraced, and slope of the harvested rows. 
The symbols, means, and ranges of the management variables 
included in this study are presented in Table 11. A more 
detailed description of the variables is presented in Appendix 
Table lA. 
Statistical Approach 
Study Qf thg intercorrelations 
A study of the intercorrelations among management vari­
ables was performed to characterize the sample and the popula­
tion under study since they affect the interpretation and 
applicability of the developed models. 
Table 11, Symbols, means, and ranges of the management variables included in 
the study 
Symbol Variable Mean Range 
YIELD Corn yield, bu/acre 98.3 15-186 
TREND Time trend, 1957 = 1 to 1970 = 14 7.6 2-14 
PLDEN Plant density, stalks/.01 acre 137.1 59-252 
BARE Barren stalks, % of stalks 5.1 0- 51 
RL Root lodged stalks, % 10.3 0-99 
CRW Corn rootworm damage, total rating/lO stalks 16.5 10-52 
CBl Ist-brood corn borer, cavities/10 stalks 4.0 0-38 
CB2 2nd-brood corn borer, cavities/lO stalks 18.2 0-99 
WEEDS Grassy + broadleaf weeds, lb/0.1 acre 54.6 0-424 
PLDATE Planting date, days after April 20 24.4 0-56 
SKDATE Date 75% silked, days after June 30 30.3 8-56 
N N from manure + fertilizer, lb/acre 61.7 0-300 
P P2O5 from manure + fertilizer, lb/acre 36.7 0-180 
K K2O from manure + fertilizer, lb/acre 26.2 0-240 
TILE Tile distance, 200-distance in feet 6. 8 0-197 
NCODE N availability code for crop sequence, coded 08 to 40 24.0 8-40 
PHI pH of plow layer, actual pH*lO 65.7 56-86 
STN Soil test N (moist) of plow layer, pp2m 63.9 28-100 
STPl Soil test P of plow layer, pp2m 28.3 5-70 
STKl Soil test K (moist) of plow layer, pp2m 255.0 45-350 
MANURE Manure application, tons/acre 1.8 0-22 
YCPLl Years site planted on contour (terraced or not) 4.0 0-32 
YCPL2 Years site planted on contour and not terraced 3.0 0-29 
YTERR Years site terraced 0.7 0-32 
NFERT N from fertilizer, lb/acre 52.8 0-300 
PFERT P2O5 from fertilizer, lb/acre 27.7 0-154 
KFERT K2Ô from fertilizer, lb/acre 8.1 0-136 
ROWSL Slope of the rows through site, % 1.6 0-13 
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Three methods were used to study the intercorrelations 
present in the data matrix: (1) examination of the simple 
correlation coefficients, (2) calculation of the Rj of 
each management variable when regressed on linear functions 
of all other management variables, and (3) extraction of the 
latent roots and vectors of the correlation matrix of all 
management variables. These methods of intercorrelation study 
were presented and discussed in detail in Part I of this 
dissertation. 
The observations on which this study is based were taken 
"as is", that is, no attempt was made to control the level 
of the management variables used; these were the ones used by 
the operators of the randomly chosen plots (Henao, 1976), 
Farmers tended to apply a rather fixed ratio of N, P, and K 
fertilizers, which caused these variables to be highly corre­
lated and made the isolated effects of each of these nutrients 
difficult to assess and interpret. 
An index to represent the confounded effects of N, P, 
and K was constructed based on the following transformations 
TRAN = VCG+N + C3 VCJ+P + C5 VCG+K » (16) 
where are constants to be determined, and N, P, and K are 
the rates of the applied nutrients, either total nutrients 
(N, P, and K) or nutrients in fertilizer (NFERT, PFERT, and 
KFERT). 
It was expected that this index would facilitate the 
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estimation and interpretation of the joint effects of nutrient 
applications on corn yield and interactions with other vari­
ables. The square root transformations, after adding con­
stants to the nutrient application variables, were used be­
cause they tend to be more additive in their effects and in­
teractions (Dr. Wayne A, Fuller, Professor of Statistics, 
Iowa State University, personal communication). 
For constructing the index, the in equation 16 had to 
be estimated using data from a source other than the study. 
The estimation was done by least-squares estimates of a non­
linear model using a subroutine of SÀS76 (Barr et al., 1976); 
for example, and Cg* coefficients for the effect of N in 
equation 16, were estimated by the nonlinear model, 
YIELD = VCg+N . (17) 
The constants for P and K were calculated independently in a 
similar way. The estimated individual nonlinear regression 
models for N, P, and K were added to conform to the expression 
in equation 16. 
The data used for the estimation of the for N and P 
in equation 16 were part of the raw data from Desselle (1967), 
a total of 336 observations from seven fertilizer experiments 
in western Iowa. For estimating the for K, the raw data 
summarized in Dumenil et al. (1959) were used, a total of 439 
observations from statewide fertilizer experiments including 
rates of K fertilizer broadcast for corn. 
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Two transformation indexes were than computed using the 
estimated and equation I6i (1) one using N, P, and K from 
fertilizer applications (TRAN), and (2) another using total 
N, P, and K from fertilizer plus manure applications (TRANN). 
Quadratic moc^gling 
The full quadratic model was constructed with all linear 
management variables and their quadratic terms, except manure 
application. MANURE was excluded from the initial stages of 
modeling because it was used to calculate the total amount of 
N, P, and K nutrients applied, assuming a fixed ratio of 
5-5-10 lb, respectively, per ton of applied manure. Hence, 
MANURE was a linear function of the total nutrient applica­
tion variables, and its inclusion in the regression model 
would mask the effect of these variables. MANURE was tested 
in more advanced stages of the final modeling. 
Before modeling, all the management variables were coded 
by subtracting their mean rounded to the nearest whole num­
ber, except the soil conservation variables (YCPLl, YCPL2, 
and YTERR) and the indexes (TRAN and TRANN) which were not 
coded. This coding reduced the correlation between linear and 
quadratic or interaction terms. 
Before applying variable selection to the full quadratic 
model, the nutrient application variables (N, P, K, NFERT, 
PFERT, KFERT, TRAN, and TRANN) were tested using the quadratic 
model with all other variables as the base model. This 
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test was carried out to determine which variables repre­
senting nutrient applications were most effective in explain­
ing corn yield variations. The best variable (index) or set 
of variables was then retained for further stages in the 
modeling process. 
After determining the best set of variables to represent 
the nutrient applications, variable selection was applied to 
the quadratic model. At this stage, BARR was dropped from 
the analysis because the percentage of barren plants was 
measured at the end of the corn growing season and, hence, it 
is not available for predictions early in the season. Also, 
BARR appeared to be a yield component rather than a variable. 
Backward elimination was applied to the new base model 
retaining all variates significant at the 1056 level. This 
lower significance level, as compared with 5% used while 
modeling with soil variables, was chosen to decrease the 
probability of deleting a variable later important in the 
interaction model. The result of this variable selection was 
a model with all squared terms in the quadratic functions and 
linear terms in the linear functions significant at 10%; the 
linear term of a quadratic function was retained regardless 
of its significance if its quadratic term was significant. 
Interaction testing and final modeling 
The final quadratic model, including a few squared terms 
to be retested, was used as the base model for testing the 
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interactions. All 127 possible linear*linear interactions 
between variables in the base model were tested. Because of 
limitations on the maximum number of variables allowed by the 
regression computer program used, Helarctos II (Kennedy, 1971), 
the testing of the interactions had to be done in three sets. 
The interactions were allocated at random to each set in 
order to get some balance. Backward elimination was then 
applied to the interaction variates only, in each of the three 
sets, retaining the interactions significant at 10%. 
The remaining interactions were then combined into one 
set and backward elimination applied to interactions, then to 
quadratic terms, and then to linear terms retaining all vari­
ates significant at 15%; the variable selection process was 
then repeated at the 10% and finally at the 5% level. The 
linear term was retained regardless of its significance if 
its quadratic term or any of its interactions was significant. 
Manure application in the current year (MANURE) was 
tested using the above developed model. The linear and quad­
ratic terms of MANURE were tested along with all linear* 
linear interactions of MANURE with all variables in the base 
model. This test was done by backward elimination at the 5% 
level. The final result was the final interaction model re­
lating yield to the selected management variates. 
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RESULTS AND DISCUSSION 
Intercorrelations Among Management Variables 
Simple correlation coefficients 
The first method of three used to study the intercorre­
lations among management variables consisted of calculating 
the simple correlation coefficients between pairs of manage­
ment variables. A correlation coefficient close to r = + 1.0 
indicates that a severe two-variable intercorrelation exists. 
The simple correlation coefficients between management 
variables and yield higher than r = + 0.15 are given in Table 
12 to show the association between predictor variables and 
the response variable. The simple correlation coefficients 
between management variables higher than r = + 0.39 are also 
shown in Table 12. These correlations were not nearly as 
high as those between soil and location variables (Table 2) 
in the preceding section. 
The correlation analysis detected a two-variable inter­
correlation between PLDATE and SKDATE with an r = 0.59. The 
analysis also suggested an intercorrelation between K and 
MANURE (r=0,93) although it may not be between only these two 
variables, since both were correlated with a third variable, P. 
The correlation analysis indicated the existence of in­
tercorrelations involving more than two variables. One 
intercorrelation included variables representing the level 
of technology the farmer used: TREND, PLDEN, N, P, NFERT, and 
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Table 12. Simple correlation coefficients between yield and 
management variables and between management 
variables^ 
Variables r Variables 
YIELD and TREND .27 
PLDEN .42 
BARE -.46 
CBl .16 
PLDATE -.22 
SKDATE -.42 
N .37 
P .21 
STPl .23 
STKl .19 
NFERT .37 
PFERT .23 
KFERT .16 
TREND and PLDEN .58 
N .55 
P .40 
NFERT .59 
PFERT .50 
PLDEN and N .53 
P .40 
NFERT .55 
PFERT .48 
BARR None 
RL None 
CRW None 
CBl None 
CB2 None 
WEEDS None 
PLDATE and SKDATE .59 
N and P .65 
K .40 
STPl .45 
NFERT .93 
PFERT .57 
KFERT .41 
P and K .68 
MANURE .54 
NFERT .46 
PFERT .80 
KFERT .49 
K and MANURE .93 
TILE None 
NCODE and STPl .41 
PHI None -
STN None -
STPl and STKl .52 
YCPLl and YCPL2 .81 
YTERR .45 
NFERT and PFERT .62 
KFERT .42 
PFERT and KFERT .57 
ROWSL None 
®Only the correlations between YIELD and management vari­
ables greater than + 0.15 and those between management vari­
ables greater than + 0.39 are listed* All r-values wete sig­
nificant at the 1% level. 
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KFERT: and another one included the soil conservation vari­
ables; YCPLl, YCPL2, and YTERR. 
It is important to note that the simple correlation 
analysis did not clearly identify the three exact linear de­
pendencies between each of the nutrients in fertilizer (NFERT, 
PFERT, and KFERT) and the correspondent total nutrient appli­
cation variables (N, P, and K) through manure applications 
(MANURE). For example, it is possible to predict P without 
error by using the following equation» 
P = PFERT + 5*MANURE . (l8) 
Hence, the correlation analysis was more helpful to detect 
clearly only the two-variable intercorrelations. 
2 Computation of the Rj coefficients 
To determine which management variables were involved in 
2 intercorrelations, the Rj -values were computed (Table 13). 
2 2 The Rj (designated only R hereafter) is the determinant co­
efficient when the management variable is regressed on 
all other linear management variables. 
Because the variables for total nutrients (N, P, and K) 
were calculated from fertilizer applications (NFERT, PFERT, 
and KFERT) plus nutrients in the applied manure (MANURE), they 
were exactly determined (R =1.0) if all were included in the 
2 
same model. To compute the R 's for MANURE, NFERT, PFERT, and 
KFERT, the N, P, and K variables were deleted from the model, 
2 
and to compute the R 's for N, P, and K, the former variables 
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2 Table 13. R for each management variable regressed on 
linear functions of all other management variables 
Variable R2 Variable R2 Variable R2 
TREND .546 SKDATE .476 STKl .395 
PLDEN .541 .643 MANURE^ .159 
BARR .162 pb .662 YCPLl .939 
RL .165 .543 YCPL2 .923 
CRW .283 TILE .237 YTERR .824 
CBl .218 NCODE .379 NFERT^ .620 
CB2 .071 PHI .215 PFERT^ .538 
WEEDS .178 STN .393 KFERT^ .381 
PLDATE .428 STPl .488 ROWSL .165 
= 0.637 for YIELD regressed on linear functions of 
all 27 management variables. 
^MANURE, NFERT, PFERT, and KFERT variables were deleted. 
^N, P, and K variables were deleted. 
were deleted. 
The R 's for the management variables (Table 13) were, 
in general, much smaller than those for soil variables 
(Table 3, Part I), except for the soil conservation variables 
(YCPLl, YCPL2, and YTERR) whose R^'s were high because they 
2 
were mutually confounded. The fact that the R 's of the man-
agement variables were low, as compared with the R of 0,637 
for yield regressed on all linear management variables. 
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indicated that the intercorrelations were not very strong. 
Hence, the management variables were less interdependent than 
the soil variables. 
This analysis indicated that some variables are involved 
in intercorrelations, namely, the soil conservation vari­
ables (YCPLl, YCPL2, and YTERR), nutrient application vari­
ables (N, P, NFERT, and PFERT), years and plant density 
(TREND and PLDEN), and planting and silking dates (PLDÀTE and 
SKDATE). 
Latent roots and vectors of the correlation matrix 
The latent roots and vectors of the correlation matrix 
of the management variables were computed to determine the 
number and algebraic form of the intercorrelations in the 
data set. The number of severe intercorrelations in the data 
is indicated by the number of latent roots (X.^) < 0,30 
(Gunst et al., 1976). The algebraic form of the intercorre-
lation was given by the correspondent latent vector in terms 
of standardized variables (Gunst and Mason, 1977), 
The latent roots and vectors of the correlation matrix 
for all 27 independent variables were computed. The six 
smallest roots (X^) and their correspondent latent vectors 
(V\) are presented in Table 14. The first three latent roots 
and correspondent latent vectors indicated that the nutrient 
application variables (N, P, K, NFERT, PFERT, KFERT, and 
MANURE) were involved in severe intercorrelations. These 
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Table 14. The six smallest latent roots and correspondent 
latent vectors of the correlation matrix of all 27 
management variables 
Latent vectors for each of the 
following latent roots^ 
for Vg for Vg for for for Vg for 
= ^2 ~ ^3 ~ ^4 ~ ^5 " ^6 • 
Variable .000 .000 .000 .030 .266 .340 
TREND -.55 .15 
PLDEN .52 -.28 
BARR 
RL 
CRW .15 
CBl .17 
CB2 .10 
WEEDS .17 -.15 
PLDATE -.29 -.40 
SKDATE .29 .50 
N .48 -.19 -.48 .11 
P -.56 -.17 -.42 
K .74 
TILE -.16 
NCODE -.20 
PHI .14 
STN -.31 .17 
STPl .23 .35 
STKl -.37 
MANURE -.52 .49 
YCPLl .69 
YCPL2 -.61 
yTERR -.38 
NFERT -.46 .18 .47 .12 
PFERT .48 .14 .36 
KFERT -.27 
ROWSL .15 
^Only the vector elements > 0.10 are shown. 
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intercorrelations arose because of the linear dependencies be­
tween each of the nutrient variables discussed previously and 
the high intercorrelations within the two groups of applica­
tion variables (N, P, and K and NFERT, PFERT, KFERT, and 
MANURE), These intercorrelations within the two groups of 
nutrient application variables will be isolated and studied 
in detail after discussing Table 14, using alternative sets 
of data to remove the linear dependencies. 
The fourth intercorrelation (Table 14) indicated the 
confounding between soil conservation practices, YCPLl, YCPL2, 
and YTERR. The small value of the fourth latent root, = 
0.030, indicated that this intercorrelation was almost an 
exact dependency. The three soil conservation variables to­
gether represent the effect of terracing and contour planting; 
hence, the interpretation of these practices on corn yield 
should be done with all three variables in the model because 
interpretation of isolated soil conservation practices is not 
very meaningful. 
The fifth intercorrelation (Table 14) had a latent root 
of Xg = 0.266, which is almost nine times larger than the 
latent root for the fourth intercorrelation. The variables 
involved in this intercorrelation are indicated by the larger 
elements of the correspondent latent vectors (Vg, Table 14); 
these were* TREND, PLDEN, CB2, WEEDS, PLDATE, SKDATE, STN, 
STPl, and ROWSL. The intercorrelation is dominated by TREND 
(time trend). The above intercorrelation means that the level 
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of technology used by the farmer was increasing. This in­
cluded higher PLDEN, heavier fertilization, earlier PLDATE 
and SKDATE, and better corn hybrids. Depletion of STN and a 
build-up of STPl also occurred (Table 14). 
The latent root for the sixth intercorrelation was Xg = 
0.340, which is over the critical value suggested by Gunst 
et al. (1976) for intercorrelations that may cause problems 
in data analysis. This intercorrelation was dominated by 
PLDATE and SKDATE (V^, Table 14), This intercorrelation 
identified the dependency between PLDATE and SKDATE and other 
management variables affecting it, i.e., level of soil nutri­
ents (STPl and STKl) and level of technology used by the • 
farmer (TREND, PLDEN, WEEDS, TILE, NCODE, PHI, STN, etc.). 
In order to isolate and study further the intercorrela­
tions within the N, P, and K group of variables and within 
the NFERT, PFERT, KFERT, and MANURE group, the latent roots 
and vectors were extracted from two correlation matrices from 
alternative sets of variables. The first set was obtained by 
deleting the N, P, and K variables from the set containing all 
27 management variables. The second set was obtained by 
deleting the four variables in the second group of variables. 
The latent roots smaller than 0.300 and their correspondent 
latent vectors of both alternative sets are presented in 
Table 15. 
The intercorrelation analysis of the alternative data 
sets showed that after breaking the linear dependencies by 
Table 15, Latent roots (A-i) smaller than 0.300 and correspondent latent vectors 
(Vi) of two alternative sets of management variables® 
Latent vectors for each of the following latent roots 
Variable 
Deleting N. P. and K 
for 
^1 = 
.030 
V2 for 
^2 = 
.255 
V3 for 
^3 = 
.294 
Deleting NFERT. PFERT. KFERT. MANURE 
for 
Xl = 
.030 
Vg for 
^2 = 
.220 
V3 for 
^3 = 
.264 
V4 for 
^4 = 
.288 
TREND 
PLDEN 
BARE 
RL 
CRW 
CBl 
CB2 
WEEDS 
PLDATE 
SKDATE 
N 
P 
K 
TILE 
NCODE 
PHI 
STN 
STPl 
.38 
.50 
.41 
.15 
. 22  
.17 
.31 
.19 
.27 
-.34 
.20 
-.18 
,19 
,12 
.38 
.74 
.45 
- . 2 8  
.53 
.12 
.16 
.20 
.12 
.37 
.23 
.38 
.34 
.20 
- .46 
-.10 
-.27 
.37 
.60 
-.25 
- . 26  
.16 
®Only the vector elements > 0.10 are shown. 
Table 15, (Continued) 
Latent vectors for each of the following latent roots 
Deleting N. P. and K Deleting NFERT. PFERT. KFERT . MANURE 
V, for Vg for 
^3 V. for V2 for V- for V for 
^3 = X 2 -
Variable .030 .255 .294 . .030 .220 .264 .288 
STKl .14 .19 .15 -.15 
MANURE - - - -
YCPLl -.69 -.69 
YCPL2 .61 .61 
YTERR .38 .38 
NFERT -.47 -. 60 - - - -
PFERT .27 .36 - - - -
KFERT - - - -
ROWSL .14 .14 
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deleting variables, the intercorrelation among soil conserva­
tion variables became the most severe (k^aO.OSO) in both sets. 
The second smallest latent root (0.255) and correspondent 
latent vectors for the alternative data set deleting N, P, and 
K, clearly indicated an intercorrelation among N and P fer­
tilizer applications* soil test values (STN, STPl, and STKl), 
and level of technology used (TREND, PLDEN, WEEDS, PLDATE, and 
SKDATE). The slope of the harvested rows (ROWSL) was also 
involved in this intercorrelation. The third latent root and 
correspondent latent vectors indicated another intercorrela­
tion among N and P fertilizers, soil tests (STPl and STKl) and 
level of technology (TREND, PLDATE, SKDATE, and NCODE). 
The second smallest latent root and correspondent latent 
vectors for the data set deleting NFERT, PFERT, KFERT, and 
MANURE (Vg, Table 15) indicated an intercorrelation among the 
N, P, and K variables (total nutrients from fertilizers plus 
MANURE) and level of technology (TREND and PLDEN). Soil test 
K (STKl) was also involved in this intercorrelation. The 
third intercorrelation of this data set had a latent root of 
0.264. Its correspondent latent vectors indicated an inter­
correlation among total nutrients (N, P, and K), soil tests 
(STN and STPl), and level of technology (TREND, PLDEN, CB2, 
WEEDS, PLDATE, and SKDATE); the Slope of the harvested rows 
(ROWSL) was also involved in this intercorrelation. The 
fourth intercorrelation indicated an intercorrelation among 
total nutrients (N and K), soil tests (STPl and STKl), and 
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level of technology (TOEND, RL, PLDATE, SKDATE, and NCODE), 
The intercorrelations in the full and/or alternative data 
sets have to be considered when interpreting, discussing, and 
using for prediction the models developed from this data set. 
Yield Modeling 
Selection af nutrient application variables 
Two indexes were computed to represent the confounded 
effects of N, P, and K nutrient applications according to 
equation 16 in the Materials and Methods chapter. The index 
(TRAN) was constructed based on the total nutrient variables 
(N, P, and K) and the other (TRANN) was based on the fertilizer 
applications (NFERT, PFERT, and KFERT). 
The constants, C^, of equation 16 were found by least-
squares estimates of a nonlinear model using a subroutine of 
SAS76 (Barr et al., 1976). The constants for N, P, and K were 
calculated independently using the technique and data sources 
referred to in the Materials and Methods chapter. The esti­
mated individual nonlinear regression models for N, P, and K 
were added to conform to the expression in equation 16. 
The two indexes were constructed by using the following 
two formulasI 
TRAN = 25.737 V1243.839+N + 35.654 V649.733+P 
+ 3.653 V404.744+K and (19) 
TRANN = 25.737 V1243.839+NFERT + 35.654 ^ 649.733+PFERT 
+ 3.653 V404.774+KFERT . (20) 
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These indexes were constructed in an attempt to express 
the combined effects of the partially confounded (correlated) 
nutrient application variables with a simpler index. This 
facilitated the estimation and interpretation of the effects 
and interactions of nutrient applications on corn yield * and 
at the same time reduced the number of independent variables. 
The index represents a curvilinear function; hence, it repre­
sents the linear and curvilinear effects of three variables. 
Thus, there were available three groups of nutrient appli­
cation variables: (l) total nutrient application from manure 
plus fertilizer (N, P, and K), (2) nutrients from fertilizer 
(NFERT, PFERT, and KFERT), and (3) square-root transformation 
indexes (TRAN and TRANN). These were tested to select the 
variable or group of variables to represent the nutrient ap­
plications in further stages of the modeling. One may select 
group 1 or 2, or either of the transformation indexes (TRAN or 
TRANN). 
The full quadratic model of all except the nutrient 
application variables (Table 11) which included 40 variates 
was used as reference (base) model for testing the nutrient 
application variables. Because some of the variables pre­
sented linear dependencies through manure applications, MANURE 
was deleted from the testing in the initial steps of modeling. 
The criterion used to test the nutrient application vari­
ables was the extra sum of squares of regression due to the 
addition of the particular variate or group of variates to 
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the reference model. A summary of the results of these tests 
are presented in Table 16. 
The square-root transformation indexes (TEîAN and TRANN) 
performed poorly in terms of increasing the R of the refer­
ence model. 
To complete the test, variable selection was performed 
on both the total nutrient application variables and the 
fertilizer application variables, retaining the terms sig­
nificant at 10% or less. The variates selected and the re­
sults of the tests are also shown in Table 16. 
The variables chosen to represent the effects of applied 
nutrients were NFERT and PFERT, since they showed the highest 
mean square of regression and most significant F-test. More­
over, with only two variables, a substantial increment in the 
R was obtained over the reference model. Because KFERT was 
deleted, and it was highly correlated with NFERT and PFERT, 
the effects of applied nutrients suggested by the developed 
models should be discussed and interpreted with care. 
Quadratic mOdSlÂnq 
A base model was constructed by adding linear terms for 
NFERT and PFERT to the reference model and by deleting BARR 
2 
and BARR from the model because BARR is a yield component. 
Variable selection was then applied to this base model by 
backward elimination, retaining the variables significant at 
10%J the linear term was retained regardless of its signifi-
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Table 16. Extra sums of squares explained by the applied 
nutrient variate or variates added to the refer­
ence model^ 
Variates added to the _ 
reference model df MS F R 
TRAN 1 2433.7 9.5** .665 
TRANN 1 5265.4 20.5** .668 
N, P, K, N^, P^, 6 3521.7 13.7** .686 
NFERT, PFERT, KFERT, 
NFERT^, PFERT^, KFERT^ 
6 3446.4 13.4** .685 
N, P, 3 6987.1 27.2** .685 
NFERT, PFERT 2 9759.7 37.9** .684 
^Reference model: residual ms = 257.35, df = 1186, 
and R^ = 0.662. 
**Significant at the 1% level in this table and all 
others in Part II. 
cance if its correspondent quadratic term was significant. 
The regression statistics and a summary of the effects of the 
variables on yield in the final quadratic model are presented 
in Table 17. The R^ of this final model was 0.445. The 
mathematical handling of coefficients to interpret the effects 
and trends of the variables in the model was explained in Part 
I of this dissertation. All variables except the soil con­
servation variables (YCPLl, YCPL2, and YTERR) were coded by 
substracting their means rounded to the nearest whole number; 
these means are also listed in Table 17. 
Table 17, Regression statistics of the final quadratic model of yield on manage­
ment variables® 
b. 
. * Interpretation of the effect of 
Variable Linear Quadratic the variable on yield^ 
TREND (8) -0 .341 -0. 2697** YMAX occurred at TREND = 7 (1963) 
PLDEN (137) 0 .283** -0. 0027** YMAX occurred at PLDEN = 189 (18,900 plants/A) 
CRW (16) -0 .225+ -0. 0206** YMAX occurred at CRW = 11 (no damage) 
CBl (4) 0 .336+ -0. 0416** YMftX occurred at CBl = 8 (moderate infestation) 
CB2 (18) 0 .257** -0. 0043** YMAX occurred at CB2 = 48 (severe infestation) 
WEEDS (55) -0 .032** - Decreased 0.32 bu/A per 100 lb weeds/A 
PLDATE (24) 0 .288** — Increased 0.29 bu/A/day of planting after 
April 20 
SKDATE (30) -1 .110** -0. 0160++ Decreased at an increasing rate as silking date 
was delayed after July 8 (earliest date) 
NCODE (24) -0 .373** 0. 0216** YMIN occurred at NCODE = 33 (between 3rd-year 
and 4th or continuous corn) 
PHI (66) 0 .292** -0. 0388** YMAX occurred at pH 6.97 
^Intercept = 114.30; = 0.445; and error df = 1194. 
bounded means to the nearest whole number are shown in parentheses. 
^YMAX = maximum yield; YMIN = minimum yield. 
*,**Significant at the 10% and 15% levels, respectively, in this table and 
all others in Part II. 
Table 17. (Continued) 
bi 
Interpretation of the effect of 
the variable on yield Variable Linear Quadratic 
STN (64) 0.170** -0.0053++ YMAX occurred at 80 pp2m N 
STPl (28) 0.443** -0.0137** YMAX occurred at 44 pp2m P 
STKl (255) 0.024* -0.0002++ YMAX occurred at 313 pp2m K 
YCPLl -2.577* 0.0935++ -
YCPL2 2.352++ -0.0878++ -
YTERR 2.810* -0.1018++ -
YRS-CP -0.2244 0.0057 YMIN occurred at YRS-CP = 19 years 
YRS-TERR 0.2333 -0.0083 YMAX occurred at YRS-TERR = 14 years 
NFERT (53) 0.145** - Increased 0.14 bu/A per lb N/A 
PFERT (28) -0.090** Decreased 0.09 bu/A per lb PgOg/A 
•Significant at the 5% level in this table and all others in Part II, 
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Most of the variables had expected effects on corn 
yield, but some, such as TREND, CBl, CB2, PLDATE, and PFERT, 
did not in part or in all of their relevant ranges. The in­
terpretation of individual soil conservation practices 
(YCPLl, YCPL2, and YTERR) has no meaning; their interpreta­
tion will be explained later. In the following paragraphs 
the management variables that had unexpected effects on corn 
yield are discussed. 
Corn yield increased with TREND up to a maximum in 1963 
and then decreased. Since TREND represented, to some extent, 
the level of technology used by the farmer, the expected re-
. ponse was for yield to increase with time and then approach 
a plateau. 
The decrement after 1963 indicated by the model may be 
due to severe moisture stress which decreased yields in 1968 
and 1970, or to the quadratic model used to approximate the 
response which forces the function to decrease after a maxi­
mum instead of leveling off. 
Corn yield increased with increasing corn borer infesta­
tion up to a maximum at medium CBl and severe CB2 levels of 
infestation and then decreased. The initial increasing 
yields, which were not expected, are thought to be due to 
confounding of corn borer infestation with some other factors 
not in this model. The initial yield increases are not be­
lieved to be caused by the corn borer infestations. 
PLDATE increased yield linearly 0.29 bu/A per day that 
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planting was delayed beyond April 20. Corn yield was ex­
pected to increase with planting date to a maximum in early 
May and then decrease (Henao, 1976), This unexpected response 
may be due to the inclusion of SKDATE in the model which is 
highly correlated with PLDATE. 
PFERT decreased yield linearly 0.09 bu/A per lb PgO^/A 
applied. This response is opposite to the expected. Yield 
was expected to increase with PFERT increments up to a maximum 
and then decrease. This "abnormal" response may be due to the 
presence of NFERT in the model which is highly correlated 
with PFERT. 
To get additional information to explain the "abnormal" 
responses of the variables discussed, regressions of yield on 
quadratic functions of individual management variables were 
calculated. The statistics and brief interpretations of the 
regressions are presented in Table 18. 
The trends suggested by the regressions of yield on in­
dividual management variables (Table 18) may be the rela­
tionships between management variables and yield or they may 
merely represent the association of the individual variables 
with yield ignoring all other management variables. Hence, 
their "effects" may be influenced by those other variables 
through confounding or intercorrelation. The purpose of the 
regressions was to determine if the "abnormal" responses shown 
by some variables in the final models were due to distortions 
of their coefficients caused the inclusion of other 
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Table 18. Regression statistics of yield on quadratic func­
tions of individual management variables 
b. 
Variable Linear Quadratic 
TREND 2.217** -0.3083** 
PLDEN 0.443** -0,0037** 
BARE -2.350** 0.0150* 
RL -0.088 -0.0015 
CRW -0.423** -0.0046 
CBl 1.830** -0.0781** 
CB2 0.214** -0.0065** 
WEEDS -0.048** -0.0000 
PLDATE -0.749** -O.OOOl 
SKDATE -1.803** -0.0187++ 
N 0.198** -0.0002 
P 0.237** -0.0020** 
K 0.138** -0.0009** 
TILE -0.013 -0.0001 
NCODE -0.080 0.0402** 
PHI 0.075 -0.0534** 
STN 0,130* -0.0114** 
STPl 0,694** -0.0158** 
STKl 0.057** -0.0002 
Interpretation of the effect 
of the variable on yield 
YMAX occurred in 1968 
YMAX occurred at 19,600 
plants/A 
YMIN occurred at 83% barren 
stalks 
No yield response 
Decreased linearly 0.42 bw'A 
per unit increment in CRW 
YMAX occurred at CBl = 16 
(mod.-severe infestation) 
YMAX occurred at CB2 = 34 
(mod.-severe infestation) 
Decreased linearly 0.5 bu/A 
per 100 lb weeds/A 
Decreased linearly 0.75 bu/A/ 
day that planting date was 
after April 20 
Decreased at an increasing 
rate after July 8 
Increased linearly 0.20 bu/A 
per lb N/A 
YMAX occurred at P=95 IbP^Og/A 
YMAX occurred at K=l02 lb KgO/A 
No yield response 
YMIN occurred at 25 (between 
2nd- and 3rd-year corn) 
YMAX occurred at PHI = 6.7 
YMAX occurred at 70 pp2m N 
YMAX occurred at 50 pp2m P 
Increased linearly 0,06 bu/A 
per pp2m of K 
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Table 18, (Continued) 
Interpretation of the effect 
Variable Linear Quadratic of the variable on yield 
NFERT 0. 190** 0. 0002 Increased linearly 0,19 bu/A 
per lb N/A 
PFERT 0. 222** -0. 0004 Increased linearly 0.22 bu/A 
per lb PgOg/A 
KFERT 0. 198** 0. 0011** Increased at an increasing 
rate 
ROWSL -0. 052 -0. 0005 No yield response 
variables in the model. 
The unexpected responses in part of the range to CBl and 
CB2 were not due to distortion of coefficients by intercorre-
lated variables in the model. YMAX occurred in 1968 as com­
pared to 1963 in the final quadratic model; some distortion 
in the TREND coefficients was probably due to intercorrela-
tions. The yield trends for PLDATE and PFERT in the indi­
vidual regressions were just the opposite of their trends 
in the final quadratic model; this suggests that the unex­
pected responses of these variables were due to distortions 
of their coefficients caused by other intercorrelated vari­
ables in the model. 
Because the soil conservation variables were confounded, 
summations of 2 of the 3 coefficients were necessary to deter­
mine the effects of soil conservation practices on yield 
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(Manu, 1979). The effects estimated by the regression coef­
ficients of the three soil conservation variables were as 
followsI 
YCPLl = A + B vs C , (21) 
YCPL2 = B vs A + C , and (22) 
YTERR = A vs B + c , (23) 
where A = effect of years terraced, B = effect of years con­
tour planted, and C = noncontoured. 
The unconfounded effects of years contour planted (YRS-
CP) and years terraced (YRS-TERR) can be obtained by adding 
the regression coefficients of equations 21, 22, and 23, as 
followsI 
YRS-CP = (21) + (22) (24) 
= A + 2B vs A + 2C 
= B vs C 
YRS-TERR = (21) + (23) (25) 
= 2A + B = B + 2C 
= A vs C 
When squared and/or interaction variates are included in 
the model, the regression coefficients of these YCPLl, YCPL2, 
and YTERR variates are added along with their respective 
linear coefficients to get the unconfounded effects of years 
contour planted and terraced. 
Using equation 24 the effect of years contour planted 
was calculated from the sum of the regression coefficients of 
YCPLl and YCPL2 in Table 17. The linear term of -0.2244 and 
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quadratic of 0.0057 indicated that yield decreased at a de­
creasing rate with years the site has been contour planted; 
YMIN occurred after 19 years of contour planting. This un­
expected effect may be due to confounding; a higher percent­
age of the sites on steeper slopes and on lower-productivity 
soils were contour planted than were the other sites (Manu, 
1979). 
The effect of years terraced was computed using equation 
25 and the coefficients of YCPLl and YTERR in Table 17, The 
linear term of 0.2333 and a quadratic of -0.0083 indicated 
that corn yield increased at a decreasing rate with years 
the site has been terraced and YMAX occurred at 14 years. 
Interaction testing and final modeling 
All linear*linear interactions of the variables in the 
base model were tested, except those in which the joint range 
was too narrow to estimate the interaction (highly correlated). 
The base model was the final quadratic model (Table 17) plus 
WEEDS^, PLDATE^, NFERT^, and PFERT^. The base model had a 
2 total of 36 variates (18 line:r and 18 quadratic) and an R 
= 0.446. 
A total of 127 interactions were originally tested 
(MANURE and its interactions were tested in later stages). 
The interactions were randomly assigned to one of three sets 
to be tested because of the limitation in the maximum number 
of variables allowed in the Helarctos II regression program 
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(Kennedy, 1971). 
Backward elimination was then applied to the interac­
tions in each of the three sets, retaining all interactions 
significant at 10%. The remaining interactions were then 
combined into one set and the process of backward elimination 
repeated. 
A final set was constructed including the base model, 
significant interactions from the above stage, plus MANURE 
variates (linear, squared, and linear*linear interactions). 
Backward elimination was performed first on the interactions, 
then on the quadratic terms, and finally on the linear terms. 
The linear term was retained regardless of its significance 
if its quadratic term or any interaction was significant. 
The result of this modeling was the final interaction model 
of yield on management variables. 
The statistics of the final interaction model are pre­
sented in Table 19. The model consisted of 19 linear terms, 
2 9 quadratic terms, and 18 interactions, and had an R of 
2 0.509, which was significantly larger than the R for the 
final quadratic model (R = 0,445), The significances of 
the linear and quadratic terms of the final quadratic and 
interaction models are presented in Table 20; the number of 
interactions involving each variable are also listed in this 
table. Another important difference between the final quad­
ratic and interaction models was that some variables had sig­
nificant linear or curvilinear effects in the former model 
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Table 19. Regression statistics of the final interaction 
model of corn yield on management variables^ 
Variate bi Variate bi 
TREND -0.347 SKDATE^ -0.0495** 
PLDEN 0.311** NC0DE2 
PHlZ 
0.0140* 
CRW -0.557** -0.0280* 
CBl 0.181 STPl 2 -0.0119** 
CB2 0.258** STKl 2 -0.0003** 
WEEDS -0.026** 
TREND*CRW -0.1077** 
PLDATE 0.239* *PLDATE -0.0838** 
SKDATE -0.843** *SKDATE 0.1118** 
NCODE -0.337** PLDEN*CB2 -0.0027* 
PHI 0.261* *YCPL2 -0.0089** 
STN 0.146** *YTERR -0.0150** 
STPl 0.437** 
CB1*SKDATE 0.0757** 
STKl 0.018* *PH1 -0.0497* 
YCPLl 0.070 *STN -0.0391** 
YCPL2 -0.138 CB2*SKDATE 0.0164** 
YTERR -0.130 PLDATE*SKDATE 0.0923** 
NFERT 0.140** 
PFERT -0.073** SKDATE*PH1 -0.0410** 
MANURE 0.029 *MANURE 0.0740** 
NCODE*NFERT 0.0038** 
TREND^ -0.2411** PH1*STP1 0.0187** 
PLDEN? -0.0028** *YTERR -0.1024** 
CB22 -0.0062** *NFERT -0.0053** 
PLDATE^ -0.0450** STP1*PFERT -0.0025* 
^Intercept = 113.55, = 0,509, n = 1227, and error 
df = 1180. 
but not in the latter one. This was caused by the addition 
of interactions in the correspondent model; such interactions 
may account for some fraction of the corn yield variability 
formerly associated with linear and/or quadratic terms in the 
quadratic model. 
130 
Table 20. Significance of the coefficients of the linear 
and quadratic terms in the final quadratic and 
interaction models 
Final interaction model 
Quadratic..,mQ<jel inter-
Variable Linear Quadratic Linear Quadratic actions 
TREND ns® ** ns ** 3 
PLDEN ** ** 4r* ** 3 
CRW + ** ** _b 1 
CBl + * *  ns - 3 
CB2 ** * * ** ** 2 
WEEDS ** - ** - 0 
PLDATE ** - * ** 2 
SKDATE ** ++ ** ** 6 
NCODE ** ** ** * 1 
PHI ** ** * * 5 
STN ** ++ ** - 1 
STPl ** ** ** ** 2 
STKl * ++ * ** 0 
YCPLl * ++ ns - 0 
YCPL2 ++ ++ ns - 1 
YTERR * ++ ns - 2 
NFERT •k* - ** — 2 
PFERT ** - ** - 1 
MANURE NT^ NT ns - 1 
ns = not significant at the 15% level. 
^Those not designated were tested but deleted from the 
final model* 
^NT = not tested in the model. 
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The trend for PLDATE changed from linear to curvilinear, 
and SKDATE and STKl had more significant quadratic terms in 
the final interaction than in the quadratic model (Table 20). 
This arose because, with the inclusion of the interactions 
in the model, more yield variability was explained and some 
of the former "outliers" were accounted for. Hence, an in­
crease in the regression coefficients and/or a decrease in 
their standard errors may have occurred. 
Most management variables were involved in one or more 
interactions; only WEEDS, STKl, and YCPLl were not involved 
in interactions. SKDATE was the variable involved in the 
most interactions (6), Table 20. 
Because most variables were coded by subtracting their 
correspondent rounded means, the coefficients in Table 19 are 
for the coded values. It is convenient to interpret and dis­
cuss the individual effects of the management variables on 
yield by expressing the levels of the independent variables 
in uncoded units. The rounded means are given in Table 17; 
Brief interpretations of the effects of individual management 
variables on corn yield are given in the following sections, 
TREND From the equation in Table 19, the first 
derivative of yield with respect to TREND is given by dY/ 
dTREND = -0.347 - 0.482*TREND - 0.108*CRW - 0.084*PLDATE + 
0.112*SKDATE. The TREND level at YMAX is given by TREND = 
(0.347 + 0.108*CRW + 0.084*PLDATE - 0.112*SKDATE/-0.482. The 
uncoded mean of TREND was 8 (or year 1964). At the minimum 
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observed value of TREND = -6 (uncoded 2 or 1958), the initial 
yield response to TREND at coded CRW» PLDATE, and SKDATE = 0 
was 2.55 bu/A/year. The yield increment decreased with in­
creasing TREND to uncoded TREND = 7.3 (or 1963) where YMAX 
occurred and then yield decreased at an increasing rate. 
TREND was involved in three interactions but these will be 
discussed later. 
The unexpected response of yield to part of TREND range 
(yield decreasing after the maximum in 1963) was discussed 
previously in the quadratic modeling section. 
PLDEN The slope of the response equation in Table 19 
with respect to PLDEN is given by dY/dPLDEN = 0.311 -
0.0056*PLDEN - 0.0027*CB2 - 0.0089*PCYL2 - 0.015*YTERR. The 
PLDEN at YMAX = (-0.311 + 0.0027*CB2 + 0.0089*YCPL2 + 
0,0l5*YTERR)/-0.0056. The uncoded means of PLDEN and CB2 
were 137 (or 13,700 stalks/A) and 18 (slight to medium infes­
tation) . YCPL2 and YTERR were not coded by subtracting their 
means. At the minimum observed level of PLDEN of -78 (un­
coded 59 or 5900 stalks/A), the initial yield response to 
PLDEN at coded CB2 = 0 (its coded mean) was 0,75 bu/A per 
lOO-stalk increment on noncontoured and nonterraced sites 
(YCPL2 and YTERR = 0). The yield increment decreased with 
increasing PLDEN to 55.5 (uncoded 192.5 or 19,250 stalks/A) 
where YMAX occurred and then yield decreased at an increasing 
rate. 
The negative PLDEN*CB2 interaction showed that the yield 
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response to PLDEN increased if CB2 was less than its mean 
and decreased at CB2 levels > 18. The level of PLDEN at 
YMAX decreased if CB2 > 18 and increased if CB2 < 18. Hence, 
both the yield response to plant density and the plant den­
sity at maximum yield were decreased as second-brood corn 
borer infestation increased. 
The PLDEN interactions with the soil conservation vari­
ables, YCPL2 and YTERR, will be discussed later. 
CRW The first derivative of the regression equation 
(Table 19) with respect to CRW is given by dY/dCRW = -0.557 -
0,108*TREND. The uncoded means for CRW and TREND were 16 and 
8 (1964). Corn yield decreased linearly 0.56 bu/A per unit 
increase in CRW at coded TREND = 0; for example, yield de­
creased 22.4 bu/A as CRW damage increased from none (CRW=lO) 
to very severe (CRW=50). 
The initial yield decrease of 0.56 bu/A associated with 
CRW increased 0.11 bu/A per year after 1964, and was 0.11 
bu/A less prior to 1964. This effect may be due to higher 
potential yields in the last half of the time period because 
management levels were higher. Another factor is that the 
western corn rootworm spread throughout the study area in 
1964 and became the dominant corn rootworm species thereafter. 
CBl From data in Table 19, dY/dCBl = 0.181 + 
0.076*SKDATE - 0.050*PH1 - 0.039*STN. The uncoded means for 
CBl, SKDATE, PHI, and STN were 4 (slight infestation), 30 
(or July 30), 66 (pH 6.6), and 64 pp2m N, respectively. The 
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linear yield response to CBl at coded SKDATE, PHI, and STN 
= 0 was 0,18 bu/A per unit increase in CBl. This unexpected 
response also occurred in the quadratic model; it was postu­
lated to be due to confounding of CBl with other environ­
mental factors not included in this model. 
The positive CB1*SKDATE interaction showed that the 
positive response to CBl increased at uncoded SKDATE > 
July 30 but the response became slightly negative with SKDATE 
2 days earlier (July 27) and then increasingly negative at 
earlier silking dates (with PHI and STN=0). Highest CBl 
infestations were usually observed in the earliest planted, 
heaviest fertilized, fastest growing, and earliest silking 
corn. Therefore, most of the CBl infestations above the 
mean level occurred in corn silking before July 27-30. How­
ever, the year-to-year variations in CBl infestation may 
have masked its effect in the intercorrelations. 
The negative CB1*PH1 and CB1*STN interactions indicated 
that the positive response to CBl at the PHI and STN means 
(with SKDATE=0) changed to negative responses at PHI and 
STN levels slightly above their mean levels. The positive 
response to CBl became more positive as PHI and STN levels 
decreased from their means. Decreasing levels of both (par­
ticularly STN) ^ ^uld delay silking; this corn thus should 
have lower CBl infestation. 
CB2 From data in Table 19, dY/dCB2 = 0.258 -
0.012*CB2 - 0.003*PLDEN + 0.016*SKDATE. YMAX occurred at 
135 
CB2 = (-0.258 + 0.003*PLDEN - 0.0l6*SKDATE)/-0.0l2. The un-
coded means for CB2, PLDEN, and SKDATE were 18, 137, and 30, 
respectively. At the minimum observed value of CB2 = -18 
(uncoded=0, no infestation), the initial yield response to 
CB2 at coded PLDEN and SKDATE = 0 was 0.48 bu/A; the yield 
increment decreased at an increasing rate up to uncoded CB2 = 
39 (medium to high infestation) where YMAX occurred. This 
unexpected response also occurred in the quadratic model and 
was observed by Henao (1976) and Manu (1979). This unexpected 
effect may be confounded with other environmental factors not 
included in this model. 
The negative CB2*PLDEN interaction indicated that yield 
response to CB2 decreased per uncoded unit of PLDEN > 137 and 
increased at PLDEN < 137. The CB2 associated with YMAX 
shifted to a lower infestation if PLDEN > 137 and to a higher 
infestation for PLDEN < 137. 
The response to CB2 increased per day SKDATE was delayed 
after July 30 and decreased if SKDATE was earlier than July 
30 and the CB2 at YMAX shifted to a more severe or to a less 
severe infestation, respectively. Highest CB2 infestations 
were observed on later planted and later silking corn; the 
earlier planted and silking corn had more CBl but less CB2 
infestation. CB2 intercorrelations may have been masked by 
the year-to-year variations in average infestation. 
WEEDS Corn yield decreased linearly 0.03 bu/A per 
10 lb/A increase in WEEDS. Thus, 1000 lb/A (air-dry) of weeds 
136 
decreased the corn yield an average of 3 bu/A. 
PLDATE From Table 19, dY/dPLDATE = 0.239 - 0.090* 
PLDATE - 0.084*TREND + 0.092*SKDATE. The YMAX occurred at 
PLDATE = (-0.239 + 0.084*TREND = 0.092*SKDATE)/-0.09. The 
uncoded means of PLDATE, TREND, and SKDATE were 24 (May 14), 
8 (1964), and 30 (July 30), respectively. At the minimum 
observed value of PLDATE of -24 (uncoded 0 or April 20), the 
initial yield response to PLDATE at coded TREND and SKDATE = 
0 was 2.40 bu/A. The yield increment decreased with increas­
ing PLDATE to uncoded PLDATE = 27 (May 17) where YMAX occurred. 
The negative PLDATE*TREND interaction indicated that 
yield response to PLDATE was reduced per year beyond 1964 
(TREND > 8), and increased if TREND < 8. The PLDATE at YMAX 
shifted to later planting if TREND > 8 and to an earlier 
planting if TREND < 8, 
The yield response to PLDATE increased per day SKDATE 
was delayed beyond July 30 and decreased if SKDATE was 
earlier than July 30. The PLDATE at YMAX was shifted to a 
later PLDATE or earlier PLDATE, for SKDATE > 30 or SKDATE < 
30, respectively. This effect may be confounded with the 
maturity of the corn variety; later maturing corn usually 
outyields the earlier maturing hybrids. Also, earlier 
maturing hybrids were planted in Lyon and Clay counties than 
in the others. 
SKDATE The .SKDATE variable was involved in many 
interactions. The slope of the response surface is dY/dSKDATE 
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= -0.843 - 0.099*SKDATE + 0.112*TREND + 0.076*CB1 + 0.016* 
CB2 + 0.092*PLDATE - 0.041*PH1 + 0.074*MANURE. The uncoded 
means for SKDATE and TREND were 30 (July 30) and 8 (year 
1964). At the minimum observed SKDATE of -22 (uncoded 8 or 
July 8), the initial yield response to SKDATE at coded 
values of all interacting variables = 0 was 1.34 bu/A. The 
yield increment decreased with increasing SKDATE up to uncoded 
SKDATE = 22 (July 22) where YMAX occurred. 
The positive interaction of SKDATE with TREND showed 
that the response to later SKDATE increased at TREND > 1964 
and the SKDATE at YMAX shifted to later dates at TREND > 1964; 
the response to later SKDATE decreased and the SKDATE at YMAX 
shifted to earlier dates at TREND < 1964, SKDATE was involved 
in five other interactions (with CBl, CB2, PLDATE, PHI, and 
MANURE). The discussions of these interactions are presented 
in the sections for the corresponding interacting variables, 
where these interactions are more meaningful. 
Most of the interactions involving SKDATE are difficult 
to interpret. The SKDATE variable appears to be partially 
a yield component and thus reflects the effects of other 
variables, particularly planting date with which it was highly 
correlated. Most of the variables affecting SKDATE except 
hybrid variety were included in the model selection. Varie­
ties planted on the same date will have different silking 
dates depending on the maturity rating of the corn. Later 
maturing varieties will usually outyield the earlier varieties. 
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Also, the commonly planted maturities were considerably 
earlier in Lyon and Clay counties than those planted in the 
southern part of the study area. 
NCODE From Table 19, dY/dNCODE = -0.337 + 0.028* 
NCODE + 0.004*NFERT. The NCODE at YMIN = (0.337 - 0.004* 
NFERT)/0.028. The uncoded mean for NCODE was 24 (between 
2nd and 3rd year corn). At the minimum observed value for 
NCODE of -16 (uncoded 8 or corn after two years of legume-
grass meadow), the initial yield decreases to NCODE at coded 
NFERT = 0 was 0.79 bu/A. The yield decrement decreased as 
NCODE increased up to NCODE = 36 (between 3rd and 4th or 
continuous corn) where YMIN occurred and then yield increased. 
The NCODE*NFERT interaction will be discussed in the 
NFERT section where it is more meaningful. 
PHI This variable was involved in five interactions 
probably because many of the sites had calcareous surface 
horizons. From Table 19, dY/dPHl = 0.261 - 0.056*PH1 - 0.050* 
CBl - 0.041*SKDATE + 0.0l9*STPl - 0.l02*YTERR - 0.005*NFERT. 
The YMAX occurred at PHI = (-0.261 + 0.050*CB1 + 0.041* 
SKDATE - 0.019*STP1 + 0.102*YTERR + 0.005*NFERT)/-0.056. The 
uncoded means for PHI, SKDATE, and STPl were 66 (pH 6.6), 
30 (July 30), and 28 pp2m P, respectively; YTERR was not 
coded subtracting its mean. At the minimum observed value 
for PHI of -10 (uncoded 56 or pH 5.6), the initial yield 
response to PHI at coded CBl, SKDATE, STPl, and NFERT = 0 and 
on nonterraced sites (YTERR = 0) was 0.82 bu/A. The yield 
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increment decreased with PHI increments up to uncoded PHI = 
71 (pH 7.1) where YMAX occurred and then yield decreased at 
higher PHI values. 
The negative SKDATE*PH1 interaction showed that response 
to increasing PHI decreased as SKDATE was delayed beyond 
July 30 and increased as SKDATE occurred earlier than July 
30. The PHI at YMAX was shifted to < pH 7.1 as SLDATE 
occurred after July 30. Later silking thus decreased yields 
more on the calcareous than on the acid soils probably through 
the intercorrelation involving SKDATE and STPl (Tables 14 and 
15) and the PH1*STP1 interaction discussed next. 
The positive PH1*STP1 interaction showed that response 
to PHI increased as STPl was increased above its mean (28 
pp2m P) and PHI at YMAX was shifted to a more alkaline soil 
pH. At STPl levels < 28 pp2m, the response to PHI decreased 
and PHI at YMAX became < pH 7.1. This interaction thus showed 
that yields were lower on the calcareous soils (pH > 7.8) 
at low STPl levels than at high levels. 
The CB1*PH1 interaction was discussed in the CBl sec­
tion and the PHI interactions with YTERR and NFERT will be 
discussed in their sections. 
STN From Table 19, dY/dSTN = 0.146 - 0.039*CB1. 
The uncoded means for STN and CBl were 64 pp2m N and 4 
(slight infestation). The yield response to STN at coded 
CBl = 0 was 0.15 bu/A per pp2m STN. The STN*CB1 interaction, 
also discussed in the CBl section, showed that first-brood 
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corn borer infestation > 4 decreased the response to STN 
level so that at CBl > 7, the response to STN became nega­
tive. 
STPl From data in Table 19, dY/dSTPl = 0.437 -
0.024*STP1 + 0.019*PH1 - 0.003*PFERT. YMAX occurred at 
STPl = (-0.437 - 0.019*PH1 + 0.003*PFERT)/-0.024. The un­
coded mean for STPl was 28 pp2m P. At the minimum STPl ob­
served value of -23 (uncoded 5 pp2m P), the yield response to 
STPl at coded PHI and PFERT = 0 was 0.14 bu/A. The yield 
increment decreased with STPl increments up to uncoded STPl = 
46 where YMAX occurred and then yield decreased. 
The PH1*STP1 interaction was discussed in the PHI sec­
tion and the STP1*PFERT interaction will be discussed in 
the PFERT section. 
STKl From Table 19, dY/dSTKl = 0.018 - 0.0006*STK1 
and YMAX occurred at STKl = 0.018/0.0006. The mean and 
minimum observed values of STKl were 255 and 45 pp2m K, re­
spectively. The initial yield response to STKl was 0.14 
bu/A at uncoded STKl =45; the yield increment decreased with 
increasing STKl up to uncoded STKl = 284 where YMAX occurred 
and then yield decreased. 
YCPLl + YCPL2 The yield response to years contour 
planted (YRS-CP) was calculated by adding the coefficients 
of the YCPLl and YCPL2 variates (Table 19) ; the dY/dYRS-CP 
= -0.068 - 0.009*PLDEN. Yield decreased linearly 0.07 bu/A 
per year the site had been contour planted at mean PLDEN = 
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137. The yield decrement increased at PLDEN > 137 and 
decreased at PLDEN < 137. 
YCPLl + YTERR The yield response to years terraced 
(YRS-TERR) was calculated by adding the coefficients of the 
YCPLl and YTERR variates (Table 19); the dY/dYRS-TERR = 
-0.060 - 0.015*PLDEN - 0.102*PH1. At mean PLDEN = 137 and 
PHI = 66, yield decreased 0.06 bu/A per year the site had 
been terraced. The negative interactions with PLDEN and PHI 
showed that the yield decrement increased at uncoded PLDEN 
> 13,700 and PHI > 6.6 and decreased at levels below their 
means. 
The negative effects of years contour planted and ter­
raced on yields were not expected. These effects are likely 
confounded with soil factors and perhaps other variables. 
Although Manu (1979) found similar negative conservation 
practice*PLDEN interactions in his analysis of the upland 
soils in the five western and southwestern counties, positive 
interactions occurred between conservation practices and 
NCODE, STN, and EROS but a negative interaction generally 
occurred with SLOPE. 
NFERT The dY/dNFERT = 0.140 + 0.004*NCODE -
0.005*PH1 (Table 19). The uncoded means for NFERT, NCODE, 
and PHI were 53 lb N/A, 24 (2nd to 3rd year corn), and 66 
(pH 6.6), respectively. The linear yield response to NFERT 
at NCODE and PHI = 0 was 0.14 bu/A per lb N/A. The response 
increased per uncoded unit of NCODE > 24 (to a lower N 
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availability) and decreased at NCODE < 24 (to a higher N 
availability). This was the expected effect. The response 
to NFERT was reduced at PHI > 6.6 and increased if PHI < 6,6, 
Hence, yield response was less on high pH to calcareous soils 
than on neutral to acid soils in the plow layer, 
PFERT From Table 19, the dY/dPFERT = -0,073 -
0.003*STPK. The uncoded means for PFERT and STPl were 28 
lb PgOg/A and 28 pp2m P, respectively. The yield response to 
PFERT at coded STPl = 0 was a linear decrement of -0,07 bu/A, 
The decrement was 0.003 bu/A greater per each uncoded unit 
STPl > 28 and the same quantity less if STPl < 28. The unex­
pected effect shown by PFERT was discussed and investigated 
for the quadratic model; it was concluded that this effect was 
due to intercorrelations. However, the negative PFERT*STP1 
interaction has been observed frequently and was expected. 
MANURE The dY/dMANURE = 0.029 + 0.074*SKDATE, The 
uncoded means for MANURE and SKDATE were 2 tons/A and 30 
(July 30), respectively. The yield response to MANURE at 
coded SKDATE = 0 was a linear increase of 0.03 bu/A per ton 
of MANURE/A. The response was increased 0.07 bu/A per each 
uncoded unit SKDATE > 30 and reduced by the same amount if 
SKDATE < 30. The response to MANURE was very lowj however. 
Discussion models 
The final interaction model of yield on management vari­
ables was more efficient in explaining yield variations than 
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the correspondent soil variable model, accounting for 51% of 
the yield variations as compared with 34% for the soil vari­
able model. This model was helpful to study the relation­
ships between yield and individual management factors. Only 
a few intercorrelations existed among the management variables 
allowing more reliable estimations of coefficients than in 
the models for the soil variables in the previous section. 
However, some distorted regression coefficients by intercor­
relations and some confounded effects with other variables not 
included in this study occurred. 
The lack of a significant curvilinear effect of NFERT on 
yield was unexpected. The squared term for NFERT, nonsignifi­
cant in the quadratic model, was retested in the interaction 
model but still had no significance. Henao (1976), however, 
had no significant curvilinear effect of NFERT on yield in 
his quadratic models but had curvilinear effects of total N 
on yield at the 1% to 10% levels in his interaction models. 
The inclusion of the time trend variables (TREND) in the 
models helped to explain corn yield variations. Unfortunately, 
its predictive value is rather limited because it represented 
the time trend from 1958 to 1970, and large extrapolations of 
TREND would occur for predictions in the current year. TREND 
may also compete in associating yield variations with PLDEN, 
NFERT, and PFERT, since these variables had high correlations 
with TREND (Table 12). Hence, it is expected that deletion 
of TREND from the regression models will increase the signifi­
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cance of these variables. Also, some of the TREND inter­
actions may be related to marked changes in management levels 
occurring in 1964-1965 in the use of PLDEN, NFERT, PFERT, and 
corn rootworm control, and to the severe moisture stress in 
1968 and 1970, Separate analyses of 1958-1963 and 1964-1970 
data (without including TREND) may give better information on 
the effects of the variables correlated with TREND. 
The predictive value of SKDATE is also limited because 
it cannot be determined in the earlier stages of the growing 
season. It competes with and overrides the effect of PLDATE 
on yield. The SKDATE variable may account for some variety 
effect since later varieties (later silking) usually outyield 
earlier varieties. 
This section of the dissertation was devoted to study 
the effects and relationships of management variables on corn 
yield at mean levels of soil and weather variables. We recog­
nize, however, that the effects of soil or management vari­
ables are influenced by the other group and have significant 
intergroup interactions on corn yields. Part III will deal 
with the combined effects of soil and management variables 
on corn yield. 
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SUMMARY AND CONCLUSIONS 
A study was conducted to determine the relationships 
among management variables and their effects on corn yield in 
western Iowa. Twenty-seven management variables were included 
in the regression analysis and a total of 1,227 single plot 
observations were available for the study. 
Prior to modeling, the existing intercorrelations among 
management variables in the sample were characterized, since 
they affect the interpretation of the estimated relationships 
and the range of applicability of developed models. The in­
tercorrelations among management variables were studied using 
three methods* (l) examination of the simple correlation 
2 
coefficients, (2) computation of the Rj 's of each management 
variable when regressed on all other linear management vari­
ables, and (3) computation of the latent roots and vectors 
of the correlation matrix of the management variables. 
Method 1 was able to clearly detect only one two-variable 
intercorrelation, the one between planting date (PLDATE) and 
silking date (SKDATE). The correlation analysis also sug­
gested a number of intercorrelations involving more than two 
variables. The correlation analysis failed to detect three 
exact dependencies present in the data set between total N, 
P, and K from manure and fertilizer (N, P, and K) and N, P, 
and K from fertilizer (NFERT, PFERT, and KFERT) through the 
nutrients from manure (MANURE) application. 
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Method 2 of the intercorrelation study, computations of 
the Rj -values, showed that only the soil conservation vari­
ables, years contour planted at both contoured and terraced 
sites (YCPLl), years contour planted at only the contoured 
site (YCPL2), and years terraced (YTERR), were involved in 
intercorrelations as severe as those for soil variables. The 
exact dependencies between nutrient application variables were 
avoided by deleting groups of these variables while computing 
2 their Rj -values. 
Method 3 of the intercorrelation study indicated the 
existence of five strong intercorrelations among the full set 
of independent variables (27 management variables). The first 
three intercorrelations occurred because of the linear depen­
dencies between N, P, and K, and NFERT, PFERT, and KFERT, 
respectively, through MANURE; the confounding among nutrient 
application variables was also involved in the first three 
intercorrelations. The fourth intercorrelation consisted of 
the three soil conservation variables, YCPLl, YCPL2, and YTERR. 
The fifth intercorrelation was dominated by time trend (TREND) 
and variables reflecting the increasing use of technology. 
The intercorrelations among nutrient application variables 
were isolated from the linear dependencies using alternative 
sets of variables to compute the latent roots and vectors. 
It was found that N, P, and K were involved in strong inter­
correlations that may affect further modeling. 
To eliminate the intercorrelations among N, P, and K 
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applications, the effects of all three variables were com­
bined into one index using data from other fertilizer experi­
ments to estimate the necessary coefficients. Two square 
root transformation indexes (TEtAN and TRANN) were then con­
structed; the first represented the effect of total nutrient 
applications and the second the nutrient applications from 
fertilizer. 
Before modeling, the nutrient application indexes and 
variables were tested in combinations to determine which ones 
explained the most yield variability. The transformation 
indexes (TRAN and TRANN) explained little of the variability. 
The N and P from fertilizer (NFERT and PFERT) were chosen to 
represent the effects of nutrient applications although total 
nutrients (N, P, and K) were nearly as good. 
A quadratic model was then constructed using backward 
elimination to retain all linear and quadratic variates sig­
nificant at 10%; the linear term was retained regardless of 
its significance if its quadratic term was significant. The 
final quadratic model had 32 variates (18 linear and 14 quad­
ratic) and an R^ of 0.445, which indicated that 44,5% of the 
yield variability was accounted for by the model. Except for 
the TREND, first brood corn borer (CBl), second brood corn 
borer (CB2), PLDATE, PFERT, and years contour planted vari­
ables, all had expected effects on yield. The unexpected ef­
fects of CBl, CB2, and years contour planted were postulated 
to be due to confounding with other environmental variables 
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not in the model. The unexpected effect of TREND was due to 
intercorrelations with plant density (PLDEN), NFERT, and 
PFERT variables. Unexpected effects of PLDATE and PFERT 
were due to intercorrelations with SKDÀTE and NFERT, 
respectively. 
The final stage of modeling consisted of testing all es­
timable linear*linear interactions of the variables in the 
final quadratic model plus those with the MANURE variable. 
A total of 145 interactions were tested using backward elim­
ination. The final result was the final interaction model 
containing 46 variates (19 linear, 9 quadratic, and 18 inter-
actions) which had an R of 0,509, Individual variable ef­
fects on yield were discussed and interpreted. All variables 
had expected responses, except TREND, CBl, CB2, PFERT, contour 
planting and terracing. The unexpected effects of these vari­
ables, except PFERT, were postulated to be due to confounding 
with other variables not included in this study; the unex­
pected effect of PFERT was due to distortions in its regres­
sion coefficients due to intercorrelation. 
The estimation of the effects of management factors on 
corn yield was more reliable than the estimation of soil 
effects because only a few intercorrelations were present 
among management variables. The final interaction model of 
yield on management variables (R =0,51) was also more ef­
ficient in explaining yield variations than the correspondent 
soil model (R^=0,34), 
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The predictive value of TREND and SKDATE are limited 
because the former represents the time trend in the past and 
wide extrapolations are necessary for prediction in the 
current year, and SKDATE is not available for prediction in 
the early part of the growing season and also appears to be 
more of a yield component variable. 
This section was devoted to the study of the effects and 
relationships of management variables on yield at mean levels 
of soil and weather variables. It is recognized, however, 
that the effects of management variables are affected by the 
level of soil variables. The combined effect of soil and 
management variables will be presented in the next part. 
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PART III. COMBINED EFFECT OF SOIL AND MANAGEMENT 
VARIABLES ON CORN YIELD 
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INTRODUCTION 
The marked increases in corn yields obtained in the last 
40 years have been related to the adoption of improved tech­
nology, particularly in soil and crop management practices. 
The choices of management practices for high yields are highly 
related to the soil characteristics and previous management. 
For example, some management practices such as fertilization 
may markedly increase yields on certain soil types and have 
little response on other soil types. 
Many research studies have related yield responses to 
management variables as affected by one or more soil vari­
ables. Unfortunately, only very few management and soil 
variables were included in most of the experiments and many 
potentially important interactions were not evaluated. 
Although yield responses to management variables are 
known to be affected by soil properties, a surprising number 
of researchers have disregarded these effects in the inter­
pretation and use of their results. This is partly because 
many experiments were conducted at one to a few locations 
and the effects of soil variables could not be determined. 
Only limited research on management variables has been de­
signed to determine also the effects of the most important 
soil variables on the yield responses. 
Olson and Owens (1977), in an effort to link soil fer­
tility evaluation to the soil survey information, conducted 
152 
a survey in all 50 states inquiring about research on inter­
actions between soils and yield responses to fertilizers. 
From the responses to this survey, the authors concluded 
that, 
Drastic changes are required in priorities to link 
fertility research to the soil survey. Much of the 
USA will soon have published detailed soil surveys, 
but the relating of responses to the soil map landscape 
units is still in its infancy. 
There is a need to estimate the joint effects and inter­
actions of management and soil variables on corn yield for a 
better understanding of the corn yielding phenomenon. The 
objective of this section is to determine the combined effects 
and relationships of management and soil variables on corn 
yield in western Iowa. 
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LITERATURE REVIEW 
Many have recognized that the effects of management 
practices on corn yield are affected by soil properties. A 
number of studies have been reported in the literature relat­
ing yield responses to management variables as affected by 
one or a few soil characteristics (Dumenil, 1958; Cook, 1962; 
Englehorn et al., 1964; Desselle, 1967; Voss, 1969; Malo and 
Worcester, 1975). Comprehensive reviews on the subject can 
be found in Viets (1962), Pierre et al. (1966), Voss (1969), 
and Larson and Hanway (1977), The reader should refer to 
these for a full coverage of most of the areas associated 
with corn production. Here, only a brief summary of the com­
bined effects of management and soil variables on corn yield 
will be presented. 
The yield responses to N, P, and K fertilizers have been 
frequently cited as being affected by soil characteristics 
(Engelstad et al., 1961; Englehorn et al., 1964; Christensen, 
1968; Leeper, 1972; Villalpando-Ibarra, 1975). 
Engelstad et al. (1961) conducted a study to determine 
the effect of surface soil thickness on corn yield and to 
learn if N fertilizer could substitute for surface soil 
thickness in producing yields of corn on selected soils of 
southwestern Iowa. The authors concluded that, under the 
soil and climatic conditions that prevail in the area, N 
fertilizer can substitute completely for surface soil 
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thickness in some years but not in others. 
Christensen (1968) found that the response of corn to 
applied P was influenced by surface and subsoil P levels. 
The initial yield response was greater at low levels of 
surface and subsoil P* indicating that optimum rates of P 
fertilizer are influenced by both sources of soil P. 
Leeper (1972), from experiments at four Illinois loca­
tions having variable soils and climatic conditions, found 
that the potential of a soil to produce corn was largely 
determined by the ability of the soil to store and supply 
moisture if fertility and management levels were high. 
Villalpando-Ibarra (1975) found that corn yield response 
to N and P fertilizers and plant density in soils of central 
Mexico was affected by soil texture, slope of the site, and 
depth of the A horizon. 
Turpin (1971) and Turpin et al. (1972) studied the rela­
tionships between corn rootworm damage and soil and manage­
ment factors in Iowa. The most significant soil and manage­
ment variables associated with corn rootworm damage were 
percentage of clay and soil test P and K levels of the sur­
face soil, slope and drainage class of the soil, planting 
date, and plant population. 
Henao (1976) determined the most important soil variables 
for inclusion in a corn yield prediction equation on soil, 
weather, and management variables in Iowa. Along with other 
variates, over 100 linear*linear interactions between soil 
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and management variables were tested using backward elimina­
tion. Six of these interactions were retained in the final 
prediction model containing 72 variates significant at the 
10% level or less. They were: erosion class*soil test N, 
organic carbon in plow layer*soil test N, clay percentage 
in plow layer*total applied P, biosequence*pH in the plow 
layer, biosequence*soil test K in the plow layer, and depth 
to minimum pH*soil test P in the plow layer. 
The literature review for the theoretical basis of the 
statistical analysis of the intercorrelations and modeling 
was presented and discussed in detail in Part I of this 
dissertation. 
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MATERIALS AND METHODS 
Intercorrelations Between Soil and 
Management Variables 
The intercorrelations involving soil and management 
variables in the data set were characterized to determine if 
the intercorrelations among soil and among management vari­
ables, previously reported in this dissertation, changed 
after combining these two groups of variables. For the study 
of the intercorrelations in the combined data, all soil and 
management variables included in Parts I and II of this study 
were retained. 
As in previous sections, three methods were used to 
study the intercorrelationsi (1) examination of the simple 
regression coefficients between soil and management variables, 
2 (2) determination of the Rj -values of each soil and manage­
ment variable when regressed on all the others, and (3) ex­
amination of the latent roots and vectors of the joint corre­
lation matrix of soil and management variables. These methods 
were described in the Materials and Methods chapter of Part I. 
Relationships Between Yield and Soil and 
Management Variables 
To study the combined effects of soil and management 
variables on corn yield in western Iowa, the final interaction 
models of soil and of management variables developed in Part I 
and Part II, respectively, of this dissertation were used. 
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The modeling, using multiple linear regression techniques, 
was done in two stages: (1) combination of the two final 
interaction models and variable selection by backward elimina­
tion and (2) addition of interactions between soil and man­
agement variables and between soil conservation variables and 
soil variables and then variable selection to obtain the final 
model. 
Stage 1 
In the first stage, the two final interaction models of 
soil and of management variables were combined into one model. 
Variable selection by backward elimination was then applied 
to interactions, quadratic, and linear terms, retaining all 
variates significant at 5%, except that the linear term was 
retained regardless of its significance if its quadratic term 
or any interaction was significant. The result of this stage 
was the reduced final model of yield on selected soil and 
management variables. 
Variable selection by backward elimination was not 
applied to the soil conservation variables (YCPLl, YCPL2, and 
YTERR)since these variables have to be interpreted together. 
Instead, a global F-test of the extra sum of squares of the 
three soil conservation variables (three linear and three 
interaction variates) was performed. This test was not sig­
nificant; all six variates were then deleted from the mCfîVal. 
The soil conservation variables, however, were retested in 
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the final modeling in Stage 2. 
Stage 2 modeling 
In the second stage, all linear*linear interactions be­
tween soil and management variables retained in the reduced 
model from Stage 1 were evaluated. Initially, 187 interac­
tions were tested (all possible interactions between 15 
management and 13 soil variables in the reduced model except 
for 8 unestimable interactions). The reduced model developed 
in the first stage was used as the base model for the testing 
except that the CRW^ and SKDATE*MANURE variates were added 
for retesting. 
Because of limitation in the number of variables allowed 
by the regression program used, Helarctos II (Kennedy, 1971), 
the interactions had to be tested in four sets. The interac­
tions were allocated at random to one of the four sets and 
variable selection by backward elimination was applied to the 
interactions only in every set, retaining all interactions 
significant at 5%. 
A fifth set was constructed to retest the soil conserva­
tion variables and their interactions from the final inter­
action model of Part II and to test 39 interactions between 
soil conservation practices and soil variables retained in 
the reduced model of Stage 1. Variable selection by backward 
elimination was also performed on the interactions only, re­
taining all significant at 5%. 
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The remaining interactions of the five sets were then 
combined into one model and backward elimination applied to 
interactions, quadratic, and linear terms, retaining all 
terms significant at 5%. As usual, the linear term was re­
tained regardless of its significance if its quadratic term 
or any interaction was significant. Variable selection was 
not applied to linear terms of the soil conservation variables. 
The result of this modeling was the final combined model 
of yield on soil and management variables. 
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RESULTS AND DISCUSSION 
The presentation and discussion of results of the inter-
correlation study and of modeling for the combined soil and 
management variables will be based on differences between the 
combined analysis and the results obtained in Part I and 
Part II of this dissertation. 
Intercorrelations Among Variables 
The intercorrelations among the combined soil and manage­
ment variables were determined to characterize the sample and 
the population in terms of linear dependencies, or near de­
pendencies, among predictor variables. Such intercorrela­
tions affect the interpretation and restrict the applicability 
of the developed models. All soil and management variables 
were retained for this intercorrelation analysis; hence, 63 
variables (36 soil and 27 management) were included. The re­
sults of the three methods used to study the intercorrelations 
are presented in the following paragraphs. 
Examination Qf Ihg simple correlation coefficients 
Only 14 simple correlation coefficients between soil and 
management variables were greater than + 0.39 (Table 21). PHI 
was involved in 4 of the 14 correlations; these were with the 
subsoil pH related variables (PHMIN, DCAL, PH2, and PH3). 
Addition of PHI is then expected to cause some change in the 
intercorrelations discussed in Part I involving pH related 
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Table 21. Simple correlation coefficients between soil 
and management variables^ 
Variables r Variables r 
SLOPE and YCPLl .48 PHMIN and PHI .85 
YCPL2 .44 DCAL and PHI .55 
ROWSL .46 PH2^ and PHI .82 
EROS and YCPLl .42 PH3 and PHI .49 
OCl and STN .48 STP2^ and STPl .52 
0C2 and YCPLl .40 STP3 and STPl .40 
BOTT and STPl .43 STK2 and STKl .61 
®Only the variables correlated > + 0.39 are shown. 
^Variables deleted from the final model in Part I. 
variables and it may be involved in additional intercorrela­
tions. The soil conservation variables (YCPLl and YCPL2) showed 
moderately high correlations with the soil erosion related 
variables of SLOPE, EROS, and 0C2. Hence, some change in the 
form of the intercorrelations involving the soil erosion re­
lated variables is expected. 
The examination of the correlations suggested the presence 
of an intercorrelation involving the soil test P variables 
(STPl, STP2, and STP3) and BOTT. This analysis also suggested 
three simple intercorrelations (two-variable intercorrelations) 
between SLOPE and ROWSL, OCl and STN, and STK2 and STKl. 
The intercorrelations among the combined soil and 
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management variables will be investigated in more detail with 
the next two methods. 
2 Computation of the Rj 
2 The determination coefficients (Rj -values) of each soil 
and management variable regressed on all other linear variables 
were computed. Because total nutrient applications (N, P, and 
K) were exactly determined by fertilizer applications (NFERT, 
PFERT, and KFERT) plus estimated nutrients from MANURE appli­
cations, both sets of variables could not be included in the 
same regression model, because singularities in the data 
2 
matrix arose. To compute the R 's for NFERT, PFERT, NFERT, 
and MANURE, total nutrient application variables (N, P, and 
K) were deleted, and to compute the R 'a for total nutrient 
application variables, the fertilizer and manure application 
2 
variables were deleted. The R 's of the combined soil and 
management variables are presented in Table 22. 
The R *s increased, compared with those presented in 
Tables 3 and 13, as expected, since more variables were in­
cluded in the model. Some variables had R^'s in Table 22 
which greatly exceeded the proportional increase due to the 
greater number of variables in the model. These variables 
and the increases in R^ were: TILE (0.23), PHI (0.63), STN 
(0.17), STPl (0.19), STKl (0.34), MANURE (0.15), STK2 (0.65), 
and ROWSL (0.31). 
The marked increases in the R^ of PHI, STN, STPl, STKl, 
163 
2 Table 22. R for each management and soil variable regressed 
on linear functions of all other management and 
soil variables® 
Variable R2 Variable R^ Variable r2 
TREND .59 YCPL2 .93 BIO .22 
PLDEN .59 YTERR .85 TERR .56 
BARR .21 NFERT^ .67 BOTT .86 
RL .20 PFERT^ .60 BDl .98 
CRW .31 KFERT^ .45 BD2 .98 
CBl .27 ROWSL .48 STRUCT .57 
CB2 .15 SLOPE .78 PHMIN .96 
WEEDS .23 TWP .84 DPHMIN .72 
PIDATE .49 RANGE .84 THPHMIN .57 
SKDATE .54 SLCONF .64 DCAL .86 
.69 EROS .86 PH2 .97 
pC 
.70 DAHOR .89 PH3 .91 
.60 CCI .89 STP2 .80 
TILE .47 0C2 .94 STP3 .80 
NCODE .45 DRAIN .84 STK2 .73 
PHI .48 PERM .96 PAWC .93 
STN .56 CPL .86 DPMT .83 
STPl .68 CMAX .97 DPMP .70 
STKl .73 CAV .95 DPML/T .60 
MANURE^ .31 DCMAX .73 DPML .35 
YCPLl .95 SUBGRP .95 DPMS .85 
= 0.702 for YIELD regressed on linear functions of 
all 63 management and soil variables. 
^N, P, and K variables were delted. 
'^MANURE, NFERT, PFERT, and KFERT variables were deleted. 
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STK2« and ROWSL were consistent with the results of the simple 
correlation analysis, in which these variables showed high 
2 
correlations. The increase in R of TILE and MANURE may be 
explained by a series of correlations with soil variables 
smaller than ± 0,40 (and hence not shown). 
2 The R for yield regressed on linear functions of all 
soil and management variables was 0.702. 
Examination gf the latent roots and vectors of the 
correlation matrix 
The intercorrelations among soil and management variables 
were studied in more detail by computing the latent roots and 
vectors of the correlation matrix; this method was found use­
ful in determining the number of intercorrelations present in 
a data set and the algebraic form of them. The purpose of 
this section was to determine if any of the intercorrelations 
presented and discussed in Parts I and II of this disserta­
tion changed with the combined data, and to define any new 
intercorrelations. 
Twenty-six latent roots of the correlation matrix of 
the combined data were smaller than 0.300, indicating that 
26 severe intercorrelations existed among the data. The 
latent roots of the 26 intercorrelations of the combined vari­
able matrix and the latent roots of the equivalent intercor­
relations of the soil or management variable matrix are pre­
sented in Table 23. Fifteen of these intercorrelations (1 
to 11, 13, 14, 16, and 23) were also present in the soil 
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Table 23. Latent roots smaller than 0,300 of the correla­
tion matrices of the combined variables, the soil 
variables, and the management variables 
Combined 
variables Soil variables 
Management 
variables 
Intercor-
relation 
no. 
Latent 
root 
Intercor-
relation 
no. 
Latent 
root 
Intercor-
relation 
no. 
Latent 
root 
1 .000 1 .000 
2 .000 2 .000 
3 .000 3 .000 
4 .009 1 .009 
5 .020 2 .021 
6 .022 3 .023 
7 .026 4 .030 
8 .030 4 .034 
9 .037 5 .042 
10 .044 6 .046 
11 .056 7 .060 
12 .064 8 .077 
13 .076 9 .084 
14 .091 10 .097 
15 .095 11 .116 
16 .112 12 .120 
17 .127 13 .140 
18 .134 
19 .147 
20 .175 
21 .179 
22 .209 
23 .241 5 .266 
24 .253 
25 .268 
26 .271 
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or management matrix and were discussed in Parts I and II. 
Intercorrelations 12, 15, and 17 of the combined analysis 
were practically the same as the soil variable intercorrela­
tions 8, 11, and 13 (Table 4, Part l) except that the addi­
tion of PHI caused the latent roots of the intercorrelations 
to be even closer to zero. 
No close equivalents of soil intercorrelations 14 to 17 
occurred in the combined analysis; instead, eight new inter­
correlations arose which included both soil and management 
variables. These were intercorrelations 18 to 22 and 24 to 
26 and are discussed in the following paragraphs. 
Intercorrelation 18 of the combined analysis had a latent 
root of 0.134. The algebraic form of the intercorrelation in 
terms of standardized variables is given by the correspondent 
latent vector elements (including only those greater than 
+ 0.20) as followsI 
-0.380*PH1 + 0.397*DRAIN + 0.276*DPHMIN + 0.345*DCAL -
0.333*STP2 + 0.214*STP3 = 0 (26) 
Intercorrelation 18 indicated a dependency between soil pH 
variables (PHI, DPHMIN, and DCAL), soil test P variables 
(STP2 and STP3), and DRAIN. 
Intercorrelation 19 of the combined analysis with a 
latent root of 0.147 had the algebraic form of: 
0.207*STP1 + 0.217*:SL0PE - 0.387*EROS - 0.337*DRAIN -
0.219*CPL - 0.362*DPMT - 0.239*DPMS = 0 . (27). 
This intercorrelation indicated a dependency between soil 
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erosion related variables (SLOPE and EROS), soil texture 
(DRAIN and CPL), parent material variables (DPMT and DPMS), 
and STPl. 
The latent root for intercorrelation 20 was 0.175 and 
the algebraic form was* 
0.432*PH1 + 0.333*TWP - 0.282*RANGE + 0.254*ER0S -
0.225*TERR - 0.208*BOTT - 0.289*PH3 + 0.202*STK2 = 0 
(28) 
This intercorrelation showed a dependency between the soil 
and subsoil pH (PHI and PH3), site location (TWP and RANGE), 
landscape location (TERR and BOTT), EROS, and STK2 variables. 
Intercorrelation 21 with a latent root of 0,179 had the 
algebraic form of* 
0.479*STK1 + 0.444*SLOPE - 0.305*PH3 - 0.334*STK2 = 0 . 
(29) 
This intercorrelation showed the dependency between soil test 
K in the plow layer (STKl) and in the subsoil (STK2) and 
this relationship was affected by SLOPE and pH in the sub­
soil (PH3). 
The latent root for intercorrelation 22 was 0.209 and 
the algebraic form was: 
-0.286*STP1 - 0.297*STK1 + 0.259*SLOPE - 0.219*EROS + 
0.257*PHMIN + 0.398*DCAL - 0.283*PH3 - 0.208*STP2 + 
0.231*STP3 + 0.33l*STK2 = 0 . (30) 
This intercorrelation showed relationships between soil test 
P and K in the plow layer and subsoil (STPl, STKl, STP2, 
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STP3, and STK2); this relationship was affected by soil 
erosion related variables (SLOPE and EROS) and by soil pH 
related variables (PHMIN, DCAL, and PH3), 
Intercorrelation 24 had a latent root of 0,253 and al­
gebraic form of t 
-0.358*SLOPE + 0.247*CPL - 0.214*DPHMIN - 0.262*STP2 -
0.436*STK2 a 0 . (3l) 
This interaction indicated the relationship between SLOPE and 
subsoil K (STK2); this relationship was affected by CPL, 
DPHMIN, and STP2. 
The latent root for intercorrelation 25 was 0.268 and its 
algebraic form was: 
0.20l*STN - 0.240*STP1 - 0.254*SLOPE - 0.307*ER0S -
0.353*0ci + 0.210*TERR + 0.404*BOTT - 0.220*STP3 -
0.250*DPMS = 0 . (32) 
This intercorrelation showed a dependency between soil and 
subsoil nutrients (STN, STPl, and STP3), soil erosion related 
variables (SLOPE, EROS, and OCl), landscape position (TERR 
and BOTT), and parent material (DPMS). 
Intercorrelation 26 had a latent root of 0.271; this was 
the last latent root smaller than 0.30 which indicated a 
severe intercorrelation (Gunst et al., 1976). The algebraic 
form of the intercorrelation was: 
-0.342*PLDATE + 0.428*SKDATE + 0.253*SLOPE + 
0.254*DPHMIN - 0.226*STP3 - 0.297*ROWSL =0 . (33) 
This intercorrelation indicated a dependency between PLDATE 
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and SKDATE which was affected by SLOPE, DPHMIN, STP3, and 
ROWSL. 
The intercorrelations just presented indicated linear 
dependencies among predictor variables. The interpretations 
given are not unique, but are the most logical from the 
author's point of view. The eight new intercorrelations among 
the combined data have to be considered in addition to the 
original 18 involving soil only and management only for in­
terpreting the developed models and for using them for pre­
dictive purposes. 
Combined Modeling 
Reduced combined model 
The first step for the corn yield modeling at this stage 
was to combine the variates in the two final interaction 
models for soil and management variables (Tables 9 and 19), 
The soil model had 52 variates (25 linear, 11 quadratic, and 
16 interactions) and the management model had 46 variates (19 
linear, 9 quadratic, and 18 interactions). The initial com­
bined model thus had a total of 98 variates. 
Variable selection at the 5% level by backward elimina­
tion was then performed. The linear term was retained regard­
less of its significance if its quadratic or any interaction 
was significant. The variable selection was not applied to 
the linear terms of the soil conservation practices (YCPLl, 
YCPL2, and YTERR), The final result was the reduced combined 
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model of 54 variâtes? the regression statistics of this model 
are presented in Table 24, 
Most of the soil and management variables showed some 
change in their trends and effects on yield in the combined 
model, as compared to the final interaction models (Tables 9 
and 19). In general, many soil variables lost their sig­
nificance in accounting for yield variability in the presence 
of management variables. The changes which occurred are sum­
marized in the following paragraphs. 
The only management variable that failed to account for 
yield variability in the presence of soil variables was STKl 
and, hence, it was deleted. However, 12 soil variables were 
deleted from the combined model because none of them showed 
significance at the 5% level, as followst EROS, 0C2, CAV, 
BIO, PHMIN, THPHMIN, DCAL, STP3, STK2, DPMT, DPML/T, and DPML. 
Also, some variables changed from a curvilinear to a linear 
effect on yield; these were the management variable, NCODE, 
and the soil variables, SLOPE, DRAIN, CPL, and PH3. 
Twelve soil interactions and eight management interac­
tions were deleted from the final interaction models (Tables 
9, 19, and 24). The soil interactions deleted were: TWP*EROS, 
TWP*PAWC, SLCONF*CPL, 0C1*BI0, 0C2*TERR, DRAIN*PAWC, CAV*PAWC, 
SUBGRP*DPML/T, TERR*DCAL, STRUCT*STK2, THPHMIN*PH3, and 
THPHMIN*STP3. The management interactions deleted were: 
TREND*PLDATE, TREND*SKDATE, PLDEN*YTERR, CB2*SKDATE, SKDATE* 
MANURE, PH1*STP1, PH1*YTERR, and PH1*NFERT. 
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Table 24. Regression statistics of yield on soil and manage­
ment variates, reduced and final combined models 
Variate and rounded b^ of combined models 
mean for coding in 
parentheses Reduced model Final model 
SLOPE (5) -0.663** -0.642** 
TWP (86) -0.795** -0.575** 
SLCONF (3) 2.787** 2.530** 
OCl (21) -0.073 -0.110 
DRAIN (41) -0.144 -0.088 
PERM (54) 0.496** 0.474** 
CPL (27) 0.252 0.351++ 
SUBGRP (2) -3.131** -3.546** 
TERR -6.716++ -6.222++ 
BOTT -5.585* -3.485 
STRUCT (4) -1.165* -1.412** 
PH3 (74) -0.092 -0.151 
PAWC (106) 0.250** 0.278** 
001% -0.0311** — 
SUBGRP^ -1.0713** -1.1344** 
SL0PE*DRAIN -0.0897** -0.0950** 
•STRUCT 0.3815** 0.3327** 
CPL*B0TT -0.6158* -0.9952** 
B0TT*PH3 0.4706* 0.7404** 
TREND (8) 0.408++ 0.196 
PLDEN (137) 0.262** 0.279** 
CRW (16) -0.622** -0.675** 
CBl (4) 0.338* 0.303++ 
CB2 (18) 0.226** 0.246** 
WEEDS (55) -0.031** -0.021* 
PLDATE (24) 0.104 0.142+ 
SKDATE (30) -0.528** -0.556** 
NCODE (24) -0.258** -0.165** 
PHI (66) 0.522** 0.521** 
STN (64) 0.235** 0.284** 
STPl (28) 0.454** 0.406** 
YCPLl 0.0518 0.0640 
YCPL2 -0.1673 -0.2110 
YTERR -0.2813 -0.4470 
NFERT (53) 0.088** 0.109** 
PFERT (28) -0.047++ -0.065* 
MANURE (2) 0.357* 0.335* 
**,*,++,^Significant at the 1%, 5%, 10%, and 15%, level, 
respectively. 
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Table 24, (Continued) 
Variate 
(coded mean) 
bj^ of combined models 
Reduced model Final model 
TREND' 
PLDEN^ 
CB22 
PLDATE^ 
SKDATE2 
PHI2 
STPI2 
TREND*CRW 
PLDEN*CB2 
*YCPL2 
CB1*SKDATE 
*PH1 
*STN 
PLDATE*SKDATE 
SKDATE*PH1 
•MANURE 
NCODE*NFERT 
STP1*PFERT 
SLOPE*CRW 
TWP*CB1 
•WEEDS 
•YCPLl 
OCl^CRW 
•STN 
•STPl 
•NFERT 
DRAIN•PFERT 
ePL^PHl 
SUBGRP^TREND 
TERR^PLDEN 
•PFERT 
BOTT^NCODE 
•STN 
STRUCT^PLDEN 
•PLDATE 
•PHI 
PAWC^CBl 
Intercept 
r2 
•0.3181^^ 
•0.0027^^ 
•0.0056^^ 
•0.0318^^ 
•0.0529^^ 
-0.0311^ 
•0,0138*^ 
•0.0971^^ 
•0.0035^^ 
-o.oose^^ 
0.0929^^ 
•0.0532^^ 
-0.0437^^ 
0.0875^^ 
-0.0518^^ 
0.0030^^ 
•0.0029^^ 
117.93 
0.574 
•0.2486^^ 
-0.0032^^ 
•0.0055^^ 
-0.0308^^ 
•0.0548^^ 
-0.0277^ 
•0.0130^^ 
•0.0859^^ 
•0.0036^^ 
-0.0073^ 
0.0816^^ 
0.0787^^ 
-0.0406^^ 
0.0571^ 
0.0024^ 
-0.0030^^ 
-0.0529^^ 
-0.0415^^ 
0.0031^^ 
-0.0294^^ 
-0.0299^^ 
-0.0205^^ 
-0.0138^ 
O.OlOl^* 
-0.0058^^ 
0.07ll^^ 
0.5024^^ 
-0.4186^^ 
0.337l^^ 
-0.2553^ 
-0.3037^ 
-0.0411^^ 
0.1209^ 
-0.3530^^ 
0.0272^^ 
116.47 
0.625 
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The linear coefficients and t-values decreased for four 
management (PLDATE, SKDATE, NFERT, and PFERT) and four soil 
variables (PERM, TERR, STRUCT, and PAWC). Significance of the 
linear and quadratic coefficients for OCl decreased and PH3 
changed from a curvilinear trend to a linear trend. Five 
management variables (CBl, PHI, STN, YTERR, and MANURE) had 
higher linear coefficients and t-values in the combined model 
than in the final interaction model (Table 19). SUBGRP had 
an increase in its linear and a decrease in its quadratic 
term. 
Two of the interactions that were not deleted (CPL*BOTT) 
and B0TT*PH3) had lower significance in the reduced combined 
model. Eleven variables remained practically unchanged with 
respect to significance at their linear and quadratic terms; 
these were the eight management variables (TREND, PLDEN, CRW, 
CB2, WEEDS, STPl, YCPLl, and YCPL2) and three soil variables 
(TWP, SLCONF, and BOTT). 
2 The R for the reduced combined model was 0,574 which 
was 0.065 higher than that of the final interaction model for 
2 
management variables (Table 19, R =0.509), and 0,235 higher 
2 than the R for the final interaction model for soil variables 
(Table 9, R^=0,339), 
No attempt was made to interpret individual effects and 
trends of the variables in the reduced combined model, because 
the discussion and interpretation of these effects and trends 
are more meaningful after the intergroup interactions (soil* 
174 
management) have been evaluated in the final combined model 
in the next section. 
Final combined model 
A total of 226 interactions between soil and management 
variables were evaluated in five sets as described in the 
Materials and Methods chapter. The interactions of the final 
sets remaining after variable selection were then combined 
into one model and backward elimination applied to interac­
tions, quadratic, and linear terms, retaining all terms sig­
nificant at 5%. The linear term was retained regardless of 
its significance if its quadratic term or any interaction 
was significant. The final product was the final combined 
model. 
The regression statistics of the final combined model 
are presented in Table 24. The model had 71 variatesi 13 
linear, 1 quadratic, and 4 interactions in the soil variable 
group; 18 linear, 7 quadratic, and 9 interactions in the 
management variable group; and 19 soil*management interactions. 
2 The R for the final model was 0.625 which was a gain of 0.052 
in R above the reduced combined model (a 5.2% increase in 
corn yield variability explained by the model). 
The effects and trends appeared to be similar in the 
final combined model as compared to the reduced combined 
model (Table 24). The CCI variable changed from a curvilinear 
to a linear effect on yield in the final combined model but 
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four interactions of OCl with management variables were 
added. Two interactions with CBl were deleted but two others 
with soil variables were added to the final model. 
Although half of the linear variates differed some either 
in magnitude or significance, only a detailed analysis can 
determine if the effects of these variables on yield were 
different in the two models. This is because two interactions 
and a squared term were deleted from, and many interactions 
were added to, the final combined model. Additional deletion 
of interactions frequently change the magnitudes and sig­
nificances of their linear variates. However, these effects 
do not always occur; coefficients of 18 linear variates were 
very similar in both models although additional interactions 
with most of them were retained in the final model. 
Additional information about the effects of soil and 
management variables on corn yield is now available from the 
final combined model. To interpret the individual trends 
and effects of soil and management variables on yield, some 
mathematical handling of the regression coefficients was re­
quired, as was explained in detail in Part I of the disserta­
tion. At this point, it will be assumed that the reader is 
familiar with the use of partial derivatives of yield with 
respect to the variables to interpret their effects. Dis­
cussion of the effects of individual variables in the final 
combined model in the following paragraphs will be mostly in 
terms of the qualitative nature of the variables as shown by 
176 
the numeric values of the regression coefficients in Table 24. 
SLOPE Corn yield decreased linearly 0.64 bu/A per 
1% increase in slope at coded DRAIN, STRUCT, and CRM = 0. 
The negative effect of increasing slope was greater for sites 
with poorer internal drainage than the mean (moderately well-
drained) and if corn rootworm infestation was greater than 
slight because of the negative interactions. The slope ef­
fect was less negative if the subsoil structure of the site 
was stronger than the mean (weak to moderate). 
Because most predictor variables were coded by subtract­
ing their correspondent means, the effects of the interac­
tions on the linear response to SLOPE at mean levels of the 
interacting variables (-0.64 bu/A) were opposite to those 
shown in the previous paragraph if the interacting variables 
(DRAIN, STRUCT, and CRW) were at lower levels than their 
coded means. That is, the negative effect of increasing 
slope on corn yield was less for sites better drained than 
the mean drainage and also less for sites with no corn root-
worm infestation; the response was more negative if the sub­
soil structure was weaker than weak to moderate. 
To save space and to avoid redundancy, the only effect 
of the interaction on yield response that will be presented 
is when the interacting variable is either greater or less 
than its coded mean. 
TWP Corn yield decreased linearly 0.58 bu/A per 
township number north of TWP 71 (southern Adams Co.) at coded 
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CBl and WEEDS = 0 and for noncontoured and nonterraced sites. 
The negative response of yield with increasing TWP was 
greater (more negative) if the CBl infestation was more 
severe than its mean (slight). The more negative effect of 
TWP on corn yield for sites terraced and/or contour planted 
may be confounded with location because Clay Co. had no 
contoured sites and Lyon Co. had no terraced and few con­
toured sites. 
A positive TWP*WEEDS interaction showed that the decre­
ment associated with increasing TWP was less if the weed in­
festation was over 550 lb/A. 
SLCONF Corn yield increased linearly 2.53 bu/A per 
unit increase in SLCONF from strongly convex to straight to 
concave. The same response was also found and discussed in 
previous models (Part I). 
CCI Because the linear regression coefficient for 
OCl was not statistically different from zero, the effect of 
OCl on corn yields was through four interactions with CRW, 
STN, STPl, and NFERT. Yield responses to OCl levels became 
positive as levels of CRW, STN, and STPl decreased below 
their coded means. However, yield response to OCl became 
positive only if NFERT was increased above its coded mean; 
this unexpected effect may be due to intercorrelations involv­
ing OCl, STN and several organic matter related variables. 
DRAIN The effect of DRAIN on yield was primarily 
through two interactions, DRAIN*SLOPE and DRAIN*PFERT. In­
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creasing the drainage class from excessive to very poor at 
levels of SLOPE and PFERT above their coded means were 
associated with yield decrements. 
PERM Corn yield increased linearly 0.47 bu/A per 
unit increase in PERM from very rapid to very slow. Yield 
was not expected to continue increasing at the slower subsoil 
permeabilities. This unexpected response, found and discussed 
in Part I, was caused by intercorrelations. 
CPL Corn yield increased linearly 0.35 bu/A per 1% 
increase in clay percentage in the observed range of 10 to 
40% on nonbottomland locations, at coded PHI = 0. However, 
yield decreased 0.64 bu/A per 1% increase in CPL from 10 to 
58% on the bottomland locations, at coded PHI = 0. 
The positive CPL*PH1 interaction showed that the positive 
yield response to CPL increments on nonbottomland sites in­
creased at PHI greater than its coded mean of 6.6. On bottom­
land sites the negative yield response to CPL increments de­
creased if PHI was greater than 6.6. 
SUBGRP Maximum corn yield occurred between uncoded 
SUBGRP 0 and 1 (very favorable to favorable rating) and then 
yield decreased with less favorable SUBGRP ratings, at coded 
TREND = 0. The SUBGRP for maximum yield shifted to a less 
favorable rating at TREND above its coded mean; this indi­
cated that the detrimental effect of a less favorable SUBGRP 
rating became less at higher levels of management used after 
1964. 
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TERR Corn yield was 6.2 bxj/A less at sites on a 
terrace landscape position than the average yield of upland 
and bottomland locations, at coded PLDEN and PFERT = 0. The 
negative response to TERR increased at PLDEN levels greater 
than its coded mean and decreased (became less negative) if 
PFERT was higher than its coded mean. 
BOTT Corn yield was 3.5 bu/A lower on bottomland 
sites than the average of all other locations, at coded CPL, 
PH3, NCODE, and STN = 0. The negative response was greater 
if CPL, NCODE, and/or STN were above their coded means. The 
yield decrement on bottomland sites was less at PH3 levels 
above its mean (pH 7.4). 
STRUCT Corn yield decreased linearly 1.4 bu/A per 
unit increase in STRUCT from structureless to strong struc­
ture, at coded SLOPE, PLDEN, PLDATE, and PHI = 0. The decre­
ment was greater if PLDEN and/or PHI were at levels greater 
than their coded means; the decrement was less if SLOPE and/or 
PLDATE were greater than their coded means, 
PH3 The effect of PH3 (pH at 30-42 in. deep) on 
corn yield showed up primarily through one interaction (PH3* 
BOTT). Yield increased linearly 0.59 bu/A per unit increment 
of PH3 on bottomland sites and decreased 0.15 bu/A per unit of 
PH3 at all other landscape positions. PH3 was negatively cor­
related with STP3 (r=-0.64) and was intercorrelated with many 
soil variables. 
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PAWC Corn yield increased linearly 0.28 bu/A per 
0.1 in./5 ft increment in PAWC, at coded CBl = 0. The incre­
ment to PAWC was 0.03 bu/A higher per unit of CBl higher than 
its coded mean. The increasing yield response to PAWC levels 
at higher first-brood corn borer infestations probably re­
flected the larger detrimental effect of corn borer damage at 
low PAWC levels which are associated with more moisture stress. 
TREND The initial yield response to TREND was 3,2 
bu/A at uncoded TREND = 2 (year 1958), holding coded CRW and 
SUBGRP = 0; yield increased at a decreasing rate with TREND 
up to uncoded TREND = 8.4 (1964) when YMAX occurred. The re­
sponse to TREND was less at CRW levels higher than its coded 
mean; the response was greater at SUBGRP levels higher than 
its coded mean. 
PLDEN The initial corn yield response to PLDEN incre­
ments was 0.78 bu/A per 100 plants/A at uncoded PLDEN = 59, 
at coded CB2 and STRUCT = 0, on noncontour planted sites 
(YÇPL2 = 0), and on landscape positions other than terrace 
(TERR = 0). Yield increased at a decreasing rate up to un­
coded PLDEN = 180.6 (18,060 plants/A) where YMAX occurred. 
The response was less to PLDEN and the PLDEN for YMAX 
shifted to lower levels if the site was planted on the con­
tour, was on a terrace landscape position, and if CB2 or 
STRUCT were at levels higher than their coded means. 
CRW Corn yield decreased linearly 0.68 bu/A per unit 
increase in CRW from no damage to severe damage, holding TREND, 
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SLOPE, and OCl at their coded means. The decrement was 
greater if any of the interacting variables (TREND, SLOPE, 
and OCl) were at levels greater than their correspondent 
coded means. 
CBl Corn yield increased linearly 0.30 bu/A per unit 
increase in CBl from slight to severe infestation at coded 
SKDATE, TWP, and PAWC = 0. The response was less if SKDATE or 
PAWC were less than their coded means and if TWP was above 
its coded mean (north of TWP 86). 
The unexpected response of yield to CBl was discussed in 
Part II; it was postulated that this response was due to con­
founding of CBl with some environmental factors not in the 
model. 
CB2 Corn yield increased at a decreasing rate with 
increasing CB2 infestation. The initial response was 0.44 
bu/A per unit increment at uncoded CB2 = 0 (no infestation), 
holding PLDEN at its coded mean; yield then increased up to 
uncoded CB2 = 40 (severe infestation) where YMAX occurred. 
The response was less and the CB2 level for YMAX shifted to 
a less severe infestation at PLDEN levels above its mean of 
13,700 plants/A. For example, at 17,000 plants/A (coded 
PLDEN=33), CB2 at YMAX = 12 (slight infestation) and yield 
decreased as CB2 increased above this level. The unexpected 
yield response to CB2 was also discussed in Part II. 
WEEDS Corn yield decreased 0.02 bu/A per unit (0.2 
bu/A per 100 lb weeds/A) of WEEDS at coded ITf/P = 0, The 
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negative response was less north of the mean TWP = 86. 
PLDATE Corn yield increased at a decreasing rate 
with PLDATE increments. The initial response was 1.62 bu/A 
at uncoded PLDATE = 0 (April 20), holding SKDATE and STRUCT 
at their coded means; the yield then increased up to uncoded 
PLDATE = 26.3 (May 16) where YMAX occurred. The response was 
increased and the PLDATE at YMAX shifted to a later date if 
SKDATE and STRUCT were greater than their coded means. 
SKDATE Corn yield increased at a decreasing rate with 
SKDATE increments. The initial yield response was 1,86 bu/A 
at uncoded SKDATE = 8 (July 8), holding CBl, PLDATE, PHI, 
and MANURE at their coded means; the yield increased up to un­
coded SKDATE = 25 (July 25) where YMAX occurred. The yield 
response to SKDATE increased and SKDATE for YMAX shifted to a 
later date if CBl, PLDATE, and/or MANURE were greater than 
their coded means. 
The yield response to SKDATE decreased and the SKDATE 
for YMAX shifted to an earlier date if PHI was greater than 
its mean (pH 6.6). 
NCODE Corn yield decreased linearly 0.165 bu/A per 
unit increment in NCODE from 08 (corn after two years of 
legume-grass meadow) to 40 (continuous corn), at coded NFERT 
= 0 and on sites other than bottomlands (B0TT=0). Yield de­
creased 0.42 bu/A with NCODE increments on bottomland soils. 
The yield decrements were less if NFERT was greater than 
its coded mean; the slope of the NCODE linear function on 
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nonbottomland sites approached 0 as NFERT was increased to 
122 lb N/A. 
PHI Corn yield increased at a decreasing rate with 
PHI increments. The initial yield response was 1.08 bu/A per 
0.1 unit of pH increment, holding SKDATE# CPL, and STRUCT 
at their coded means; yield increased up to uncoded PHI = 
75.4 (pH of 7,5) where YMAX occurred. The response increased 
and PHI for YMAX shifted to a higher pH if CPL was greater 
than its coded mean. The response was less and PHI for YMAX 
shifted to a lower pH if SKDATE and STRUCT were greater than 
their coded means. 
STN Corn yield increased linearly 0.28 bu/A per pp2m 
increment of STN, at coded CCI = 0 and on sites other than 
bottomlands (BOTT=0). The negative response (-0.02 bu/A) on 
bottomland sites was too small to be significant. The yield 
response to STN decreased at CCI levels higher than its coded 
mean. The STN and CCI levels were positively correlated 
(r=0,48). 
STPl Corn yield increased at a decreasing rate with 
STPl increments. The initial yield increase was 1.0 bu/A at 
uncoded STPl = 5 pp2m and coded PFERT and CCI = 0; yield in­
creased up to uncoded STPl = 44 pp2m, where YMAX occurred. 
The response decreased and the STPl level for YMAX shifted 
to a lower value at PFERT or CCI levels higher than their 
means; these are the expected effects. 
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Years contour planted The effects of soil conserva­
tion practices on corn yield were calculated from the re­
gression coefficients for YCPLl, YCPL2, and YTERR using the 
technique described in Part II of this dissertation. 
Corn yield decreased linearly 0.15 bu/A per year the 
site was planted on the contour, at coded PLDEN and TiVP = 0. 
The decrement was less if PLDEN and TWP were less than their 
coded means. 
Years terraced Corn yield decreased 0.38 bu/A per 
year the site was terraced, at coded TWP = 0. The decrement 
was less if TWP was less than its coded mean (shifted south). 
The unexpected yield responses to both soil conservation 
practices were discussed in Part II. Since many of the ter­
raced and contour planted sites were on steeper slopes and 
the lower productivity soils and few occurred in Lyon Co. 
and none in Clay Co., it was postulated that the effects of 
the soil conservation practices are confounded with some of 
the soil and management variables. 
NFERT Corn yield increased linearly 0.11 bu/A per 
lb N/A of NFERT, holding NCODE and CCI at their coded means. 
The response was greater if NCODE and OCl were at higher 
levels than their coded means. 
PFERT Corn yield decreased linearly 0,07 bu/A per 
lb PgOg/A of PFERT, holding STPl and DRAIN at their coded 
means and on the upland and bottomland sites (TERR=0). On 
terrace landscape sites, yield increased linearly 0.27 bu/A 
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per unit increment of PFERT at coded STPl and DRAIN = 0, 
The response became less negative and then positive as 
STPl and DRAIN decreased below their coded means. 
MANURE Corn yield increased linearly 0,34 bu/A per 
ton/A of MANURE, at coded SKDATE = 0. The response increased 
if SKDATE was delayed later than its coded mean. 
Concluding remarks on modeling 
After combining the soil and management variables and 
variate selection by backward elimination, 33 soil variates 
(12 linear, 9 quadratic, and 12 soil*soil interactions) were 
deleted from the model, but only 12 management variates (1 
linear, 2 quadratic, and 9 management*management interactions) 
were deleted. This shows that the soil variables were less 
efficient in accounting for corn yield variability than the 
management variables. That is, soil properties were less im­
portant in explaining yield if management variables were 
included in the model. 
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SUMMARY AND CONCLUSIONS 
This study was carried out to study the joint effects of 
soil and management variables on corn yield in western Iowa. 
The first step was to analyze the intercorrelations among 
the predictor variables to determine the nature of the inter-
dependencies between soil and management variables. 
To study the intercorrelations, three methods were used; 
(2) examination of the simple correlation coefficients, 
(b) calculation of the determination coefficients (Rj ) of 
each predictor variable regressed on all the others, and 
(c) computation of the latent roots and vectors of the corre­
lation matrix of the predictor variables. 
Twenty-six intercorrelations were identified by the 
method of latent roots and vectors that may cause problems in 
further statistical analysis. Ten of the 17 soil intercorrela­
tions of Part I and all five management intercorrelations of 
Part II were among the 26 intercorrelations for the combined 
data. Three intercorrelations among the 26 were essentially 
the same as three other soil intercorrelations except for the 
inclusion of pH of the plow layer (PHl) into the dependencies. 
Eight new intercorrelations arose in the combined analysis and 
were discussed. All 26 intercorrelations in the combined an­
alysis have to be considered when interpreting and using the 
developed models. 
A reduced combined model of yield on soil and management 
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variables was constructed by merging the final interaction 
soil and management models from Parts I and II and selecting 
variates by backward elimination. The combined reduced model 
had 54 variates and of 0.574. 
A total of 226 soil*management interactions were tested 
using the reduced combined model plus 2 variates retested as 
the base model. The testing was done in six sets using back­
ward elimination. In the final stage all terms significant 
at 5% were retained except the linear term was retained re­
gardless of its significance if its quadratic or any inter­
action was significant, and the linear terms of the soil con­
servation variables (YCPLl, YCPL2, and YTERR) to which variable 
selection was not applied. The final product of this stage 
was the final combined model. 
The final combined model had 71 variates: 13 linear, 1 
quadratic, and 4 interaction variates from the soil variables; 
18 linear, 7 quadratic, and 9 interaction variates from the 
management variables; and 19 soil*management interactions. 
9 
The R for the final model was 0.625 which indicated a sig-
nificant increase over the R of either the soil or management 
interaction models (Parts I and II, respectively) and the re-
duced combined model of this section. The R of the final 
combined model indicated that 62.5% of the corn yield varia­
bility was explained by the model. 
The effects of the individual soil and management vari­
ables on corn yield in the final combined model were inter-
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prated and discussed. In general, soil properties became 
less important for explaining corn yield variations if manage­
ment variables were included. 
The effects of soil and management variables on yield 
presented here were estimated at mean levels of weather vari­
ables. However, it is recognized that such effects may be 
affected by weather; weather variables will be included in 
the corn yield analysis in the final part of this dissertation. 
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PART IV. EFFECT OF SOIL, MANAGEMENT, AND WEATHER 
VARIABLES ON CORN YIELD 
190 a 
INTRODUCTION 
Moisture stress from a deficient water supply is the most 
limiting factor for crop production in the world and is the 
major weather factor causing severe corn yield reductions in 
Iowa, Excess soil moisture also reduces Iowa corn yields. 
One of the first approaches to study water - yield rela­
tionships was to associate rainfall and yield. Soil moisture 
was next related to yield and its measurement was a step 
closer to the water supply of the plant. Now, moisture stress 
is generally considered to result from an imbalance between 
two factors: (a) available soil moisture and (b) atmospheric 
demand. 
Moisture stress and excess moisture indexes have been 
used to incorporate simple weather observations into a single 
number or a small set of numbers to represent the cumulative 
effects of many factors on yield. These indexes were designed 
to facilitate the characterization of the weather - yield re­
lationships and to simplify the statistical estimation of 
parameters in crop yield studies. They were obtained through 
the use of simulation models which converted raw meteorological 
observations and known physical and biological relationships 
into indexes which integrated the contribution of weather to 
crop yield. 
In the concluding part of this dissertation, the first 
objective is to test further developments of the weather in­
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dexes considered as best by Morris (1972) and Henao (1976), 
These indexes were adjusted by one or more of the followingi 
(l) reestimation of the plant available water capacity of the 
soil (PAWC), (2) estimation of the stress index for a 75-day 
instead of a 63-day period, (3) modification of the growth 
stage weighting factor, (4) reestimation of starting plant 
available water in the soil (PAW), and (5) correction of the 
soil moisture program for estimated runoff by including site 
slope, previous crop, and/or infiltration factors. 
Because the effects of weather variables on corn yield 
are related to soil and management variables, the second ob­
jective of the concluding part of this dissertation is to 
determine the combined effects of soil, management, and se­
lected weather variables on corn yield in western Iowa. 
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LITERATURE REVIEW 
Weather - Yield Relationships 
Moisture stress and excess soil moisture cause a number 
of physiological changes in the plant that eventually affect 
plant growth and/or yield. Morris (1972) reviewed the litera­
ture extensively concerning the physiology of plants grown on 
wet soil and moisture stress conditions. 
Only a brief review of the literature on weather - plant 
relationships will be presented here, since detailed discus­
sions have been presented by Morris (1972), Henao (1976), and 
Shaw (1977). 
Plant available water in the root zone at the time of 
planting is a function of the weather conditions in the pre­
ceding fall, winter, and early spring, the soil characteris­
tics, and the soil moisture carryover from the previous crop­
ping season. The precipitation received from September 
through June is an indicator of the reserve supply of the soil 
moisture. Thompson (1969) found that the optimum rainfall in 
this period for corn production in five Corn Belt states 
(Illinois, Indiana, Iowa, Ohio, and Missouri) was slightly 
less than the normal of 68 to 71 cm for the five states. 
This amount usually increases the soil moisture to or slightly 
above field capacity but not to an excessive amount. 
Spring rainfall helps to replenish soil moisture but 
also may delay planting; in Iowa delayed planting after early 
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to mid-May usually affects yields adversely (Larson and 
Hanway, 1977), Moreover, late spring rainfall may cause 
excess moisture after the corn plants have emerged which also 
affects yields adversely (Morris, 1972; Henao, 1976), 
The moisture requirements of corn vary with the stage 
of growth (Shaw, 1977). Yield reductions due to moisture 
stress also depend on the stage of growth at which the stress 
occurred. During the early growth of corn, its moisture re­
quirements are low; corn growth during the early vegetative 
stage has been found to be related to air temperature and 
rainfall (Thompson, 1969), 
In the late vegetative stage, the relationships between 
weather and yield are more marked and significant (Shaw, 1974), 
Since, at this stage, corn plants grow very rapidly, water use 
is much greater, and, in most areas in the Corn Belt, rainfall 
is lower than crop water usage (Thompson, 1969), the water 
balance may become very important. Moisture stress during 
this period will cause yield reductions (Shaw, 1974). 
The reproductive stage of tasseling, silking, and pol­
lination is a very critical stage in the development of the 
corn plant; both moisture and fertility stresses that occur 
at this stage can have serious detrimental effects on yield. 
Claassen and Shaw (1970) found yield reductions of 6 to 8% 
per day that the corn plant was under moisture stress and 
yield reductions of 13% per day for combined moisture and 
fertility stresses at 75% silking. 
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Corn yield reductions from moisture stress during the 
grain filling period are significant but less than yield re­
ductions due to moisture stress around silking time. The 
yield reduction associated with moisture stress occurring 
during the grain filling period was 3 to 5% per day of stress 
(Shaw, 1977). 
Weather variables also affect corn yield through inter­
actions with soil and management factors. The yield responses 
to N, P, K, and plant density have been found dependent on 
weather variables (Bondavalli et al., 1970; Engelstad and 
Doll, 1961; Doll and Engelstad, 1962; Voss and Pesek, 1967), 
Morris (1972), Henao (1976), and Manu (1979) used a com­
puter simulation program to calculate moisture stress and ex­
cess moisture indexes for corn in Iowa. They found that these 
indexes explained corn yield variations significantly. More­
over, the stress index had significant interactions on yield 
with a number of soil and management variables includingi 
plant density; N, P, and K fertilizer levels; position of 
corn in the rotation; soil test N, P, and K levels; environ­
mental variables of weeds, root lodging, corn rootworm damage, 
and first brood corn borer infestation; and soil variables of 
biosequence and plant available water capacity. The excess 
moisture index had significant interactions with weeds, plant­
ing date, row-applied P fertilizer, and soil test N. 
194 
MATERIALS AND METHODS 
The Simulation Model 
In order to include weather variables in this study, 
soil moisture stress and excess moisture indexes were com­
puted using the computer program described by Dale and Shaw 
(1965) and modified by Morris (1972) and Henao (1976). For 
the present study only the best moisture stress (DV) and ex­
cess moisture (EM3V) indexes found by Henao (1976) will be 
used; some modifications in the program and the input data 
were made in an attempt to improve the ability of the indexes 
to explain yield variations. 
A brief discussion of the general features of the soil 
moisture program will be given. 
Basically, the computer program uses soil physical 
parameters to determine daily moisture reserves in the soil 
profile or root zone as a function of daily rainfall and 
evaporation from soil and canopy and to arrive at an estimate 
of plant transpiration or the daily plant moisture status. 
The abbreviated flow chart of the program is presented in 
Figure 5. The places at which modifications were made and 
further tested are indicated in the figure by asterisks; 
these modifications will be discussed in detail in the next 
section. 
Initially, the program requires a starting date, a plant 
available (PAW) value for each 6-inch layer on the starting 
Figure 5. Abbreviated modified model flow chart 
Legend: 
IDATEl - actual starting date (date of initial 
soil moisture estimate) 
IDATE2 - actual silking date 
IDATE3 - planting date 
PÀWG - plant available water capacity 
PAW - plant available water 
ESGT15 - PAWC plus air-space at field capacity 
WILT - pore space occupied by unavailable water 
EVEC - vector of daily pan evaporation values 
PVEC - vector of daily rainfall values 
KX - redistribution rate class 
IMPERV - most restrictive layer 
IDTE - phenological day counter 
PCP - daily rainfall value 
PCPN - daily net rainfall value 
RNF - runoff 
ET - unstressed évapotranspiration 
STET - stressed évapotranspiration 
* - indicates segments which have been 
modified 
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date, the plant available water capacity (PAWC) for each layer, 
a silking date, rainfall and pan evaporation data, and a re­
distribution class (KX) for the soil. The silking date is 
made to coincide with July 31; this is accomplished by adjust­
ing actual dates to program dates. The silking date adjust­
ment serves to locate the evapotranspiration/pan evaporation 
ratio properly with respect to crop phenology. 
Other inputs required for the program include* a table 
of runoff loss values, ratios of evaporation to open pan 
evaporation which are a function of crop phenology, and évapo­
transpiration adjustments for moisture stress. 
The program and the way it operates was presented in de­
tail by Morris (1972) who also included a printout of the pro­
gram itself. The original output of the soil moisture program 
consisted of a number of different indexes of moisture stress 
and excess moisture, total and weighted rainfall in selected 
phenological periods, and the daily soil moisture balance for 
each of the 10 six-inch layers of the soil profile. 
Modifications of the Soil Moisture Model 
Henao (1976) found that the weather indexes that best 
explained corn yield variations in Iowa were the ones weighted 
by pan evaporation and growth stage. He also suggested that 
the indexes may be improved by using additional and/or im­
proved input data and by refining the estimation of water 
runoff. In this study only the weather indexes weighted by 
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pan evaporation and growth stage will be used. 
Five major modifications of the input data or of the 
program itself tested were; (1) reestimation of PAWC, 
(2) use of 75-day instead of 63-day stress indexes, (3) use 
of an improved growth stage weighting factor, (4) reestima­
tion of starting plant available water (PAW), and (5) use of 
water runoff corrections by slope, previous crop, and/or 
infiltration. These five modifications will be described in 
detail. 
Reestimation of PAWC 
The plant available water capacity was reestimated 
according to the modifications of the relationships between 
PAWC and soil texture, as outlined in the Materials and 
Methods chapter in Part I of this dissertation. This modifi­
cation was undertaken because the PAWC of some soils with 
high percentages of silt appeared to be overestimated. 
The 75-dav indexes 
The moisture stress indexes computed by Henao (1976) 
summed the daily indexes from six weeks before the 75% silk­
ing date to three weeks after the silking date. By extending 
the length of the period to 75 days (6 weeks before silking 
to 33 days after silking) over which the index was calculated, 
it was believed that a more realistic evaluation of the total 
seasonal moisture stress could be made. 
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Growth stage weighting factor 
The growth stage weighting factors developed by Shaw 
(1974) were used which give more weight to moisture stress 
occurring 10 days before and five days after silking than the 
weighting factor used by Henao (1976). The new relative 
weighting factors in units to conform with the factor used 
by Henao (1976) are presented in Table 25. 
The new weighting factors were expected to improve the 
stress index because of the extra weight given to moisture 
stress occurring at or near silking time, the period in which 
the corn plant is most sensitive to stress (Shaw, 1977). 
Reestimation of starting PAW 
Morris (1972) and Henao (1976) estimated the starting 
plant available water (PAW) from the statewide network of 
soil moisture measurements; for each of their sites, an esti­
mated PAW was listed for each of 5 one-foot increments (Shaw 
et al., 1972). The PAW of each one-foot increment was divided 
in half and each half was assigned to the six-inch soil layer 
at the corresponding depth. Each six-inch PAW value was then 
reduced to a maximum determined by the layer PAWC. This re­
duction assumed that any water above field capacity found in 
the mid-April sampling would drain away during the initial 
stages of the program and would not be a significant factor 
in the index computations (Morris, 1972). 
For the moisture program, Morris (1972) used the same 
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Table 25, Relative factors used to weight the moisture 
stress indexes by growth stage 
Weighting Weighting 
Period factor Period factor 
8th before 10 1st after 40 
7th before 10 2nd after 26 
6th before 20 3rd after 26 
5th before 20 4th after 26 
4th before 20 5th after 26 
3rd before 20 5th after 26 
2nd before 35 7th after 24 
1st before 40 
^Periods are 5-day periods before or after the 75% 
silking date. 
estimated PAW for all sites within the county in a given 
year where corn followed corn or soybeans and a different PAW 
for all sites where corn followed meadow. These PAW's were 
estimated from the nearest soil moisture measurement site of 
the statewide network; at most of these, PAW was determined 
for two crop sequences « corn after corn and corn after meadow. 
Henao (1976) used the same PAW values. 
It was thought that if the starting soil moisture (PAW) 
of each site could be estimated more precisely, the moisture 
stress and excess moisture indexes would approximate better 
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the moisture balance of the corn plant and account for more 
of the yield variations. Therefore, these modifications of 
the estimated PAW were tested: (a) a more careful estimation 
from the statewide network, (b) a correction of estimated PAW 
for antecedent precipitation, and (c) a correction of antece­
dent precipitation for runoff. 
The PAW values for all sites in the county were reesti-
mated each year from the statewide network of soil moisture 
measurements. The PAW for each corn yield study site in the 
seven counties was set equal to the PAW corrected to April 15 
of the nearest soil moisture measurement site having a similar 
soil and previous cropping. If two soil moisture measurement 
sites applied, an average of the PAW*s was then taken. 
The PAW values for each of the 1227 corn yield sites were 
then adjusted for antecedent precipitation. These adjustments 
were made by means of a regression model developed by fitting 
the original data from the statewide network of soil moisture 
sites, as followsi 
PAWS = f(RAINl, RAIN2) , (34) 
where PAWS is the plant available water of the statewide net­
work site at the time of the April sampling (about April 15), 
RAINl is the amount of precipitation from the moisture 
sampling in early August of the previous year to the soil 
moisture sampling about November 1 of the previous year, and 
RAIN2 is the precipitation from the soil moisture sampling 
about November 1 of the previous year to the sampling date in 
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April of the current year. 
The mathematical model used to approximate the function 
of equation 34 was the second degree polynomial (both linear 
and quadratic terms, and the linear*linear interaction). 
Variable selection was applied by backward elimination. 
Two regression equations were constructed relating PAWS 
to RAINl and RAIN2, one for corn as the previous crop and the 
other for meadow as the previous crop. From the statewide 
network sites in or near the seven counties where the yield 
sites were located, 72 site-years of observations were avail­
able for corn and 66 site-years for meadow as the previous 
crop. After variable selection at the 10% level, the regres­
sion equation for the predicted plant available water on the 
April sampling (PAWS) for corn as the previous crop was: 
PAWS = 0.6315 + 0.4415*RAIN1 + 0.5458*RAIN2 -
0.0818*(RAIN2 - 5.7722)^ , (35) 
which had an of 0.578**. The mean of RAIN2 (5.7722) was 
subtracted from its quadratic term to achieve stability in the 
linear coefficients. A similar coding was used for both quad­
ratic terms in the PAW equations for corn and meadow as the 
previous crop. 
The regression equation for PAWS with meadow as the 
previous crop was; 
PAWS = -1.4707 + 0.4054*RAIN1 + 0.6170*RAIN2 , (36) 
which had an R^ of 0.530**. 
The equation 35 or 36 was then used to predict the PAW 
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on April 15 for each of the 1227 yield sites as followst 
PAWP (corn) = 0.6315 + 0.4415*PP1 + 0,5458*PP2 -
0.0818*(PP2 - 5.7722)2 , or (37) 
PAWP (meadow) = -1.4707 + 0.4054*PP1 + 0.6l70*PP2 , (38) 
where PAWP is the predicted PAW on April 15 for an individual 
site, PPl is the precipitation from August 1 to October 31, 
and PP2 is the precipitation from November 1 to April 15, 
This PAWP value was used only as intermediate product for PAW 
corrections; it was not used in the soil moisture program as 
starting soil moisture. 
If the previous crop was soybean, oats, or new meadow 
crop seeding, equation 37 was used to compute PAWP. 
The adjusted PAW values for antecedent precipitation of 
each of the 1227 corn yield sites were calculated as follows* 
APAW = PAWR - (EPAW - PAWP) , (39) 
where APAW is the adjusted starting soil moisture of the par­
ticular yield site, PAWR is the PAW on April 15 of the cor­
respondent statewide soil moisture measurement site, EPAW is 
the predicted PAW on April 15 of the correspondent statewide 
soil moisture measurement site using equation 35 or 36, and 
PAWP is the predicted PAW of the particular site using equa­
tion 37 or 38. 
Another adjustment to the starting PAW was performed by 
substituting the effective antecedent precipitation into 
equation 37 or 38 instead of the measured precipitation of 
the yield sites (PPl and PP2). The effective precipitation 
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was estimated by correcting PPl or PP2 for runoff using the 
following equations: 
EPPl = -PP1(-1.178 + 1.903*SLOPE - 0.0305*5LOPE^)/lOO 
and + PPl ' (40) 
EPP2 = -PP2(-1.178 + 1.903*SLOPE - 0.0305*SLOPE^)/lOO 
+ PP2 , (41) 
where EPPl and EPP2 are the estimated effective precipitation 
for PPl and PP2, respectively, and SLOPE is the percent slope 
of the yield site. 
The constants in equations 40 and 41 are the coefficients 
of a quadratic regression model relating the fraction of the 
precipitation lost by runoff to the slope of the site. The 
trend of this model follows the relationship of the topographic 
factor (T) and slope presented by Beasley (1972) in his run­
off prediction equation. The fractions of the precipitation 
lost by runoff at 0 and 20% were set arbitrarily at -0.01 
(a gain of 1%) and 0.25, respectively, when constructing the 
model. 
No other factor affecting infiltration rate was con­
sidered at this stage. This should be considered a prelimi­
nary adjustment; if it yields positive results (improvement of 
the weather variables) it indicates that infiltration rate is 
an important factor and better estimations of infiltration 
rate can be made. 
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Runoff ad iustments 
Henao (1976) concluded that the weather indexes might be 
improved if water runoff from rainfall is adjusted for the 
slope of the site. The soil moisture program used by Morris 
(1972) and Henao (1976) included a runoff estimation based 
on antecedent rainfall as the only factor affecting runoff, 
assuming that site slopes were in the 0 to 3% range or flat to 
gently sloping. This last assumption does not hold for a 
large percentage of the yield sites of this study, since the 
mean slope was 5% and the slope range varied from 0 to 21%. 
Three runoff adjustments were tested, by considering 
(1) the slope of the site (2) infiltration rate, and (3) the 
previous crop. 
Beasley (1972) presented an equation for estimating the 
peak rate of runoff from small watersheds, in the following 
form I 
R = F1*F2* ... *Fk , (42) 
where R is the runoff and F1 = factor one, and so on. One of 
the factors used was the "topographic factor, T", which is a 
function of slope. The slope percentages and the correspon­
dent T factors are given in Table 26. 
In order to find a factor for adjusting runoff in the 
soil moisture program, the topographic factor, T, of Table 26 
was regressed on average percent slope (SLOPE), using the 
quadratic model, to give the following regression equations 
TC = 0,9661 + 0.0548*SL0PE - 0.00088*SLOPE^ , (43) 
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Table 26. Slope percentage and correspondent topographic 
factor, T (Beasley, 1972) 
Average 
% slope 
T 
factor 
Average 
% slope 
T 
factor 
Average 
% slope 
T 
factor 
1 0.65 6 0.92 12 1.14 
2 0.72 7 0.96 14 1.20 
3 0.78 8 1.00 16 1.26 
4 0.83 9 1.04 18 1.32 
5 0.88 10 1.07 20 1.37 
where TC = T + 0.35 (coded to have TC = 1.00 at 1% slope). 
The regression had an of 0.998 and an F of 3628.22; this 
F and the t-tests of the coefficients in equation 43 were 
significant at the 1% level. The adjustment of runoff for 
slope was obtained by multiplying the estimated runoff due 
to antecedent rainfall from the soil moisture program by the 
TC factor. 
Another factor was also constructed to adjust runoff by 
soil infiltration rate (INFIL^. This factor was based on the 
clay percentage of the plow layer and is presented in Table 
27. The runoff adjustment was obtained by multiplying the 
estimated runoff of the soil moisture program by the appro­
priate INFIL factor. 
The estimated runoff of the soil moisture program was 
adjusted also by previous crop. The factor was 1.0 if the 
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Table 27. Soil infiltration factors to 
soil moisture program 
adjust runoff in the 
Soil infiltration 
rate^ 
% clay in 
plow layer 
Infiltration 
factor 
(INFIL) 
Very high < 18 0.8 
Above average 18 to 25 0.9 
Average 25 to 33 1.0 
Below average 33 to 41 1.1 
Very low > 41 1.2 
^As described by Beasley (1972). 
previous crop was a row crop or 0.9 if it was meadow, assum­
ing that runoff will be decreased if meadow was the previous 
crop. The values of the factor were arbitrarily chosen. 
Computation and Testing of Weather Indexes 
Indexes computed 
For each of the 1227 yield observations, 10 moisture 
stress and 9 excess moisture indexes were computed using the 
soil moisture program. The descriptions of the indexes are 
presented in Table 28. 
No attempt was made to compute indexes for all possible 
combinations of the modifications (over 500 combinations) 
presented in the previous section. Instead, the indexes 
were computed starting with the DV and EM3V indexes used by 
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Table 28. Description of the modifications used to compute 
the weather indexes 
Index Modification 
No. 
Moisture 
stress 
Excess 
moisture PAWC^ Time^ Weight^ PAW^ Runoa 
1 DV EH3V 1 1 1 1 1 
2 DVO EM30 2 1 1 1 1 
3 DVl EM31 2 2 1 1 1 
4 DV2 - 2 2 2 1 1 
5 DV3 EM33 2 2 2 2 1 
6 DV4 EM34 2 2 2 3 1 
7 DV5 EM35 2 2 2 4 1 
8 DV6 EM36 2 2 2 4 2 
9 DV7 EM37 2 2 2 4 3 
10 DV8 EM38 2 2 2 4 4 
^PAWC: 1 = PAWC used by Henao (1976) and 2 = reesti­
mated PAWC. 
^Time: 1 = 63-day period used by Henao (1976) and 2 = 
75-day period. 
^Weight: 1 = weighting factor used by Henao (1976) and 
2 = weighting factor presented by Shaw (1974). 
"^PAWs 1 = PAW used by Henao (1976), 2 = reestimated 
PAW, 3 = reestimated PAW corrected by antecedent rainfall, 
and 4 = reestimated PAW corrected by antecedent rainfall and 
by runoff. 
^Runoff: 1 = soil moisture program runoff estimation 
used by Henao (1976), 2 = runoff adjusted by slope, 3 = run­
off adjusted by slope and by soil infiltration, and 4 = run­
off adjusted by slope, by soil infiltration, and by previous 
crop. 
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Henao (1976); then, one modification was added at a time in 
the order shown in Table 28 until all were added to give the 
final indexes of DV8 and EM38. If one assumes that only 
additive improvements in the indexes are obtained, all of the 
modifications can be tested. 
Testing of weather indexes 
The weather indexes were tested to determine their 
ability to explain yield variations. The objective of this 
section was to choose the best moisture stress index of the 
10 computed and the best excess moisture index of the 9 
computed. 
A preliminary screening of the indexes was done by com­
puting the simple correlation coefficients between stress 
indexes, between excess moisture indexes, and between all 
indexes and yield. 
The indexes were tested by computing a series of regres­
sions using the final combined soil-management model of Part 
III as the base model. The moisture stress and excess mois­
ture indexes to be tested (linear and quadratic terms) were 
added one at a time to the base model and the regressions 
computed. The criterion used to select the best weather 
indexes was the largest increase in the R of the regression. 
One stress cind one excess moisture index were selected for 
further modeling. 
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Interaction Testing and Final Modeling 
All of the linear*linear interactions between the two 
selected weather indexes and the soil and management vari­
ables in the final combined soil-management model were 
tested. Because of the limitation in the number of vari­
ables allowed by the Helarctos II regression program 
(Kennedy, 1971), all interactions had to be tested in thfee 
sets. Backward elimination was applied to the weather inter­
actions only in each of the three sets, retaining the inter­
actions significant at 5%. 
The significant interactions from the three sets were 
combined with the final combined soil-management model plus 
quadratic functions of the two weather indexes and backward 
elimination applied to interactions, quadratic, and linear 
terms. All variates significant at 5% were retained except 
the linear term was retained regardless of its significance 
if its quadratic term or any interaction was significant. 
The result was the final model of yield on soil, management, 
and weather variables. 
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RESULTS AND DISCUSSION 
Tests of Weather Indexes 
Correlation analysis 
A preliminary correlation analysis was done to determine 
the linear association between the 10 moisture stress and 9 
excess moisture indexes and yield, and to learn the magnitudes 
of the correlations between the moisture stress and between 
the excess moisture indexes. 
The correlation matrix for the moisture stress indexes 
is presented in Table 29; all correlation coefficients were 
significant at 1%. The correlations between yield and stress 
indexes had a very narrow range, from 0.263 (for DV2) to 
0.283 (DV6 and DV8). 
The correlations between stress indexes were very high, 
ranging from 0,927 to 0,999. The highest correlation coeffi­
cients were in or near the main diagonal, which indicated 
that stress indexes differing in only one or two modifica­
tions were the most highly correlated ones. 
The correlation analysis showed that the stress indexes 
including runoff corrections in the soil moisture program 
explained slightly more yield variability than the other 
stress indexes. However, the high correlations between stress 
indexes indicated that the modifications did not introduce 
large changes in the stress indexes. The correlation analysis 
was not enough to evaluate fully the modifications. It only 
Table 29. Simple correlation coefficients between yield and moisture stress 
indexes and between moisture stress indexes 
Moisture stress indexes 
vari­
able DV DVO DVl DV2 DV3 DV4 DV5 DV6 DV7 DV8 
YIELD .276 .276 .264 .263 .274 .277 .275 .283 .281 .283 
DV - .999 .986 .981 .970 .958 .951 .929 .933 .937 
DVO - .987 .982 .972 .959 .950 .927 .932 .935 
DVl - .998 .983 .969 .961 .937 .941 .945 
DV2 - .985 .971 .962 .936 .942 .946 
DV3 - .980 .971 .946 .951 .954 
DV4 - .993 .972 .976 .979 
DV5 - .986 .988 .991 
DV6 - .998 .997 
DV7 — .999 
DV8 
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described linear relationships but the moisture stress indexes 
have had curvilinear effects on corn yield (Henao, 1976; 
Manu, 1979). 
The correlation matrix for the excess moisture indexes 
is presented in Table 30; all correlations were significant at 
1%. The correlation coefficients between yield and excess 
moisture indexes ranged from -0.116 (for EM36) to -0.121 for 
EM3V. The correlation coefficients between excess moisture 
indexes were very high, ranging from 0.987 to 1.000 (actually, 
none was exactly 1.0 but several became 1.000 when rounding 
to three decimal places). 
The excess moisture indexes were changed only slightly 
by using the reestimated PAWC values. Adjustments for time 
period, weighting factor, and PAN had no effect on the excess 
moisture indexes as shown by the r-values of essentially 
1.0 between the EM30 to EM35 indexes. Slight changes in the 
excess moisture indexes by runoff adjustments were due pri­
marily to the adjustment by slope. The correlation analysis 
indicated that very little improvement was achieved by the 
modifications tested. 
Regression analysis 
The final tests to select only one each of the moisture 
stress and excess moisture indexes for further modeling were 
by a series of regressions. The final combined model of soil 
and management variables (Table 24) was used as the base 
Table 30, Simple correlation coefficients between yield and excess moisture in­
dexes and between excess moisture indexes 
Excess moisture indexes 
Variable EM3V EM30 EM31 EM33 EM34 EM35 EM36 EM37 EM38 
YIELD -0.121 -0.120 -0.119 -0.120 -0.120 -0.119 -0.116 -0.117 —0.118 
EM3V 0.998 0.998 0.998 0.998 0.998 0.988 0.987 0.987 
EM30 - 1.000 1.000 1.000 1.000 0.990 0.989 0.989 
EM31 - 1.000 1.000 1.000 0.990 0.989 0.989 
EM33 - 1.000 1.000 0.990 0.989 0.989 
EM34 - 1.000 0.990 0.989 0.989 
EM35 - 0.990 0.989 0.989 
EM36 - 0.998 0.996 
EM37 — 0.997 
EM38 
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model. Each weather index (linear and quadratic terms) was 
added, one at a time, to the model; the regressions were 
2 
evaluated by the improvement in the R above that of the 
base model. At this stage, only three excess moisture indexes 
were tested (EM3V, EM34, and EM38) because of the high corre­
lations between excess moisture indexes (Table 30), The re­
sults of these tests are presented in Table 31. 
The three excess moisture indexes tested yielded identi-
cal R which indicated that the modifications tested did not 
improve the excess moisture indexes in this population. 
2 The DV4 moisture stress index showed the highest R 
(Table 31); this index was modified by reestimated PAWC, 75-
day period, new weighting factor, and reestimated PAW cor-
rected by antecedent rainfall. No difference between the R 's 
for DV and DVO and for DVl and DV2 showed that the reestima­
tion of PAWC and the new weighting factor did not improve 
the stress indexes. The correction of PAW by runoff and the 
modification to correct runoff by slope also gave no further 
improvement. 
Now, one is interested in testing if the improvement ob-
2 tained in the R for the DV4 stress index is significantly 
higher than the DV stress index used hy Henao (1976), To 
determine if DV4 was significantly more efficient than DV 
for explaining corn yield variability, an F-test was performed 
in the following way: 
(SSRDV - SSRDV4)/MSRDV ~ ^ 1153 » (44) 
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2 Table 31. R improvement due to addition of quadratic func­
tions of the moisture stress and excess moisture 
indexes to the base yield regression model 
Weather 
index R2 
Weather 
index 
Base 
model .6252 — DV5 .6822 .0570 
DV .6756 .0504 DV6 .6793 .0451 
DVO .6759 .0507 DV7 .6801 .0549 
DVl .6805 .0553 DV8 .6812 .0560 
DV2 .6804 .0552 EM3V .6266 .0014 
DV3 .6828 .0 576 EM34 .6266 .0014 
DV4 .6835 .0583 EM38 .6266 .0014 
a 2 2 AR = improvement in R above that of the base model. 
where SSRDV = residual sum of squares of the model containing 
DV, SSRDV4 = residual sum of squares of the model containing 
DV4, and MSRDV = residual mean square of the model with DV. 
The computed F of 28,34 (significant at the 1% level) indi­
cated that DV4 with its modifications explained significantly 
more yield variation than the DV stress index did. 
The weather indexes selected from these tests for 
further modeling were the quadratic functions of DV4 and EM34, 
The DV4 stress index was expressed in weighted nonstress 
days*lOOj it had a mean of 375.7 and ranged from 112 to 525. 
The excess moisture index was expressed in weighted excess 
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moisture days*lO; it had a mean of 11.04 and ranged from 0 to 
148, Neither of the two weather indexes were coded in the 
regression analyses by subtracting its mean. 
Interaction Testing and Final Modeling 
Interaction testing 
All 62 linear*linear interactions between the two se­
lected weather indexes (DV4 and EM34) and the soil and manage­
ment variables in the base model (final combined soil-manage­
ment model in Table 24) were tested. Because of the limita­
tion on the maximum number of variables allowed by the regres­
sion program, the interactions were tested in three sets. 
Backward elimination at the 5% level was applied to the 
weather index interactions in each of the three sets. The 16 
significant weather index interactions selected for further 
testing are listed in Table 32. 
Final modeling 
A model was constructed combining the linear and quadratic 
terms of DV4 and EM34, the 16 significant weather interactions 
(Table 32), the 71 variates from the final combined soil-
management model (Table 24, Part III), and the DV4*EM34 inter­
action, a total of 92 variates. Backward elimination was 
applied to interactions, quadratic, and linear terms, re­
taining all variates significant at the 5% level except that 
the linear term was retained regardless of its significance 
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Table 32. Significant 
for testing 
weather index interactions 
in the final model 
selected 
Interaction Interaction Interaction 
DV4*PLDEN DV4*STP1 EM34*STP1 
•WEEDS *PERM •MANURE 
*PLDATE •SUBGRP •SLOPE 
*SKDATE *PH3 •SUBGRP 
*NCODE *PAWC •TERR 
•PHI 
if its quadratic term or any interaction was significant. 
The result was the final regression model of corn yield 
on soil; management, and weather variates. The regression 
statistics of this model containing 79 variates are presented 
in Table 33. The linear term of DV4, the moisture stress 
index, and 9 of its 10 interactions tested were retained in 
the final model. Its quadratic term had a t-value of -0.42 
(nonsignificant) and was deleted. Only the linear term of 
EM34, the excess moisture index, was retained. Addition of 
the weather variates increased the R of the final model to 
2 0,700 compared to an R of 0.625 for the final combined 
soil-management model. 
The discussion of this final model will be confined to 
the differences between this model and the final combined 
soil-management model of Part III (Table 24) used as the base 
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Table 33. Regression statistics of the final model of yield 
on soil, management, and weather variates® 
Variate Coefficient Variate Coefficient 
SLOPE -0.537* TREND*CRW -0.0460* 
TWP -0.319** PLDEN*CB2 -0.0033** 
SLCONF 2.132** *YCPL2 -
OCl -0.158 CB1*SKDATE 0.0643** 
DRAIN -0.068 PLDATE*SKDATE 0.0656** 
PERM -0.960++ SKDATE*PH1 -0.0328** 
CPL 0.388* *MANURE -
SUBGRP 13.365* NCODE*NFERT 0.0019* 
TERR -4.380+ STP1*PFERT -0.0024** 
BOTT -1.417 
STRUCT -0.712 SLOPE*CRW -0.0518** 
PH3 -0.128 TWP*CB1 -0.0300* 
PAWC 0.760** *WEEDS 0.0019* 
n *YCPL1 -0.0295** 
SUBGRP^ -1.0129** 0C1*CRW -0.0312** 
*STN -0.0190** 
SLOPE*DRAIN -0.0797** *STP1 -0.0157** 
•STRUCT 0.2895** *NFERT 0.0074** 
CPL*B0TT -0.9404** DRAIN*PFERT -0.0056** 
B0TT*PH3 0.7547** CPL*PH1 0.0617** 
SUBGRP*TREND 0.3704** 
TREND 0,965** TERR*PLDEN -0.3556** 
PLDEN -0.242** *PFERT 0.2462** 
CRW -0.639** BOTT*NCODE -0.2778* 
CBl 0.055 *STN -0.3333** 
CB2 0.132** STRUCT*PLDEN -0.0294** 
WEEDS 0.082++ *PLDATE 0.1121* 
PLDATE 1.396** *PH1 -0.3224** 
SKDATE -1.989** PAWC*CB1 0.0361** 
NCODE 0.307 
PHI 0.395** DV4 0.106** 
STN 0.319** 
STPl -0.133 
^Intercept = 74.20; R^ = 0.700. 
**,*,++,^Significant at the 1%, 5%, 10%, and 15% levels, 
respectively, in this table and in Table 34. 
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Table 33. (Continued) 
Variate Coefficient Variate Coefficient 
YCPLl -0.168 DV4*PERM 0.0036* 
YCPL2 0.102 *SUBGRP -0.0452** 
YTERR -0.191 *PAWC -0.0015** 
NFERT 0.104** *PLDEN 0.0013** 
PFERT -0.041++ *WEEDS -0.0003* 
MANURE 0.287* *PLDATE -0.0035** 
*SKDATE 0.0035* 
TREND^ - *NCODE -0,0014* 
PLDEN2 -0.0026** *STP1 0.0014** 
CB22 -0.0P37** 
PLDATE2 -0.0214* EM34 -0.069* 
SKDATE2 -0.0569** 
PHI2 -0.0258* 
STPlZ -0.0121** 
model in this section. The changes in the coefficients of 
the variates due to inclusion of the weather variates are 
summarized in Table 34. 
Three variates of the base model (TREND^, PLDEN*YCPL2, 
and SKDATE*MANURE) were deleted when the weather index vari­
ates were included in the final model. Some coefficients of 
the variates in the final combined soil-management model 
changed considerably in their magnitude and/or significance 
due to the inclusion of the weather index variates (Table 
34). These variates (not involved in the interactions with 
DV4) included TWP, TERR, BOTT, STRUCT, CBl, CB2, PFERT, and 
CB2 . Coefficients for all of these variates decreased indi­
cating that their effects in previous models were partially 
confounded with moisture stress effects. 
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Table 34. Changes in magnitude, significance, and/or sign 
of regression coefficients in the final soil-
management-weather model compared with the final 
soil-management model 
in the final combined models 
Soi1-management-
Soil-management weather 
Variate (Table 24) (Table 33) 
SLOPE -0.642** -0.537* 
TWP -0.575** -0.319** 
PERM 0.474** -0.960++ 
SUBGRP -3.546** 13.365* 
TERR -6.222++ -4.380+ 
STRUCT -1.412** -0.712 
PAWC 0.278** 0.760** 
TREND 0.196 0.965** 
PLDEN 0.279** -0.242** 
CBl 0.303++ 0.055 
CB2 0.246** 0.132** 
WEEDS -0.021* 0.082++ 
PLDATE 0.142+ 1.396** 
SKDATE -0.556** —1.984** 
NCODE -0.165** 0.307 
STPl 0.406** -0.133 
YCPLl 0.064 -0.168 
YCPL2 -0.211 0.102 
YTERR -0.447 -0.191 
PFERT -0.065* -0.041++ 
TREND^ -0.2486** — 
CR22 -0.0055** -0.0037* 
PLDATE^ -0.0308** -0.0214* 
TREND*CRW -0.0859** -0.0460* 
PLDEN*YCPL2 -0.0073* -
SKDATE*MANURE 0.0571 — 
Intercept 116.47 74.20 
0.625 0.700 
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2 Addition of the weather variates eliminated TREND , 
decreased the effect of the TREND*CRW interaction, and in­
creased the effect of the TREND linear variate (Table 34); 
the effect of the moisture stress in 1968 and 1970 on the 
TREND effect was discussed previously. The coefficients of 
the linear variates of the soil conservation practices changed 
in magnitude and sign but were not significant in either model. 
All of the coefficients of the linear variates involved 
in interactions with DV4 changed in magnitude, significance, 
and/or sign in the final soil-management-weather model com­
pared to the soil-management model (Table 34). These effects 
would be expected. 
The rest of the variates were relatively stable when 
weather index variates were included in the model, and hence 
their effects remain the same as discussed in Part III in this 
dissertation. 
Discussion of variable effects 
The discussions of the weather variable effects and of 
changes in the coefficients of the soil and management vari­
ates (Tables 33 and 34) are presented in the following para­
graphs. The discussions will include mostly the effects of 
the weather index interactions. The other interactions from 
the combined soil-management model changed very little in 
magnitude and their effects on changing the linear or curvi­
linear responses to the interacting variables have been 
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discussed previously in Part III. 
DV4 Corn yield increased linearly 0.11 bu/A per unit 
increase in DV4 (decreasing moisture stress) at coded PERM, 
SUBGRP, PAWC, PLDEN, WEEDS, PLDATE, SKDATE, NCODE, and 
STPl = 0. The yield response to DV4 increments was increased 
if PERM, PLDEN, SKDATE, and/or STPl were at higher levels 
than their coded means. The yield response to DV4 increments 
was reduced if SUBGRP, PAWC, WEEDS, PLDATE, and/or NCODE were 
at higher levels than their coded means. 
The positive interactions showed that yield response to 
DV4 increments (decreasing stress) was greater if subsoil 
permeability was slower than moderate, plant density was more 
than 13,700 plants/A, silking date was later than July 30, 
and/or soil test P in the plow layer was more than 28 pp2m. 
The negative interactions showed that yield response to DV4 
increments (decreasing stress) was less if the subsoil group 
rating was more unfavorable than slightly unfavorable, plant 
available water capacity was > 10.6 in./5 ft, weeds were 
greater than 550 lb/A, planting date was later than May 14, 
and/or the corn was 3rd year corn or more after legume 
meadow. All of these interactions between the moisture stress 
index and soil and management variables are in the expected 
direction. The frequently reported interactions between 
fertilizer variables and moisture stress were not significant, 
however, in this study. 
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EM34 Corn yield decreased linearly 0.07 bu/A per 
unit increase in EM34 (increase in excess moisture). No in­
teractions at the 5% level occurred; this result agrees with 
Henao (1976) who had no interactions with excess moisture 
in his final models and with Manu (1979) who had only one 
in his final models. 
SLOPE Corn yield decreased linearly 0,54 bu/A per 
1% increment in slope at coded DRAIN# STRUCT, and CRW = 0. 
This effect was slightly less than the correspondent 0.64 
bu/A linear effect in the final combined soil-management 
model (Table 24). 
TWP Corn yield decreased linearly 0.32 bu/A per 
township number north of southern Adams County at coded CBl 
and WEEDS = 0 and for noncontour planted and terraced sites. 
Correspondent linear decrease in the final soil-management 
model of 0,58 bu/A indicates that the S to N negative effect 
was partially confounded with moisture stress. 
PERM Corn yield decreased linearly 0,96 bu/A per 
unit increase in subsoil permeability (slower permeability) 
at DV4 = 0, The negative yield response to PERM increments 
decreased to zero as DV4 increased to 267, Further increase 
in DV4 resulted in increasingly positive yield response to 
PERM, The unexpected effect of PERM on yield, discussed 
previously, is due to intercorrelations, 
SUBGRP Corn yield increased at a decreasing rate with 
changés in SUBGRP from very favorable to less favorable 
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ratings; at DV4 = 112 (lowest observed value, severe stress) 
and coded TREND =0, YMAX occurred at uncoded SUBGRP = 6 
(very unfavorable rating). If DV4 = 376, its mean level or 
slight stress, the SUBGRP for YMAX shifted to zero, or a very 
favorable rating. Thus, an unfavorable SUBGRP rating does not 
have the detrimental effect on yield in years of moisture 
stress (drier subsoil) that it has in years of little stress 
(wetter subsoil). 
TERR Corn yield was 4.4 bu/A less at sites on a 
terrace landscape position (TERR=l) and at coded PLDEN and 
PFERT = 0. Correspondent yield decrease on a terrace land­
scape position in the final soil-management model was 6.2 
bu/A, indicating some confounding of moisture stress with the 
terrace landscape effect, 
STRUCT Corn yield increased linearly 0.71 bu/A per 
unit increment in STRUCT at coded SLOPE, PLDEN, PLDATE, and 
PHI = 0. Correspondent linear decrease in the soil-management 
model was 1.4 bu/A. 
PAWC Corn yield increased linearly 0.76 bu/A per 0.1 
in./5 ft increment in PAWC at coded CBl = 0. Correspondent 
increase in the final combined soil-management model was 0.28 
bu/A. 
TREND Corn yield increased linearly 0.97 bu/A per 
year increase in TREND at coded CRW and SUBGRP = 0. The 
effect of TREND on yield changed from a curvilinear to a 
linear function and the negative TREND*CRW interaction 
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decreased when the weather indexes were included in the 
model. These effects indicate that the decreasing yields 
after 1964 found in the previous models were associated with 
the lower yields in 1968 and 1970 caused by moisture stress. 
PLDEN The corn yield responses to increasing levels 
of PLDEN were markedly affected by moisture stress. At coded 
CB2 and STRUCT = 0 and TERR = 0, YMAX occurred at 11800, 
18500, and 21100 plants/A at DV4 levels of 112 (lowest ob­
served value), 376 (mean value, slight to slight-moderate 
stress, and 500 (no stress), respectively. 
The coefficients for the negative interactions between 
PLDEN and CB2, TERR, and STRUCT were somewhat less in the 
final soil-management-weather model than in the soil-manage­
ment model, indicating that the effects of these interactions 
in the latter model were confounded some with moisture stress. 
The negative PLDEN*YCPL2 interaction was not significant in 
the combined soil-management-weather model and was deleted. 
CRW The negative linear effects of corn rootworm 
damage on yield were similar in both models at mean levels of 
the interacting variables. However, the negative CRW*TREND 
interaction was twice as large in the combined soil-management 
model, indicating some confounding with the moisture stress 
in 1968 and 1970. 
CBl Corn yield increased linearly 0.055 bu/A per 
unit increment in CBl, at coded SKDÀTE, TWP, and PAWC = 0. 
This effect was much less than the correspondent 0,30 bu/A in 
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the combined soil-management model, indicating some confound­
ing of the CBl effect with moisture stress, 
CB2 Corn yield increased at a decreasing rate with 
CB2 increments up to uncoded CB2 = 36 (moderate-severe infes­
tation) at coded PLDEN = 0, where YMAX occurred. Correspon­
dent CB2 at YMAX in the final combined soil-management model 
was uncoded CB2 =40. 
The unexpected yield responses to CBl and CB2 have been 
discussed previously. 
WEEDS Corn yield increased linearly 0.05 bu/A per 
10 lb increment in WEEDS at DV4 = 112 (lowest observed value). 
The slope of the linear response to WEEDS decreased to 0 at 
DV4 = 273 (moderate to moderate-severe) and then became in­
creasingly negative as DV4 increased (moisture stress 
decreased). 
PLDATE The corn yield responses to planting date 
were affected markedly by moisture stress. At coded SKDATE 
and STRUCT = 0, YMAX occurred on June 6, May 16, and May 6 
at DV4 levels of 112 (lowest observed value), 376 (mean value), 
and 500 (no stress), respectively. Other than the distortion 
in the PLDATE coefficients because of the high intercorrela-
tion with SKDATE (r=0,59) and attempting to hold SKDATE at its 
mean of July 30 as PLDATE varied widely due to moisture stress, 
the trend may be in the right direction. Most frequently, the 
severest moisture stress occurs in the last half of July. Very 
early planting or late planting thus may shift the critical 
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tasseling and silking period before the worst or after the 
stress has been alleviated by late July or early August rains. 
In this study, very few sites were planted in April. 
SKDATE Corn yield responses to silking date also 
were affected by moisture stress. At coded CBl, PLDATE, and 
PHI = 0, YMAX occurred on July 16, 24, and 28 at DV4 levels 
of 112, 376, and 500, respectively. Interpretation of these 
effects is also influenced by the intercorrelation with PLDATE 
and by holding PLDATE at its mean level of May 14, as was 
discussed in the preceding section. However, the trend in 
optimum silking dates as a function of decreasing moisture 
stress is in the right direction for a May 14 planting date. 
If PLDATE was fixed at May 30, YMAX occurred on July 25, 
August 2, and August 6 at DV levels of 112, 376, and 500, 
respectively. 
NCODE Corn yield increased linearly 0.15 bu/A per 
unit increment in NCODE at DV4 = 112 (lowest observed value). 
The slope of the linear response to NCODE decreased to 0 at 
DV4 = 219 and then became increasingly negative as DV4 in­
creased (moisture stress decreased). This is a logical re­
sponse; with severe moisture stress, yield of first-year corn 
after meadow frequently has been less than that of other corn 
because of depletion of PAW by the meadow crop. 
STPl At coded PFERT and OCl = 0, corn yield increased 
at a decreasing rate with STPl increments up to uncoded STPl 
levels of 29, 44, and 51 pp2m P, where YMAX occurred at DV4 
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levels of 112, 376, and 500, respectively. This is the 
expected trend. 
Years contour planted and terraced Although the co­
efficients of the three nonsignificant soil conservation 
practice variates changed and the PLDEN*YCPL2 interaction was 
deleted because of nonsignificance in the final soil-
management-weather model, the TWP*YCPL1 interaction had the 
same coefficient and the effects of years contour planted and 
terraced were about the same as in the final combined soil-
management model in Part III. 
Corn yield decreased linearly 0.066 bu/A per year the 
site was contour planted at coded TWP = 0 (TWP 86). However, 
the slope of the linear function became 0 at TWP 84 
and then become increasingly positive from TWP 84 south to 
TWP 71. 
Yield also decreased linearly 0.36 bu/A per year the site 
was terraced at TWP 86. The slope of the linear function be­
came less negative with decreasing TWP number and became 0 
at TWP 74 (southern edge of Cass Co.). 
PFERT Corn yield decreased linearly 0.04 bu/A per 
lb PgOg/A applied as fertilizer at coded STPl and DRAIN and 
TERR = 0. The correspondent linear decrease in the final 
combined soil-management model was 0.07 bu/A. The unexpected 
response to P fertilizer was discussed in Part II, 
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Use of the final model 
The inclusion of the weather indexes in the final model 
helped to account for appreciably more of the corn yield 
variability. The weather variables, primarily the moisture 
stress variates, changed the coefficients and significances 
of some variables; these changes indicated that the effects 
of these variables were partially confounded with weather in 
previous models. 
When using this final model some precautions have to be 
taken; the intercorrelations discussed in Parts I, II, and 
III have to be similar for the data for which predictions are 
to be made. Also, the TREND and SKDATE variables have to be 
used with caution because large extrapolations have to be 
done for TREND, and SKDATE is not available early in the 
growing season. 
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SUMMARY AND CONCLUSIONS 
A study was carried out with the objectives of improving 
two of the weather indexes used by Morris (1972) and Henao 
(1976), and of studying the combined effect of soil, manage­
ment, and weather variables on corn yield in western Iowa. 
The data used in this research were the 1227 single-plot 
observations described in Part I of this dissertation. 
A number of modifications to the soil moisture program 
(used to compute the indexes as described by Morris, 1972) 
and its data input were tested, as follows: (l) reestimation 
of the PAWC, (2) increasing the stress index period to 75 
days, (3) use of the growth stage weighting factor suggested 
by Shaw (1974), (4) reestimation of starting PAW, and (5) cor­
rection of the soil moisture program estimation of runoff. 
Ten moisture stress indexes and nine excess moisture in­
dexes were computed using selected combinations of the above 
modifications. The developed weather indexes were tested to 
select the best moisture stress and excess moisture indexes 
for explaining corn yield variability for further modeling. 
The indexes were tested by using correlation and regression 
analysis. For the regression analysis testing, each weather 
index (linear and quadratic terms) was added, one at a time, 
to the combined final model of Part III. The selection cri-
terion was the R increase. 
Correlations between all excess moisture indexes were 
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very high and they did not show any improvement in explain­
ing the corn yield variations. 
The best moisture stress index was DV4 which was sig­
nificantly more efficient for explaining corn yield varia­
bility than DV, the stress index used by Henao (1976). The 
modifications used to compute DV4 were: reestimation of 
PAWC, 75-day period, growth stage weighting factor by Shaw 
(1974), and reestimated starting PAW corrected by antecedent 
rainfall. 
The weather indexes selected for further testing were 
DV4 and EM34. All 62 linear*linear interactions between the 
two weather indexes and variables in the final combined model 
were tested in three sets using backward elimination at the 5% 
level; the DV4*EM34 interaction was also evaluated. All re­
maining interactions from the three sets were combined into 
one model and variable selection by backward elimination was 
applied to interactions, quadratic, and linear terms, retain­
ing all variates significant at 5% level. The linear term 
was retained regardless of its significance if its quadratic 
or any interaction was significant. 
The end product of the modeling was the final model of 
corn yield on selected soil, management, and weather variables. 
2 The model had 79 variates and an R of 0.700, which indicated 
that 70% of the corn yield variations was explained by the 
model. 
Nine DV4 interactions (with PERM, SUBGRP, PAWC, PLDEN, 
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WEEDS, PLDATE, SKDATE, NCODE, and STPl) were significant. 
None of the interactions with the excess moisture index, 
EM34, was significant. 
The effects of weather indexes on corn yield were dis­
cussed. The effects of the soil and management variables that 
changed when the weather variables were included in the model 
were also discussed. 
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SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
Investigations on variables influencing corn yield have 
been primarily directed toward assessing the effect of one to 
a few variables controlled by the investigator while maintain­
ing the other noncontrolled variables constant at specific 
levels. These methods cannot evaluate the many interactions 
that may be associated with corn yield variations. Moreover, 
they are an oversimplification of reality, and such restricted 
environments limit the applicability and reproducibility of 
the findings. 
The joint effects on corn yield of a large number of 
variables need to be investigated. This dissertation reports 
the results of a study of the relationships between corn yield 
and soil, management, and weather variables in western Iowa. 
A total of 1227 observations from single plots in 
farmers' fields were used in this study. Variables available 
for this study included 36 soil and location, 27 management, 
and 19 modified weather (10 moisture stress and 9 excess 
moisture indexes) variables. The observations were collected 
under the supervision of Dr. L. C. Dumenil of the Agronomy 
Department, Iowa State University, from 1958 to 1970 from 
seven Iowa counties* Adams, Cass, Clay, Crawford, Harrison, 
Lyon, and Woodbury. The most important soils in the region 
were represented in the sample. 
The research was divided into the following four parts 
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for studying the effects of the variables on corn yieldt 
Part I, soil variables. Part II, management variables. Part 
III, combined soil and management variables, and Part IV, 
combined soil, management, and weather variables. 
For Parts I, II, and III, the intercorrelations present 
in the data were determined by using three methodsi (l) ex­
amination of the correlation matrix of the predictor variables, 
(2) calculation of the multiple determination coefficient 
2 (R ) of each predictor variable regressed on all other linear 
independent variables, and (3) determination of the latent 
roots and vectors of the correlation matrix of the predictor 
variables. 
Intercorrelation study method 1 proved to be efficient 
for detecting two-variable intercorrelations; if more than 
two variables were involved in an intercorrelation, this 
method was not able to characterize fully the intercorrela-
tion. Method 2 indicated which particular variables were 
involved in one or more intercorrelations. Method 3 was able 
to determine the number of intercorrelations present in the 
data, as well as their algebraic form. 
The intercorrelations were investigated because they 
may restrict the interpretation and applicability of the 
developed models and cause imprecise estimation of regression 
coefficients. Predictions should be made only in the region 
defined by the intercorrelations because quite different re­
sults may be obtained outside of this region. 
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To determine the relationships between corn yield and the 
predictor variables in Parts I, II, III, and IV, a series of 
empirical models were developed using multiple linear regres­
sion techniques and selection of variables by backward elimina­
tion. The modeling was done in steps by evaluating first the 
linear and quadratic terms and then all estimable linear* 
linear interactions of the independent variables. Because the 
maximum number of variables was limited to 100 by the computer 
program used (Helarctos II, Kennedy, 1971), the large number 
of interaction variates had to be tested in a series of 
regressions. 
The major objective of this dissertation research was 
to determine the most important soil, management, and weather 
variables for inclusion in corn yield prediction equations on 
soil, on management, on soi1-management, and on soil-
management-weather variables. 
In the following paragraphs a brief description of what 
was done in each of the four parts, and a summary of the re­
sults will be presented. 
Part I, Soil Variables 
The intercorrelations among soil and location (N-S and 
E-W directions within the study area and landscape position) 
variables were studied, and two prediction models for corn 
yield were developed on (l) the linear and quadratic terms of 
selected soil and location variables and (2) the linear. 
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quadratic, and linear*linear interaction terms of selected 
soil and location variables. 
All soil and location variables, with the exception of 
biosequence (BIO), were involved in intercorrelations. Seven­
teen intercorrelations among these variables were detected 
and discussed. 
The first intercorrelation was dominated by the bulk 
densities of the 15-30 inch layer (BDl) and of the 30-40 
inch layer (BD2) which had an r = 0.98. The second inter­
correlation was dominated by three soil pH related variables, 
minimum pH in the profile (PHMIN), pH of the 10-20 inch zone 
(PH2), and pH of the 30-42 inch zone (PH3). The third inter­
correlation was dominated by permeability class (PERM) and 
maximum clay percentage in the profile (CMAX). The rest of 
the intercorrelations had a decreasing degree of intercorrela­
tion and involved several to many of the soil and location 
variables. 
A quadratic regression model was then developed including 
the significant soil and location variables. The quadratic 
model consisted of 30 (19 linear and 11 quadratic) variates 
2 
and had an R of 0.26. 
The final interaction model was then developed by testing 
and retaining the most significant interactions from a total 
of 263 linear*linear interactions. The final interaction 
model included 52 variates (25 linear, 11 quadratic, and 16 
interactions) and had an R of 0.33. 
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The variables having significant effects on corn yield 
which were retained for further modeling were: slope of site 
(SLOPE), township number (TWP), slope configuration (SLCONF), 
erosion class (EROS), organic carbon in the 0-7 inch layer 
(OCL), organic carbon in the 7-20 inch layer (0C2), drainage 
class (DRAIN), PERM, clay percentage in the plow layer (CPL), 
average clay percentage in the 60 inch profile (CAV), subsoil 
group rating (SUBGRP), BIO, terrace position (TERR), bottom­
land position (BOTT), subsoil structure (STRUCT), PHMIN, 
thickness of minimum pH zone (THPHMIN), depth to calcareous 
horizon (DCAL), PH3, soil test P of the 30-42 inch zone 
(STP3), soil test K of the 12-24 inch zone (STK2), plant 
available water capacity (PAWC), and the parent material 
variables of depth to till in till mapping units (DPMT), depth 
to till in loess over till units (DPML/T), and depth to de­
oxidized loess in deep loess units (DPML). 
The interpretations of the effects of the soil and loca­
tion variables were done holding all the other independent 
variables at constant levels and letting the variable under 
study vary over its range. This may be unrealistic because 
the high intercorrelations among variables indicate that many 
soil variables vary jointly or together to some degree. 
Comparison of the quadratic and interaction models showed 
that some variables had significant linear and/or curvi­
linear effects in one model and not in the other ; this was 
attributed to the presence of interactions and additional 
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correlated variables in the final model. Some of the vari­
ables eliminated during the quadratic modeling that were re-
tested in the interaction model did have significant linear 
effects and/or interactions. This shows that variable selec­
tion based on the quadratic model in early stages may result 
in deletion of some variables important in accounting for 
yield variability in interaction models. 
Some pairs of highly correlated variables were retained 
in the models; these correlations were as high as r = 0.94 
(PERM and SUBGRP), The deletion of one of a pair of highly 
correlated variables in developing models for prediction 
purposes may not be appropriate. 
Because of strong intercorrelations in the data matrix, 
the estimation of the effects of individual variables on corn 
yield were not very reliable. The effects of some variables 
on yield were in the opposite direction from the expected 
and the effects of other variables in the expected direction 
appeared to be overly high. 
The percentage of the corn yield variation explained by 
the soil and location variables was somewhat low (R =0.33 for 
the final interaction model). The models developed here 
represent the effects of the soil and location variables 
ignoring management and weather factors which were tested in 
the next parts. 
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Part II, Management Variables 
The intercorrelations among management variables were 
studied, and two prediction models for corn yield were 
developed on (1) the linear and quadratic terms of selected 
management variables and (2) the linear, quadratic, and 
linear*linear interaction terms of selected management 
variables. 
Five strong intercorrelations among the 27 management 
variables were detected and discussed. The first three inter­
correlations occurred because of the linear dependencies be­
tween N, P, and K from manure and fertilizer (N, P, and K) 
and N, P, and K from fertilizer (NFERT, PFERT, and KFERT) 
through the nutrients from manure (MANURE) application; the 
confounding among nutrient application variables was also in­
volved in the first three intercorrelations. The fourth 
intercorrelation consisted of the three soil conservation 
practices, years contour planted at both contoured and ter­
raced sites (YCPLl), years contour planted at only the con­
toured sites (YCPL2), and years terraced (YTERR), The fifth 
intercorrelation was dominated by years or time trend (TREND) 
and the management variables reflecting the increasing use of 
technology during the years that the study was conducted. 
To eliminate the intercorrelations among N, P, and K ap­
plications, the effects of all three variables were combined 
into one index using data from other fertilizer experiments 
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to estimate the necessary coefficients. Two square root 
transformation indexes (TRAN and TRANN) were then constructed; 
the first represented the effect of total nutrient applica­
tions and the second the nutrient applications from fertilizer. 
Before modeling, the nutrient application indexes and 
variables were tested in combinations to determine which ones 
explained the most yield variability. The transformation in­
dexes (TRAN and TRANN) explained little of the variability. 
The N and P from fertilizer (NFERT and PFERT) were chosen 
to represent the effects of nutrient applications although 
total nutrients (N, P, and K) were nearly as good. 
A quadratic model was then constructed using backward 
elimination to retain all linear and quadratic variates 
significant at 10%; the linear term was retained regardless 
of its significance if its quadratic term was significant. 
The final quadratic model had 32 variates (18 linear and 14 
quadratic) and an R^ of 0.44, which indicated that 44% of 
the yield variability was accounted for by the model. Most 
of the variables had expected effects; the unexpected effects 
of some variables were postulated to be due to intercorrela-
tions and confounding with other environmental variables 
not in the model. 
The final stage of modeling consisted of testing all 
estimable linear*linear interactions of the variables in the 
final quadratic model plus those with the MANURE variable. 
A total of 145 interactions were tested using backward 
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elimination. The final result was the final interaction model 
containing 46 variates (19 linear, 9 quadratic, and 18 
interactions) which had an R of 0.51. Individual variable 
effects on yield were discussed and interpreted. 
The significant management variables retained for 
further modeling were: TREND, plant density (PLDEN), corn 
rootworm damage (CRW), first brood corn borer (CBl), second 
brood corn borer (CB2), weeds (WEEDS), planting date (PLDATE), 
silking date (SKDATE), crop rotation for N availability 
(NCODE), pH in the plow layer (PHI), soil test N (STN), 
soil test P (STPl), soil test K (STKl), NFERT, PFERT, MANURE, 
and the soil conservation practice variables (YCPLl, YCPL2, 
and YTERR). 
The estimation of the effects of management factors on 
corn yield was more reliable than the estimation of soil 
effects because only a few intercorrelations were present among 
management variables. The final interaction model of yield 
on management variables (R =0.51) was also more efficient for 
explaining yield variations than the correspondent soil model 
(R2=0.33). 
The predictive values of TREND and SKDATE are limited 
because the former represents the time trend in the past and 
large extrapolations would be necessary for prediction in the 
current year, and SKDATE is not available for prediction in 
the early part of the growing season and also appears to be 
more of a yield component variable. 
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Part III, Combined Soil and Management Variables 
The intercorrelations between soil and management vari­
ables were studied, A combined prediction model for yield 
on soil and management variables was developed. 
Twenty-six intercorrelations were identified among the 
combined set of variables. Ten of the 17 soil intercorrela­
tions of Part I and all five management intercorrelations of 
Part II were among the 26 intercorrelations. Three inter­
correlations among the 26 were essentially the same as three 
of the soil intercorrelations except for the inclusion of PHI 
into the dependencies. Eight new intercorrelations arose in 
the combined analysis and were discussed. All 26 intercorre­
lations in the combined analysis have to be considered when 
interpreting and using the developed models, 
A reduced combined model of yield on soil and management 
variables was constructed by merging the final interaction 
soil and management models from Parts I and II and selecting 
variates by backward elimination. The combined reduced model 
had 54 variates and of 0.57. 
For developing the final model, a total of 226 soil* 
management interactions were tested and the significant ones 
retained. The final combined model had 7l variates: 13 
linear, 1 quadratic, and 4 interaction variates from the soil 
variables; 18 linear, 7 quadratic, and 9 interaction variates 
from the management variables; and 19 soil*management inter­
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actions. The R for the final model was 0.63 which indi-
2 , 
cated a significant increase over the R of either the soil 
or management interaction models (Parts I and II, respec­
tively) and the reduced combined model of this section. 
The effects of the individual soil and management vari­
ables on corn yield in the final combined model were inter­
preted and discussed. In general, soil properties became less 
important for explaining corn yield variations when management 
variables were included. The variables deleted at this stage 
were; EROS, 0C2, CAV, BIO, PHMIN, THPHMIN, DCAL, STP3, STK2, 
DPMT, DMPL/T, DPML, and STKl. 
Part IV, Combined Soil, Management 
and Weather Variables 
Five main modifications of the input data and soil mois­
ture program (used to compute the weather indexes as de­
scribed by Morris, 1972) were testedi (1) reestimation of 
the plant available water capacity (PAWC), (2) extension of 
the stress index period to 75 days, (3) use of the growth 
stage weighting factor suggested by Shaw (1974), (4) reesti­
mation of starting plant available water (PAW), and (5) modi­
fication of the soil moisture program estimation of runoff. 
A final prediction model for corn yield on selected soil, 
management, and weather variables was then developed. 
Ten moisture stress indexes and nine excess moisture 
indexes were computed using selected combinations of the 
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modifications. The developed weather indexes were tested 
to select the best moisture stress and excess moisture indexes 
for explaining corn yield variability for further modeling. 
The indexes were tested against those used by Henao (1976) 
by using correlation and regression analysis. For the re­
gression analysis testing, each weather index (linear and 
quadratic terms) was added one at a time to the combined 
final model of Part III; the selection criterion was the 
increase in R . 
Correlations between all excess moisture indexes were 
very high and they gave no improvement over the index used 
by Henao (1976) for explaining corn yield variations. 
The best moisture stress index (DV4) included the follow­
ing modifications; reestimation of PAWC, 75-day period, growth 
stage weighting factor by Shaw (1974), and reestimated start­
ing PAW corrected by antecedent rainfall. The weather indexes 
selected for further modeling were then DV4 and EM34 (since 
it was computed with DV4). 
All 62 linear*linear interactions between the two weather 
indexes and variables in the final combined soil-management 
model of Part III were tested in three sets using backward 
elimination at the 5% level ; the DV4*EM34 interaction was 
also evaluated. All remaining interactions from the three 
sets were combined into one model and variable selection by 
backward elimination was applied to interactions, quadratic, 
and linear terms, retaining all variates significant at 5% 
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level. The linear term was retained regardless of its sig­
nificance if its quadratic or any interaction was significant. 
The end product of the modeling was the final model of 
corn yield on selected soil, management, and weather variables. 
The model had 79 variates and an R of 0.70, which indicated 
that 70% of the corn yield variation was explained by the 
model. 
Nine interactions between DV4 and the other variables 
(PERM, SUBGRP, PAWC, PLDEN, WEEDS, PLDATE, SKDATE, NCODE, and 
STPl) were significant; none with the excess moisture index, 
EM34, was significant. The effects of the weather indexes 
on corn yield were discussed. The effects of the soil and 
management variables that changed when weather variables were 
included in the model were also discussed. 
The probability level at which variable selection was 
done during modeling was rather restrictive, especially in 
the final stages (5% level). If this restriction is re­
laxed to some extent, more variates could be included in the 
final models and the effects of the other variables on yield 
thus may change to some degree. 
Recommendations 
Following are a number of recommendations or proposals 
for further research on yield predictions or relationships 
that may improve the predictive value of the models, and 
improve the precision of estimation of individual effects of 
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predictor variables on corn yield. 
1. Other than the quadratic functions need to be tested 
to approximate the yield response to some variables, 
a response which tends to remain the same with in­
creasing level of the variable after reaching a 
maximum. Examples of these variables are the depth 
of the A horizon, organic carbon levels, and the soil /3 
test values. Some other functions that may improve 
the fit are the square-root, exponential, and 
spline functions. 
2. Other than linear*linear interactions need to be 
tested. Some three-variable interactions (linear* 
1inear*1inear), such as N fertilizer*plant density* 
moisture stress, may explain corn yield variations. 
Also, the curvature of the yield response curve on 
one variable may be affected by the level of another 
variable; in such a case, a linear*quadratic (or 
quadratic*linear) interaction term should improve 
the fit or R^. 
3. A less restrictive variable selection criterion (se­
lect at 10% rather than at 5% level) can be used. 
This will permit the retention, for further testing 
in the final models, of some variables known to 
affect corn yields. These variables had rather large 
standard errors of their regression coefficients be­
cause of the original sampling of the yield sites 
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and, also, because of intercorrelations which cause 
high standard errors of estimation. 
The disadvantage of lowering the significance 
level for selection is that the computer costs of 
modeling are increased and more models have to be 
evaluated. 
A few biased methods of estimation of the regression 
coefficients have been suggested as a way to offset 
the inadequacies of least squares (common regression) 
with intercorrelated data (imprecise estimation of 
coefficients). Examples of biased methods are latent 
root regression and ridge regression. 
The data can be stratified according to levels of a 
selected variable or variables and analyzed separate­
ly. This may reduce some intercorrelations and 
confounding of variables. One stratification 
(planned initially but not completed for this study) 
was division of the data into two sets, 1953-1963 
and 1964-1970, because 1964 was about the year when 
adoption of technology by farmers accelerated. 
The silking date (SKDATE) can be deleted from the 
analysis, because it is not available for prediction 
in the early part of the growing season and it also 
appears to be more of a yield component variable. 
This should be done initially because significance 
of interactions involving other variables may be 
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different. 
Indexes representing the combined effects of a num­
ber of intercorrelated or confounded variables should 
be tested. In the data set, the effects of some 
variables were confounded and their individual 
effects were difficult to isolate and to interpret. 
The use of indexes to represent the joint effects of 
these variables will help to estimate and to inter­
pret the relationships between corn yield and inde­
pendent variables. 
The indexes may be constructed by taking the 
average of the confounded variables, by using a 
transformation such as the square-root one, or by 
using an approach similar to principal components 
analysis. 
The predictive value of the developed models should 
be determined. The R^'s of the developed models 
indicate how well the models fit the data, but not 
necessarily how efficient the models are for pre­
dicting corn yield. 
The models may be tested by using them to pre­
dict yields of a sample from the area of study, in­
cluding sites not used in the development of the 
models. The evaluation criterion may be the sum of 
squares of deviations from prediction, or the mean 
of the absolute deviations between observed and 
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predicted values. 
9. The nonstress days index selected in this disserta­
tion (DV4) should be compared with a weighted stress 
days index. These indexes « if not weighted, 
are reciprocals. Weighting, however, modifies 
the indexes in different ways; in the nonstress 
days index, the weighting is done on the nonstress 
fraction of the day given by ET/PET (actual evapo-
transpiration/potential évapotranspiration); and for 
stress days index the weighting is done on the 
stress fraction (1-ET/PET). 
A number of recommendations can be made for similar 
studies before initiation of the experiment and for taking 
additional observations from the area for which this study 
was developed. 
1. A stratified sampling method has some advantages 
over a random sampling. One important advantage is 
that the intercorrelations among some variables can 
be reduced. 
2. Additional fertilizer treatments can be applied to 
the single plots to reduce the correlation between 
fertilizer nutrients. 
3. Additional years may need to be included in the 
study area to sample a wide range of weather 
conditions. 
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The sampling error of the variables could be esti­
mated by adding replications at some plots. Knowl­
edge of sampling errors would permit some refinements 
in the estimation of regression coefficients. 
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Table Al. Data listing and brief description of the variables in the 
data set 
Column Identification or variable 
COMPUTER CARD 1 
1-2 County code (Adams = 02 to Woodbury = 97) 
3-4 Year; last 2 digits for 1958 to 1970 
5-6 Site number 
7-9 Corn yield to nearest whole bushel per acre (adjusted for es­
timated yield loss due to hail and disease damage) 
10-11 Time trend: 1958 = 2 to 1970 = 14 
12-14 Stand level (stalks per acre) at harvest, listed as: 
stalks per acre*10-2, e.g., 17942 = 179 
15-16 Percent of stalks which were barren 
17-18 Total percent of stalks moderately and severely root lodged 
at harvest (100% = 99) 
19-20 Corn root damage due to corn rootworms and based on Peters' 
rating scale of 1.0 (none) to 6.0 (most severely damaged) and 
listed as: rating*10 
From 1964 to 1970, root damage ratings were made from a sample 
of 10 root systems per site. From 1957 to 1963, damage ratings 
for the sites were estimated from 1964-1970 averages, from 
Turpin's regression equation calculated from 1964-1970 data, 
and from adjustments based on area of the state and crop 
sequence. 
21-22 First-brood corn borer infestation, listed as: number of 
cavities (feeding areas) per 10 stalks 
23-24 Total second-brook com borer infestation in the ear shanks and 
stalks, listed as: total number of cavities in the shanks and 
stalks per 10 stalks (100 or more = 99; only 5 sites in all 
years had more than 99 second-brood cavities per 10 stalks) 
25-27 Total weeds (grassy + broadleaf), listed as: lb/A * 10"^ 
e.g., 1590 = 159 
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Column Identification or variable 
28-29 Date planted: in April: April date - 20 
in May: May date + 10 
in June: June date + 41 
30-31 Date 75% silked: in July: July date 
in August: August date +31 
Total nutrients applied previous year from fertilizer and 
manure (IT manure: 5#N, and IW^KgO) 
32-34 #N/A 
34-37 #P,Oc/A 
38-40 mph 
41-43 Distance to tile listed as: 200-distance to tile; tile ^ 200' 
from site = 0 
44-45 Cropping code for N availability (corn in current year under­
lined) : 
C^-M-M - 08 C^-Sb-M-M - 08 
C^-M - 10 C-Sb-M - 10 
C-Oj^ - 15 C-Sb-O^ - 14 
Ç-C-M-M - 17 C-Sb-C-M-M - 15 
C-C-M - 20 C-Sb-C-M - 17 
C-C-OM - 25 Ç-Sb-C-% - 20 
C-C-C-M - 30 C-Sb-C-C-M - 25 
Ç-C-C-0^ - 35 Ç-Sb-C-C-Ow - 30 
Ç-C-C-C (cont. corn) - 40 C-Sb-C-C-C - 35 
C-Grass-Grass - 30 
Abbreviations: C - corn, M - legume-grass meadow, 0^ - oats 
and legume seeding, and Sb - soybeans 
Soil tests of plow layer from sample taken at harvest 
46-47 pH listed as: actual pH*io 
48-49 Buffer pH listed as: (actual buffer pH - 6.00)*100; 
buffer pH > 7.00 listed as 99 
50-52 N (moist): pp2m nitrifiable N in field moist sample 
53-55 P: pp2m of P; prior to 1963, adjusted to scale of values 
obtained with present ISU Soil Testing Laboratory procedure 
56-58 K: pp2m of K in field-moist sample (values > 999 listed as 999) 
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Column Identification or variable 
59-60 % slope of site area 
61-64 EM3V weighted for pan evaporation losses*100 
65-68 DV stress index wieghted for growth stage and pan evaporation 
*100 
69-71 Manure rate in T/A 
CARD 2 
I-2 County code (Adams = 02 to Woodbury = 97) 
3-4 Year; last 2 digits for 1958 to 1970 
5-6 Site number 
7-10 Soil unit no. (col. 7 indicates variant; 1010 and 2010 are 
Monona variants) 
II-12 Location: Township no. (T67 to T99; TlOO = T99) 
13-14 location; Range no. (RlE = 0, RlW = 1 to R47W = 47) 
15 Slope configuration, where: 
1 = strongly convex 4 = straight (flat) 
2 = convex 5 = straight to concave 
3 = convex to straight 6 = concave 
16 Erosion class, where: 
0 = none (>12" A horizon) 
1 = slight (7-12") 
2 = moderate (3-7", some mixing with B horizon) 
3 = severe (<3") 
17-18 Depth of A horizon (A^ + Ag + Ag) in inches 
19-20 Est. % organic carbon of 0-7" layer (coded: %0C x 10) 
21-22 Est. % OC of 7-20" layers (coded: wtd. av. x 10). 
23-24 Color value of 0-7" layer (coded: value x 10) 
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Column Identification or variable 
25-26 Color chroma of 0-7" layer (coded: chroma x 10) 
27-28 Color value of 7-20" layers (coded: wtd, av. x 10) 
29-30 Color chroma of 7-20" layers (coded: wtd. av. x 10) 
31-32 Natural internal drainage, where: 
10 = excessive 60 = somewhat poor to poor 
20 = excessive to well 70 = poor 
30 = well 80 = poor to very poor 
40 = moderately well 90 = very poor 
50 = somewhat poor 
33-34 Subsoil permeability, where: 
00 = very rapid 50 = moderate 
10 = rapid 60 = moderate to slow 
20 = rapid to mod. rapid 70 = slow 
30 = moderately rapid 80 = slow to very slow 
40 = mod. rapid to moderate 90 = very slow 
35-36 % clay in plow layer 
37-38 Maximum % clay in subsoil (below plow layer) 
39-40 Average % clay to 60" 
41-42 Depth to midpoint of horizon(s) with maximum % clay 
43 Subsoil group rating for crop growth, where: 
0 = very favorable 
1 = favorable 
2 = slightly unfavorable 
3 = slightly to mod. unfavorable 
4 = moderately unfavorable 
5 = mod. to very unfavorable 
6 = very unfavorable 
44 Biosequence, where: 
1 = forest 
2 = froest-transition Intergrade 
3 = transition 
4 = transition-prairie intergrade 
5 = prairie 
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Column Identification or variable 
45-46 Location on landscape (dummy variables), where: 
Col. 45 Col. 46 
Upland 0 0 
Terrace, outwash 1 0 
Bottomland 0 1 
47-48 Bulk density (g/cm^) at 15-30"; coded (value-l.OO)lOO 
49-50 Bulk density (g/cm^) at 30-40"; coded (value-l.OO)lOO 
51 Subsoil structure (B horizon or comparable zone), where: 
1 = structureless (massive 4 = weak to moderate 
or single-grain) 5 = moderate 
2 = structureless to weak 6 = mod. to strong 
3 = weak 7 = strong 
52-56 Parent material grouping (dummy variables—0 or 1 entries) 
Column no. 
52 53 54 55 56 
1. Other than groups 2-7 0 0 0 0 0 
2. Till mapping units 1 0 0 0 0 
3. Paleosol or gumbotil 0 1 0 0 0 
4. Loess (<50") over till 0 0 1 0 0 
5. Deep loess (>60") 0 0 0 1 0 
6. <60" to sand 0 0 0 0 1 
58-59 Depth to, or thickness of, following characteristics in parent 
material grouping (coded: 60"-depth; more than 60" = 0) 
1. Other than groups 2-6: no depths; all entries coded 0 
2. Till units: thickness of silty overburden or reworked 
materials over till 
3. Paleosol or gumbotil: thickness of overburden or loess 
over heavy-textured paleosol 
4. Loess over till; depth to till; always more than 20" 
5. Deep loess: depth to deoxidized loess 
6. Less than 60" to sand: depth to loamy sand, sand, or 
gravel 
60-61 Minimum pH in subsoil (below plow layer) (coded: pH x 10) 
62-63 Depth to midpoint of minimum pH layer in subsoil (inches) 
64-65 Thickness of minimum pH zone (inches) 
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Column Identification or variable 
66-67 Depth to the top of carbonate horizon (coded: 60"-depth; more 
than 60 = 0) 
68-69 pH of 10-20" zone (coded: pH x 10) 
70-71 pH of 30-42" zone (coded; pH x 10) 
72-73 pH of 42-60" zone (coded: pH x 10) 
74-75 Available P of 10-20" zone (pp2m P) 
76-77 Available P of 30-42" zone (pp2m P) 
78-80 Available K of 12-24" zone (pp2m K) 
CARD 3 
1-2 County code (Adams = 02 to Woodbury «= 97) 
3-4 Year: last 2 digits for 1958 to 1970 
5-6 Site number 
7-9 Plant available water capacity (PAWC) of 5 ft profile, coded: 
inches HgO/S ft*10 
10-12 Estimate of starting soil moisture, inches H2O/5 ft*10 
13-15 Estimate of starting soil moisture corrected by antecedent 
rainfall, inches H2O/5 ft*10 
16-18 Estimate of starting soil moisture corrected by antecedent 
effective rainfall, inches H2O/5 ft*10 
19-21 Rainfall for 75-day period from six weeks before 75% silking, 
inches*10 
22-24 Rainfall for 75-day period from six weeks before 75% silking 
weighted for growth stage (weighting factor used by Henao, 
1976), weighted inches*10 
25-27 Rainfall for 75-day period from six weeks before 75% silking 
weighted for growth stage (weighting factor by Shaw, 1974), 
weighted inches*10 
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28-54 Moisture stress indexes of DVO to DVB as described in Part IV » 
weighted nonstress days*100 (three cols, each) 
55-78 Excess moisture indexes of EM30 to EM38 as described in 
Part IV, (EM32 was not computed}, weighted days*10 (three 
cols, each) 
CARD 4 
1-2 County code (Adams = 02 to Woodbury = 97) 
3-4 Year: last 2 digits for 1958 to 1970 
5-6 Site number 
7-15 Moisture stress days index weighted by growth stage factor 
used by Henao (1976) 
16-24 Moisture stress days index weighted by growth stage factor 
suggested by Shaw (1974) 
25-33 Moisture stress days index weighted by pan evaporation 
34-42 Moisture stress days index weighted by growth stage factor used 
by Henao (1976) and pan evaporation 
43-51 Moisture stress days index weighted by growth stage factor 
suggested by Shaw (1974) and pan evaporation 
CARD 5 
1-2 County code (Adams =02 to Woodbury = 97) 
3-4 Year: last 2 digits for 1958 to 1970 
5-6 Site number 
7 Field plowed on the contour, listed as; 0 = not contour plowed 
and 1 = contour plowed 
Table Al. (Continued) 
268 
Column Identification or variable 
8 Field planted on the contour, listed as: 0 = not contour 
planted and 1 = contour planted 
9 Site terraced, listed as: 0 = not terraced and 1 = site 
terraced 
10-11 Number of years to date that field was contour plowed 
(not contour plowed = 0) 
12-13 Number of years to date that field was contour planted, 
terraced or not (not contour planted = 0) 
14-15 Number of years to date that field was contour planted and 
not terraced (terraced or not contour planted = 0) 
16-17 Number of years to date since terrace was built within 200' 
above the site (no terrace in the field or 200' or greater 
distance = 0) 
18-19 % slope of site area 
20-21 % slope of corn rows through harvest area 
22-23 Ratio: % slope of rows ... 
% slope of site * 
Rows fully on contour = 00 ratio 
Rows up and down hill = 99 ratio (100 listed as 99) 
