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Covering rough sets are natural extensions of the classical rough sets by relaxing the parti-
tions to coverings. Recently, the concept of neighborhoodhasbeenapplied todefinedifferent
types of covering rough sets. In this paper, by introducing a new notion of complementary
neighborhood, we consider some types of neighborhood-related covering rough sets, two of
which are firstly defined.We first show some basic properties of the complementary neigh-
borhood.We then explore the relationships between the considered covering rough sets and
investigate the properties of them. It is interesting that the set of all the lower and upper
approximations belonging to the considered types of covering rough sets, equippedwith the
binary relation of inclusion ⊆, constructs a lattice. Finally, we also discuss the topological
importance of the complementary neighborhood and investigate the topological properties
of the lower and upper approximation operators.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Rough set theory was initially developed by Pawlak [1] as a new mathematical methodology to deal with the vagueness
and uncertainty in information systems. The traditional rough set is defined on the basis of equivalence relation which
provides a partition of the universe. The key notions of the rough set theory, i.e. the lower and upper approximations are
firstly constructed through the equivalence classes. In order to meet various practical applications, different generalizations
of the classical rough set have beenproposed, for example, the similarity-relation-based rough set [2], the tolerance-relation-
based roughset [3,4], thegeneral-binary-relation-based roughset [5–7] and thecharacteristic-relation-based roughset [8,9],
etc.
By relaxing the partitions to coverings, several covering-based generalizations of the rough set have been proposed
[10–15]. In these generalizations, the concept of covering of a universe was presented to construct the upper and lower
approximations of an arbitrary set. Different constructions of the upper and lower approximations lead to different types
of covering rough sets. In Refs. [11,16–18], the neighborhood of arbitrary element in a universe with covering was defined.
Based on the concept of neighborhood, more types of covering rough sets were defined and their properties were also
investigated [17,19,20]. Studies on the covering rough sets have been carried out from different perspectives. For example,
Yang et al. and Feng et al. examined the covering reduction respectively [21,22]. Wang et al. discussed the data compression
in covering information systems [23]. The notion of entropy and co-entropy associated to partitions have been generalized
to covering rough sets by Zhu et al. in Ref. [24]. Topological concepts and methods have also been applied as useful tools
to study the rough sets and covering rough sets [17,25–27]. The covering rough set models have been demonstrated to be
useful in the discovery of decision rules from the incomplete information systems [28].
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It is always interesting to define different types of covering rough sets. On one hand, different definitionsmay fit different
applications, on the other hand, it is of theoretical importance to pursue better lower and upper approximations of a
vague set. In this paper, we introduce a new notion of complementary neighborhood, which is also a description of the
elements in the universe analogously with the neighborhood. We show the properties and topological importance of the
complementary neighborhood. On the basis of the neighborhood and complementary neighborhood, we define two new
types of covering rough sets and study their basic properties as well as topological properties. In order to compare the
accuracy of approximation of a given vague set with respect to different pairs of lower and upper approximations, we also
investigate the relationship among different neighborhood-related covering rough sets defined in this paper and in some
references.
The rest of this paper is organized as follows. In Section 2, we outline some fundamental properties of the classic rough
set, and recall the definitions of three types of neighborhood-based covering rough sets. We also give some notations and
topological concepts needed in this paper. In Section 3, we introduce the concept of complementary neighborhood and
study its basic properties. On the basis of the neighborhood and complementary neighborhood, we define two new types of
covering rough sets. The relationship between the considered covering rough sets, including the newly defined ones and the
ones in Section 2, are revealed through a picture and two examples. In Section 4, the basic properties of all the considered
types of covering rough sets are shown in a table.Moreover, the topological importance of the complementary neighborhood
as well as the topological properties of the considered lower and upper approximation operators are also discussed in this
Section. Finally, we present conclusion and discussion in Section 5.
2. Preliminaries
In this section, we will recall some fundamental concepts and properties in rough set theory and topology.
2.1. Basic concepts and properties in rough set theory
Let U be a finite set called universe, and R be an equivalence relation on U. Denote by U/R the family of all equivalence
classes induced by R. Obviously U/R gives a partition of U. For any X ⊆ U, the lower and upper approximations of X are
defined as below:
R−(X) = ∪{Yi ∈ U/R : Yi ⊆ X}, R+(X) = ∪{Yi ∈ U/R : Yi ∩ X = ∅}.
It follows that
R−(X) ⊆ X ⊆ R+(X).
According to Pawlak’s definition, X is called a rough set if R−(X) = R+(X).
Let−X = U − X , we have the following basic properties of Pawlak’s rough sets:
(L1) R−(X) ⊆ X (H1) X ⊆ R+(X)
(L2) R−(∅) = ∅ (H2) R+(∅) = ∅
(L3) R−(U) = U (H3) R+(U) = U
(L4) R−(X ∩ Y) = R−(X) ∩ R−(Y) (H4) R+(X ∪ Y) = R+(X) ∪ R+(Y)
(L5) X ⊆ Y ⇒ R−(X) ⊆ R−(Y) (H5) X ⊆ Y ⇒ R+(X) ⊆ R+(Y)
(L6) R−(X ∪ Y) ⊇ R−(X) ∪ R−(Y) (H6) R+(X ∩ Y) ⊆ R+(X) ∩ R+(Y)
(L7) R−(−X) = −R+(X) (H7) R+(−X) = −R−(X)
(L8) R−(R−(X)) = R−(X) (H8) R+(R+(X)) = R+(X)
(L9) R−(−R−(X)) = −R−(X) (H9) R+(−R+(X)) = −R+(X)
(L10) ∀K ∈ U/R ⇒ R−(K) = K (H10) ∀K ∈ U/R ⇒ R+(K) = K
Clearly, the equivalence classes play an important role in the definition of rough set. As extensions of the equivalence
classes, covering and neighborhood have been used to define the lower and upper approximations.
Definition 1 [10,17]. Let U be a universe and C be a family of subsets of U. If none of the elements in C is empty and
U = ⋃C∈C C, then C is called a covering of U, and the ordered pair (U, C) is called a covering approximation space.
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Definition 2 [11,16–18,29]. Let (U, C) be a covering approximation space. For any x ∈ U, we can define the neighborhood
of x as
N(x) = ∩{C ∈ C : x ∈ C},
and define the adhesion of x as
PCx = {y ∈ U : ∀ C ∈ C(x ∈ C ↔ y ∈ C)}.
Obviously, {PCx : x ∈ U} forms a partition of U, and we have PCx = {y ∈ U : N(x) = N(y)}. Let P(U) be the class of all
subsets of U. It is easy to show that the neighborhood operator N : U → P(U) is transitive, i.e. if x ∈ N(y) and y ∈ N(z),
then x ∈ N(z) [30]. If y ∈ N(x) and z ∈ N(x) imply that y ∈ N(z) or z ∈ N(y), we call that the operator N is Euclidean [30].
Based on the neighborhoods and adhesions of the elements in U, different types of covering rough sets were defined in
Refs. [18,23–26]. We recall and further consider three types of them in this paper.
Definition 3 [29,31,32]. Let (U, C) be a covering approximation space and X ⊆ U. The lower approximation l−(X) and the
upper approximation l+(X) of X are defined as
l−(X) = {x ∈ U : N(x) ⊆ X}, l+(X) = {x ∈ U : N(x) ∩ X = ∅}.
Definition 4 [18,29]. Let (U, C) be a covering approximation space. For any X ⊆ U, the lower and upper approximations of
X can be defined respectively as
r−(X) = {x ∈ U : ∀ u(x ∈ N(u) → u ∈ X)}, r+(X) = ∪{N(x) : x ∈ X}
Definition 5 [29,33]. Let (U, C) be a covering approximation space. For any X ⊆ U, the lower approximation A−(X) and
the upper approximation A+(X) of X can be defined as
A−(X) = ∪{PCx : PCx ⊆ X}, A+(X) = ∪{PCx : PCx ∩ X = ∅}.
We can easily test that each pair of the lower and upper approximations defined above satisfies the duality (L7) and (H7).
Following the sense of Pawlak, a set X ⊆ U is called a covering rough set if its covering-induced lower approximation
and upper approximation are not equal. Thus the Definitions 3, 4 and the Definition 5 determine three different types of
covering rough sets.
2.2. Basic concepts in topology
In this subsection, we introduce some topological concepts needed in this paper which can also be found in [34,35].
Definition 6. Let U be a set and T be a collection of subsets of U. If T satisfies the following conditions
(a) ∅,U ∈ T
(b) If A, B ∈ T , then A ∩ B ∈ T
(c) If T1 ⊂ T , then ∪T1 ∈ T ,
then we call that T is a topology on U, and call the pair (U, T ) a topological space. Moreover, every element A ∈ T is
called an open subset of U, and U − A is called a closed subset of X .
Definition 7. Let cl : P(U) → P(U) be an operator. If for any X, Y ⊆ U, the rules
(i) cl(∅) = ∅
(ii) X ⊆ cl(X)
(iii) cl(X ∪ Y) = cl(X) ∪ cl(Y)
(iv) cl(cl(X)) = cl(X)
hold, we call cl a closure operator on U.
Definition 8. Let int : P(U) → P(U) be an operator. If for any X, Y ⊆ U, there are
(I) int(U) = U
(II) int(X) ⊆ X
(III) int(X ∩ Y) = int(X) ∩ int(Y)
(IV) int(int(X)) = int(X),
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we call int an interior operator on U.
Let U be a set. It is obvious that T1 = {A ⊂ U : cl(−A) = −A} is a topology on U. We call T1 the topology generated by
the closure operator cl. Similarly, T2 = {A ⊂ U : int(A) = A} is also a topology on U. We call T2 the topology generated by
the interior operator int.
For any subset X of a topological space, the closure operator cl and the interior operator int satisfy the formulas
cl(X) = −int(−X), int(X) = −cl(−X).
3. Complementary neighborhood and two new types of covering rough sets
3.1. Complementary neighborhood
Definition 9. Let (U, C) be a covering approximation space. For each x ∈ U, we call
M(x) = {y ∈ U : x ∈ N(y)}
the complementary neighborhood of x.
The complementary neighborhoodM(x) is another description of x that is analogous toN(x). It has important topological
meanings which will be discussed in the next section.
For each x ∈ U, it is easy to see that PCx = N(x)∩M(x). Generally,M(x) and N(x) are not equal and one does not contain
another. This can be seen from the following example.
Example 1. Let U = {x, y, z}, C = {C1, C2, C3}, with C1 = {x, y, z}, C2 = {y, z} and C3 = {z}. Consider the covering
approximation space (U, C). We can obtain that
N(x) = {x, y, z}, M(x) = {x};
N(y) = {y, z}, M(y) = {x, y};
N(z) = {z}, M(z) = {x, y, z}.
In the following, we present some basic properties of the complementary neighborhood.
Proposition 1. Let (U, C) be a covering approximation space. For any x, y ∈ U, y ∈ M(x) if and only if x ∈ N(y).
Proposition 2. Let (U, C) be a covering approximation space. For each x ∈ U, there are
M(x) = {y : x ∈ N(y)}, N(x) = {y : x ∈ M(y)}.
The upper two properties can easily be obtained according to the definition ofM(x).
Proposition 3. Let (U, C) be a covering approximation space and x ∈ U. Then,
M(x) = ∩{−C : x /∈ C ∈ C}.
Proof. y ∈ M(x) ⇔ x ∈ N(y) ⇔ ∀C ∈ C(y ∈ C → x ∈ C)
⇔ ∀C ∈ C(x ∈ −C → y ∈ −C) ⇔ y ∈ ∩{−C : x /∈ C ∈ C}. 
This property is similar to the definition of neighborhood: N(x) = ∩{C ∈ C : x ∈ C}. The next property is analogous to
the neighborhood’s property of C = ∪{N(x) : x ∈ C} [17].
Proposition 4. Let (U, C) be a covering approximation space. For each C ∈ C, there is
−C = ∪{M(x) : x ∈ −C}.
Proof. −C ⊆ ∪{M(x) : x ∈ −C} is obvious. It follows from the Proposition 3 that M(x) ⊆ −C for each x ∈ −C.
Consequently, ∪{M(x) : x ∈ −C} ⊆ −C, and hence−C = ∪{M(x) : x ∈ −C}. 
Proposition 5. Let (U, C) be a covering approximation space. If for each x ∈ U, there is N(x) = M(x), then {N(x) : x ∈ U}
forms a partition of U.
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Proof. We just show that for any y, z ∈ U, either N(y) = N(z) or N(y) ∩ N(z) = ∅ holds.
Suppose thatN(y) = N(z) andN(y)∩N(z) = ∅. Without lost of generality, we assume thatN(y)−N(z) = ∅. Obviously
y /∈ N(y) ∩ N(z). Take x ∈ N(y) ∩ N(z), we have N(x) ⊆ N(y) ∩ N(z) and y /∈ N(x). But it follows from x ∈ N(y) that
y ∈ M(x). Thus N(x) = M(x), and this is a contradiction. 
Proposition 6. Let (U, C) be a covering approximation space. For any x, y ∈ U, if y ∈ M(x), then M(y) ⊆ M(x).
Proof. ∀ z ∈ M(y), from y ∈ M(x), we have y ∈ N(z) and x ∈ N(y). The fact that N is transitive leads to x ∈ N(z). Thus
z ∈ M(x), and henceM(y) ⊆ M(x). 
It follows from this property that the operatorM is also transitive. According the definition ofM(x), the lower and upper
approximations in Definition 4 can simply be rewritten as
r−(X) = {x ∈ U : M(x) ⊆ X)}, r+(X) = {x ∈ U : M(x) ∩ X = ∅}.
The rewritten forms of r−(X) and r+(X) will facilitate our discussion in this paper.
3.2. Two new types of covering rough sets and their relationship with other three types
Based on N(x) and M(x), we now give definitions to the lower and upper approximations of two new types of covering
rough sets.
Definition 10. Let (U, C) be a covering approximation space. For any X ⊆ U, we define the lower approximation s−(X) and
the upper approximation s+(X) of X as
s−(X) = {x ∈ U : (N(x) ⊆ X) ∨ (M(x) ⊆ X)},
s+(X) = {x ∈ U : (N(x) ∩ X = ∅) ∧ (M(x) ∩ X = ∅)}.
Definition 11. Let (U, C) be a covering approximation space. For any X ⊆ U, the lower approximation b−(X) and the upper
approximation b+(X) of X can be defined as below:
b−(X) = {x ∈ U : (N(x) ⊆ X) ∧ (M(x) ⊆ X)},
b+(X) = {x ∈ U : (N(x) ∩ X = ∅) ∨ (M(x) ∩ X = ∅)}.
We can also prove that both pairs (s−(X), s+(X)) and (b−(X), b+(X)) satisfy the dualities (L7) and (H7).
Now we have five pairs of lower and upper approximations as defined in Section 2 and in this Section. It would be
interesting to investigate the relationships among them.
Theorem 1. Let (U, C) be a covering approximation space. For every X ⊆ U, we have
A+(X) ⊆ s+(X) ⊆ l+(X) ⊆ b+(X),
A+(X) ⊆ s+(X) ⊆ r+(X) ⊆ b+(X),
b−(X) ⊆ l−(X) ⊆ s−(X) ⊆ A−(X),
b−(X) ⊆ r−(X) ⊆ s−(X) ⊆ A−(X).
r+(X) ∪ l+(X) = b+(X),
r+(X) ∩ l+(X) = s+(X),
r−(X) ∪ l−(X) = s−(X),
r−(X) ∩ l−(X) = b−(X).
The proof of this theorem is simple, so we omit it. What interests us is that for any X ⊆ U, the set of all these lower and
upper approximations equipped with the binary relation of inclusion ⊆, constructs a lattice. For the readers’ convenience,
we draw a picture as follows, where the lower element is a subset of the upper element when they are linked by one line.
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From this picture we can see that among the five pairs of lower and upper approximations, the pair (A−(X), A+(X)) is the
best to describe X , since its accuracy of approximation is the biggest. However, if PCx = {x} for each x ∈ U, then {PCx : x ∈ U}
is identical to U and A−(X) = A+(X). In this case, the pair (s−(X), s+(X)) is the best to characterize X . We show this by the
following example.
Example 2. Let U = {x1, x2, x3, x4} be the universe, C = {C1, C2, C3, C4} be a covering of U with C1 = {x1, x2, x3, x4},
C2 = {x2, x3, x4}, C3 = {x3, x4} and C4 = {x4}. Consider the lower and upper approximations of X = {x2, x4}.
It is easy to see that PCxi = {xi}, i = 1, 2, 3, 4. Thus
A−(X) = X = A+(X).
Furthermore, we have
l−(X) = ∅, l+(X) = {x2, x3, x4}
and
r−(X) = {x4}, r+(X) = U,
then
b−(X) = l−(X) ∩ r−(X) = ∅, b+(X) = l+(X) ∪ r+(X) = U,
s−(X) = l−(X) ∪ r−(X) = {x4}, s+(X) = l+(X) ∩ r+(X) = {x2, x3, x4}.
The following example shows that every two elements adjoined in the picture are generally not equal.
Example 3. Let U = {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13} be the universe, C = {C1, C2, C3, C4, C5,
C6, C7, C8, C9} be a covering of U with C1 = {x1, x13}, C2 = {x13}, C3 = {x2, x3, x8}, C4 = {x8}, C5 = {x2, x3, x8, x9},
C6 = {x2, x3, x4, x8, x9, x10}, C7 = {x5}, C8 = {x5, x6, x7, x11}, C9 = {x6, x7, x12}. Consider the lower and upper
approximations of X = {x1, x2, x3, x4, x5, x6, x7}.
It is easy to see that
b+(X) = {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13} = U,
l+(X) = {x1, x2, x3, x4, x5, x6, x7, x9, x10, x11, x12},
r+(X) = {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x13},
s+(X) = {x1, x2, x3, x4, x5, x6, x7, x9, x10},
A+(X) = {x1, x2, x3, x4, x5, x6, x7, x10}, A−(X) = {x1, x2, x3, x5, x6, x7}, s−(X) = {x1, x5, x6, x7},
l−(X) = {x5, x6, x7}, r−(X) = {x1}, b−(X) = ∅.
We can also see from Example 3 that r−(X) and l−(X) are generally not equal, and one does not contain another. So do
r+(x) and l+(X). Furthermore, we have the following theorem.
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Theorem 2. Let (U, C) be a covering approximation space. Then the following statements are equivalent:
(i) ∀ X ⊂ U, r−(X) ⊆ l−(X);
(ii) ∀ x ∈ U, M(x) = N(x);
(iii) ∀ X ⊂ U, l−(X) ⊆ r−(X).
Proof. (i) ⇒ (ii). If there exists x ∈ U, such that M(x) ⊆ N(x), then x /∈ r−(N(x)) = {z : M(z) ⊆ N(x)}, and
x ∈ l−(N(x)) = N(x). This contradict to r−(N(x)) ⊆ l−(N(x)), and henceM(x) ⊆ N(x) for all x ∈ U. Conversely, if there ex-
ists x ∈ U, such thatN(x) ⊆ M(x), then there isy ∈ U, such thaty ∈ N(x), buty /∈ M(x). It follows fromtheProposition1 that
x ∈ M(y)andx /∈ N(y). This is a contradiction toM(y) ⊆ N(y). Therefore,N(x) ⊆ M(x) for allx ∈ U, and (i) ⇒ (ii) is proved.
IfM(x) = N(x) holds for each x ∈ U, then r−(X) = l−(X) holds for any X ⊆ U due to the definitions of r−(X) and l−(X).
Thus (ii) ⇒ (i) and (ii) ⇒ (iii) are obvious.
The proof of (iii) ⇒ (ii) is similar to that of (i) ⇒ (ii), so we omit it. Thus we complete the proof of the theorem. 
Since r+(X) = −r−(−X) and l+(X) = −l−(−X), according to Theorem 2, we have the following corollary.
Corollary 1. For a covering approximation space (U, C), the follows are equivalent:
(i) ∀ X ⊂ U, r+(X) ⊆ l+(X);
(ii) ∀ x ∈ U, M(x) = N(x);
(iii) ∀ X ⊂ U, l+(X) ⊆ r+(X).
Theorem 3. If C is a partition of U, then for every X ⊆ U,
l−(X) = r−(X) = b−(X) = s−(X) = A−(X),
and
l+(X) = r+(X) = b+(X) = s+(X) = A+(X).
In this case, the listed lower and upper approximations are equivalent to the lower and upper approximations of Pawlak’s
original ones respectively.
4. Properties of different pairs of lower and upper approximation operators
4.1. The basic properties
We call all the operators from P(U) to P(U) such as r−, l−, s−, b− and A− the lower approximation operators on U, and
all the operators such as r+, l+, s+, b+ and A+ the upper approximation operators on U. Let all these lower approximation
operators take the place of R−, all these upper approximation operators take the place of R+ and C ∈ C replaces the K ∈ U/R,
we then list codes in the table below to show whether these approximations satisfy the properties (L1)–(H10). In the table,
figure ‘1’ denotes “yes" and ‘0’ denotes “not".
r− l− s− b− A− r+ l+ s+ b+ A+
(L1) 1 1 1 1 1 (H1) 1 1 1 1 1
(L2) 1 1 1 1 1 (H2) 1 1 1 1 1
(L3) 1 1 1 1 1 (H3) 1 1 1 1 1
(L4) 1 1 0 1 1 (H4) 1 1 0 1 1
(L5) 1 1 1 1 1 (H5) 1 1 1 1 1
(L6) 1 1 1 1 1 (H6) 1 1 1 1 1
(L7) 1 1 1 1 1 (H7) 1 1 1 1 1
(L8) 1 1 1 0 1 (H8) 1 1 1 0 1
(L9) 0 0 0 0 1 (H9) 0 0 0 0 1
(L10) 0 1 1 0 1 (H10) 1 0 1 0 1
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Most of these properties are easy to prove. Some properties of l−, l+, r− and r+ can also be found in [17] or [19]. In the
following, we give proofs and examples to show some properties of b−, b+, s− and s+ listed in the table above.
Proposition 7. The lower and upper approximation operators s− and s+ satisfy the properties (L8) and (H8) respectively.
Proof. We first show that s+ satisfies the property H(8), namely, for any subset X of a covering approximation space (U, C),
there is
s+(s+(X)) = s+(X).
As s+(X) ⊆ s+(s+(X)) is obvious, we only need to show that
s+(s+(X)) ⊆ s+(X).
For every x ∈ s+(s+(X)), there exist y, z ∈ s+(X) such that x ∈ N(y) and z ∈ N(x). On the other hand, since y, z ∈ s+(X),
we can also take y1, z1 ∈ X such that y ∈ N(y1), and z1 ∈ N(z). Thus, from x ∈ N(y), y ∈ N(y1) and z ∈ N(x), z1 ∈ N(z)
we can deduce that x ∈ N(y1) and z1 ∈ N(x). Therefore, x ∈ s+(X), and this lead to s+(s+(X)) ⊆ s+(X).
Next, we can use the duality between the operators s+ and s− to deduce that
s−(s−(X)) = −s+(−(s−(X)))
= −s+(s+(−X))
= −s+(−X)
= s−(X).
This completes the proof of Proposition 7. 
Proposition 8. The lower and upper approximation operators s− and s+ satisfy the properties (L10) and (H10) respectively.
Proof. Let (U, C) be a covering approximation space. It is enough to show that for any C ∈ C, there is
s+(C) ⊆ C ⊆ s−(C).
For any y /∈ C and x ∈ C, since N(x) ⊆ C, we have y /∈ N(x), and thus y /∈ s+(C). Therefore, s+(C) ⊆ C.
∀ x ∈ C, since N(x) ⊆ C, there is x /∈ s+(−C), and hence x ∈ −(s+(−C)) = s−(C). As a result, we have C ⊆ s−(C). This
completes the proof of Proposition 8. 
The following example shows that some properties are not satisfied by certain operators as listed in the table.
Example 4. Let U = {α, β, γ, δ}, C = {C1, C2, C3, C4}, where C1 = {γ }, C2 = {β, γ }, C3 = {δ}, C4 = {α, β, γ, δ}.
Consider the covering approximation space (U, C).
(1) For X = {α} and Y = {γ }, we have
s+(X ∪ Y) = {α, β, γ }, s+(X) ∪ s+(Y) = {α, γ }.
Therefore,
s+(X ∪ Y) = s+(X) ∪ s+(Y).
(2) Let X = {β}, then
−s+(X) = {α, γ, δ}, s+(−s+(X)) = {α, β, γ, δ}.
Thus
s+(−s+(X)) = −s+(X).
(3) If set X = {δ}, there are
b+(X) = {α, δ}, b+(b+(X)) = {α, β, γ, δ},
So
b+(b+(X)) = b+(X).
(4) When X = {β}, the following holds:
−b+(X) = {δ}, b+(−b+(X)) = {α, δ}.
L. Ma / International Journal of Approximate Reasoning 53 (2012) 901–911 909
Obviously
b+(−b+(X)) = −b+(X).
(5) For C1 = {γ }, we have b+(C1) = {β, γ } = C1.
(6) For C2 = {β, γ }, there is b−(C2) = ∅ = C2.
We can see from this example that the operator s+ does not satisfy the properties (H4) and (H9). The operator b+ does
not satisfy the properties (H8), (H9) and (H10). The operator b− does not satisfy the property (L10).
The rest properties listed in the table are easy to prove.
4.2. The topological properties
In this subsection, we will give the topological interpretations ofM(x) and N(x), and will also investigate the topological
properties of the lower and upper approximation operators defined in Section 3.
According to the form in subsection 4.1, the operators r+ and l+ are closure operators, while r− and l− are interior
operators. One may also refer to [17] and [19] for this conclusion.
Let U be a finite universe and Tl = {X ⊂ U : l−(X) = X}. Then from the fact that l−(X) and l+(X) are dual to each other,
we can obtain Tl = {X ⊂ U : l+(−X) = −X}. Thus Tl is a topology on U generated by the interior operator l− or the closure
operator l+. Since C = l−(C) holds for every C ∈ C, then C is an open subset of topological space U, and −C is a closed
subset of U. Therefore, N(x) = ∩{C ∈ C : x ∈ C} andM(x) = ∩{−C : x /∈ C ∈ C} are also open subset and closed subset of
U respectively. In this sense, for each x ∈ U, the neighborhood N(x) is the minimal open subset of U containing x, and the
complementary neighborhoodM(x) is the minimal closed subset of U containing x.
Similarly, if we set Tr = {X ⊂ U : r−(X) = X}, we also have Tr = {X ⊂ U : r+(−X) = −X}. Thus for each C ∈ C,
it follows from C = r+(C) that C and −C are closed subset and open subset of the topological space (U, Tr) respectively.
Here the topology Tr is generated by the interior operator r− or the closure operator r+. Consequently, for each x ∈ U, the
neighborhood N(x) is the minimal closed subset containing x, and the complementary neighborhood M(x) is the minimal
open subset containing x.
From the above discussion, we can see that neighborhood and complementary neighborhood are closely related but
different descriptions of elements in the universe.
Generally speaking, the lower approximation operators s−, b− are not interior operators, and the upper approximation
operators s+, b+ arenot closureoperators. In the following,we consider the conditions for s− andb− to be interior operators,
as well as the conditions for s+ and b+ to be closure operators.
Theorem 4. Let (U, C) be a covering approximation space. The follows are equivalent:
(1) s+ is a closure operator on U.
(2) s− is an interior operator on U.
(3) s+ = A+.
(4) s− = A−.
(5) for any x ∈ U, either M(x) ⊆ N(x) or N(x) ⊆ M(x) holds.
Proof. It is easy to deduce from the formulas cl(X) = −int(−X), int(X) = −cl(−X) and the property of duality discussed
above that (1) ⇔ (2) and (3) ⇔ (4). Next we show that (1) ⇒ (5), (5) ⇒ (3) and (3) ⇒ (1).
(1) ⇒ (5). Suppose there is an x ∈ U such thatM(x)− N(x) = ∅ and N(x)−M(x) = ∅. Then there exist y ∈ M(x) and
z ∈ N(x) such that y /∈ N(x) and z /∈ M(x). Put X = {y} and Y = {z}, then we have x /∈ s+(X) ∪ s+(Y), but x ∈ s+(X ∪ Y).
Hence s+(X ∪ Y) = s+(X) ∪ s+(Y). This is a contradiction to (1).
(5) ⇒ (3). For any X ⊆ U, A+(X) ⊆ s+(X) holds obviously. Thus we only need to show that s+(X) ⊆ A+(X). For any
z ∈ s+(X), there are two cases to be considered.
Case 1. If there exists x ∈ X such that z ∈ N(x) and x ∈ N(z), then we have z ∈ A+(X), and hence s+(X) ⊆ A+(X) holds.
Case 2. If there are x, y ∈ X with x = y such that x ∈ M(z) and y ∈ N(z), then we can prove that either z ∈ M(x) or
z ∈ N(y) holds. Otherwise, if z /∈ M(x) and z /∈ N(y), we have x /∈ N(z) and y /∈ M(z). Combining this with
x ∈ M(z) and y ∈ N(z), one can deduce that x ∈ M(z) − N(z) and y ∈ N(z) − M(z). This is a contradiction to (5).
Hence there are only two subcases to be considered:
Subcase 2.1. If z ∈ M(x), since x ∈ M(z), we have z ∈ A+(X). Thus s+(X) ⊆ A+(X).
Subcase 2.2. If z ∈ N(y), note that y ∈ N(z), we also have z ∈ A+(X), and hence s+(X) ⊆ A+(X). Thus we have proved
s+ = A+.
Since A+ is a closure operator, (3) ⇒ (1) is obvious. 
Theorem 5. Let (U, C) be a covering approximation space. The follows are equivalent:
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(1) b+ is a closure operator on U.
(2) b− is an interior operator on U.
(3) both operators M,N are Euclidean.
Proof. (1) ⇔ (2) is obvious.
(1) ⇒ (3). It follows from (1) that for any X ⊆ U, we have
b+(b+(X)) = b+(X). (∗)
Suppose thatN is not Euclidean, then there exist x, y, z ∈ U such that y, z ∈ N(x) but z /∈ N(y) and y /∈ N(z). Let X = {y},
then z /∈ b+(X). Since z ∈ N(x) and x ∈ b+(X), we have z ∈ b+(b+(X)). This is a contradiction to (∗). Similarly, suppose
that M is not Euclidean, then there exist x, y, z ∈ U such that y, z ∈ M(x), but z /∈ M(y) and y /∈ M(z). Set X = {y}, then
z /∈ b+(X). It follows from z ∈ M(x) and x ∈ b+(X) that z ∈ b+(b+(X)). This is also a contradiction to (∗). Thus M,N are
both Euclidean.
(3) ⇒ (1). Following from the discussion in 4.1, it is enough to show that
b+(b+(X)) ⊆ b+(X). (∗∗)
For each x ∈ b+(b+(X)), there is y ∈ b+(X) such that x ∈ N(y) or x ∈ M(y). On the other hand, it follows from y ∈ b+(X)
that there exists z ∈ X such that y ∈ N(z) or y ∈ M(z). Therefore, we consider the following four cases:
Case 1. If x ∈ N(y) and y ∈ N(z), then x ∈ N(z).
Case 2. If x ∈ M(y) and y ∈ M(z), there is x ∈ M(z).
Case 3. If x ∈ N(y) and y ∈ M(z), namely, x ∈ N(y) and z ∈ N(y), then, considering that N is Euclidean, we also have
x ∈ N(z) or z ∈ N(x).
Case 4. If x ∈ M(y) and y ∈ N(z), we have x ∈ M(y) and z ∈ M(y). Since M is Euclidean, it follows that x ∈ M(z) or
z ∈ M(x).
To sum up, all the upper four cases lead to x ∈ b+(X), hence (∗∗) holds and (1) is correct. This completes the proof of
Theorem 5. 
5. Conclusion and discussion
In this paper, we defined the complementary neighborhood of an arbitrary element in the universe and discussed its
properties. Based on the notions of neighborhood and complementary neighborhood, we defined or gave equivalent defi-
nitions to some types of covering rough sets. The relationship between the considered types of covering rough sets were
revealed by two examples and the picture in Section 3. This helps to choose the suitable types of covering rough sets in
particular applications. From the table in Section 4we can see that the considered types of covering rough sets possess most
of the properties that a classical rough set has. Particularly, they all satisfy the property of duality. With this property, the
lower and upper approximations can therefore determine each other.
Covering is a fundamental concept in topological spaces and plays an important role in the study of topological problems.
This motivates the research of covering rough sets from a topological point of view. In this paper, we have shown the
theoretical importance of the neighborhood and complementary neighborhood in the topological sense and have also
discussed the topological properties of different pairs of lower and upper approximation operators. It is worthy to consider
the problem of defining generalized covering rough sets on infinite approximation spaces. Then, the topological concepts of
compactness, density, separation and dimension of rough setsmay also be discussed. The problems of covering classification
and reduction are also interesting, which will be considered in our further research.
References
[1] Z. Pawlak, Rough sets, International Journal of Computer and Information Sciences 11 (1982) 341–356.
[2] R. Slowinski, D. Vanderpooten, A generalized definition of rough approximations based on similarity, IEEE Transactions on Knowledge and Data Engineering
12 (2000) 331–336.
[3] Z. Meng, Z. Shi, A fast approach to attribute reduction in incomplete decision systems with tolerance relation-based rough sets, Information Sciences 179
(2009) 2774–2793.
[4] A. Skowron, J. Stepaniuk, Tolerance approximation spaces, Fundamenta Informaticae 27 (1996) 245–253.
[5] Y.Y. Yao, Constructive and algebraic methods of theory of rough sets, Information Sciences 109 (1998) 21C47
[6] M. Kondo, On the structure of generalized rough sets, Information Sciences 176 (2005) 589–600.
[7] W. Zhu, Generalized rough sets based on relations, Information Sciences 177 (2007) 4997–5011.
[8] Y. Qi, L.Wei, H. Sun, Y. Song, Q. Sun, Characteristic relations in generalized incomplete information system, in: Proceedings of First International Workshop
Knowledge Discovery Data Mining, IEEE Computer Society, 2008, pp. 519–523.
[9] T. Li,D. Ruan,W.Geert, J. Song,Y.Xu,A roughsetsbasedcharacteristic relationapproach fordynamicattributegeneralization indatamining,Knowledge-Based
System 20 (2007) 485–494.
[10] Z. Bonikowski, E. Bryniarski, U. Wybraniec-Skardowska, Extensions and intentions in the rough set theory, Information Sciences 107 (1998) 149–167.
[11] J.A. Pomykala, Approximation operations in approximation space, Bulletin of the Polish Academy of Science 35 (1987) 653–662.
L. Ma / International Journal of Approximate Reasoning 53 (2012) 901–911 911
[12] W. Zakowski, Approximations in the space (U,), Demonstratio Mathematica 16 (1983) 761–769.
[13] W. Zhu, F.Y. Wang, Reduction and axiomization of covering generalized rough sets, Information Sciences 152 (2003) 217–230.
[14] W. Zhu, Relationship among basic concepts in covering-based rough sets, Information Sciences 179 (2009) 2478–2486.
[15] W. Zhu, F.Y. Wang, On three types of covering rough sets, IEEE Transactions on Knowledge and Data Engineering 19 (2007) 1131–1144.
[16] J.A. Pomykala, On definability in the nondeterministic information system, Bulletin of the Polish Academy of Science, Mathematics 36 (1988) 193–210.
[17] W. Zhu, Topological approaches to covering rough sets, Information Sciences 177 (2007) 1499–1508.
[18] K. Qin, Y. Gao, Z. Pei, On covering rough sets, in: Proceedings of RSKT 2007, LNAI 4481, 2007, pp. 34–41.
[19] G. Liu, Y. Sai, A comparison of two types of rough sets induced by coverings, International Journal of Approximate Reasoning 50 (2009) 521–528.
[20] P. Zhu, Covering rough sets based on neighborhoods: An approach without using neighborhoods, International Journal of Approximate Reasoning 52 (2011)
461–472.
[21] T. Yang, Q. Li, Reduction about approximation spaces of covering generalized rough sets, International Journal of Approximate Reasoning 51 (2010) 335–345.
[22] T. Feng, S. Zhang, J. Mi, The reduction and fusion of fuzzy covering systems based on the evidence theory, International Journal of Approximate Reasoning
53 (2012) 87–103.
[23] C. Wang, D. Chen, C. Wu, Q. Hu, Data compression with homomorphism in covering information systems, International Journal of Approximate Reasoning
52 (2011) 519–525.
[24] P. Zhu, Q. Wen, Entropy and co-entropy of a covering approximation space, International Journal of Approximate Reasoning 53 (2012) 528–540.
[25] Z. Pei, D.W. Pei, Li Zheng, Topology vs generalized rough sets, International Journal of Approximate Reasoning 52 (2011) 231–239.
[26] X. Li, S. Liu, Matroidal approaches to rough sets via closure operators, International Journal of Approximate Reasoning 53 (2012) 513–527.
[27] A.S. Salama, Some topological properties of rough sets with tools for data mining, International Journal of Computer Science 8 (2011) 588–595.
[28] X.B. Yang, M. Zhang, H.L. Dou, J.Y. Yang, Neighborhood systems-based rough sets in incomplete information system, Knowledge-Based Systems 24 (2011)
858–867.
[29] P. Samanta,M.K. Chakraborty, Covering based approaches to rough sets and implication lattices, Rough Sets, Fuzzy Sets, DataMining andGranular Computing
5908 (2009) 127–134.
[30] B.X. Liu, Analytical models and decision models in rough set pairs, Science Press, Beijing, 2011. (in Chinese).
[31] Y.Y. Yao, Relational interpretations of neighborhood operators and rough set approximation operators, Information Sciences 111 (1998) 239–259.
[32] W.H. Xu, W.X. Zhang, Measuring roughness of generalized rough sets induced by a covering, Fuzzy Sets and Systems 158 (2007) 2443–2455.
[33] Z. Pawlak, ROUGH SETS – Theoritical Aspects of Reasoning About Data, Kluwer Academic Publisher, Dordrecht, 1991.
[34] R. Engelking, General Topology, Poblish Scientific Publishers warszaw, 1977.
[35] J. Kelly, General Topology, Van Nostrand Company, New York, 1995.
