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図 1 ジョブショップ・スケジューリング問題の例（⚒ジョブ⚓機械)
タスク（使用機械，処理時間）
ジョブ 1 タスク 11（1，1) タスク 12（2，2) タスク 13（3，3)




























































について述べる[7]。個体 i は組（xi ，vi）によって表
される。xi は位置と呼ばれ，問題の解そのものであ





ここで，xi best は，個体 i のこれまでで最良だった位
置つまり f（xi）が最小だった位置である。xi local は，
個体 i とつながりのあるものの中で最良の個体の位
置である。r1 ，r2 は一様乱数で，r1，r2 ∈［0，R］（R＞
0）である。vi は，xi の修正量を表すベクトルであ












Step 1 i＝1，2，…，Npについて，xi をランダム
に生成する。vi は 0 とするか，またはラ
ンダムに生成する。
Step 2 i＝1，2，…，Npについて，xi の評価値を
求め，xi best を記録する。
Step 3 i＝1，2，…，Npについて，以下を行う。
3-1 xi local を求める。
3-2 式(1)により vi を更新する。
3-3 式(2)により xi を更新する。
Step 4 終了条件を満たしていなければ，Step 2
へ戻る。
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以上は xi の成分が連続変数の場合であるが，
Kennedy らは⚒値変数に対応した PSO も提案して
いる[8]。それによれば，xik は式(2)ではなく























図⚒は，図⚑の問題例において，順列 1 1 2 2 1
2 を解読してスケジュールを作成するようすを示し
ている。順列は，左から順に解読していく。最初の
要素 ‘⚑’ は，ジョブ⚑の⚑番目のタスク 11 を表す
ので，機械⚑の時刻⚐に割り付ける。次の要素 ‘⚑’
は，ジョブ⚑の⚒番目のタスク 12 を表す。タスク
12 は，タスク 11 が終わってから処理可能となるの
で，機械⚒の時刻⚑に割り付ける。その次の要素は














模倣相手の決定 個体 i は，xi best と xi local のいず
れかを確率的に選んで模倣相手とする。前述の⚒値






算し，これを xi best を模倣する確率と考える。一様
乱数ρ∈［0，1］に対してρ＜g(ui ）ならば xi best を，





関数 h(xi，xi best，xi local）は，個体の評価関数 f(xi ）
を用いて次のように定義する。











1；（f(xi)≥ f(xi best)または f(xi)≥ f(xi local）)
かつ f(xi best)＜f(xi local)のとき
－1；（f（xi)≥ f(xi best)または f(xi)≥ f(xi local）)
かつ f(xi best)＞f(xi local)のとき
0；それ以外のとき
…（6）
この関数 h は，xi の現在の評価値より xi best もし
くは xi local の評価値の方がよいとき，よい方を選ぶ
確率がより高くなるように ui の値を変える。xi best
の方がよければ，ui の値を増やして，xi best を選ぶ確
率が高くなるようにする。一方，xi local の方がよけ



















Step 2 i＝1，2，…，Npについて，xi の評価値を
求め，xi best を記録する。
Step 3 i＝1，2，…，Npについて，以下を行う。
3-1 xi local を求める。




xi best と xi local から模倣相手を選ぶ。
3-4 模倣相手からランダムに部分列を選ぶ。
これと xi から新しい xi を作成する。






CPU Intel Core i3 2.93 GHz，メモリ 4 GB であ
る。プログラムは，Visual C＋＋を用いて作成した。
総処理時間 Cmax の最小化問題を対象とし，よく知
られているベンチマーク問題 ‘FT10’（10 ジョブ 10
機械，最適解Cmax＝930）を問題例として用いた。
今回は，つながりのある個体の範囲Ne，式(5)で
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図 3 新しい解の生成
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（1）初期状態 （2）繰返し 100 回後
（3）繰返し 1000 回後 （4）繰返し 10000 回後
図 4 個体の評価値の推移（横軸：個体番号，縦軸：評価値Cmax)
表 1 実験結果（Ne，R，Vの各組合せについて 100 回実行)
R V













0.1 1.0 971 1046 1011.9 16.8 965 1051 1003.5 18.2 963 1055 1015.3 19.8 959 1080 1022.8 25.8
2.0 972 1049 1014.4 14.3 961 1056 1010.2 18.1 967 1076 1015.8 22.6 979 1088 1023.8 25.2
4.0 978 1058 1023.1 15.9 958 1046 1010.9 18.0 961 1066 1014.1 23.9 974 1106 1023.4 27.0
0.5 1.0 965 1045 1011.9 16.8 957 1044 1005.4 18.7 957 1066 1015.4 22.1 967 1100 1030.0 27.1
2.0 974 1047 1013.8 15.2 962 1054 1010.5 20.5 970 1067 1019.2 22.0 972 1093 1029.0 24.3
4.0 970 1057 1015.7 17.5 961 1071 1012.7 19.0 961 1079 1015.7 25.4 979 1108 1032.9 25.9
1.0 1.0 960 1048 1013.8 18.3 967 1067 1008.5 19.1 952 1057 1017.1 20.6 971 1077 1023.9 22.7
2.0 971 1049 1012.6 15.2 946 1065 1009.4 21.0 971 1077 1020.6 20.9 979 1094 1026.1 23.0
4.0 974 1044 1014.0 17.1 958 1048 1009.3 20.5 939 1106 1018.9 25.4 978 1125 1031.3 28.4
2.0 1.0 962 1045 1011.2 17.2 950 1048 1004.2 19.2 961 1078 1011.8 22.4 962 1099 1028.1 26.7
2.0 973 1051 1008.7 18.3 946 1065 1013.4 19.6 970 1083 1020.7 22.4 961 1101 1028.7 26.4
4.0 975 1052 1012.9 17.0 961 1063 1008.7 22.5 970 1075 1020.7 22.9 937 1124 1031.8 30.4
4.0 1.0 974 1056 1009.9 15.0 942 1050 1010.0 20.3 937 1081 1013.8 25.1 968 1088 1025.6 22.7
2.0 952 1050 1014.5 17.2 962 1062 1012.0 21.1 967 1073 1020.7 22.3 971 1111 1038.7 29.8
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（1）Ne＝1
（2）Ne＝10
図 6 解の分布（R＝2.0，V＝4.0 のとき．横軸：評価値Cmax，縦軸：度数)
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Abstract
Herein, a particle swarm optimization (PSO) algorithm for the job-shop scheduling problem has been proposed.
The job-shop scheduling problem belongs to a hard class of combinatorial optimization problems. It is difficult to
obtain an optimal solution for such problems. Thus, a near-optimal solution is obtained using heuristics. PSO is a
heuristic approach for continuous optimization problems, which is inspired by the rules underlying the social
behavior of animals, such as birds and fish. The particles of PSO are considered as the solutions of the target
problem. The solutions of job-shop scheduling problems are discrete. Hence, we modified PSO to treat such
problems. The particles in our algorithm are represented by repeated permutations of the job numbers. They are
updated by copying a part of the permutation of other particles, which is chosen based on the probability. Then,
the probability is changed in order to choose better particles. Computer experiments were performed with the
famous benchmark problem “FT10.” Consequently, we obtained the best result, which is worse than the optimal
solution by 0.8%.
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