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ABSTRACT
Location-free boundary recognition is crucial and critical for many
fundamental network functionalities in wireless ad hoc and sen-
sor networks. Previous designs, often coarse-grained, fail to ac-
curately locate boundaries, especially when small holes exist. To
address this issue, we propose a ﬁne-grained boundary recognition
approach using connectivity information only. This algorithm ac-
curately discovers inner and outer boundary cycles without using
location information. To the best of our knowledge, this is the ﬁrst
design being able to determinately locate all hole boundaries no
matter how small the holes are. Also, this distributed algorithm
does not rely on high node density. We formally prove the correct-
ness of our design, and evaluate its effectiveness through extensive
simulations.
Categories and Subject Descriptors
C.2.1 [Computer Systems Organization]: Network Architecture
and Design—Wireless communication; C.2.2 [Computer Systems
Organization]: Computer-Communication Networks—Network
Protocols; G.2.2 [Mathematics of Computing]: Discrete Mathe-
matics—Graph Theory
General Terms
Algorithms, Theory
Keywords
Fine-Grained Boundary Recognition, FGP Transformation, Wire-
less Ad Hoc and Sensor Networks
1. INTRODUCTION
In many practical deployment of wireless ad hoc and sensor net-
works, there usually exist regions where there are no nodes, or
node density is much lower than other regions. The regions without
enough active nodes form ‘holes’ of the network functions. In other
words, a connected network may have many boundaries, outer and
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inner. Detecting and locating those boundaries have a great rele-
vance to the design of basic networking services, such as point-to-
point routing [5] [19], data gathering mechanisms [21] and sens-
ing coverage veriﬁcation [11] [1] etc. Certainly, precise location
information will greatly help the boundary detection and make it
simple. Unfortunately, computing exact coordinates requires a sig-
niﬁcant subset of nodes being equipped with special hardware like
GPS and ranging devices. It is practically difﬁcult for large scale
networks. Therefore, location-free boundary detection has received
considerableattentionsinrecentyears. Anumberofapproachesare
proposed, providingreasonableapproximationsofspatialboundary
information [9,13,18,21].
Existing works, offering a visible way to extract global topo-
logical characteristics of the network without node coordinates,
however, mostly detect boundaries coarsely in terms of their as-
sumptions and quality of found boundaries. For example, designs
in [7] [6] assume nodes are uniformly distributed with a very high
density. Methods in [8] [9] fail to export continuous meaning-
ful boundary cycles. The approach in [21] is good at detecting
global ‘big’ (network scale size) hole in a large network, while is
poor to ﬁnd small holes especially when there exist a lot of small
holes in the network. In general, they are not able to answer the
question like how many holes above k-size in the network. Some
ﬁne-grained methods, by claiming that they are able to detect small
holes [5] [11] [4], either heavily rely on accurate location informa-
tion [5] or cannot locate holes properly [11] [4].
It worth pointing out that there exist great necessities and re-
quirements on ﬁne-grained boundary recognition. First, a network
practically contains many relative small holes besides a few big
ones. The holes are likely to be formed due to either the irregular-
ity of random deployment or node failures, such as malfunctioning,
battery depletion or external events such as ﬁre or structure col-
lapse. Detecting small holes beneﬁts basic network functions. For
example, it helps for routing selection since small holes also af-
fect local strategy of routing. Second, algorithms of ﬁnding small
holes in networks can also be used to identify coverage holes or re-
gions of interests to users. Consider a scenario of event detection.
If event value in small regions exceeds a critical threshold, nodes
in the regions may become unavailable or being marked as abnor-
mal by themselves. Those small event regions need to be clearly
outlined by the boundaries enclosing them.
Major contributions of this work are as follows. We ﬁrst present
a formal deﬁnition of topological boundaries, and then propose
a ﬁne-grained boundary recognition method, especially locating
small holes in the network. We design a graph tool, called FGP
transformation, which reduces a graph while preserving its con-
nectedness. To our best knowledge, this is the ﬁrst location-free
135design that focuses on exactly ﬁnding boundary cycles surround-
ing small holes in wireless ad hoc and sensor networks.
The remainder of this paper is organized as follows. We discuss
related work in Section 2, and introduce the problem formulation in
Section 3. Section 4 presents the details of our boundary discovery
algorithms. We prove the correctness of our algorithm and validate
its effectiveness in Section 5. Section 6 concludes the work.
2. RELATED WORK
In this section, we discuss the current works of boundary recog-
nition in wireless ad hoc and sensor networks. We classify them
into two categories according to their quality on detected bound-
aries.
2.1 Coarse-Grained Methods
According to their respective main ideas, we further classify the
coarse-grained methods into local neighborhood and global topol-
ogy. The local neighborhood methods observe speciﬁc properties
among nodes local neighborhood to differentiate whether a node
locates at the interior or boundary of the network. Global topol-
ogy methods explore geometric or topological impacts induced by
boundaries in the entire network.
2.1.1 Local Neighborhood
Some works in this category observe that in a uniformly de-
ployed network nodes in the interior of the network have much
higher average degrees than nodes on the boundaries . Fekete et
al. [7] [6] propose probabilistic methods to distinguish boundary
nodes based on the statistical threshold on node connectivity de-
grees. They assume that networks are uniformly distributed with
UDG (unit disk graph) model and a very high density, for exam-
ple the average degree above 100. Other works exploit speciﬁc
combinatorial structures among the local neighborhoods to distin-
guish boundaries. Based on the assumption that communication
networks have a
p
2=2-quasi UDG (
p
2=2-QUDG) model, Kröller
et al. [13] propose to estimate an interior node by searching spe-
ciﬁc patterns, called ﬂower, among the connectivity graph. The
boundary is further detected by augmenting cycles around interior
nodes. The success of Kröller’s design greatly depends on the iden-
tiﬁcation of the ﬂower structure, which may not always be the case,
especially in a sparse networks [21]. Saukh et al. [18] recently ex-
tend the concept of patterns in UDG and
p
2=2-QUDG model to
make it simple and tunable in sparse networks.
Local neighborhood methods share a common characteristic that
they identify the boundary as a node set, the complement of the
interior nodes. Those boundary nodes are assumed to form ’thick’
strips of discrete nodes [7] [18]. When applied, however, the ap-
plication still needs to separate the boundary nodes into boundary
strips to explicitly obtain the location of each boundary. Such sepa-
rationsrequiretwopreconditions. First, thickboundarystripsabout
different holes are not too adjacent to be combined; second, the size
of those holes are sufﬁciently large. Otherwise, if the thick bound-
ary strips overlap, it is difﬁcult, if not impossible, to ﬁnd the reﬁned
independent and continuous boundary merely using connectivity
information. Hence, those methods implicitly assume holes are rel-
atively far away in the network region. Indeed, the authors of [7]
assume the network regions with holes have a lower bound on the
fatness. On the other hand, if the hole is too small, the boundaries
might be hidden among the thick boundary strips and cannot be
distinguished. Moreover, the patterns in combinatorial structures
methods are glued by small chordless cycles. They inherently fail
to differentiate a common chordless cycle with a short cycle encir-
cling a small hole. As a result, holes of small size are inevitably
ignored.
2.1.2 Global Topology
The approaches in this category observe the global geometric
or topological impacts of the hole boundary in the continuous do-
main. They transform the impact to the discrete network, assuming
that discrete nodes well represent the underlying geometric envi-
ronment, and shortest hop distance between nodes provides a rea-
sonable approximation for their geometric distance. For example,
Funke [8] [9] locates the hole boundaries by identifying the char-
acteristics of broken isolines. Wang and Gao et al. [21] cut net-
works politely and combine some extracted shortest paths into cy-
cles which are homotopic to hole boundaries. Funke’s approaches
require a high average node degree (around 20) to detect the iso-
line breakage reasonably well. Moreover, the boundaries found are
scattered nodes and we do not really get a continuous boundary.
Comparatively, Wang and Gao’s design [21] requires a much lower
node density (above 10) and exports continuous boundary cycles.
Above mentioned approaches, however, still locate holes in a
coarse-grained manner. In [8] [9], the isoline brokenness can be
detected only when isolines encounter big holes due to the thick-
ness of isolines. The disturbed small holes are regarded as noises
and do not be tracked. The success of [21] depends upon its mul-
tiple operation components, such as ﬁnding cut pairs, contracting
a candidate cycles, and etc. Those components are designed based
on the observations in the continuous domain. Given a basepoint
in a planar polygonal region with simple polygonal voids inside,
the set of points that have at least two geodesic shortest paths to
the basepoint forms the cut locus. The cut locus is composed of
cut branches. Their algorithm exploits the nice properties of cut
locus. The tow different (non-homotopic) shortest paths to a cut
branch can be concatenated into a non-contractible cycle. Their
algorithm ﬁnds boundaries by reﬁning the non-contractible cycles.
When the region just contains one hole, the cut locus is very sim-
ple and only includes one cut branch. They identify the connected
cut pair nodes as a cut branch and recognize the hole well. When
thereare multiple holes and multiplecuts in the network, their algo-
rithm needs artiﬁcially merge the holes by removing nodes on cut
branches. This is feasible for well-separated and well-placed big
holes. When multiple small holes are close to each other, the cut
branches will be combined and connected together. See Section 5.3
for such examples. It is difﬁcult to topologically distinguish the
structure of such discrete cut locus, a set of scattered nodes, and
split it into discrete cut branches with only connectivity informa-
tion. Indeed, when there are multiple holes inside a continuous
region, the structure of its cut locus generally is very complicated,
which can include multiple connected components and each con-
nected component can include many cut branches. Moreover, the
process of reﬁning a coarse boundary in their work, by connecting
some speciﬁc extremal nodes, also inevitably ignores small holes.
2.2 Fine-Grained Methods
Less work can ﬁnd boundaries in ﬁne-grained manner. As a pi-
oneer work, Fang and Gao et al. [5] propose to accurately locate
communication holes using location information through computa-
tional geometry techniques. Ghrist et al. [11] [4] further propose
to detect holes of insufﬁcient sensing coverage without location in-
formation by computational topological methods. They model the
sensing range as unit disk and attach Rips complex on the commu-
nication graph. They detect coverage holes by using the fact that
the ﬁrst homology group of Rips complex provides sufﬁcient infor-
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Figure 1: Non-consistency of RDG-based hole deﬁnition.
mation about coverage. The advantage of their methods is that it is
able to detect the existence of holes of no matter what size without
location information. The limitation is that the method cannot ac-
curately localize coverage holes, that is, attach a cycle to each hole
which is encircled properly by the cycle. The main reasons are
as follows. For more than one hole in the network, the homology
group without endowed with geometric information can be gener-
ated equivalently with many possible generators combinations so
that one hole can be enveloped by more than one generators or
one generator surrounds multiple holes. Hence, the approach fails
to really locate each hole. Also, the method is centralized, which
is often treated impractical for large scale ad hoc and sensor net-
works. We will focus on locating communication boundaries in a
ﬁne-grained manner without using location information.
3. PROBLEM FORMULATION
In this section, we present network assumptions and formally de-
ﬁne the network boundaries. We consider a collection of nodes de-
ployed over a plane region. The nodes are only capable of commu-
nicating with a ﬁnite number of other nodes in its proximity. The
coordinates of nodes are assumed to be unavailable, in the sense
that nodes can determine neither distance nor orientation. Thus,
we detect boundaries in a connectivity graph G, where vertices
and edges denote the nodes and communication links, respectively.
Without loss of generality, we assume G is connected.
Indeed, providing a formal deﬁnition of boundary is far from
trivial. We do not see any uniﬁed and formal deﬁnition about net-
work boundary in existing literatures. The authors in [8] and [21]
implicitly describe network boundaries as nodes being close to the
boundary of underlying continuous domain where nodes are de-
ployed. Other works [5] [13] [18] explicitly present different deﬁ-
nitions about boundary. Those boundary deﬁnitions are imperfect,
especially when we desire hole boundaries having two properties:
continuity and consistency. Continuity means that all the nodes in
a boundary can be connected by themselves, and can form loop-
like connection instead of being isolated. The demand on continu-
ity is instinctive for network boundaries, which serves as discrete
counterparts of continuous boundaries. Consistency means that a
boundary enveloping holes in one embedding still encircles holes
in other embeddings. In other words, we desire the deﬁned bound-
ary being independent with the speciﬁc embedding.
3.1 Existing Boundary Deﬁnitions
Beforepresentingourdeﬁnition, letuslookatthepreviousbound-
ary (or hole) deﬁnitions [5] [13] [18]. All those deﬁnitions can
be explained based on the embedding of connectivity graph under
UDG or QUDG model. A UDG embedding for a graph is to ﬁnd a
straight-line drawing of the graph in the Euclidean plane such that
there is an edge between two vertices if and only if distance be-
tween the two vertices is at most 1. For conciseness, the embedding
we mentioned in the rest of this paper refers to UDG embedding by
default.
Authorsin[5]presentaholedeﬁnitionusingcomputationalgeom-
etryapproaches. TheymodelsensornetworksasUDGsandassume
location information available, equivalently a valid embedding is
given. They deﬁne network holes by faces with at least 4 vertices
in the Restricted Delaunay Graph (RDG) [10] [14], a planar sub-
graph computed from a UDG graph. Such a deﬁnition is of con-
tinuity, but not of consistency. Consider the example in Figure 1.
An embedded network is shown in Figure 1 (a), and its RDG is in
Figure 1 (b) where lines denote edges of RDG and dot lines denote
borders of voronoi regions. Clearly, the network has a hole under
their deﬁnition. We then consider another embedding of the same
network in Figure 1 (c) where node 6 in Figure 1 (a) is moved a
little to 6
0. There is no hole in the network, as shown by the RDG
graph in Figure 1 (d). Hence, such a deﬁnition is susceptible to
embedding and not of consistency.
An embedding divides the plane into many polygon regions. Au-
thors in [13] and [18] deﬁne boundaries based on the polygon re-
gions. Those polygon regions include an inﬁnite face and many
ﬁnite faces. The basic idea is to view each ﬁnite face as a hole
and a perimeter of a ﬁnite face as the hole boundary, and associate
outer boundary with inﬁnite face. Since a vertex on a ﬁnite face
does not often correspond to a node in the network, authors of [13]
deﬁne hole boundary as chordless cycles in network graph that sur-
round a ﬁnite face. Such boundary is of continuity. The authors
in [18] further deﬁne the network hole as the set of nodes on the
hole perimeter, which make boundary no more continuous. How-
ever, neither deﬁnition in [13] or [18] is of consistency, because
those ﬁnite faces change with embedding, leading to the fact that
perimeter nodes are susceptible to embedding.
3.2 Topologically Deﬁning Boundaries
We now present our mathematical deﬁnition of network bound-
aries (or holes) in a topological fashion. We associate a topological
space ¢G with connectivity graph G. Visually, ¢G is constructed
by ﬁlling all the triangles in G with a triangle face. More formally,
¢G is a 2-simplicial complex whose 0,1,2-simplices one-to-one
correspond to vertices, edges and triangles of G, respectively. We
then consider the embedding " of G, which maps the vertices of
G to the plane R
2. We obtain the embedding graph G
" of G. Ac-
cordingly, a geometric realization ¢
"
G of ¢G is also obtained. See
Section 5.1 for basic preliminaries for topology concepts, including
simplicial complex and homotopy and fundamental group etc.
Let us look at an example in Figure 2. Connectivity graph G is
shown in Figure 2 (a), and its a possible valid embedding G
" shown
in Figure 2 (b). Meanwhile, Figure 2 (c) exhibits the geometric
realization¢
"
G, G
" integratedwithgraytriangles. Theregioninthe
plane overlaid by ¢
"
G forms its shadow [2], denoted by ¢"
G with
overline standing for shadow mapping, as shown in Figure 2 (d).
As a planar geometrical shape, void regions of ¢"
G exactly deﬁne
its holes. The inner and outer boundaries of ¢"
G can be clearly
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Figure 2: Topological boundary deﬁnition.
formulated as closed polygonal chains, denoted by bold lines in
Figure 2 (d). Based on the geometric boundary of ¢"
G, we then
present the topological boundary of G as following.
DEFINITION 1. (Topological Boundaries) Given a cycle C in
connectivity graph G and an embedding " of G, if ¢"
C can be con-
tinuously deformed into (homotopic to) a boundary of ¢"
G, then C
is a topological boundary of G.
Note that if ¢"
G does not include any inner hole, its outer bound-
ary indeed trivially be equivalent to a point in it. The Figure 3
illustrates the idea about our deﬁnition. In the Section 5.2, we will
proof that the topological boundaries do meet the consistency in
UDG model, though here Deﬁnition 1 is presented in a given em-
bedding.
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Figure 3: Idea of boundary deﬁnition.
4. BOUNDARY RECOGNITION
ALGORITHM
In the previous section, we set up a one-to-one correspondence
between connectivity graph G with its topological counterpart ¢G.
In this way, we can attach topological concepts to G, and use the
methods of algebraic topology in our boundary recognition algo-
rithm. The topological boundaries of G indeed correspond to ho-
mology generators [11] of ¢G. Our algorithm is to seek speciﬁc
homology generators in G and reﬁne them to proper boundaries.
We design graph tools to develop the algorithm.
This algorithm includes four components: skeleton extraction,
primary boundary cycles and reﬁned inner boundary cycles and re-
ﬁned outer boundary cycle. For easy to understand, we ﬁrst present
the centralized scheme, and describe its distributed version later.
Figure 4 illustrates the procedures of this design. Given a network
with multiple holes, such as the one shown in Figure 4 (a), our al-
gorithm aims to recognize all its inner and outer boundaries. In
skeleton extraction component shown in Figure 4 (a-f), we reduce
the connectivity graph of the original network, and extract its skele-
ton graph, which features the original network faithfully as shown
in Figure 4 (f). The skeleton graph is then separated into primary
boundary cycles. See Figure 4 (g). Each primary boundary cycle
indicates an inner hole or outer boundary, but it is still too coarse
to exactly locate the holes or outer boundary. We further reﬁne the
primary boundary cycles into tightest inner boundaries, see Fig-
ure 4 (h-k), and proper outer boundary, see Figure 4 (l-o). Finally,
the algorithm discovers all the boundaries shown in Figure 4 (p).
4.1 Simple-Connectedness Graph and FGP
Transformation
Before presenting the details of algorithm, we ﬁrst introduce the
simple-connectedness graph and FGP (Fundamental Group Perse-
vering) transformation, which are the tools we designed for manip-
ulating graphs.
Let H be a simple graph with vertex set V (H) and edge set
E(H). A cycle C is a subgraph of H if it is connected and each
vertex in C has degree two. A cycle C can be identiﬁed by its in-
cidence vector < bi(C) >i2[1;jE(H)j], with bi(C) = 1 iff ei 2
E(C) and bi(C) = 0 iff ei = 2 E(C). The length of jCj is the
number of its edges, jE(C)j. The incidence vectors of cycles span
a binary vector space C(H), called the cycle space of H. The ad-
dition of two cycles C1 and C2 is deﬁned as the binary addition of
their incidence vectors. It corresponds to the symmetric difference
C1 © C2 = (E(C1) [ E(C2)) n E(C1) \ E(C2). A cycle basis
B of H is a basis of C(H). The length `(B) of B is the total length
of its cycles: `(B) =
P
C2B jCj. We further deﬁne triangle cycle
subspace CT (H) of H as the set of all 3-length cycles in C(H),
CT (H) µ C(H).
DEFINITION 2. (Simple-Connectedness Graph) A connected
graph H is of simple connectedness if its cycle space C(H) is
empty, or for any cycle C in C(H), there exists a set of 3-length
cycles T0 µ CT (H) such that C =
P
T2T0 T.
From Deﬁnition 2, apparently a tree is of simple connectedness.
Intuitively, a hole boundary cycle in a connectivity graph cannot be
ﬁlled by triangles, thus cannot be represented by the linear combi-
nation of triangles. Hence, a connectivity graph with holes is not
of simple connectedness. Note that in common graph theory terms
a simple and connected graph is opposed to a multigraph and dis-
connected graph. The simple connectedness discussed in this paper
needs to be comprehended and rephrased as simple connectivity in
topological terms.
We then deﬁne FGP transformation on graphs. Let X be a vertex
(or edge) set in a graph H, we use H[X] to denote the vertex-
induced (or edge-induced) subgraph by X. Given vertex set Y µ
V (H), we write H ¡ Y for H[V (H) n Y ]. Given edge set Z
with its all endpoints VZ, we make H ¡ Z = (V (H) n (VZ n
V (H));E(H) n Z) and H + Z = (V (H) [ VZ;E(H) [ Z).
Let x be a singleton, a vertex or edge, H ¡ fxg (or H + fxg) is
abbreviatedtoH¡x(orH+x). Theneighborsofavertexv inH is
denotedbyNH(v). Theneighboringgraph¡H(v)ofvertexv inH
is deﬁned as H[NH(v)]. The neighboring graph ¡H(e) of an edge
e = (u;v) in H is assigned to H[NH(u) \ NH(v) [ fu;vg] ¡ e.
DEFINITION 3. (FGP Transformation) A FGP transformation
is a sequential combination of graph operators, including vertex
(or edge) insertion or deletion operator.
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Figure 4: Procedures of our boundary recognition algorithm. (a) Original network G with ﬁve holes, 100 nodes and average degree
6.64; (b-d) Snapshot of deleting 15, 35 and 55 vertices from G using FGP transformation; (e) Obtain Gvd after maximal vertex dele-
tion from G; (f) Obtain skeleton graph GS after further maximal edge deletion from Gvd; (g) Separate GS into primary boundary
cycles, cycle basis BGS and inﬁnite facial cycle Cinf; (h) Maximally extend a primary boundary cycle C in BGS to obtain graph
GC; (i) Maximally extend graph one vertex v in GC to obtain Gv; (j) Obtain gap edges and ﬁnd the tightest cycle from GC and
Gv; (k) Discover all the reﬁned inner boundary cycles; (l) Obtain maximally extended graph Ginf from inﬁnite facial cycle Cinf;
(m) Critical vertices Vcritical in Ginf; (n) Shortest distance of each vertex to critical vertices; (o) Reﬁned outer boundary cycle after
prioritized reduction on Ginf; (p) Output all the boundary cycles.
² Insertion operator. A vertex (or edge) x not in H can be in-
serted to H to construct a new graph H
0 if (1) neighboring graph
¡H0(x) is connected, and (2) existing a simple-connectedness sub-
graph H
00 µ H such that ¡H0(x) µ H
00.
² Deletion operator. A vertex (or edge) x of H can be deleted
if (1) neighboring graph ¡H(x) is connected, and (2) existing a
simple-connectedness subgraph H
0 µ H ¡ x such that ¡H(x) µ
H
0.
Figure 5 shows an example for simple-connectedness graph and
FGP transformation. The left four graphs are all of simple con-
nectedness while the quadrangle is not. The graphs a-d can be
mutually transformed by executing operators of FGP transforma-
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Figure 5: An example for FGP transformation.
tion. For example, graph b can be obtained by adding a vertex to
graph a or by deleting three vertices from graph d, and graph c
can transformed into graph d by gluing three edges to it. The left
four graphs, however, cannot be transformed into the quadrangle
through FGP transformation due to their differences in connected-
ness. Later we will show that a graph remains its simple connect-
edness under FGP transformation in Theorem 4 in Section 5.
4.2 Skeleton Extraction
Thiscomponentconductsmaximalvertexdeletionandedgedele-
tion on original connectivity graph G to extract its skeleton graph
GS.
Step 1: Vertex deletion
In this step, we maximally apply vertex deletion operator of FGP
transformation on G to reduce it to graph Gvd. Figures 4 (b), (c)
and (d) show three snapshots of the process. Due to the correla-
tion dependence between vertices in the local, some vertices must
be deleted after other vertices. Most likely, vertices close to the
boundary in the network are deleted earlier, and deletion opera-
tions gradually spread towards inner vertices. Note that we only
require the connectivity among the local neighbors of a vertex v
in G to determine whether a vertex v in G can be deleted, which
is shown in Section 5.2. This operation iteratively runs in rounds.
In each round, a randomly selected vertex in the existing graph is
deleted according by FGP transformation. The procedure of vertex
deletion terminates until no vertex in G can be deleted, and then
outputs graph Gvd. The bold lines in Figure 4 (e) shows the gener-
ated Gvd in the example. We can see that Gvd still contain triangles
that do not envelop holes, so it needs farther removal.
Step 2: Edge deletion
In this step, we delete edges and eliminate the triangles in Gvd.
In most cases, we can directly implement edge deletion operator of
FGP transformation on Gvd. In some special cases, however, addi-
tional vertex insertion operations are necessary. More explanations
are available in Section 4.6. Here we mainly consider the case that
edge deletion is directly applicable. To conﬁrm this, a feasibility
test is needed on Gvd ﬁrst to verify whether or not there are no two
triangles in Gvd sharing a common edge. If none, edges can be
deleted safely. Similar to vertex deletion, edge deletion operator
is conducted iteratively until no more edge can be eliminated. We
then obtain the skeleton graph GS, as illustrated in Figure 4 (f),
where we have following observations. Skeleton graph GS char-
acterizes the backbone of G faithfully, and is a triangle-free planar
graph and comprises some cycles. There is a favorable correspon-
dence between cycles in GS and holes of G. In Section 5.2, we will
formallyprovethatskeletongraph GS isa planargraph and equiva-
lenttoGinthesenseoftopologicalconnectedness. SeeTheorem6.
4.3 Primary Boundary Cycles
In this component, we split the skeleton graph GS into a set of
primary boundary cycles P such that each cycle of P either ex-
actly surround one hole of G or corresponds to the outer boundary,
as shown Figure 4 (g). It is not trivial to achieve this without lo-
cation information. Our method comes from the observation that
these cycles P actually forms a cycle basis of GS. Thus, calcu-
lating the cycle basis seems beneﬁt the splitting. Unfortunately,
cycle basis of a graph is not unique, and usually has a considerable
amount of possible cycle combinations. We have to explore more
constraints. One further observation is that one edge in GS should
be contained in at most two cycles of P. This leads us to ﬁnd the
2-basis or planar basis [15] in the cycle space C(GS). GS do have
2-basis due to its planarity [15]. A 2-basis of a planar graph con-
sists of all facial cycles, except one. The missing facial cycle can
be regarded as the one corresponding to the inﬁnite face. Hence, if
GS has unique planar embedding and the inﬁnite face in the em-
bedding is known, we are able to acquire a unique 2-basis of GS.
Consequently, we can split the skeleton graph determinately. We
explain the splitting procedure through the example shown in Fig-
ure 4. We can see that the found skeleton graph in Figure 4 (f)
has unique planar embedding. We need to determine the right in-
ﬁnite face. Intuitively, the inﬁnite facial cycle corresponds to the
outer boundary. Nevertheless, it is well known that any face of a
planar embedding can be transformed into inﬁnite face without any
geometric constraint. Hence, we need to utilize a little heuristic in-
formation in GS to differentiate the inﬁnite face from ﬁnite faces.
Since the inﬁnite facial cycle corresponds to the outer boundary,
the differentiation becomes straightforward if the outer boundary
of the network is explicitly known. In this work, instead of assum-
ing the awareness about outer boundary, we explore the observation
that the outer boundary cycle contains all the inner hole cycle and
is usually longer than inner hole boundary. Hence, the inﬁnite fa-
cial cycle is longer than other inner facial cycles in terms of hop
number. As a result, we can formalize the problem of extracting
primary boundary cycles as ﬁnding the minimum 2-basis.
DEFINITION 4. (Minimum2-Basis)Aminimum2-basisofgraph
H is a cycle basis B µ C(H) such that (1) any one edge in H ap-
pears in at most two cycles in B, (2) the total length of B, `(B), is
minimized.
We now discuss how to calculate the planar embedding of skele-
ton graph GS. All possible planar embeddings of GS can be com-
puted in O(jV (GS)j) time [3]. The planar embedding of a planar
graph is unique if the graph is tri-connected [22]. If many holes ex-
ist in a graph, its skeleton graph tends to be of tri-connected. If it is
unfortunately not unique, we can also calculate all its the possible
embeddings.
After successfully calculating the minimum 2-basis BGS of GS,
correspondingly, we also obtain the inﬁnite facial cycle Cinf, and
the primary boundary cycles P = BGS [ fCinfg. Each primary
boundary cycle corresponds to a boundary. The inﬁnite facial cy-
cle is with outer boundary, and other cycles surround inner holes.
Primary boundary cycles are still loose or rough yet. We desire to
reﬁne these cycles to obtain the ultimate inner and outer bound-
ary cycles. Primary boundary cycles form the generators (a basis)
of cycle space of GS. As pointed earlier, skeleton graph GS is
topologically equivalent to original connectivity graph G. Hence,
primary boundary cycles indeed correspond to generators of the
fundamental group of ¢G. Each primary boundary cycle actually
represents all its cycles in the same (homotopy) equivalence class.
In the next steps, our goal is to seek proper reﬁned boundary cycles
in those equivalent cycles.
4.4 Reﬁned Inner Boundary Cycles
This component focuses on ﬁnding the reﬁned inner boundary
cycles, which accurately locate the holes. We utilize minimum
2-basis as the initial inner boundary cycles and desire to ﬁnd the
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tract each cycle locally. Clearly, if two edges of a cycle belong to
a triangle, the two edges can be substituted with the third edge and
the length of the cycle is reduced by one. One can use this way to
collapse the cycle till the cycle cannot be reduced any more. Such
method, however, may probe to local minima and stop before ar-
riving at the shortest cycle. We propose a more tricky and general
method.
Given a primary boundary cycle C, we extend C and obtain a
maximal graph GC which topologically equivalent to C, as illus-
trated in Figure 4 (h). We arbitrarily select one vertex v in GC,
and extend v in GC to obtain a subgraph Gv of GC, shown in Fig-
ure 4 (i). We thus acquire the gap edge set Egap = E(GC) n
E(Gv), shown as dot lines in Figure 4 (j). Egap holds an interest-
ing property that any cycle in GC surrounding the hole inevitably
passes through at least one edge in Egap. Then, for each gap edge,
we calculate the shortest cycle passing it and obtain a candidate cy-
cle. We traverse all the gap edges and select the shortest candidate
cycle as the ﬁnal tightest inner boundary cycle, denoted by the bold
lines in Figure 4 (j). Through the above steps, all the reﬁned inner
boundary cycles are shown in Figure 4 (k). We then present the
details in each step.
Step 1: Maximally extending one cycle
This step has three phases: initializing, maximal vertex adding
and maximal edge adding.
In initializing phase, we construct the initial extended graph GC
from cycle C. We ﬁrst set GC be equal to cycle graph C, and try
to transform GC into a vertex induced subgraph of G. Speciﬁcally,
let E0 = E(G[V (GC)]) n E(GC). If E0 is not empty, we check
whether one edge in E0 can be added into GC by performing edge
insertion operator of FGP transformation. If so, we glue this edge
onto GC.
The second phase is vertex-oriented graph extending. For a ver-
tex v in V (G) n V (GC), we say that v is adjacent to GC if the
neighbors of v in GC is not empty, that is, NG(v) \ V (GC) 6= ;.
We abbreviate NG(v)\V (GC) to NGC(v). We randomly select a
vertex u adjacent to GC from V (G)nV (GC) to test whether u can
be inserted into GC under FGP transformation. We test whether
GC can be extended to be G
0 = GC [ G[NGC(u) [ fug] through
inserting vertex u and related edges. If so, u is extended and update
GC = G
0. The above operations are carried out iteratively until no
vertex in V (G)nV (GC) that can be extended.
Third phase is edge-oriented graph extending. We consider the
subgraph Gl = G[El] induced by the left edge set El = E(G) n
E(GC), and continue to add the edges and vertices in Gl into GC.
For each edge e = (ve;1;ve;2) in Gl, if ve;1 and ve;2 both are in
GC, we test whether e can be added into GC under FGP transfor-
mation, if yes, set GC = GC + e and Gl = Gl ¡ e. If only one
endpoint of e, say ve;1, is in GC, we make GC = G[E(GC)[feg],
and Gl = Gl ¡ e. The above operations are conducted iteratively
until there are no more edges in Gl can be extended, and export
graph GC. Figure 4 (h) shows the extended graph from the 4th
primary boundary cycle.
Step 2: Maximally extending one vertex
We randomly select a vertex v in GC, and maximally extend v
to obtain a subgraph Gv of GC, as shown in Figure 4 (i). The
extending procedures is similar to step 1 for one cycle, including
maximally adding vertices and edges, so we skip the details.
Step 3: Seeking the tightest cycle
Comparing Gv with GC, we obtain the gap edge set Egap =
E(GC) n E(Gv), denoted by the dot lines in Figure 4 (j). We can
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Figure 6: Handling coupled triangles.
prove that any cycle in GC surrounding the same hole with c must
contain at least one edge in Egap. For each edge e = (ve;1;ve;2)
in Egap, we calculate the shortest path Pe between ve;1 and ve;2
in Gv. By connecting Pe with edge e, we obtain one cycle, which
is the shortest cycle in GC passing e and surrounding the hole.
Through comparing all the shortest cycles passing gap edges, the
ﬁnal tightest inner boundary cycle is obtained. See the bold-line
cycle in Figure 4 (j).
4.5 Reﬁned Outer Boundary Cycle
In this component, we reﬁne the inﬁnite facial cycle Cinf among
primary boundary cycles to acquire the outer boundary.
We ﬁrst maximally extend Cinf under FGP transformation as
foregoing manner of reﬁned inner boundary cycles, and obtain the
extended graph, denoted as Ginf, as shown in Figure 4 (l). We fur-
ther obtain the patching edge set Epatch = E(G) n E(Ginf), as
the dot lines in Figure 4 (m). Let Gpatch = G[Epatch]. We get a
vertex set Vcritical = V (Ginf) \ V (Gpatch), and name Vcritical
critical vertices between Ginf and Gpatch. In a given embedding
" of G, all the vertices and edges of G
" locating outside the C
"
inf
tend to be extended. The edges of Epatch, which cannot be ex-
tended, mainly emerge in the inside of C
"
inf. Hence, the critical
vertices also tend to be inside of C
"
inf. We utilize them as a hint to
achieve reﬁned the outer boundary. We calculate the shortest hop
distance that a vertex in Ginf to those critical vertices, as shown
in Figure 4 (n) where the darker dots denote those vertices with the
larger shortest hop distance to critical vertices. We further reduce
the Ginf similar with the above skeleton exaction component. The
main difference with skeleton extraction lies in that the vertices
and edges are deleted with considering priority. A vertex or edge
having smaller distance to critical vertices is deleted much earlier.
Finally, we obtain the extracted cycle from Ginf and use it as the
outer boundary, shown in Figure 4 (o). Combined with the inner
boundary found previously, we obtain all the boundaries of G, as
shown in Figure 4 (p).
4.6 Handling Special Cases
In the above, we describe the main process of boundary recog-
nition algorithm. In this subsection, we discuss and deal with one
specialcase: coupledtriangles. Inthiscase, edgescannotbedeleted
directly in skeleton extraction.
We consider to extract the skeleton graph shown in Figure 6 (a).
Clearly, there are no vertices in the graph in Figure 6 (a) can be
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Figure 7: Distributed Planar Embedding.
deleted. Therefore, we consider to delete edges in it and check
the feasibility test to conﬁrm whether or not direct edge deletion is
applicable. Unfortunately, the test cannot be passed since existing
triangles in the graph that sharing edges, see the clique of vertex
1,4,7,10. Those edges that do not appear in the coupled triangles
still can be deleted directly, as shown Figure 6 (b), whereas we
require additional mechanisms for coupled triangles to guarantee
the planarity of skeleton graph. One simple method tries to ﬁnd
multiple possible deletion and choose one output while retaining
the planarity.
We next present a more ﬂexible and reliable method. We ﬁrst as-
semble all coupled triangles into components. We replace a simple-
connectedness component with an artiﬁcial vertex and some edges.
In this example, the coupled triangles form a component, denoted
by grey square in Figure 6 (b). We replace it with the vertex 0
and four edges, which connect vertex 0 with all the vertices in the
component, as shown in Figure 6 (c). Now all the edges in clique
of 1,4,7,10 can be deleted and a planar skeleton graph is obtained.
Further, cycle basis of (0,1,2,3,6,4), (0,4,5,8,7), (0,7,8,9,12,11,10),
(0,10,11,2,1) can be extracted. After extracting the cycle basis, the
path segments involved with the added vertex and edges can be re-
placed by vertices and edges in original component again. Such
as for cycle (0,1,2,3,6,4), the added edges (4,0),(0,1) can be re-
placed with edge (4,1) and remodiﬁed cycle (1,2,3,6,4) is obtained
which does not contain the artiﬁcial vertex 0 any more. Figure 6 (d)
shows the recovered graph. Note that vertex and edge insertion op-
erator involved in the substitution also follows the FGP transition.
Hence, if the coupled triangles are not of simple connectedness,
it needs ﬁrst split into simple-connectedness components politely.
After that, similar operations can be conducted for each split com-
ponent.
4.7 Distributed Implementation
We show how we implement this design in a distributed manner.
Due to the space limitation, the discussion is necessarily short. We
will focus on addressing (or sketching) the principles of distributed
conducting each component in our algorithm.
First, we describe the distributed scheme of skeleton extraction.
The key issue is to distributedly execute vertex and edge deletion
operators of FGP transformation. Deleting one vertex (or edge)
from a graph only depends the connectivity among its k-hop neigh-
bors (k is a small constant, See Theorem 9 ). Hence, it is easy to
run distributed vertex deletion on G in rounds. In each round, each
vertex v collects its k-hop neighboring graph ¡
k
G(v), and estimates
whether itself can be virtually removed according to FGP transfor-
mation. All the vertices can be deleted form a candidate vertex set
Vdel. Further, a k-hop maximal independent set (kMIS) VkMIS
can be selected from Vdel. Hop distance between tow vertices in
VkMIS is at least k. Vertices in VkMIS are deleted simultaneously
and safely without causing concurrency conﬂict. Accordingly, G is
updated to G ¡ VkMIS and the next round starts up until Vdel is
empty. The distributed edge deletion can also be achieved similarly
by inserting additional feasibility testing.
Second, we need to compute the minimum 2-basis of the skele-
ton graph to ﬁnd primary boundary cycles. The key problem is
ﬁnd a planar embedding of skeleton graph in a distributed manner.
Firstly, we identify branch vertices in skeleton graph. The branch
vertices have degree greater than or equal to three. For example, the
vertices 7,12,14,15,16,19,20,23 are branch vertices in Figure 7 (a).
Then, we randomly select one branch vertex and its two neighbors
in skeleton graph to generate a triangle. In the example of Fig-
ure 7 (a), vertex 15 is selected and the triangle (12,15,19) is created
by adding a virtual edge to connect two neighbors, 12 and 19, of
vertex 15. We call it as landmark triangle. We initially assign
to landmark triangle vertices coordinates of an equilateral triangle,
and other vertices in skeleton graph the center of the equilateral
triangle. Afterward, we ﬁx the landmark triangle vertices and iter-
atively place every vertex into the center of gravity of its neighbors
in skeleton graph. Such a force-directed layout algorithm can be
performed distributedly as done in [17]. When the process comes
to an equilibrium state, as shown in Figure 7 (b), we can obtain a
planar straight-line drawings of the skeleton graph with theoretical
guarantee (Tutte embedding [20]). The planar embedding assigns
each vertex in the skeleton graph a virtual coordinate. Further, ver-
tices in skeleton graph can use virtual coordinates to split distrib-
utedly skeleton graph into facial cycles. Accordingly, the longest
cycle, shown as the bold lines in Figure 7 (a), can be obtained.
Third, we deal with the distributed inner boundary reﬁning. The
ﬁrst two steps, extending a primary boundary and a vertex, mainly
implement the operations of vertex and edge insertion operator,
which can be run distributively by proper adaptation on previous
distributed vertex deletion. We mainly handle distributed imple-
mentation of seeking the tightest cycles. Speciﬁcally, we need to
traverse the gap edges Egap and ﬁnd one shortest candidate cycle
in vertex-extended graph Gv for each gap edge. The distributed
scheme can also be run iteratively. The initial tightest cycle Cmin
is set to be the length of the primary boundary cycle. In each round,
an edge e = (s;t) is randomly selected from existing gap edges
and s ﬂoods messages in Gv, to construct a shortest path tree Ts
with root at s in Gv. Mostly, this can be ﬁnished as what is done in
Section 2.1 of [21], while the only difference is that we restrict the
ﬂooding with at most `(Cmin) ¡ 1 hops. If there exists a path Pe
in Ts connecting s and t such that `(Pe)+1 < `(Cmin), a shorter
cycle Cs;t = Pe + e is obtained. The Cmin is updated.
In addition, computing reﬁned outer boundary cycles needs to
extend one cycle, calculate the shortest path between, and obtain
the skeleton. These steps can be achieved similarly as what we
have discussed previously, so we leave out the details.
5. CORRECTNESSANDEFFECTIVENESS
This section proves the correctness of our boundary recognition
algorithm and evaluate its effectiveness by simulations.
5.1 Preliminaries
We ﬁrst give a brief overview on the concepts and theories in-
volved in this work. Not all deﬁnitions are necessarily standard.
Fordetailedexplanations, refertothebooksbyMunkres[16], Hatcher
[12].
Inalgebraictopology, simplicialcomplexesarewell-deﬁnedblocks
for building topological spaces and often useful for concrete calcu-
lations. A k-simplex ¾ is a set of k+1 size. A simplicial complex K
is a collection of simplices that satisﬁes the following conditions:
142(1) Any face of a simplex from K is also in K; (2) The intersec-
tion of any two simplices ¾1;¾2 2 K is a face of both ¾1 and ¾2.
The dimension of a simplicial complex is equal to the largest of
the dimensions of its simplices. Given two topological spaces X
and Y , two continuous maps f;g : X ! Y are said to be homo-
topic if there exists a continuous map F : X £ I ! Y such that
F(x;0) = f(x) and F(x;1) = g(x) for all x 2 X, I = [0;1].
Any such mapping is called a homotopy connecting f and g. A
continuous map of X onto a subspace A is called a deformation re-
tractionifitishomotopictotheidentitymapidX, thenAiscalleda
deformation retract of X. A continuous map f : X ! Y is called
a homotopy equivalence if existing g : Y ! X such that the com-
positiong±f andf±g ishomotopictoidX andidY , respectively. If
thereexistsahomotopyequivalenceX ! Y , X issaidtobehomo-
topy equivalent to Y . Homotopy equivalence as a equivalence rela-
tion divides topological spaces into homotopy classes. A continu-
ous mapping of the interval I into X is called a path in X. Closed
paths are also called loops. A loop is contractible if it is homotopic
to the constant loop. The set of homotopy equivalence classes of
loops based at x0 in X forms a group under concatenation, called
the fundamental group and denoted ¼1(X;x0). A space is called
simply connected if it is path-connected and has trivial fundamental
group. If X is path-connected, then ¼1(X;x1) ' ¼1(X;x2) for
any x1;x2 2 X; Thus, the notation ¼1(X;x0) is often abbreviated
to ¼1(X).
5.2 Proof of Correctness
In this section, we prove that topological boundaries hold the
property of consistency in UDG model, and our recognition algo-
rithm can correctly ﬁnd boundaries with theoretical guarantee. We
show that our deﬁnition on topological boundaries meets the re-
quirement of consistency. We prove the extracted skeleton graph
is a planar graph and features the original network faithfully. Each
found primary and reﬁned boundary cycle either exactly encircles
one inner hole or corresponds to the outer boundary. Due to space
limitation, only major theorems are presented and most proofs are
omitted here.
AsmentionedinSection3, anembedding"ofGdeﬁnesuniquely
a shadow ¢"
G of ¢G. Let ¢G denote the set of all possible shad-
ows of ¢G. Following recent result of Chambers et al. (Theorem
3.1 of [2]), we have Lemma 1.
LEMMA 1. Given UDG G, the fundamental groups of ¢G and
¢G are isomorphic, ¼1(¢G) ' ¼1(¢G).
THEOREM 2. ThetopologicalboundariesdeﬁnedinDeﬁnition1
keep the consistency in UDG models.
PROOF. Given an embedding "1 of G, let cycle C in G be a
topologicalboundary, then¢
"1
C ishomotopictoageometricbound-
ary of ¢
"1
G and is non-contractible in ¢
"1
G . Hence, C must be non-
contractible in ¢G from Deﬁnition 1 and Lemma 1. For another
embedding "2 of G, ¢
"2
C will still be non-contractible and envelop
at least a hole in ¢
"2
G . Otherwise, C will be contractible in ¢G,
inducing contradiction.
In the proof, we attach topological concepts to graph G by virtue
of its topological counterpart ¢G. For instance, we say that the
graphs G and H are homotopic if ¢G and ¢H are homotopic, and
that the fundamental group ¼1(G) of G is ¼1(¢G).
THEOREM 3. FGP transformation does not change the funda-
mental group of a graph.
THEOREM 4. A graph remains its simple connectedness after
exercising FGP transformation.
From Theorem 3, we can see that our found skeleton graph is
topologically equivalent to original graph in terms of fundamental
group. Note that Theorem 3 is true regardless of the model of a
graph, which can be of independent interest for more applications.
We present more results in UDG models. G and " in the rest theo-
rems are of a UDG and its any one invalid embedding, respectively.
THEOREM 5. Given G, " and G
0 obtained by deleting some
vertices or edges from G under FGP transformation, ¢"
G0 is a de-
formation retract of ¢"
G.
THEOREM 6. The skeleton graph GS generated by our algo-
rithm is a triangle-free planar graph, and the fundamental group
of GS is isomorphic to that of G.
THEOREM 7. Given G, " and skeleton graph GS of G, after
successfully separate GS into primary boundary cycles, each pri-
mary boundary cycle ¢"
C either exactly encircles one inner hole
¢"
G or is homotopic to the outer boundary of ¢"
G.
THEOREM 8. Each reﬁned boundary cycle either exactly sur-
rounds one inner hole or corresponds to the outer boundary.
THEOREM 9. Given G, it only requires local connectivity to
delete (or insert) a vertex or edge on G under FGP transformation.
5.3 Simulations
We conduct qualitative simulations to evaluate the effectiveness
of this approach. We compare our approach based on topological
transformations on graphs (denoted as TTG) with the state of the
art approach proposed by Wang, Gao and Mitchell [21] (denoted
as WGM), which is widely accepted as one of the best distributed
methods using solely node connectivity to detect boundaries.
In this set of simulations, nodes are deployed using two distrib-
ution models: random placement and perturbed grid. These mod-
els have also been adopted in most existing boundary recognition
algorithms [21] [18]. The bold lines in Figure 8 (a) show the skele-
ton graph generated by TTG in the random networks, which is in
UDG model, and of 400 nodes with average node degree 8.16. Fig-
ure 8 (b) further shows the found inner and outer boundary cycles
in the same network as Figure 8 (a). We can visually examine the
result to conﬁrm that TTG successfully ﬁnds all the boundaries of
different sizes. Similar effects are also achieved in more examples
with perturbed networks and different network scales. TTG can
ﬁnd both small and big holes in a random network.
We further evaluate the capability of WGM on small holes. We
run WGM in the same networks as shown in Figure 4 (a) and Fig-
ure 8 (b), respectively. The ﬁrst key step of WGM is to ﬁnd cuts,
where two threshold parameters ±1 and ±2 are needed to specify
the minimum size of the holes to be detected. Figure 9 shows the
scenarios of ﬁnding cuts in the networks with threshold for mini-
mum 4-hop holes in (a) and 8-hop holes in (b). Bold lines show
the shortest path tree with the square root while circles denote the
cut nodes. The cut branches (connected cut components) found by
WGM are denoted by dot lines. We can see that some cut branches
are merged and some cut branches actually do not correspond to
any holes, such as the bottom left one in Figure 9 (a), due to the
discreteness of the shortest path tree. Through more simulations on
WGM, we have the following observations. When there are a lot of
small holes in a network, it usually tends to be the case that there
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Figure 9: Qualitative evaluation on WGM.
always exist combined cut branches no matter where to select the
root node. Hence, it is difﬁcult for WGM to acquire cut branches
correctly, ﬁnd candidate boundary cycles and recognize the small
holes.
6. CONCLUSIONS
Asacrucialissueinwirelessadhocandsensornetworks, location-
freeboundaryrecognitionispreviouslyaddressedinacoarse-grained
fashion. We present a formal boundary deﬁnition and the ﬁrst dis-
tributed and ﬁne-grained boundary recognition algorithm, which
can locate all the network boundaries of no matter how small in-
ner holes are, without using location information. We formally
prove the correctness of this design, and evaluate its effectiveness
by comparing with the state-of-the-art approach through extensive
simulations.
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