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1.1.1 Quantum Hall Effect
The integer quantum Hall(QH) effect is a compelling phenomenon that can be observed in
a two-dimensional electron system (2DES) with a strong perpendicular magnetic field at
temperature below a few kelvin. It was discovered by K. von Klitzing et al.in 1980, and
honoured by a Nobel prize in 1985. They found that the transverse resistance exhibits well-
defined constant values, and the longitudinal resistance vanishes as a function of magnetic
field. This phenomenon was understood associated with the occupation of the quantized
density of state (DOS) in 2DES. In a magnetic field perpendicular to the plane of the 2DES,
the DOS is quantized into discrete energy levels, called Landau levels (LLs). The number of
the LLs occupied with electrons is called the filling factor and denoted as ν .
Fig.1.1 shows a typical sample geometry and resistances measured on a 2DES embedded
in a GaAs/AlGaAs heterostructure. Longitudinal and Hall resistances are defined as Rxx =
Vx/Ix,Rxy = Vy/Ix respectively. When the Fermi energy lies in between LLs and ν has an
integer value, Rxx vanishes. This disappearance of the resistance is the consequence of a
formation of the QH edge state. The QH edge stat is a one-dimensional conductive channel
formed out of electrons confined at the vicinity of the boundary of the 2DES. Where as
the DOS in the middle of the 2DES is quantized, the edge state is gapless due to the steep
confining potential defined by the boundary of the sample. This gapless edge channel allows
electron to propagate forward without back scattering leading the zero longitudinal resistance.
The striking feature of the integer QH effect is that the value of plateaus are perfectly
described by Rxy = 1ν
h
e2 , where h is the Plank constant and e is the electron charge. The value
of the Hall resistance dose not change regardless of the geometry or material in which the
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2DES is fabricated. The appearance of the plateau can be derived from the localised and
extended states in DOS, which is created by the presence of disorders. R,Laughlin delivered
the value of the quantized Hall resistance using incomprehensibility of 2DES in QH regime
[1].
Fig. 1.1 Left: The Hall bar geometry and the respective electrical set up. Right: Hall
resistance and longitudinal resistance measured on a 2SES.[2]
1.1.2 Photoluminescence for Probing Quantum Hall Regime
The luminescensce of excitons is the most prominent emission process in an ideal pure
semiconductor. When a direct band gap semiconductor like GaAs is exposed to light with
energy exceeding the band gap, electrons are excited from the valence band to the conduction
band, and valence holes are generated. After the excitation, the photo-excited electrons
and holes relax into the bottom of the conduction band and the top of the valence band
respectively. This relaxation is caused by the thermalization during which the the electrons
and holes experience impurity and phonon scattering. The relaxed electrons and holes are
attracted to each other by the Coulomb interaction, this allows them to form a hydrogen-like
bound states called excitons. Excitons have energy of Eg −Eb, where Eg and Eb are the band
gap and the binding energy respectively. Excitons finally recombine and give off energy. In
the case of GaAs, the recombine process is radiative, meaning that the light with energy of
Eg −Eb is emitted. The life time of the excitons in GaAs is expected to be much longer than
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the thermalization time, allowing the most electrons and holes to recombine after forming
bound states.
In a quantum well structure, the overlap of the electron and hole wave function is increased
by the confinement potential. When the thickness of quantum well is comparable to the Bohr
radius, the quantum confinement effect on the exciton luminescence becomes prominent,
and leads to the modifications in the band structure and the exciton properties. It has been
shown that a state of two electrons and one heavy hole, called a "charged excition" or "trion",
becomes the ground state in the quantum well. The luminescence of both neutral and charged
excition have provided further information about the ground state of two-dimensional electron
system (2DES) in a quantum well [3–6]. Furthermore, the photoluminescence spectrum of
the charged excitons have shown its sensitiveness to the quantum Hall regime, and some
researches which accommodate the spectroscopical measurements have been reported over
the past decades [7–9]. Fig. 1.2 shows a example of probing the quantum Hall regime with
the photoluminescence of the charged excitions. John N. Moore et. al. used the PL intensity
of the singlet state charged exicion to get spacial images of ferromagnetic and non-magnetic
phase boundaries [7].
Fig. 1.2 PL-intensity spacial images at different filling factor in the vicinity of ν = 1 with
source drain current Isd = 120nA. Blue and red areas indicate the ferromagnetic and non-
magnetic phase respectively [7].
1.2 Motivation
Most conventional investigation on the 2DES in a quantum Hall regime have been limited to
measurements of charge transport. In a QH system however, the charge flow is confined to
the edge state, and the charge transport experiment is limited in the amount of the spacial
information. As described in the previous section, spectroscopical measurements can probe
the interior and edge region of the QH system. Additionally, PL microscopy is a non-
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destructive technique which dose not disturbs the QH system, where may-body interactions
dominate the physics. In this way, PL microscopy is a suitable tool to investigate QH regime
among the other probing methods, such as Scanning Tunneling Microscope and Scanning
Probe Microscope [10–12].
As it is, the PL microscopy of the charged exciton provides valuable information about
QH system by the ability of spatial imaging and spin-sensitivity. Furthermore, one can
expect to utilise the PL for time domain measurements, which allows us to investigate non-
equilibrium phenomenon in QH regime. Luckily, the radiative decay time of the charged
exciton is expected to be less than few ns [13–15]. Having such a short decay time, the
charged exciton PL has not been exploited for time-domain experiments.
In this thesis , the dynamics in the quantum Hall regime will be investigated by time-
resolved transport and microscopy measurements. The measurement system combines
the time-domain charge transport measurement and the time-resolved PL measurement
techniques, which can be performed on a QH device inside a dilution refrigerator.
1.3 Thesis Overview
This thesis is focused on revealing the dynamics in the quantum Hall regime using the the
time-domain charge transport measurement and the charged exciton PL as a spacial and
time resolved probe, and is organised as follows. Chapter 1 is an introduction . Chapter 2
discusses the basic physics of QH effect, QH edge state and charged excitons in a quantum
well structure. In chapter3, experimental methods including the sample fabrication and the
measurement system will be discussed in detail. In chapter 4, transport properties of excited
QH edge state will be discussed. In chapter5, results of the time-resolved measurement
on charged excition PL will be presented and interpreted. Chapter 6 demonstrates the
measurement scheme which combines the time-domain charge transport measurement and
the time-resolved PL measurement. In chapter 7, the results will be summarized.
In addition, a variable temperature insert and printed circuit boards were designed and
fabricated during my PhD course. CAD data of the these products will be presented in
Appendix A and B.
Chapter 2
Basic Theory
2.1 Transport Phenomena of Two-Dimentional Electron Sys-
tem in a Magnetic Field
2.1.1 Classical Hall Effect
Two-dimensional electron systems can be created when the motion of electrons is restricted
by a potential well in one dimension. Such systems appear at hetero junctions or quantum
well structures fabricated with two materials that have different band gap. This section
describes the transport phenomena of two-dimensional electrons in the other two dimensions
where the electrons can move freely with its effective mass.
Under no magnetic field, the conductivity σ is defined as J = σE , where J is current
density and E is electric field. When a magnetic field is applied perpendicularly to the
two-dimensional electron systems, an electric field is generated due to the Hall effect.The
conductivityσ now has a directional components and is expressed with tensor matrix. The













In addition, the inverse relation is expressed as E = ρ J , where ρ is the resistivity tensor.
Fig2.1 shows the typical four-terminal measurement device geometry (Hall bar) used
to study the transport properties of two-dimensional electron systems. The red highlighted
regions are the ohmic contacts for either voltage or current measurements. The yellow
highlighted area represents the two-dimensional electrons system. With this geometry, the
















Here, I is the current, L and W are the length and width of the plane of the sample, Rxx and Rxy
are the longitudinal and transverse resistance respectively. When a magnetic field B = Bez
is applied to the two-dimensional electrons (xy plane), cyclotron motion with cyclotron
frequency ωc = eB/m∗ is brought about, and the conductivity σ is given as


















Here, τ is the scattering time, m∗c is the effective mass of electron, ne is the electron
density respectively. Since the resistivity tensor and conductivity tensor are inversely related,












From eq1 and eq 2,









ρxx = ρyy =
m∗e
nee2τ




Here, µ = eτm∗ is carrier mobility. From Eq. 2.2 and Eq. 2.8, the mobility µ and electron





















Fig. 2.1 Hall bar
2.1.2 Landau Quantization
In a strong magnetic field, the angular momentum of the cyclotron motion is quantized into
discrete levels, called Landau levels (LLs). This quantization can be derived by solving the
Schrodinger equation with the Hamiltonian for an electron. The orbital motion of an electron





where p is the electron’s momentum and A is the electromagnetic vector potential. The
denotation of the electromagnetic vector potential is called " gauge fixing", and the form of
the wave function depends on the choice of gauge. In this case, it is common to denote it
as A = (0,Bx), which is called Landau gauge. By solving the Schrodinger equation for the







(n = 0,1,2,3...), (2.12)
here, ωc = eB/m∗ is the cyclotron frequency, n is Landau quantum number, and h̄ωc is
cyclotron energy corresponding to the energy gap between Landau levels. The wave function
corresponding to the eigen energy values are
















where Hn is Hermite polynomial, Cn is normalization constant, lB =
√
h̄
eB is the magnetic
length: the cyclotron radius of an electron occupying the lowest Landau level. The other
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electrons which occupy higher levels with Landau quantum number n, have cyclotron radius√
2N +1lB.
In a system whose size is Lx×Ly, the periodic boundary condition can be expressed as






where J in an integer number. From Eq. 2.13, the center of the wave function yc is















On condition that the electron spin is neglected, the number of states occupying each








The number of states can be expressed as nφ = B/φ0, by introducing a magnetic flux
quantum φ0 = h/e. In this expression, nφ can be considered as the number of magnetic flux
quantum per unit area.
As the perpendicular magnetic field is increased, the gap between LLs become wider, and
the number of states occupying each LL increase. When the electron density in the 2DEG is









From the equation above, the electron density of 2DEG can be calculated experimentally.
Additionally, 1/ν can be considered as the magnetic flux quantum per an electron, in analogy
with the magnetic flux quantum per unit.
Due to the Zeeman effect, each LL is further divided into spin-up and spin-down levels
separated by Zeeman energy, and the electron energy is now written as




















Fig. 2.2 (a)(b)(c)(g∗ < 0)
2.2 Quantum Hall effect
2.2.1 Integer quantum Hall effect
Experimental measurements of the (integer) quantum Hall effect (QHE) is shown in Figure2.3.
QHE is one of the most compelling phenomena that occur in a 2DES under a strong magnetic
field at low temperature. QHE was first observed by Von Klitzing et al in 1980.[8](Von
klitxing paper). They found that the Hall resistance exhibits remarkably precise quantization
and plateaus in a certain region as a function of the magnetic field. In this regions of magnetic
field, the Hall resistance is given as Rxy = (h/e2)/ν , and the diagonal resistance vanishes:
Rxx = 0.
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Fig. 2.3 The Hall and longitudinal resistances measured in a 2DES in a GaAs/AlGaAs
heterostructure Hall bar device as a function of magnetic field at 43 mK
















Fig. 2.4 Left: A schematic of the Hall bar device. Right: A cross-section view of energy
diagram when the Fermi energy level lies between two Landau levels
Edge channel picture is the most prominent and useful picture to explain the QH physics[16,
17]. In this picture, one dimensional current, called edge channels are formed along the
edge of the Hall bar (Fig.2.4). To evaluate how much current the edge channels carry, let us
consider one dimensional eigenstate φ( j) and eigenvalue E j satisfying the Hamiltonian2.11.
















Since the current carried by this eigenstate is dI = ev j,k(dn/dE) jdE the current carried
















The quantization of the Hall resistance and the zero longitudinal resistance can be
understood by applying Landauer-Büttiker equation2.24[18, 19]to the Hall bar structure
displayed in Fig.2.4. The perpendicular magnetic field is adjusted so that n edge channels are
present. When the current I flows from the terminals 1 to 4, and contacts 2, 3, 5 and 6 are
used as voltage probes, the balance between incoming and outgoing current at each contacts
are expressed as























where µ1 µ6 are the chemical potentials at each contacts. From the definition of Hall and



















In a real 2DES sample,such as a semiconductor heterostructure, the back ground potential is
not uniform. This random potential is created by the remote dopants and crystal dislocations.
Fig. 2.5 shows the density of states in a presence of disorder. Disorders create local maxima
and minima in the background potential. Under a high magnetic field the spatial scale of
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the potential roughness is much longer than the magnetic length lB, and the wavefunction of
electrons is localized around the potential maxima and minima. Only in a defined condition
in between the localized states, electron wavefunction can extend over the 2DES. Laughlin











Fig. 2.5 Schematic representation of the Landau levels broaddened into bands by disorders
2.2.2 Quantum Hall Edge State
Many particle picture
In section 2.3, the spatial profile of the edge state was described by one-electron model, which
is based on a assumption that the bare potential bends the Landau levels, and the positions of
the edge states are given by their intersection with the constant Fermi level(Fig.2.4). The
bare potential usually has a gently-sloping edge(formed by the etching process) compared to
the magnetic length λ = (ch̄/eB)1/2[20]. This means that the one-electron picture leads to a
strong separation between edge states, and the relaxation rate between adjacent edge states
are underestimated as presented in Fig.2.4 (a)(b)(c).
When the screening effect is taken into account, the edge profile changes drastically.
Chklovskii[20], Beenakker[21] and Chang[22] showed that the 2DES is devided into strips
of compressible and incompressible states near the edge2.4(d)). At integer filling factor
regions. i.e., in the incompressible regions, the screening effect is absent and the electrostatic
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potential changes by h̄ωc(Fig.2.4(e)). This incompressible regions have a finite width due to
the electric field created by the bare potential. At non integer filling regions, the screening is
strong and the electrostatic potential remains constant throughout the regions. When impurity
is neglectable, the compressible strips are expected to be wider than the incompressible ones.
Subsequently, the electron density profile is no longer step-like, but a gradual decay is
expected at the vicinity of the edge of 2DES (Fig.2.4(f)).
Fig. 2.6 Profile of spinless edge states in the IQHE regime
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2.3 Luminescence of excitions in GaAs quantum wells
2.3.1 Excitons in Semiconductors
In a ideal pure semiconductor, luminescence of excitons is the most prominent emission
process. An exciton is a quasi particle consisting of photo excited electron-hole pair which
are attracted to each other by Coulomb interaction.There are two types of exciton: Frenkel
exciton and Wannier-Mott exciton. Frenkel excition has a small radius, and the spacial
extension of this type of exciton is restricted to a single unit cell(Fig.2.7). Wannier-Mott
type exciton has a large radius (effective Bohr radius), and spatially extend over many
cells(Fig.2.7). This type of exciton can move freely in the crystal. In semiconductors
with large dielectric constant, the electric field screening effect contributes to increase the
Coulomb interaction between electron and hole. Consequently, the type of excitons in most
semiconductor, including GaAs, are Wannier type.
Fig. 2.7 (a)A Wannier-Mott excition with a large spatial extent compared with the size of a
unit cell. (b) A Frenkel exciton with a smaller radius [23].
The minimum required energy to create electron hole pair is equal to the band bap Eg.
Since the created exciton is no longer two independent electon and hole, but a quasi-particle,
its internal energy is lower than Eg. The Schrödinger equation of exciton can be solved in
the same way as Hydrogen atom. The total energy of exciton can be written as















The ground state, where n = 1, corresponds to the binding energy of exciton




where β is the principle quantum number, and u = (me−1 +mh−1)2 is the reduced mass of
the electron and hole masses [24].
Fig2.8 shows the exciton energy dispersion relation expressed in formula2.28 . The
continuous state, where n = ∞ corresponds to the conduction band of free electron.The








Fig. 2.8 The exciton dispersion relation.
2.3.2 Excitons in Bulk GaAs
In group IIV compound semiconductors like GaAs, the crustal has cubic structure. In the
vicinity of the Γ-point, the upper valence band is formed by p-like state, and the conduction
band is formed by s-like states. Therefor the top of the valence band is degenerated into 3
states; heavy hole, light hole and split-off hole, while the bottom of the conduction band
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has no degeneracy. Fig2.9 shows the band structure for GaAs in the vicinity of the Γ-point.
Electron-hole pairs can be excited with photons which have energy greater than h̄ω = Eg.
The excited electron-hole pairs are expected to have equal wave-vectors because the lineasr
momentum of photons are negligible compared to the crystal momentum in the vicinity of the











Fig. 2.9 The typical energy dispersion relations of cubic semiconductor near the Γ-point. Eg
denotes the band gap energy. Note that the heavy hole and light hole bands are degenerated
at K = 0.
2.3.3 Excitons in GaAs Quantum Well
In a quantum well, the overlap between the electron and hole wavefunction is greater than in
the bulk due to the confinement effect. The confinement effect increases in inverse proportion
to the square of the quantum well thickness, and decrease the effective Bohr radius, meaning
that the binding energy increases. Dingle, et al found that the exciton biding energy increases
from 4 meV to 7 meV as the thickness of AlGaAs/GaAs/AlGaAs quantum well becomes
narrower [26].
The effect of quantum confinement on the exciton luminescence becomes prominent
when the thickness of quantum well is comparable to the Bohr radius. GaAs/AlxGa1−xAs
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hetero structure wafer used for the main experiment has a QW with a 15 nm width Whereas
the Bohr radius for GaAs is about 13.5 nm in three dimensions[27]. This leads to the
modifications in the band structure and the exciton properties. In an ideal 2D-system, the
heavy and light holes have different ground energy due to the difference of their masses.
As a result, the degeneracy of heavy and light hole band is resolved, and heavy and light
exciton states can be formed (Fig. 2.10). When taking into account spin, the electrons in the
conduction band have a total angular momentum j = 1/2. Holes, on the other hand have
j = 3/2 and j = 1/2 depending on the degenerated states (Fig. 2.10) [28, 29]. The total
energy of the CB-HH exciton in a quantum well is given as



















Fig. 2.10 Qualitative sketch of the energy dispersion relation in GaAs QW near the Γ-point.
Charged Exciton
As discussed in the previous section, the overlap between the electron and hole wavefunction
is augmented in a quantum well. The consequence is that a state of two electrons and one
heavy hole, called a "charged excition" or "trion", becomes the ground state [30, 31]. In
a quantum well, the charged exciton has sufficiently large binding energy to be stable and
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detectable. In what follows the neutral and negatively charged excitons are denoted by X and
X−, respectively.
Fig. 2.11 shows a simplified picture of the neutral and charged exciton dispersion
relations. In this picture, only a small fraction of neutral excitons within the vicinity of
k = 0 can recombine due to the mismatch in k-vector between the excited electrons and hole.
On the contrary, The charged excitons of large k-vector can recombine into phonons and
electrons, by giving off the momentum to the electrons.
Fig. 2.11 Schematic diagram of (a) neutral and (b) charged exciton dispersion [14]
Because of an enhanced binding energy, trions in QW give more distinct evidence in a
spectrum than bulk trions[32].
Singlet and Triplet States
The ground state of two electron system, where each particle has spin 1/2 and the spin
quantum number S = 1, can be following 4 states;(↑↑),(↑↓),(↓↑),(↓↓). The charged excition,
which again consists of two electrons and a heavy hole, therefore can have 8 states (Fig.
2.12). The states with total electron spin quantum number s = 0 are called singlet, and the
states with s = 1 are called triplet . Since the Pauli exclusion rule requires the electrons in
the triplet state occupy different spatial orbitals, the binding energy of the triplet state is less
than one of the singlet state.
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Fig. 2.12 Schematics of optical transition from eletron to charged exciton(X−).The total
z component spin(Sz) changes by +1 (-1)through the absorption of a circularly polarised
photon σ+(σ−).
The binding energies of the singlet and triplet state excitions exhibit roughly linear
increase as a function of magnetic field due to the diamagnetic response. Because the spatial
extent of the charged exciton is about 2 times larger than the neutral excition, the magnetic
field dependence tend to appears strongly with the charged exciton (Fig. 2.13) [8, 33, 34].
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Fig. 2.13 (a)Photon energies and (b)binding energies as a function of magnetic field of teh
singlet state and triplet state charged excitions. [8]
2.3.4 Effect of Electric Field
A quantum confined Stark effect arises in 2DES as an electric field is applied to it. Fig2.14
shows a schematic illustration of the quantum confined Stark effect process, which is the
case in quantum wells equipped with a back gate [35]. in this process, electron and hole
wave function (red and blue) shift to opposite sides of a quantum well, and the energy gap
between electron and hole ground state is reduced relative to the case in witch the electric
field is absent [36]. The increased spatial separations of the electron and hole wavefunctions




Fig. 2.14 Schematic illustration of Left: the case where the net electric field is zero, and
Right: the case where the electric field is applied along the growth direction. .
2.4 Exciton PL to probe QHE
In a quantum well structure, the overlap of the electron and hole wave function is increased
by the confinement potential. When the thickness of quantum well is comparable to the Bohr
radius, the quantum confinement effect on the exciton luminescence becomes prominent,
and leads to the modifications in the band structure and the exciton properties. It has been
shown that a state of two electrons and one heavy hole, called a "charged excition" or
"trion", becomes the ground state in the quantum well. The luminescence of both neutral and
charged excition have provided further information about the ground state of two-dimensional
electron system (2DES) in a quantum well . Furthermore, the photoluminescence spectrum
of the charged excitons have shown its sensitiveness to the quantum Hall regime, and some
researches which accommodate the spectroscopical measurements have been reported over
the past decades. Fig. 2.15 shows the evident transition of the charged exciton PL at the
quantum Hall regime.
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In this thesis, three types of QH devices were fabricated and used for different measurements.
The details of the devices will be provided in each chapter (Chapter 4 ∼ 6). In this section,
common fabrication processes will be described.
3.1.1 GaAs/AlGaAs quantum well (QW) Structure
Two-dimensional electron system (2DES) can be created by restricting the motion of electron
in one dimension by a potential well. The thickness of the well should be comparable
or smaller than the mean free path (the distance between scattering events). For typical
semiconductors, this thickness is below a few tens of nm.
For the main experiment, remotely doped GaAs/AlGaAs QW wafer was used to create
the 2DES. The wafer was grown by our collaborators Takaaki Mano and Takeshi Noda at the
National Institute for Materials Science (NIMS) in Tsukuba, Japan. The layer structure of
GaAs/AlGaAs QW wafer is ilustrated in Fig.3.1. This wafer has been grown using molecular












15 nm GaAs (QW)
50 nm GaAs 
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n-GaAs (100)
Si: 1~2 × 1018 cm -3
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Vbg
Fig. 3.1 Schematics of optical transition from electron to charged exciton(X−).The total
z component spin(Sz) changes by +1 (-1)through the absorption of a circularly polarised
photon σ−(σ−).
QW
The QW with thickness of 15 nm is created by growing GaAs layer in between layers of
AlGaAs. The band gap energy of GaAs is about 1.5 eV. Whereas, the band gap energy of
AlxGa1−xAs can be controlled by modifying the concentration of Al, x. Figure.3.2 shows
the dependence of the AlxGa1−xAs band gap energy on the fraction x.
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Fig. 3.2 Band gap energies of AlxGa1−xAs in different points of the Brillouin zone plotted
versus the Al concentration [40]
Furthermore, the fraction x can be varied from 0 to 1 without letting the mismatch of
the lattice constants between GaAs and AlxGa1−xAs exceed 0.15 % [41]. This means that
these two materials can be grown on each other without making defects. A large band gap
is desirable for AlxGa1−xAs to confine the motion of electron, however, above an fraction
x about 0.45, the bottom of AlxGa1−xAs’s conduction band is no longer at the γ point. To
avoid the indirect gap and yet augment the confinement effect by QW, a fraction of about 0.3
was used for the wafer.
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Fig. 3.3 Band gap as a function of lattice constant for III-IV binary and ternary compounds
[41]
Back Gate
The wafer was grown on a silicon-doped GaAs substrate (100). The super lattice layers in
between the GaAs substrate and QW has a function as insulation layer, and the substrate
works as a gate. This allow the electron density in the 2DES to be controlled by applying a
perpendicular electric field. Silver paste was used to make ohmic contact with the substrate
and apply a DC voltage (see fig3.9). At low temperature, the gate shows the Schottky-like
characteristic in a current-voltage curve. Within the range where there is no leak current via
the insulation layer, the gate and QW form a capacitor(fig3.13. Thus the electron density in
the QW can be controlled by the gate voltage.
3.1.2 Photomask Fabrication
Prior to the device making, a photomask was fabricated by a laser lithography system and
wet chemical etching. The size of mask is 3 inch square. 4 lithography patterns; mesa, ohmic
and 2 front gate patterns, are written on a one mask. Vernier patterns are formed to improve
the precision of aligning 4 patterns in device fabrication. Fig. 3.4 shows the photomask
patterns.
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Fabrication procedure
The fabrication procedure was as follows.
1. Cr was deposited on a 3 inch square quartz glass substrate
2. Negative photo resist was coated on Cr, and prebaked aiming at vaporization of solvents
in the resist and its solidification
3. The mask patterns are exposed by a UV laser
4. Develop photoresist in a developing solution (TMAH2-381) for 1 min; rinse for 1 min;
dry with N2 gas; post bake for 20 min at 130◦C to harden the resist
5. Chemically etch in H2SO4:H2O2:H2O (5:1:25) cooled to 23◦C
6. Post wash to remove remaining resist
(a) 5 min in acetone; 3 min in isopropanol alcohol; 1 min rinse in deionized water
(b) dry
7. Postclean in H2SO4:H2O for 10 min to remove remaining resist; rinse for 10 min
8. Postbake for 20 min at 130◦C
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Fig. 3.4 3 inch Photomask patterns designed for 10×10 mm wafer. The top left patterns are
for the mesa (Hallbar) , top right for ohmic contacts, bottom left for the transparent front
gates, bottom right for final front gates
Vernier Pattern
To resolve photomask alignment errors smaller than the minimum feature size, vernier
scale patterns are included in the mask design (Fig.3.5). Having these vernier patterns, the
alignment error was less than 2.5 µm. Vernier patterns also allow us to optimize the exposure
time and development time in photography. Fig.3.6 shows the result of the photography
with the too long development time in a case when positive resist was used. With too long
development time, vernier lines become too thin and the gap between lines become wide.




Fig. 3.5 Schematic of our vernier scale. Blue-colored rectangles are mesa patterns, orange
and red coloured rectangles are front gate patterns. The width of short side of rectangles and




Fig. 3.6 image of photography result with too long develop time
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3.1.3 Device Fabrication Process
Mesa
1. Score and cleave the wafer using a diamond tip scriber; cut the wafer into 12 x 12 mm2
square
2. Porewash
(a) 5 min in acetone; 3 min in isopropyl alcohol; 1 min rinse in deionized water
(b) dry
3. bake for 5 min at 110◦C to remove remaining water
4. Spincoat positive resist (MICROPOSIT S1813G)at 4000 rpm for 40 sec. The resist
was removed from a refrigerator 30 min prior to use.
5. Prebake for 3 min at 90◦C to remove the solvent in photoresist
6. Align and the photomask on the wafer using a mask aligner (MIKASA). To improve
the clearness of the image projection, the mask-wafer distance was minimized by
adjusting the mask height where a Newton’s ring was visible.
7. Expose the photoresist with UV light for 12 sec
8. Develop photoresist in a developing solution (MICROPOSIT 351)
(a) test develop time with test wafer by checking the varnier patterns (seet the vernier
patterns in Fig.3.5,3.6)
(b) develop for 40 sec, rince with water for 1min, dry
9. Preclean in Semico Clean 23 for 1 min; rinse in deionized water for 1 min
10. Chemically etch in H2SO4:H2O2:H2O (5:1:25) cooled to 10◦C
(a) Test etch a dummy wafer, calculate the etch rate by measuring the height of etched
mesa with a step profiler
(b) Etch (for 29 sec)until the region exposed to the etchant has been etched down to a
level 50 nm below the QW
11. rinse for 1 min in deionized water, dry
12. Postwash (same as Prewash) to remove remaining photoresist.
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Ohmic contact
Metal electrodes consisting of Ni and AuGe alloy were added on top of the wafer with
photolithography, metal deposition and annealing. Negative resist is ideal for patterning
metal, since it has negative sidewall and removal(lift-off) process is easier. The fabrication
procedure was as follows.
1. Repeat steps 2-3 in the mesa fabrication
2. Spincoat negative resist (AZ5214): slope 3 sec, 3000 rpm for 40 sec, slope 3 sec. The
resist was removed from a refrigerator 30 min prior to use.
3. Prebake for 2 min 30 sec at 90◦C on a hot plate to remove the solvent in photoresist
4. Align and the photomask on the wafer using a mask aligner (MISAKA). To improve
the clearness of the image projection, the mask-wafer distance was minimized by
adjusting the mask height where a Newton’s ring was visible.
5. Expose the photoresist with UV light for 3 sec
6. Postbake for 30 sec at 120◦C on a hot plate
7. Expose the photoresist with UV light without photomask for 13 sec
8. Develop photoresist in a developing solution (NMD-3)
(a) test develop time with test wafer by checking the varnier patterns (seet the vernier
patterns in Fig.3.5,3.6)
(b) develop for 30 sec, rinse with water for 1min, dry
9. Preclean in Semico Clean 23 for 1 min; rinse in deionized water for 1 min
10. Deposit 5 nm of nickel (Ni) onto the wafer surface by electron-beam evaporation at a
rate of approximately 0.2 Å/s
11. Deposit a gold-germanium (AuGe) alloy by resistive evaporation at a rate of approx. 2
Å/s up to a thickness equal to 3/2d, where d is the distance to the QW from the top of
the Hall bar mesa
12. Deposit Ni by electron-beam evaporation at a rate of approx. 0.25 Å/s up to a thickness
of 1/6d
13. Remove photoresist and residual metal in acetone
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14. Postwash (same as Prewash)
15. Cut out 3 devices from the wafer using a diamond tip scriber for test annealing
16. test anneal the 3 devices in H2 environment (Ulvac rapid thermal annealer) at a temper-
ature 380◦C,400◦C and 420◦C for 1 min. Devices annealed at these temperature were
tested at 4k to optimize the annealing temperature. The details of test measurement
will be described in 2.1.5 Device Testing.
Front Gate
Metal front gates were fabricated onto the hallbar after the annealing by the same process for
the Ohmic metal deposition. In the area where the front gate covers the Hall bar, transparent
Au film with a thickness of about 8 nm was deposited. For the other area, 20 nm Ti and 200
nm Au was deposited. The transmittance of metal film in general is given by,
I
I0
×100 = 100× exp(−4πxd
λ
) (3.1)
where, I0 in the input laser power, I is the transmitted laser power, x is the transmission
coefficient, λ is the wavelength and d is the film thickness. Fig. 3.7 shows the transmission
efficiency as a function of the film thickness using the transmission coefficient x = 4.654
(reference value for light with wavelength of 800 nm [42]) The measured transmittance
through the deposited Au film was about 51 % which is equivalent to the transmittance for
about 8 nm thick film.
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Fig. 3.7 transmittance of deposited Au film as a function of thickness for light with wavelength
of 800 nm adopted from
Fig. 3.8 Quartz glass partially covered with Au film (left side)
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3.1.4 Device implementation
The fabricated devices are mounted on either chip carrier (Cosmotec, Fig.3.9) or printed
circuit board (Fig. 3.11, 3.12).
Chip Carrier
The devices for annealing test were glued onto the 8-pin chip carrier using silver paste
(Dotite). Ohmic terminals were bound to the gold contacts of the chip carrier with AL wires
using a manual ultrasonic wire bonding machine (West·Bond).
Fig. 3.9 Left: One device glued and bonded with Al wire onto a chip carrier, Right: Photo-
graph of the device used for annealing temperature test
Chip Carrier Holder Equipped with Coaxial Cables
The insertion loss between terminals of the chip carrier is greater than 50 dB at 1 GHz.
For the time-domain experiments, where a pulse voltage with a shirt rising time ( 1 ns) is
applied to the sample, a self-made chip carrier holder was used (Fig. 3.10). This holder can
be equipped with 4 coaxial cables (COAX). Stress relief contacts (Anritsu K110-1-R) are
clamped to the copper core of the coaxial cable. The chip’s electrodes were connected to the
stress relief contacts by aluminum wires which were bonded using a West Bond manual wire
bonder. Using this holder, the insertion loss between terminals are improved to ∼ 10 dB at 1
GHz and ∼ 30 dB at 3 GHz. The experiments presented in chapter 4 were performed with
this holder.
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Coaxial cable
Sample
Fig. 3.10 Photograph of the chip carrier holder
PCB
The sample space inside the dilution refrigerator is limited, and the chip carrier holder can
not be used with optical measurement system as it is. To miniaturize the sample holder and
incorporate the optical components into the measurement system, 2 kinds of printed circuit
boards were designed at laboratory and manufactured by P-Ban.com (Fig. 3.11, 3.12). PCB1
has 8 DC lines , and can be equipped with 5 SMA coaxial cables. PCB2 has 8 DC lines
and one coplanar waveguide line. High frequency voltage signals are transmitted from the
coaxial connector to the device through the waveguid. The insertion loss through there PCBs
is equivalent to the loss with the chip carrier holder. The device implementation method is as
follows: A device chip is first glued onto a copper board, which will be screwed to PCB. The
Ohmic terminals and front gates were then bound to the gold contacts of the PCB with Al
wires.
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Fig. 3.11 Photograph of the PCB1
waveguide
Fig. 3.12 Photograph of Left: PCB2, and Right: the device mounted on the PCB2
3.1.5 Device Testing
The characteristics of the fabricated devices were tested by two-terminal resistance measure-
ment with DC current and lock-in measurement with AC current. The tested characteristics
are as follows.
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Ohmic Contact and Back Gate
The quality of the ohmick contact between all the metal electrodes on top of the device and
the 2DES was first tested. If the annealing procedure is properly done, all the electrodes have
linear current–voltage (I-V) curve as with Ohm’s law. The I-V curves and resistances were
measured by two-terminal resistance measurement with DC current. A resistance between
the electrodes of less than 1 kΩ is ideal to perform a Hall measurement described later.
The back gate can be used to alter the electron density in the 2DES within the range where
there is no leak current through it, so it is essential to test the robustness of the back gate.
The leak voltage was measured by connecting all the electrodes to ground, and measuring
the current through the electrodes and the back gate while applying a voltage. The behavior
of a ideal back gate is Shottly-like as plotted in fig. 3.13. The devices used for the main
experiment have the non-leaking range from around -6.5 V to 5 V.
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Fig. 3.13 Shottky-like behavior of the back gate: back gate voltage dependence of the leak
current was measured at 4.2 K
Electron density and mobility
The 2DES density and mobility were tested with the devices which satisfy the desired
condition for the Ohmic contact and back gate leak voltage. As described in Chap.2, the













A lock-in measurement with AD current was performed to detect the the longitudinal
and transverse resistance. A schematics of the measurement setup is shown in Fig.3.14. The
device was cooled down to 4.2 K, and a perpendicular magnetic field 0.1 T was applied in a
Oxford refrigerator with a superconducting magnet. Three Lock in amplifier were used , one
of which provides a oscillating source voltage with a frequency of 13 Hz. A high signal to
noise ratio was achieved at this frequency.Two resistances were installed in between the lock
in Amp 1 and the device; one was 100 MΩ resistor which stabilize the source drain current
despite the change in the resistance of the device, the other one was a high precision resistor

















Fig. 3.14 Diagram of the measurement circuit
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The density and mobility calculated by the measured resistances are plotted below.
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Fig. 3.15 Electron density in the 2DES calculated by Eq.2.10, and measured longitudinal and
Hall resistance














Fig. 3.16 Mobility in the 2DES calculated by Eq.2.9, and measured longitudinal and Hall
resistance
1 2 3 4 5
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3.2 Experimental Apparatus
Low-Temperature Setup
In the QH effect measurement, it is essential to cool the sample down to low temperature
(below ∼ 100 mK for fractional QH effect). This was achieved with a dilution refrigerator
(Oxford). Since the refrigerator used for this thesis dose not have a glass window, the
illumination and collection light were guided through optical fibers. Optical microscope was
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Fig. 3.18 Left: photograph of the optical components located inside the dilution refrigerator.
Right: diagram of the Optical Components.
The optical excitation is provided by a Ti:Sapphire laser. The laser is coupled to either
multi-mode or single mode optical fiber, which guide the light to and from sample space.
The guided laser is decouple to free space and focused to the sample inside the refrigerator.
The reflection of the excitation laser and emitted photo luminescence from the sample travel
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directly upward and encounter a beam isolator consisting of a quarter-wave plate and a
polarizing beam splitter. The light which can travels through the isolator is σ+ polarized,
corresponding to the recombinations of electrons in the bottom Zeeman level when the
magnetic field pointed downward. In Fig.3.19, the optical transitions which can be measured
with this setup are illustrated.
Fig. 3.19 Energy diagram of the singlet and triplet state excitons with σ− excitation
Micro and Macro Illumination
As shown in Fig. 3.18, a single mode and a multi-mode optical fibers were installed to guide
the illumination laser. Schematics of the two illumination systems are shown in Fig. 3.20.
For what follows in this thesis, the systems with micro and macro illumination spots are
called confocal and semi-confocal system respectively. The diameters of the illumination
spot on the sample with these systems are ∼ 1 µm and ∼ 160 µm respectively.










Fig. 3.20 Schematic of Left: confocal, and Right: semi-confocal system
3.3 Experimental Resolution
The resolutions of the measurement setups constructed in this thesis are listed in the table
below 3.1.
Table 3.1 List of the resolutions
Resolutions
Monochromator Measurement Spacial (µm) Energy (meV) Time (ps)
FHR1000 PL 0.9 0.03
FHR1000 TRPL 0.9 180
MS3504i PL 0.9 0.12
MS3504i TRPL 0.9 38
Spectral Resolution
The wavelength resolution of a system is mainly determined by the grading constant(lines/mm)
and the entry width (slit width or fiber core diameter). Light from neon lamp was used to
experimentally measure the spectral(energy) resolution.
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Spacial Resolution
The single mode fiber was used to collect the PL from the sample (Fig. 3.18). The PL
emission goes through the objective lens to be collimated. By using the Rayleigh criterion





where, λ and NA are the wavelength of the light and the numerical aperture fo the single
mode fiber. With the typical wavelength of the charged exciton PL 809 nm, the spacial
resolution works out at 0.9µm.
Temporal resolution
The temporal resolution of time-resolved PL spectroscopy was evaluated from the instrument
response function. The reflected excitation pulse laser was measured and used as the
instrument response function.
3.4 Experimental Techniques
3.4.1 Low temperature measurement
QW sample must be cooled down at lest below temperature where the binding energy is
bigger than the thermal energy(noise source). In this research I used a dilution refrigerator
which can achieve 30 mK The cooling and preparation process was as follows:
At Room Temperature
1. Screw the PCB implemented with the Hall bar device to the piezo scanner. Since the
piexo positioner produce vibration while moving, double nut nut and washer were used
to prevent the positioner from loosing the screws. A copper thermal anchor cable is
connected
2. Measure the capacitance of the piezo positioners; typical capacitance at room tempera-
ture is approx. 1050 nF
3. Align the single mode fiber and multi mode fiber spots(Fig)
4. Align sample position with the positioners (Fig)
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5. Close sample space and measure the capacitance again
6. Postwash (same as Prewash) to remove remaining photoresist.
Fig. 3.21 Image of the sample recorded by a CCD camera at room temperature. The sample
was illuminated with multi-mode fiber spot, the diameter of which is approximately 150 µm
at 4K
Since the piezo positioner produce heat while moving, sample alignment need to be performed
before cooling down below 1K. Magnetic field, tipicaly 6 T is applied to increase the PL
intensity of the charged exiton.
1. After cooling the dilution unit down to 4.2K, measure the capacitance of the piezo
positioners; typical capacitance at room temperature is approx. 200 nF
2. Find QW and bulk PL peak with semi-confocal system, which has a longer focal length.
Move Z positionier to focus and achieve the maximum PL intensity.
3. Find QW and bulk PL peak with confocal system, which has a shorter focal length.
Move Z positionier to focus and achieve the maximum PL intensity.
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3.4.2 Time-Resolved Photoluminescence Measurement
Rate Equation
Fig. 3.22 A diagram of decay process for three stats system.|0⟩ , |1⟩ and |2⟩ represent the
electron in the valence band (ground state), the charged exction state, and the excited electrons
and a hole state, respectively.
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where,τR and τNR represent the radiative and non-radiative decay time, N0(t),N1(t),N2(t)
denote the number of states at |0⟩ , |1⟩, |2⟩ levels, respectively. By assuming that the excitation
pulse is delta function δ (t), and the PL intensity of the charged excition is proportional to
the number of state at the exciton level, we get























In the time-resolved photoluminescence measurement, the excitation pulse and the emitted
luminescence suffer from the dispersion by the measurement instrument.
In this thesis, the instrument response function was obtained by measuring the temporal






delivered by the rate equation 3.10, and the measured time response of the luminescence






where, IIRF(t) is the instrument response function. For the instrument response function,







where t0 is the time of the excitation, and ts is the dispersion of the Gausian function.

Chapter 4
Dynamics of Ecxited Edge State
Investigated by Time-Domain Transport
Measurements
4.1 Review of Quantum Hall Edge State
When a strong perpendicular magnetic field is applied to the two-dimensional electron system
(2DES), the orbital degree of freedom of the electrons in the bulk region is quantized and
does not contribute to the transport. However, electrons in the edge region can flow without
backscattering, leading to a zero longitudinal resistance [44]. Moreover, one can induce a
non-equilibrium charge-density wave packet, also called edge magnet plasmon (EMP) into
the QH edge channels by applying a radio-frequency electric field. EMP can propagate
along the QH edge without dissipation or decay over the distance of millimeter order[45].
The intriguing one-dimensional properties of edge channels and their charge-density wave
packets, such as coherent dissipationless transport and power-law behavior, have inspired
extensive theoretical and experimental research[46, 47, 22, 48, 49, 45, 50].
Most experimental investigation on the non-equilibrium edge state has been conducted
with measurements of charge transport through ohmic contacts, and the study of detection
by a capacitively coupled contact is very limited[49, 45, 47]. The advantage of using a
capacitively coupled contact as a detection method is that the detected edge state keeps
propagating after it passes the capacitive contact. This allow one to measure the propagation
of the non-equilibrium wave packet multiple times at different positions. Therefore, the
detection of the QH edge by capacitive coupling is not only of interest for the non-destructive
measurement technique, but also for wider field of edge state research.
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In this chapter,waveform measurements of charge-density wave packets through a capaci-
tively coupled gate electrode will be demonstrated.
4.2 Experimental
4.2.1 Sample
A GaAs/AlGaAs single heterostructure was used to create 2DES. The as-grown electron
density and mobility at 45 mK are 2.3× 1011 cm−2 and 1.3× 106 cm2/(Vs), respectively.
Using photolithography and electron-beam lithography, we fabricated the device shown in
4.1. The fabrication process was as described in chap3. The center gate connected to a direct
current (dc) voltage source can deplete the electrons under the gate with the application of a
negative center gate voltage VC. Thus, a change in VC can alter the path of the edge channel
from the injector to either of the two detectors, DT or DR. We define transmission as the
path along which a charge-density wave packet is transmitted through the center gate and
reflection as the path along which a charge-density wave packet is reflected by the center
gate. The injector, DT, and DR are front gate electrodes made with 20- and 80-nm-thick
Ti and Au. They are capacitively coupled with the edge channels in an equivalent manner.





























Fig. 4.1 (a) Schematic of our device. Orange-colored ohmic contacts and yellow-colored
front gates were fabricated in the gray-colored 2DEG bulk region. Red lines show the paths of
the edge channels. (b) Scanning electron microscopy (SEM) image of the injector. (c) SEM
image of the center gate region. An injector front gate is used to apply a voltage and excite
chargedensity wave packets in the edge channel. Detectors DT, and DR are used to measure
the charge packets. By applying a negative center gate voltage, VC, the two-dimensional
electrons beneath the center gate can be depleted, and the paths of the charge packets can be
switched between detectors DT and DR. The direction of the edge channel is indicated by
the red arrows. lT ¼ 65 lm, lR ¼ 1:3 mm, and lC ¼ 65 lm, where lT; lR; and lC are the edge
channel length between the center gate and DT, that between the center gate and DR, and
that along the center gate.
A voltage signal from a function generator is transmitted to the injector to excite a charge-
density wave packet, which propagates along the edge channel in the directions indicated
by blue arrows in Fig 4.1. DT and DR are connected to an oscilloscope at room temperature
through a coaxial cable. The voltage signals measured by the 200-MHz bandwidth oscillo-
scope from DT and DR are VT and VR, respectively. No filters or amplifiers are introduced
between the detectors and the oscilloscope. The experiment was performed with a magnetic
field Bz = 9.5 T applied along the z axis perpendicular to the 2D plane. In this condition, the
Landau-level filling factor ν is unity. The typical base temperature is ∼ 45 mK.
4.2.2 Protocol
In order to excite a charge-density wave packet, a square voltage wave was applied to the
injector front gate. A typical input voltage Vin was measured by the oscilloscope by direct
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connection to a signal generator( Fig. 4.2). The typical rise and fall times of the square
wave are a few nanoseconds. As we will discuss the waveforms observed at DT and DR in
relation to the time derivative of Vin, i.e., dVin/dt, here we show dVin/dt in Fig.4.3(c), which
was numerically obtained time derivative of the waveform of Fig.4.3(c). The waveform of
Vin has slight under- and overshoots. Thus, the time derivative dVin/dt of this square wave
has positive and negative peaks corresponding to the rising and falling of the square wave,
respectively, and has a small negative peak right after the sharp positive peak at t ∼ 1 ns in
Fig.4.3(c), originating from the overshoot of the square wave.
Center gate voltage VC (V)




















Fig. 4.2 Source–drain current Isd as a function of the center gate voltage VC at ν = 1, B = 9.5




























































Fig. 4.3 (a) Schematic of the measurement. (b) Top: waveform of the applied voltage signal
to excite the edge state, and Bottom: typical waveform of the voltage signal measured at
detector DT . (c) Top: waveform of the applied voltage signal to excite the edge state, and
Bottom: typical waveform of the voltage signal measured at detector DR.
The experimental procedure was as follows: First, we injected square waves with ampli-
tudes of 0.5 V and duration times of 5 ns. With these square waves, a charge wave packet is
excited in the edge channel and propagates along the edge. We measure the waveforms at DT
and DR. We repeatedly performed single-shot measurements 6000 times, and these averaged
data are displayed in Fig.4.4 and 4.5. When VC is close to ∼ 0 V, a voltage signal was only
detected at DT [Fig.4.4(a)], and no signal was detected at DR [Fig. 4.5(c)]. All waves were
transmitted through the center gate because the edge channel was connected to DT but not to
DR. By decreasing VC, the amplitude of VT tends to become weak [Fig. 3(b)], whereas that
of VR becomes large [Fig. 3(d)], suggesting that some part of the change-density wave packet
starts to propagate along the edge formed by the center gate to reach the right-hand side of
the sample edge, which is connected to DR. In other words, some part of the charge-density
wave packet is reflected by the center gate. At VC =−0.8 V, no signal was detected at DT
because the center gate was closed and all charge-density wave packets were reflected by the
center gate to DR.
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VC = 0.05 V








Fig. 4.4 (a) Waveforms of the voltage VT obtained at DT at Vc = 0.05 V (black) and −0.8 V
(red) as a function of the time t. (b) Vc dependencies of the voltage waveforms obtained from
DT.

















VC = −0.8 V






































Fig. 4.5 (a) Waveforms of the voltage VR obtained at DR at VC = 0.05 V (black) and −0.8 V
(red) as a function of the time t. (b) Voltage waveforms obtained at DR as a function of VC.
All data were obtained at ν = 1, B = 9.5 T, and ∼ 40 mK. The increment in VC for Figs. 2(b)
and 2(d) is 50 mV.
Fig. 4.4 and 4.5 show the observed voltage signals. The waveforms of VT and VR are not
analogous to the waveform of the applied voltage Vin [Fig. 4.3 (b)] but to that of dVin/dt
[Fig. 4.3(c)]. When a square voltage wave is applied to the injector, the electric field,
corresponding to the slope of the local confinement potential U(t), becomes small (Fig. 4.6).
Since the velocity υ(t) of the electrons in the edge channel is υ(t) = 1|e|B
dU(t)
dy [44], υ(t)
becomes temporarily small during the rise time of the square pulse, which creates a local
dense region in the charge-density wave packet. When the applied voltage becomes constant,
i.e., during the flat time region of the square pulse, υ(t) is also constant over time, and the
charge density is constant. Thus, no charge-density wave packet is created. During the fall
time, a local sparse region is created because υ(t) temporarily becomes large. Therefore, the
waveform of the charge-density wave packet is proportional to dυ(t)/dt.
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Con�inment Potential












Fig. 4.6 (a)Top: top view of the 2DES, and Bottom: energy diagram when the front gate
voltage is zero . (b) Top: top view of the 2DES, and Bottom: energy diagram when the front
gate voltage is positive
Since the QH state is incompressible, the electron density in the bulk is constant. Thus,
the change in the charge density corresponds to the deformation of the edge [44]. Dense and
sparse regions of the charge-density wave packet correspond to convexity and concavity of
the boundary. Since DT and DR are capacitively coupled to the edge channel, the waveforms
of VT and VR are proportional to the charge-density wave packet. Note that spin density
waves are considered to be absent in this case. When the filling factor ν = 1, the ground state
is a ferromagnetic state of electrons having only up spin. Under such a strong magnetic field,
Zeeman energy suppresses the reversal of spins necessary to form a spin density wave.










Fig. 4.7 Top: top view in the vicinity of the 2DES edge, and Bottom: Non-self consistent
energy diagram of the lowest Landau levels (red: spin up, blue: spin down) in a confinement
potential U(y)
The VC dependencies of the transmission and reflection of the dense and sparse wave
packets are notable. The peak values of VT and VR for dense and sparse wave packets are
plotted as a function of VC in Fig.4.8(a). For the dense wave packet (red), the transmission
and reflection peaks cross each other at VC ∼ −0.07 V. In contrast, for the sparse wave
packet (blue), it requires a further negative voltage of VC ∼−0.36 V for the transmission and
reflection peaks to cross each other. Note that the value of VC at which Isd sharply decreases
is VC ∼ −0.46 V [Fig. 2(a)]. In the classical excitation model, the dense wave packet has
higher chemical potential than the sparse packet due to its high electron density. Thus, the
dense packet is expected to penetrate a potential barrier. However, this model is inconsistent
with the results. One of the possible explanation is that some electrons are excited to higher
Landau levels when the dense region is created by the rising part of the square wave. In
contrast, the electrons in the sparse region cannot be excited because there are no states. In
other words, the charge-density wave packets are excited so strongly that the electron–hole
symmetry is broken. This is consistent with the fact that the waveforms of the dense and
sparse wave packets observed in reflection [the red line in Fig. 3(c)] are more symmetric
with respect to the 0-mV line than those observed in transmission [the black line Fig. 3(a)].
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This may be because all of the electrons excited to the higher Landau levels can be easily
relaxed by the center gate, which functions as a scattering center, for VC =−0.8 V, and they
do not contribute to the reflection signal. In contrast, for VC = 0.05 V, the influence of the
center gate is small, and the the dense wave packet is broader than the sparse wave packet
in transmission. It should also be noted that despite the propagation length of 1.3 mm, the
reflected wave did not experience as much attenuation dispersing as the transmitted wave
























Fig. 4.8 VC dependence of the amplitude of the local minima (blue) and maxima (red) of VR
(open circles) and VT (filled circles) in Figs. 3(b) and 3(d).





































Fig. 4.9 (a) Cross-correlation between VT and VC measured at VC =−0.05 V as a function of
the time lag τ . (b) Average velocity υa of the charge-density wave packet as a function of VC
in units of the speed of light in vacuum, c ∼ 3.00×108 m/s
The time difference δ tR-T between the local maximum in VT at VC =−0.05 V [Fig. 3(a)]
and that in VR at VC =−0.8 V [Fig. 3(c)] is ∼ 3 ns and is equal to the difference in the arrival
times of the charge-density wave packets at DT and DR. Thus, δ tR-T is lC/υC +(lT − lR)/υ ,
where lT, lR, lC, and υC are the edge channel length between the center gate to DT, that
between the center gate to DR, that along the center gate, and the velocity of the edge channel
along the center gate, respectively. Here, lT = 65 µm, lR = 1.3 mm, and lC = 65 µm. Since
lR >> lT, lC and the order O(υ)∼ O(υC), δ tR-T can be approximated by lR/υ , resulting in
O(υ)∼ 4×105 m/s (∼ 1.3×10−3 c, where c is the speed of light).
The local maximum and minimum in VT appear at t ∼ 3 and ∼ 6 ns, independent of
VC [Fig. 3(b)], whereas those in VR shift as a function of VC for VC >∼ 0.4 V and remain
constant for VC <∼ 0.4 V [Fig. 3(d)]. This may be because the velocity changes when the
charge-density wave packet propagates along the center gate electrode, as reported earlier
[49, 50]. To obtain δ tR-T systematically, the cross-correlation of VT(t) at VC =−0.05 V with
VR(t) at all VC, i.e.,
∫
VT(t)VR(τ − t)dt, is calculated as a function of VC. Here, τ is the time
lag. A strong positive correlation [the red region in Fig. 4(a)] appears near τ ∼ 3 ns, which
corresponds to δ tR-T. The average velocity υavg = (lC + l2)/δ tR-T between the center gate
and DR is plotted as a function of VC in Fig. 4(c). By decreasing VC, υavg gradually increases
and becomes constant below VC <∼−0.7 V.
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4.4 Summary
Summery of this chapter is as follows:
1. The excitation and detection of charge wave packet at the QH edge state were demon-
strated using capacitively coupled gates. It was shown that when a square wave is
applied to the injection gate, sparse and dense in charge wave packets are induced and
propagate along the edge state.
2. A gate voltage dependence of the charge wave packet velocity was observed. This was
interpreted to due to a screening effect by the metal gate.
3. The dense and sparse wave packets started to reflect at different center gate voltages.
This was attributed to the relaxation of the electrons excited to the higher Landau
levels.
Chapter 5




Fig. 5.1 Left: CAD design and Right: photograph of the sample.
Fig. 5.1 shows the design and photograph of the fabricated sample. The sample was fabricated
from a wafer containing a 15-nm-wide GaAs=AlGaAs quantum well, and equipped with a
back gate to control filling factor ν . The density and mobility were 1.1 × 1011cm−2 and
1.1 × 106cm2/Vs respectively.
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5.1.2 Protocol
A schematic drawing of the measurement setup is shown in Fig. 5.2. The experimental
sample is mounted on a ceramic chip carrier which is thermally anchored to the mixing
chamber of the dilution refrigerator. The optical excitation is provided by a mode-locked
Ti:Sapphire laser. The laser is coupled to an optical single mode fiber, which guide the light
to and from sample space. The guided laser is decouple to free space and focused to the
sample inside the refrigerator. The sample is then illuminated by 3 ps pulse which has a
photon energy 1.58 eV at a repetition rate of 76 MHz. The reflection of the excitation laser
and emitted photo luminescence from the sample travel directly upward and encounter a
beam isolator consisting of a quarter-wave plate and a polarizing beam splitter. The light
which can travels through the isolator is σ+ polarized, corresponding to recombinations of
electrons in the bottom Zeeman level when the magnetic field pointed downward.
The reflection of the excitation laser and emitted photo luminescence from the sample
are collected by the single mode fiber, and sent through an edge pass filter (Semrock) and
into a monochromator ( Horiba FHR 1000). The reflected excitation laser is blocked by
the edge filter to avoid stray light inside the monochlomator. A CCD camera (Princeton
Instruments PyLoN) and a streak camera (Hamamatsu Photonics C10910) are attached to
the axial and lateral exit ports of the monochromator. The CCD camera is cooled down
by liquid nitrogen and provides higher quantum efficiency than the streak camera. During
the µPL measurement, CCD was used to align the sample and identify the charged exiton
luminescence, and the streak camera was used for time-resolving the light.The combination of
monochromator and CCD captured the spectrum over a width of 35.2 meV with a resolution
of 30 µeV. The combination of monochromator and streak camera captured the PL over a
range of 5 ns with a resolution of 180 ps. As the sample was illuminated with the excitation
laser, the temperature inside the sample space increased. The measurements presented in
this chapter were carried out on a 15-nm-wide GaAs/AlGaAs quantum well sample at base
temperature of ∼ 50 mK. The carrier densities of the 2DESs could be tuned between about
0.6×1011 and 1.6×1011 via the back gate.































Fig. 5.2 Schematic of the time resolved µ-PL setup
5.2 Peak Identification
In this section, the measured PL spectra is examined to identify the charged exciton peaks.
To confirm the singlet and triplet peaks, measured data was compared with a previous study
[39], in which PL spectra from a 20-nm GaAs quantum well was examined. Fig5.3 shows
the PL spectra measured in the previous research. They identified the singlet and triplet
peaks and examined the peak intensity behavior. This behavior includes the dehancement
and enhancement of the singlet and triplet intensity at the spin-polarized quantum Hall states
of ν = 2/5,2/3,1. Fig. 5.4 shows the PL spectra taken at 9 T with the sample fabricated for
this PhD research. The two peaks identified as singlet and triple exhibit the same behavior
mentioned above. Since the PL was measured with the confocal illumination and collection
system, the electron density at the PL measurement spot is difference from the density
detected by the transport measurement. For what follow in this chapter, the 2DES electron
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density and the filling factor are calculated by the typical PL spectra at ν = 1,2/3,2/5. The
accuracy of this calculation method is about 2×109cm−2 [8].
Fig. 5.3 Referential PL data reported in [39]
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Fig. 5.4 Charged exciton PL spectra colour plots as a function of back gate voltage measured
at 9 T
5.3 Decay Time of the Charged Excition PL
5.3.1 Singlet State Decay Time at Filling Factor 1
Time-resolved photoluminescence (TRPL) measurements were performed on the singlet
state PL in the vicinity of ν = 1 quantum Hall regime at 9 T. In Fig.5.5, PL spectra and
intensity are again presented within the TRPL measurement range. The typical time-resolved
PL intensity and fit are given in Fig. 5.6. The TRPL signal has been fit with two rise and
a decay exponential function using the convolution of the instrument response (3.12). The
fitted decay times at around ν = 1 are plotted in Fig. 5.7.
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Fig. 5.5 Top: colour map of PL spectra, and Bottom: the peak intensity as a function of the
filling factor
The PL intensity of the singlet state gradually decreases and reaches a minima as a
function of ν untill nu = 1, and then increase (Fig.5.5) . This drop of the PL intensity at
around ν = 1 has been reported and considered to be reflecting the spin polarization of the
2DES; the bound state with spin-singlet electrons is not preferred[39].
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Fig. 5.6 Time-resolved PL intensity of the sin-
glet state measured at ν = 1.092 at 9 T
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Fig. 5.7 Fitted decay times of the singlet state
PL at around ν = 1 with error bars
As shown in Fig. 5.6, the decay curve of the PL intensity has been well fitted, suggesting
a good agreement with the decay model (3.8). Note that the decay time becomes longest at
the vicinity of ν = 1. This behavior is consistent with the week intensity of the PL at the






where, τR and τNR are decay times of radiative and non-radiative recombination respec-
tively [51].
5.3.2 Singlet and Triplet State Decay Time at Filling Factor 2/5
The decay time of singlet and triplet state PL were measured and compared in the vicinity
of filling factor ν = 2/5, where the two PL peaks of the states were clearly detectable. In
Fig. 5.8, the PL spectra color plots and intensities of the singlet and triplet state measured at
9 and 14 T are plotted. As presented in Fig. 5.4, the singlet intensity drops and the triplet
becomes prominent at ν = 2/5. The difference between ν = 2/5 and ν = 1 is that, at around
ν = 2/5 the total PL intensity (sum of the singlet and triplet intensities) does not change.
This suggests that the total generation rate of the charged excitons remains constant, but the
ratio between the rates of singlet and triplet states changes.
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Fig. 5.8 Top: Colour map of the charged exciton PL spectra as a function of filling factor,
and Bottom: PL intensity of the singlet and triplet state as a function of filling factor
Fig. 5.9 and 5.10 show the typical charged exciton PL spectra and the time-resolved PL
intensity measured at 14 T. PL signals have been fit with a single rise and decay exponential
function using the convolution integral (3.12).The fitted decay times at around ν = 2/5 are
plotted in Fig.5.11.














Fig. 5.9 Typical PL spectra of singlet and
triplet state at 14 T














Fig. 5.10 Time-resolved intensity of sin-
glet(red) and triplet(blue) PL
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Fig. 5.11 The decay time of the singlet(red) and triplet(blue) state with fitting errors. The
dotted and solid lines show the date taken at 9 T and 14 T respectively.
As shown in Fig. 5.11 , the decay time for the singlet state is longer than for the triplet
state. This can be attributed to the difference of the overlap integral deriving from the
different spatial orbitals. It is also notable that the decay times of both singlet and triplet
state increase near ν = 2/5. This implies that the overlap of wavefunction is reduced near
the ν = 2/5 quantum Hall regime.
5.4 Summary
Summery of this chapter is as follows:
1. Time-resolved PL measurement was performed on the charged exciton PL in quantum
Hall regime.
2. The decay time for the singlet state was longer than for the triplet state, suggesting that
the overlap of the electron and hole wavefunction in the triplet state is greater than the
singlet state.
3. The decay times of singlet and triplet state PL increased at around ν = 2/5. This
is interpreted to mean that the localization of the electron and hole wavefunctions
diminish the overlap integral in the ν = 2/5 fractional quantum Hall system.
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It should be noted that the energy of the excitation pulse laser used for this experiment
was not resonant with the exciton PL peak energy. To investigate the radiative recombi-
nation process more carefully, time-resolved measurement with the resonant excitation
shall be performed.
Chapter 6





Fig. 6.1 Left: CAD design and Right: photograph of the sample.
Fig. 6.1 shows the photo mask design and photograph of the fabricated sample. The sample
was fabricated from a wafer containing a 15-nm-wide GaAs=AlGaAs quantum well, and
equipped with a back gate to control filling factor ν . The typical density and mobility
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were 3.0 × 1011cm−2 and 0.6 × 106cm2/Vs respectively.The fabrication process was as
described in chapter3. Two front gates were deposited on the QH device made with 20-
and 80-nm-thick Ti and Au. Front gate FG1 is capacitively coupled with the edge channel
and used to inject the charge wave packet. Front gate FG2 is connected to a direct current
(dc) voltage source, and can deplete the electrons under the gate with the application of
a negative center gate voltage VC. Thus, a change in VC can alter the path of the edge
channel. Hall bar width was designed to be 80 µm, wider than 50 µm where coupling
between counter-propagating edge channels becomes significant [52].
6.1.2 Setup
Since we only focus on the PL of the singlet state at around ν = 1, high spectral resolution
to resolve singlet and triple peaks is not necessary. For this reason, a monochrometor with
a shorter focal length 350 mm (SOL instrument. MS 3504i) was used. The combination
of this monochromator and a CCD captured the spectrum over a width of 35.2 meV with a
resolution of 120µeV. Fig. 6.2 shows the schematic of the measurement setup. A voltage
signal Vin from the photo detector (Hamamatsu Photonics) was used to inject the charge
wave packet into the QH edge state. The experiment was performed with a magnetic field
BZ = 6 T applied along the z axis perpendicular to the 2DES plane. In this condition, the
Landau-level filling factor ν is unity. The typical base temperature is ∼ 80 mK. As shown in
chapter the waveform of the charge packet induced by Vin is expected to be proportional to

































Fig. 6.2 Schematic of the measurement setup
































Fig. 6.3 Temporal response of the singlet PL intensity at ν = 0 (red), and the waveform of
the input voltage Vin (black)
6.2 Results and Discussions
6.2.1 Spatial Analysis of the PL at the Non-Excited Edge
The position of the 2DES edge was identified by measuring the PL of the singlet state charged
exciton while scanning Y position with a piezo scanner. Fig 6.4 shows the scan area of the
sample. The step size was 0.25 µm, and the scan speed was 0.37 µm/s. Fig. 6.5 shows the
measured PL spectra as a function of Y position.
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Fig. 6.4 Schematic of the measurement area on the sample
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Fig. 6.5 PL spectra as a function of y position measured by scanning the sample with the
piezo scanner. The origin of the y axis was determined by measuring the reflection of the
excitation laser.
As shown in Fig. 6.5, the PL spectra of the singlet charged exciton starts to change as the
measurement position approaches to the sample edge (y < 6), and disappears (y < 1). This
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may be due to the confinement potential of the sample edge (Fig.2.14). In the vicinity of the
edge, ν = 1 state is above the Fermi level and electrons do not exist in this region; 2DES is
depleted. This results in the dark region at the edge. The area inner than the depletion region
is also effected by the confinement potential. The gradient of the potential creates an electric
field along the y axis, and causes electrons and holes to shift to different directions. This
effect is called quantum confined Stark effect, and decreases the recombination energy and
the overlap integral of the electron and hole [36, 35, 37]. Note that the estimated effective
Bohr radius of the charged exciton is approximately 30 nm [8]. The PL peak shift (∼ 0.6
meV) is reasonable considering the approx. potential gradient of ∼ 0.1 meV/nm, which is
delivered from the barrier height of GaAs (∼ 0.7 eV) and the width of the region where Stark
effect seem to have occurred (∼ 6 µm).














6.2.2 Spatial Analysis of the PL Time Response
Fig. 6.7 shows the time-resolved photolminescence obtained at position y = 12.5. Measured
data was fitted with the convolution integral 3.12, and de-convolbed to produce the PL time
response on the sample. The estimated FWHM of the PL response as approximately ∼ 400ps,
which is shorter than the rise and fall time of the voltage signal Vin.
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Fig. 6.7 Left: Time-resolved PL intensity (red) and fitted curve in a log scale. Right: PL
time response on the sample, delivered from the fitted parameters, and full width at half
maximum.
The quantum confined Stark effec also has an experimentally relevant impact on not only
the PL intensity and peak energy, but also the recombination process of the charged exciton.
Time resolved PL measurement was performed across the edge state to investigate the impact
of the confinement potential on the FWHM of the PL time response ( Fig.6.8). The FWHM
increases as approaching the edge of the sample (y = 0). This is because the decay time of
the charged exciton is reduced by the Stark effect. Nevertheless, the PL response is faster
than the excitation voltage Vin by the an order of the magnitude.
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Fig. 6.8 FWHM of the PL response as a function of y position with fitting error bars
6.2.3 Time and Spatially resolved Observation of the Excited Edge
State
Protocol
Fig.6.9 shows the schematic of the measurement protocol. In this protocol, the sample
is illuminated by 3 ps pulse laser which has a photon energy 1.58 eV at a repetition
rate of 76 MHz, so that the singlet state charged excitons are constantly produced and
recombine. The time difference between the excitation laser and the applied voltage Vin is
varied with the optical delay. The time-integrated PL emission is collected and introduced
into a monochrometor and detected with a CCD camera. In this way, the PL spectra reflect
the 2DES state within the window of the PL FWHM 400 ∼ 440 ps.










Fig. 6.9 Schematic of the measurement protocol
Result






























Fig. 6.10 Color map of PL intensity as function of time and space
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Fig. 6.11 Color map of the PL peak shift as function of time and space
Fig. 6.10 and 6.11 show the PL intensity and the peak shift as function of time and position.
The origin of the y axis was again determined by measuring the reflection of the excitation
laser. In the intensity mapping, a concavity-like pattern was observed. Inside the concavity,
the PL intensity was weaker than the outside of it, but not completely vanished. In the peak
shift mapping , however, the concavity pattern is not present. This suggests that the concavity
pattern can not be attributed to the quantum confinement Stark effect, which decreases the
recombination energy. Another possibility is that the propagation of the charge density wave
along the edge state. In the equilibrium quantum Hall edge state, self-consistent picture
describes the compressible and non-compressible region (Fig.2.6). On the analogy of the
compressible region in the equilibrium case, non-integer filling region can be expected
outside the ν = 1 region. Fig.6.12 shows the PL intensity mapping with the guide lines of
semi-self-consistent picture. Striped and grey colored regions represent the ν ̸= 1 hall and
ν = 1 (in-compressible) regimes respectively. This picture describes that the propagation
of the excited edge state is accompanied by the ν ̸= 1 (not in-compressible) region, which
changes the width.
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Fig. 6.12 Electron density as a function of the distance to the boundary at (top) outside and
(bottom) inside the concavity. Striped and grey regions represent the ν ̸= 1 hall and ν = 1
(in-compressible) regimes respectively.
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6.3 Summery
Summery of this chapter is as follows:
1. Quantum confinement Stark effect was observed in the singlet state PL at the vicinity
of the sample edge. This was attributed to the gradient of the confinement potential.
2. A measurement protocol which utilizes the time and spatially resolved microscopy
was performed. A concavity-like pattern was observed in the PL intensity map plotted
as function of time and space.
3. It was interpreted that the propagation of the excited edge state is accompanied by the
change in electron density and deformation of the confinement potential. This results
provides the experimentally relevant information that supports the Wen’s theory.
Chapter 7
Conclusion and Summary
In this thesis, the dynamics in the quantum Hall regime were investigated using a time-domain
charge transport measurement and a photoluminescence microscopy. In this chapter, the
main results and discussions are summarised.
The time-domain charge transport measurement was performed on a QH device fabricated
from a GaAs/AlGaAs heterostructure wafer. The transport properties of the charge wave
packet (excited QH edge state) were studied at filling factor ν = 1 QH regime. We observed
the waveform of the charge packet, which is proportional to the time derivative of the applied
square voltage wave. Further, we study the transmission and reflection behaviors of the
charge-density wave packet by applying a voltage to another front gate electrode to control
the path of the edge state. It was shown that the threshold voltages where the dominant
direction is switched in either transmission or reflection for dense and sparse wave packets are
different from the threshold voltage where the current stops flowing in an equilibrium state .
From these results, it was interpreted that the dense and sparse regions of the charge-density
wave packet wave packet correspond to convexity and concavity of the boundary of the
two-dimensional electron system (2DES).
We also conducted time-resolved photoluminescence (PL) measurements with a QH
device with a GaAs/AlGaAs quantum well structure to investigate the radiative decay time of
the charged excitons in a QH regime. It was found that the decay time for the singlet state is
longer than the triplet state. Further more, the decay times of the both states reach the longest
in the vicinity of the ν = 1,2/5 regions. This is interpreted to mean that the localization of
the electron and hole wavefunctions diminish the overlap integral in the QH system.
Finally, we performed a novel measurement which utilizes the time and spatially resolved
microscopy.A concavity-like pattern was observed in the PL intensity map plotted as func-
tion of time and space.It was interpreted that the propagation of the excited edge state is
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accompanied by the density wave and deformation of the confinement potential. This results
provides the relevant information that supports the Wen’s theory.
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Appendix A
Variable Temperature Insert
A variable temperature insert (VTI) system with 30 mm sample space was designed at
laboratory, and fabricated at the machine shop in Tohoku university. By introducing He4 gas
into and pumping out from the sample space, the VTI can controls a temperature from 1.5 K
to 300 K.
Fig. A.1 shows the CAD design of the VTI. The outer diameter was designed to fit inside
a liquid helium cryostat (Oxford Instruments). The pressure inside the sample space is can be
controlled with a needle valve and a rotary pump which can be connected to a NW 40 flange
. Non-magnetic stainless steel(SUS316L) and brass were used for the main body material.
This VTI system was not used for the main experiments in this thesis, because a dilution
refrigerator, which can achieve below 100 mK, became available before its completion.






Fig. A.1 Left: CAD design, and Right: Schematic of the VTI
Appendix B
PCB
The PCB used in the main experiment was designed at laboratory with autoCAD and
manufactured by P-ban.com. FigB.2 shows the CAD design.
94 PCB
Fig. B.1 Layout of PCB1 patterns; metal (green), insulating resist (red), drill holes (orange)
and outline (purple)
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Fig. B.2 Layout of PCB2 patterns; metal (green), insulating resist (red), drill holes (orange)
and outline (purple)
