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Abstract
In July 2012, at the Conference on Applications of Graph Spectra in Computer Science,
Barcelona, D. Stevanovic posed the following open problem: which graphs have the zero
as the largest eigenvalue of their modularity matrix? The conjecture was that only the
complete and the complete multipartite graphs. They indeed have this property, but are
they the only ones? In this paper, we will give an affirmative answer to this question and
prove a bit more: both the modularity and the normalized modularity matrix of a graph
is negative semidefinite if and only if the graph is complete or complete multipartite.
Keywords: Modularity matrix; Complete multipartite graphs; Normalized modularity;
Modularity and Laplacian spectra.
1 Introduction
In [9] Newman and Girvan defined the modularity matrix of a simple
graph on n vertices with an n × n symmetric adjacency matrix A
as
M = A− 1
2e
ddT ,
where d = (d1, . . . , dn)
T is the so-called degree-vector comprised
of the vertex-degrees di’s and 2e =
∑n
i=1 di is twice the number
of edges. In [4] we formulated the modularity matrix of an edge-
weighted graph G = (V,W) on the n-element vertex-set V with
an n × n symmetric weight-matrix W – the entries of which are
pairwise similarities between the vertices and satisfy wij = wji ≥ 0,
wii = 0 (i = 1, . . . , n), further,
∑n
i=1
∑n
j=1wij = 1 – as follows.
M =W − ddT ,
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where the entries of d are now the generalized vertex-degrees di =∑n
j=1wij (i = 1, . . . , n). The assumption
∑n
i=1 di = 1 does not hurt
the generality, but simplifies further notation and makes it possible
to consider W as a symmetric joint distribution of two identically
distributed discrete random variables taking on n different values.
The modularity matrixM always has a zero eigenvalue with eigen-
vector 1 = 1n = (1, . . . , 1)
T , since its rows sum to zero. Because
tr(M) < 0, M must have at least one negative eigenvalue, and it
is usually indefinite. For the complete and the complete multipar-
tite graphs, however, its largest eigenvalue is zero, as we will show
in Section 3. In Theorem 1 of Section 4, we will prove that the
modularity matrix of a simple graph is negative semidefinite if and
only if it is complete or complete multipartite. In Theorem 2 we
will extend this statement to the negative semidefiniteness of the
normalized modularity matrix introduced in [4] as
MD = D
−1/2MD−1/2,
where D = diag(d1, . . . , dn) is the degree-matrix. The eigenvalues of
MD are the same, irrespective of whether we start with the adja-
cency or normalized edge-weight matrix of a simple graph, and they
are in the [−1, 1] interval. MD is closely related to the normalized
Laplacian; therefore, our statements have important consequences,
as established in Section 2, for the normalized Laplacian spectrum.
In Section 5, we discuss some other implications of Theorems 1
and 2 concerning the Newman–Girvan modularity of [9, 10] and the
maximal correlation of [2].
2 Preliminaries
First we introduce some notation.
Definition 1 The simple graph on n vertices is complete if the en-
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tries of its adjacency matrix are
aij :=
{
1 if i 6= j
0 if i = j.
This graph is denoted by Kn.
Definition 2 The simple graph on the n-element vertex-set V is
complete multipartite with 2 ≤ k ≤ n partites (color-classes)
V1, . . . , Vk (they form a partition of the vertices) if the entries of
its adjacency matrix are
aij :=
{
1 if c(i) 6= c(j)
0 if c(i) = c(j),
where c(i) is the color of vertex i. Here the non-empty, disjoint
vertex-subsets form so-called maximal independent sets of the ver-
tices. If |Vi| = ni (i = 1, . . . k),
∑k
i=1 ni = n, then this graph is
denoted by Kn1,...,nk.
Note that Kn is also complete multipartite with n partites, i.e., it
is the K1,...,1 graph; therefore, in the sequel, whenever we speak of
complete multipartite graphs, complete graphs are also understood.
In [1] we introduced the normalized Laplacian of G = (V,W) as
LD = I −D−1/2WD−1/2, and in [4, 5] we established the following
relation between the spectra of LD and MD when G is connected
(W is irreducible). Let 0 = λ0 < λ1 ≤ · · · ≤ λn−1 ≤ 2 denote eigen-
values of LD with corresponding unit-norm, pairwise orthogonal
eigenvectors u0, . . . ,un−1. Namely, u0 = (
√
d1, . . . ,
√
dn)
T , which
will be denoted by
√
d. Enumerating the eigenvalues of MD of the
same connected graph in the order 1 > µ1 ≥ · · · ≥ µn−1 ≥ −1, we
have µi = 1 − λi with the same eigenvector ui (i = 1, . . . , n − 1);
further, µn = 0 with corresponding unit-norm eigenvector
√
d.
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The smallest positive normalized Laplacian eigenvalue λ1 solves the
following quadratic placement problem:
λ1 = min
∑
i<j
wij(ri − rj)2 (1)
subject to
n∑
i=1
diri = 0 and
n∑
i=1
dir
2
i = 1. (2)
In [1] we proved that the optimal vertex-representatives r1, . . . , rn
giving the above minimum are the coordinates of the vector
D−1/2u1.
Proposition 1 Let G = (V,W) be an edge-weighted graph, the
weight-matrix of which has at least one off-diagonal zero entry.
Then λ1(G) ≤ 1.
Proof : Since the normalized Laplacian spectrum of isomorphic
graphs is the same (irrespective of the same permutation of the
rows and columns of W), we may assume that w12 = 0. Let us
define the following representation of the vertices:
r1 :=
d2√
d2
2
d1 + d21d2
, r2 := − d1√
d2
2
d1 + d21d2
,
and ri := 0, i = 3, . . . , n when n exceeds 2. These representatives
satisfy conditions (2) and in view of (1):
λ1(G) ≤
∑
i<j
(ri−rj)2wij =
∑
j 6=1(d2 − 0)2w1j +
∑
j 6=2(−d1 − 0)2w2j
d2
2
d1 + d21d2
= 1,
which finishes the proof.
We know (see e.g., [6]) that λ1(Kn) = · · · = λn−1(Kn) = nn−1.
Proposition 1 guarantees that all the other simple graphs have λ1 ≤
1. This was also proved in [7]. In Section 4 we will prove that
equality is attained only for Kn1,...,nk (k < n).
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3 Modularity spectra of complete and complete multipar-
tite graphs
Here we calculate modularity spectra of the exceptional graphs in
question.
Proposition 2 The spectrum of M(Kn) consists of the single
eigenvalue 0 with eigenvector 1n and the number −1 with multi-
plicity n− 1 and eigen-subspace 1⊥n .
Proof : The adjacency matrix of Kn is A(Kn) = 1n1
T
n − In, d =
(n− 1)1n, 2e = n(n− 1), hence
M(Kn) =
1
n
1n1
T
n − In = (
1√
n
)(
1√
n
)T −
[
(
1√
n
)(
1√
n
)T +
n∑
i=2
1 · uiuTi
]
=
n∑
i=2
(−1) · uiuTi ,
where u2, . . .un is an arbitrary orthonormal set in 1
⊥
n . Therefore,
the unique spectral decomposition of M(Kn) is as stated in the
proposition.
Proposition 3 The spectrum of MD(Kn) consists of the single
eigenvalue 0 with eigenvector
√
d and the number − 1n−1 with mul-
tiplicity n− 1 and eigen-subspace √d⊥.
This proposition follows from the characterization of the normalized
Laplacian spectrum of Kn given in [6].
Proposition 4 The spectrum of M(Kn1,...,nk) consists of k − 1
strictly negative eigenvalues and zero with multiplicity n− k + 1.
Proof : The adjacency matrixM of the complete multipartite graph
Kn1,...,nk is a block-matrix with diagonal blocks of all zeros and off-
diagonal blocks of all 1’s. Let V1, . . . , Vk denote the independent,
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disjoint vertex-subsets, |Vi| = ni, i = 1, . . . , k; dl = n− ni if l ∈ Vi;
2e =
∑n
l=1 dl =
∑k
i=1 ni(n− ni) = n2 −
∑k
i=1 n
2
i . Therefore, M is a
blown-up matrix (see [6]) with blow-up sizes n1, . . . , nk of the k× k
pattern matrix P with entries
pij = (1− δij)− (n− ni)(n− nj)
2e
,
where δij is the Kronecker-delta. Consequently, rank(M) =
rank(P) ≤ k. We will prove that its rank is k − 1, it has k − 1
negative eigenvalues, and all its other eigenvalues are zeros. An
eigenvector u belonging to a nonzero eigenvalue λ is piecewise con-
stant with n1 coordinates equal to y1,. . . , nk coordinates equal to
yk. With these, the eigenvalue–eigenvector equation yields that
k∑
j=1
nj
[
(1− δij)− (n− ni)(n− nj)
2e
]
yj = λyi.
Therefore, λ is an eigenvalue of the k×k matrixPN with eigenvector
(y1, . . . , yk)
T , where N = diag(n1, . . . , nk). The matrix PN is not
symmetric, but its eigenvalues are real because of the above, or
else its eigenvalues are also eigenvalues of the symmetric matrix
N1/2PN1/2. It is easy to see that the row sums of PN are zeros:
k∑
j=1
nj
[
(1− δij)− (n− ni)(n− nj)
2e
]
= 0,
i.e.,
k∑
j=1
njpijyj = λyi. (3)
Therefore, zero is an eigenvalue with eigenvector 1k, which gives
another zero eigenvalue of M with eigenvector 1n. Thus, zero is
an eigenvalue of M with multiplicity n − k + 1 and corresponding
eigensubspace of this dimension, including 1n.
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Now we will prove that all the non-zero eigenvalues are negative. In
view of (3),
λ
k∑
i=1
niyi =
k∑
i=1
ni(λyi) =
k∑
j=1
njyj
k∑
i=1
nipij = 0.
Consequently, if λ 6= 0, then ∑ki=1 niyi = 0. On the other hand,
λ
k∑
i=1
niy
2
i =
k∑
i=1
(niyi)(λyi) =
k∑
i=1
niyi
k∑
j=1
pijnjyj =
k∑
i=1
k∑
j=1
pij(niyi)(njyj).
We will show that the right hand side is negative, and therefore, by∑k
i=1 niy
2
i > 0, we get that λ < 0. Indeed,
k∑
i=1
k∑
j=1
pij(niyi)(njyj) =
k∑
i=1
k∑
j=1
[
(1− δij)− (n− ni)(n− nj)
2e
]
(niyi)(njyj)
=
k∑
i=1
k∑
j=1
(1− δij)(niyi)(njyj)− 1
2e
[
k∑
i=1
(n− ni)niyi
][
k∑
j=1
(n− nj)njyj
]
=
(
k∑
i=1
niyi
)(
k∑
j=1
njyj
)
−
k∑
i=1
(niyi)
2 − 1
2e
[
k∑
i=1
(n− ni)niyi
]2
< 0,
which, by
∑k
i=1 niyi = 0, finishes the proof.
Proposition 5 MD(Kn1,...,nk) is also negative semidefinite.
Proof : We have to show that for any x ∈ Rn, xTMDx is non-
positive, where for brevity, MD denotes the normalized modularity
matrix of Kn1,...,nk . In fact,
xTMDx = (D
−1/2x)TM(D−1/2x) = yTMy ≤ 0
for any y ∈ Rn because of the negative semidefiniteness of the mod-
ularity matrix of Kn1,...,nk . Due to the invertibility of the degree-
matrix D (our graph is connected, hence cannot have isolated ver-
tices), the above relation holds for any x as well.
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Furthermore, MD(Kn1,...,nk) has rank k − 1 with k − 1 strictly neg-
ative eigenvalues, and the (n − k + 1)-dimensional eigensubspace
corresponding to the zero eigenvalue looks like
{x :
∑
j∈Vi
√
djxj = 0, i = 1, . . . , k} = {x :
∑
j∈Vi
xj = 0, i = 1, . . . , k}.
(4)
We can use that the vertex-degrees within the partites are the same,
and so, we have a blown-up matrix again.
Note that in the case of k = n, the results of Propositions 4 and 5
exactly provide those of Propositions 2 and 3.
4 The main results and proofs
To prove the main results, we will intensively use the following char-
acterization of complete multipartite graphs, including the complete
graph. Although this is a known result of graph theory, we enclose
the proof as well.
Lemma 1 A simple connected graph is complete multipartite if and
only if it has no 3-vertex induced subgraph with exactly one edge.
Proof : We will call the above subgraph forbidden pattern.
• In the forward direction, a complete multipartite graph can have
the following types of 3-vertex induced subgraphs (not all of
them appear necessarily, only if the size of partites allows it):
– the three vertices are from the same partite, in which case
the induced subgraph has no edges;
– the three vertices are from three different partites, in which
case the induced subgraph is the complete graph K3;
– two of the vertices are from the same, and the third from
a different partite, in which case the induced subgraph has
exactly two edges (called cherry).
8
None of them is the forbidden pattern.
• Conversely, suppose that our graph does not have the forbidden
pattern. The following procedure shows that it is then complete
multipartite. Let the first cluster be a maximal independent
set of the vertices, say V1. We claim that each vertex in V 1 is
connected to each vertex of V1. Indeed, let c ∈ V 1 be a vertex;
it must be connected to a vertex (say, a) of V1, since if not, it
could be joined to V1, which contradicts the maximality of V1 as
an independent set. If c were not connected to another b ∈ V1,
then a, b, c would form a forbidden pattern, but our graph does
not contain such in view of our starting assumption.
Then let V2 be a maximal independent set of vertices within V 1,
say V2. We claim that each vertex in V1 ∪ V2 is connected to
each vertex of V1 and V2. The connectedness to vertices of V1 is
already settled. By the maximality of V2 as an independent set,
any vertex of V1 ∪ V2 must be connected to at least one vertex of
V2. If we found a vertex c ∈ V1 ∪ V2 such that for some a ∈ V2:
a ∼ c, and for another b ∈ V2: b ≁ c, then a, b, c would form a
forbidden pattern, which is excluded.
Advancing in this way, one can see that the procedure pro-
duces maximal disjoint independent sets of vertices such that
the independent vertices of Vk are connected to every vertex in
V1, . . . , Vk−1. At each step we can select a maximal independent
set out of the remaining vertices; in the worst case it contains
only one vertex. The absence of the forbidden pattern guaran-
tees that we can always continue our algorithm until all vertices
are placed into a cluster. This procedure will exhaust the set of
vertices and result in a complete multipartite graph. The point
is that in the absence of the forbidden pattern we can divide
the vertices into independent sets which are fully connected.
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If we proceed with non-increasing cardinalities of Vi’s, then one-
vertex independent sets may emerge at the end of the process.
Moreover, up to the labeling of the vertices and the numbering of
the independent sets, the resulting multipartite structure is unique.
In fact, the above procedure just recovers this unique structure in
the absence of the forbidden pattern.
Now, the answer to the open question follows.
Theorem 1 The modularity matrix of a simple connected graph is
negative semidefinite if and only if it is complete multipartite.
Proof : First we prove that when a simple graph is not com-
plete multipartite, then its modularity matrix cannot be negative
semidefinite. By Lemma 1, a simple graph is not complete multi-
partite if and only if it contains the forbidden pattern. Let us take
such a graph. Since the modularity spectrum does not depend on
the labeling of the vertices, assume that the first three vertices form
the forbidden pattern, i.e., the upper left corner of the adjacency
matrix is 
0 1 01 0 0
0 0 0

 .
It is known that a matrix is negative semidefinite if and only if
its every principal minor of odd order is non-positive, and every
principal minor of even order is non-negative. Since the principal
minor of order 3 of this graph’s modularity matrix is(
1
2e
)3
det

 −d21 2e− d1d2 −d1d32e− d1d2 −d22 −d2d3
−d1d3 −d2d3 −d23

 = 1
8e3
4e2d2
3
=
d2
3
2e
> 0,
the modularity matrix cannot be negative semidefinite. This fact,
together with Proposition 4, finishes the proof.
We are able to prove a similar statement for the normalized modu-
larity matrix.
10
Theorem 2 The normalized modularity matrix of a simple con-
nected graph is negative semidefinite if and only if it is complete
multipartite.
Proof : Now we will prove that if a simple graph is not complete
multipartite, or equivalently, if it contains the forbidden pattern,
then the largest eigenvalue of its normalized modularity matrix is
strictly positive. This fact, together with Proposition 5, will finish
the proof.
Referring to [5], the largest eigenvalue µ1 of MD is the second
largest eigenvalue of D−1/2WD−1/2, whose largest eigenvalue is 1
with corresponding eigenvector
√
d (this is unique if our graph is
connected). Therefore, we think in terms of the two largest eigen-
values of D−1/2WD−1/2. We can again assume that the first three
vertices form the forbidden pattern and so, the upper left corner of
this matrix looks like 
 0
1√
d1d2
0
1√
d1d2
0 0
0 0 0

 .
Then by the Courant–Fischer–Weyl minimax principle:
µ1 = max‖x‖=1
x
T
√
d=0
xTD−1/2WD−1/2x.
Therefore, to prove that µ1 > 0, it suffices to find an x ∈ Rn (n is the
number of vertices) that satisfies conditions ‖x‖ = 1, xT√d = 0 and
for which xTD−1/2WD−1/2x > 0. (The unit norm condition can be
relaxed here, because x can later be normalized, without changing
the sign of the above quadratic form.)
Indeed, let us look for x in the form x = (x1, x2, x3, 0, . . . , 0)
T such
that √
d1x1 +
√
d2x2 +
√
d3x3 = 0. (5)
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Then the inequality
xTMDx =
2x1x2√
d1d2
> 0
can be satisfied with any x = (x1, x2, x3, 0, . . . , 0)
T such that x1 and
x2 are both positive or both negative, and due to (5),
x3 = −
√
d1x1 +
√
d2x2√
d3
is a good choice, which will have the opposite sign. (Note that di’s
are positive, since we deal with connected graphs.)
5 Conclusions
The results of Section 4 have the following important implications.
• In terms of µ1, a result of [2] can be interpreted in the following
way. We use the setup of correspondence analysis, applied to
the symmetric joint distribution embodied by the entries ofW.
Let ψ and φ be identically distributed (i.d.) random variables
with this joint distribution. Say, these discrete random variables
take on values r1, . . . , rn with probabilities d1, . . . , dn (margin of
the joint distribution; the two margins are the same, since W
is symmetric). Then
µ1 = max
ψ,φ i.d.
CorrW(ψ, φ) = max
ψ,φ i.d.
VarDψ=1
EDψ=0
CovW(ψ, φ) = max∑n
i=1
diri=0∑
n
i=1
dir
2
i
=1
n∑
i=1
n∑
i=1
wijrirj,
and the maximum is attained when the values r1, . . . , rn are
coordinates of the vector D−1/2u1. In this setup, the conditions
for the zero expectation and unit variance are analogous to those
of (2). In [2] µ1 is called symmetric maximal correlation. The
results of the present paper show that it is positive if and only if
the joint distribution is not of a complete multipartite structure.
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• The 2-way Newman–Girvan modularity (see [9, 10, 4]) of G =
(V,W) is
Q2 = max∅6=U⊂V
Q(U, U),
where the modularity of the 2-partition (U, U) of V is written
in terms of the entries mij ’s (summing to 0) of M(G):
Q(U, U) =
∑
i,j∈U
mij +
∑
i,j∈U
mij = −2
∑
i∈U, j∈U
mij
= −2[w(U, U)− Vol(U)Vol(U)],
where w(U, U) =
∑
i∈U
∑
j∈U wij is the weighted cut between
U and U , whereas Vol(U) =
∑
i∈U di is the volume of the
vertex-subset U . These formulas are valid under the condition
Vol(V ) = 1; otherwise, they should be adjusted by 2e.
Now we use the idea of the proof of the Expander Mixing
Lemma extended to edge-weighted graphs (see [5]).
With the notation of Section 2 and introducing µ0 = 1, u0 =√
d,
D−1/2WD−1/2 =
n−1∑
i=0
µiuiu
T
i
is spectral decomposition.
Let U ⊂ V be arbitrary and the indicator vector of U is denoted
by 1U ∈ Rn. Further, put x := D1/21U and y := D1/21U , and
let x =
∑n−1
i=0 aiui and y =
∑n−1
i=0 biui be the expansions of x
and y in the orthonormal basis u0, . . . ,un−1 with coordinates
ai = x
Tui and bi = y
Tui, respectively. Observe that w(U, U) =
1TUW1U = x
T (D−1/2WD−1/2)yT and 1U = 1n − 1U ; therefore,
bi = y
Tui = D
1/2(1−1U)ui = uT0 ui−xTui = −ai (i = 1, 2, . . . , n−1).
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Further, a0 = Vol(U) and b0 = Vol(U). Based on these obser-
vations,
w(U, U)− Vol(U)Vol(U) =
n−1∑
i=1
µiaibi = −
n−1∑
i=1
µia
2
i .
Consequently, Q(U, U) = 2
∑n−1
i=1 µia
2
i . Therefore, provided
that the normalized modularity matrix of the underlying graph
is negative semidefinite (or equivalently, our graph is complete
multipartite), Q(U, U) ≤ 0 for all 2-partitions of the vertices,
and hence, the 2-way Newman–Girvan modularity is also non-
positive (in most cases, it is negative). Nonetheless this prop-
erty does not characterize the complete multipartite graphs.
There are graphs with positive µ1 and zero or sometimes nega-
tive 2-way Newman–Girvan modularity.
• Recall that the smallest positive normalized Laplacian eigen-
value λ1 is slightly greater than 1 for complete, equal to 1 for
complete multipartite, and strictly less than 1 for other graphs.
In the case of λ1 < 1 we gave an upper and lower estimate for
the Cheeger constant of the graph by λ1 (see [2]), illustrating
that a smallest positive normalized Laplacian eigenvalue a sep-
arated from zero is an indication of the high edge-expansion of
the graph. In view of the above, this estimation is not valid for
complete and complete bipartite or multipartite graphs. Indeed,
former ones are, in fact, super-expanders, while latter ones are
so-called bipartite or multipartite expanders. By continuity, for
large n, a λ1 close to 1 (from the left) is also ‘suspicious’, as it
may indicate that our graph is close to a bipartite or multipar-
tite expander. The situation can even be more complicated and
also influenced by the upper end (near to 2 eigenvalues) of the
normalized Laplacian matrix, see [6].
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