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INTRODUCTION
A Functional Product is an integrated system consisting of hardware and support systems. The customer of a Functional Product purchases the function that the product supplies, whilst the supplier retains ownership of the product and guarantees a certain level of availability. The supplier provides a service support system that consists of the services that ensure the guaranteed level of availability is achieved. This type of performance based contracting (PBC) is commonly known as "power by the hour" in the private sector and as performance-based logistics (PBL) in defence contracting. They offer benefits to both the supplier and customer and their development requires close collaboration between the two parties. A review of the literature on service design is given in Alonso- Rasgado et al (2004) and a generic methodology for the design of a functional product is presented. The service support system is crucial in providing a stated level of availability of the functional product as without efficient and effective support the availability of the functional product will be solely dependent upon the hardware reliability. The lower the availability of the functional product the less economically beneficial it is. The reliability of hardware has been studied extensively and methods developed have reached an advanced level of sophistication, see Andrews and Moss (2002) and Gnedenko and Ushakov (1995) . The reliability of service support systems has received considerably less attention. Li and Thompson (2009) adopted simulation techniques to assess the service reliability in the context of functional products.
The availability of the Functional Product is dependent on the reliability of both the hardware and the service support system. However, hardware reliability and the service support system, influence each other and are not independent. For example, increasing the reliability of the service support system affects the hardware reliability in two main ways, it reduces the number of system failures in systems with redundancy by restoring subsystems before higher level failures can occur and it reduces the time that the system spends in the failed state through faster restoration.
Since the reliability of the hardware directly determines when and how often corrective maintenance is carried out, as well as being a major factor in determining preventative maintenance schedules, it affects the variation in demand for resources within the service support system. High demand and periods of peaking demand for resources caused by hardware unreliability can lead to increased lead times and thus service support system unreliability as maintenance procedures take longer to complete as they wait for required resources. In turn, the increased service support system unreliability can lead to increasing unreliability of the hardware as described previously, creating a positive feedback loop.
Despite the benefits of a Functional product, in order to be successful, its design must be such that it can achieve the desired availability at a satisfactory cost over its lifetime. This is a problem for potential suppliers as the only available method for modelling service support system reliability and cost, by Li and Thompson (2009) , has some limitations. For example, it does not include some important factors that influence maintenance procedure reliability such as waiting times for common resources between tasks. Neither does it provide a mechanism for integration between the models of a Functional product's hardware and service support system components that would allow the interactions between them to be modelled. In this work an improved model of the service support system, consisting of maintenance procedures and resource provisions, is developed that is able to interact with the system hardware model. This allows the reliability and cost of the service support system to be predicted, and, when later integrated with the hardware model, will enable the availability and cost of a particular Functional product design to be predicted.
MODEL DEVELOPMENT.
Due to the interactions discussed in the previous section, the system hardware and the maintenance procedures and resource logistics within its service support system must all be modelled as an integrated system. Each of these components has complex features that make simulation, rather than analytical techniques, the optimum method to be used for the modelling. In addition, simulation has the advantage that it can be used to produce a wide range of statistical results that are useful in the analysis of a Functional product design. Some of the statistics that can be produced include distributions of maintenance times, maintenance costs and expected resource utilisation. Petri nets were chosen to model the state of both the hardware and service support systems during simulation as they are well suited to modelling these types of dynamic system where state changes occur at discrete intervals and they also allow the interactions between the separate components to be modelled in a simple manner. . In simulation, many trials are carried out where each trial consists of generating random numbers to sample from the probability distributions present in the model and generate a representative outcome for the system. The outcomes from all trials are then used to generate statistics that are representative of the system. Petri nets are a graph based tool that can be used to model the dynamics of many types of system, see Schneeweis (1999) . Specifically, a Petri net is a directed bipartite graph in which each node represents either a transition or place, shown in diagrams as a bar or hollow circle respectively. Directed arcs linking places to transitions are known as inputs and those connecting transitions to places are known as outputs. In addition, multiple input or output arcs can link the same place and same transition, with the number of arcs known as the multiplicity, often represented as a single arc with a backslash through it and a positive integer denoting the multiplicity. Places may contain 0 or more tokens, represented by filled circles, and it is the distribution of tokens through the net, known as the net marking, that determines the state of the system. Each transition is associated and labelled with a time delay which may be fixed or determined from a distribution. When the number of tokens in a place matches or exceeds the number of input arcs, the transition is enabled and will fire once it has remained enabled for the duration of its associated delay, in which case the tokens are consumed from the input places, and deposited in the output places -thus altering the marking of the net and therefore the state of the system. The number of tokens consumed from the input place is equal to the number of input arcs and the number of tokens deposited in the output place is equal to the number of output arcs. If the marking of the net changes and disables a previously enabled transition, then that transition and its delay duration are reset. Only one transition can occur at any instant of time, regardless of the number of transitions that are enabled. An example of a transition, showing the before and after net markings, is shown in Figure 1 . The maintenance of hardware within a service support system depends on maintenance procedures, resources and logistics, and scheduling.
In this work a maintenance procedure is represented by a special type of directed graph named an MP Graph. The graph consists of a source, and a terminal, node, indicating the start and end of the procedure respectively, and intermediate nodes representing tasks. Each task node can be labelled with its input resources, the process carried out and its output resources. The parent nodes of a task node represent its prerequisite tasks whilst its child nodes represent tasks for which it is a prerequisite. Prerequisite tasks that form a prerequisite set for a node are shown by edges that connect to the node at the same point. Each task node can also have two child node sets, where one set is for its failure and the other is for its success. Cycles in the graph show where rework can occur due to the failure of a task. An example of a MP Graph representation of a maintenance procedure is shown in Figure 2 , where task details are omitted and only the task numbers are shown. Task 4 has two prerequisite sets, both task 1 and 2 or task 3 must complete for it to be ready to start. Task 5 has two child node sets, if it completes successfully then it links to the end node, if it fails then it links back to task 3 as shown by the After transition dotted line in the figure. Hence failure of task 5 causes task 3 and 5 to be performed again.
The completion time for a task, the time duration from when it starts after the completion of a prerequisite set and allocation of resources to when it finishes, is modelled through a distribution function whose output is positive real values. Each task is also associated with a reliability value that gives the probability that it completes successfully on each execution.
In order to perform the simulations the MP Graphs are converted into their Petri net representations prior to analysis. Figures 3a,b show the MP graph and Petri net representation respectively for a simple maintenance procedure consisting of one task that must be repeated if it fails. In Fig. 3b places labelled S and E are the 'Initiate Maintenance Procedure' and 'Maintenance Procedure Complete' places respectively. The places labelled AR and RA are the 'Awaiting Resources' and 'Resources Allocated' places respectively. When a token is deposited in the "Initiate Maintenance Procedure" place in Fig. 3b , the transition fires after a delay S MP , corresponding to the time delay for starting the maintenance procedure, and deposits a token in the prerequisite set place of the Petri net representations of the task node in the MP Graph. For the simple example shown this causes an instantaneous transition to occur that sends a request for the allocation of the resources required to complete the task to the Resources Model, and deposits a token in the "Awaiting Resources" place. Once the Resources Model has allocated the required resources and deposits a token in the "Resources Allocated" place, the final transition fires after delay C T . C T represents the completion time for the task and is sampled from a probability distribution. This final transition is a Dual Output transition, a new type of transition introduced here, and deposits tokens in either the prerequisite place, for the end node on success, or to repeat the task on failure (dashed arc), and also notifies the Resources Model that the task has completed. Whether the task completes successfully or not is chosen randomly based on the reliability of the task. If the task completes successfully the final transition fires after a delay E MP , representing any delay in completing the maintenance procedure once the task is complete. The total time taken to complete the maintenance procedure is the time taken from the moment that a token is deposited in the "Initiate Maintenance Procedure" place to the moment a token is deposited in the "Maintenance Procedure Complete" place.
More complex maintenance procedures can be modelled in the same way. As seen in the above example, the Petri net for a maintenance procedure task notifies the resource model that it requires the allocation of resources once it is ready to start, the resources and logistics models then processes this request and once it can allocate the appropriate resources, deposits a token in the "Resource allocation" place of the maintenance procedure task Petri net. This interaction between the maintenance procedure and resource models, along with the processing and data flow within the resource model, is described by the Gane-Sarson, Gane and Sarson (1979) , diagram shown in Fig. 4 . Due to the huge variety and complexity of supply chains, a generic methodology for the internal processing of the resource model is not possible. Two simple models for the "Find Resources" process shown in Fig. 4 have been implemented. To associate a maintenance procedure with the repair of a particular subsystem or component it is necessary to integrate the maintenance procedure Petri nets into the hardware reliability Petri nets. This is achieved through the use of maintenance integration Petri nets which link the 'system down' place in the hardware Petri net to the maintenance procedure Petri net, like those shown in Figs 3a,b . An example of a maintenance integration Petri net is shown in Fig. 5 . Initially, before maintenance has begun, a token is present in the "Maintenance Waiting" place of the Petri net, whilst all others are empty. Depositing a token in the "Start Scheduled Maintenance" place then causes the preventative maintenance transition to fire, depositing a token in the "Initiate Maintenance Procedure" place of the maintenance procedure Petri net (not shown in the figure) . Alternatively, a token can be deposited in the "Inspect System" place which causes the corrective maintenance transition to fire and deposit a token in the "Initiate Maintenance Procedure" place of the maintenance procedure Petri net if a token is present in the "System Down" place within the inspection period, I P .
The "Inspect System" place is removed if failures are revealed, causing corrective maintenance to begin immediately upon failure of the item.
With both corrective and preventative maintenance, once the maintenance procedure is complete and a token is present in its "Maintenance Procedure Complete" place, another transition fires and deposits a token in the "Maintenance Complete Place". This causes the final transition in the generic maintenance integration Petri net to fire, restoring the components within the item (e.g. subsystem) to the "as new" condition and depositing a token in the "Maintenance Waiting" place so that further maintenance can be initiated in the future. The service support system influences the maintenance schedule by deciding when and how often a token is deposited in the "Inspect System" and "Start Scheduled Maintenance" Petri net places.
The final component of the service support system reliability model is the Event Scheduler. Each model generates events that occur at some point in the future of the current simulation time and these must be synchronised so that they are processed in the correct order. For example, the hardware model generates hardware failure events, the maintenance procedure model generates task completion events and the resources model generates resource allocation events. The Event Scheduler is responsible for tracking the simulation time and processing all the events generated, executing them in the correct order.
The model described above has been validated by applying it to standard maintenance procedures. An example of this is given below.
EXAMPLE
As an example of an application of the methodology described a service support system consisting of a single maintenance procedure, changing of a car wheel, has been considered. The MP graph representation of the procedure is shown in Figure 6 where the task numbers are defined in Table 1 . Also included in Table 1 are the input and output resources for each task. In the model normal distributions were used to model task completion times with values for the mean and standard deviation of the distributions assumed. The assumption was also made that task 13 can fail if the wheel bolts are damaged. In that case new wheel bolts would be ordered from a supplier with a lead time assumed. The system was analysed using the techniques described here for various situations. An example of the results is shown in Figure 7a ,b,c where the distribution of the completion time for the maintenance procedure is shown when the number of people undertaking the procedure is a)one, b) two and c) five. The only change to the modelling between the three situations is therefore in the initial number of people available in the resources model that determines the allocation of resources to maintenance tasks as shown by Fig. 3b .
Fig. 7a
In Fig. 7a , since every task requires a person to carry it out and only one person is available, the tasks are carried out sequentially,. The MP Graph shown in Fig. 6 is general and allows for some concurrency. Therefore tasks that would otherwise start whilst another task is being performed are awaiting the allocation of the person occupied by that task. The cluster on the left of the figures corresponds to the completion of the maintenance procedure when task 13 completes successfully at the first attempt, whilst the rightmost corresponds to a failure of task 13 on the first attempt and success on the second. The gap between the two clusters is due to the corrective actions, delay in obtaining new bolts and repeat of task 13. Fig. 7b shows the distribution of completion times for the maintenance procedure for the case when 2 people are available. In this scenario, with an extra person available, some of the tasks can be carried out in parallel. As shown in Fig. 7b , this leads to the clusters of likely completion times to be shifted to the left to lower times with the shape of the distribution largely unchanged.. In the situation when 5 people are available, results in the distribution of most likely completion times are shown in Fig.  7c . This shows a further shift in the distribution to lower times, however compared to the shift between the cases of one and two people available, the difference is far smaller. The reason for the diminishing reduction in completion time as each extra person is added to the available resources is that the number of people is no longer the limiting factor for the number of tasks that can be performed simultaneously and therefore the extra resources are not fully utilised. The limiting factors are that certain tasks cannot be carried out simultaneously due to the scheduling in the maintenance procedure shown by its MP Graph, Fig. 6 , and the limited availability of other common resources.
CONCLUSIONS
The ability to model the reliability of a service support system is important for the development of functional products. To date work in this area has been limited, with a basic simulation model developed by Li and Thompson (2009) . In the work presented here new methods for the representation and modelling of the reliability of a service support system through Monte Carlo simulation and Petri nets have been demonstrated. These techniques are very versatile and allow for many scenarios to be considered as well as the integration of the service support system and hardware models. This is an advance on the earlier model. The techniques adopted have been found to be an efficient and effective means of modelling the system. The maintenance procedure modelling has been verified through application to a number of different maintenance procedures, including the wheel change shown in this paper. Further work is necessary to extend the modelling to maintenance procedures with more complex sequencing constraints, such as maintenance procedures that do not start until the resources for all its tasks are available and task schedules that depend on the intelligent sharing of common resources between different maintenance procedures that are carried out simultaneously.
