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The objective of this paper is to design an efficient electricity consumption forecasting model using stacking 
ensemble technique and Internet of Things (IoT). Two stage process is applied in this paper. In the first stage, fifteen 
forecasting models (Auto-ARIMA, Holt-Winter (Additive), Exponential, Facebook Prophet, Light Gradient Boosting, 
AdaBoost, Support Vector Regression, Decision Tree, Extra Tree, Random Forest, Elastic net, K-Nearest 
Neighbour’s, XGBoost, Linear Regression, Long Short Term Memory) are applied to forecast electricity consumption 
at an hourly and daily level. In the next stage, the best four models are selected and stacked. We have considered the 
dataset of energy consumption by electrical appliances per minute in a house over seven days. The models are 
evaluated using root mean square error (RMSE), mean absolute error (MAE), R-square, and mean absolute percentage 
error (MAPE). The results show that the extra tree performed better among all the algorithms, and stacking further 
improves performance. Elastic net and decision tree algorithms have taken less time as compared to other models 
applied in this study. 
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Introduction 
Electricity is the lifeline of today's world. Due to 
the increase in economic growth, population, 
industrialization, living standard the electricity 
consumption has increased.1 The study2 on 160 
countries over 30 years reveals a correlation between 
electricity consumption and the nation's economic 
growth. As per the World Energy Outlook3, the global 
energy demand will increase by 1.0% compound 
annual growth rate during 2016-2040. Approximately 
27% of universal energy is consumed in residential 
buildings.4 The economic growth of a country mainly 
depends upon manufacturing industries. These 
industries consume a large amount of electricity. A 
shortage of power can cause a decrease in production, 
which results in financial loss. However, surplus 
energy can also create problems. The electricity is 
generated from non-renewable resources like oil and 
coal. Electricity production in excess can cause 
wastage of natural resources (coal and oil). So, proper 
planning of electricity consumption and supply can 
maintain the country's economic stability/growth. 
Electricity load forecasting plays a vital role in 
maintaining the balance between electricity 
consumption and requirement. Load forecasting 
would optimize energy consumption and plan 
household energy needs accordingly, saving solar 
energy and utilizing it optimally. By using IoT smart 
meter data, load forecasting at hospitals, commercial 
buildings, universities, and substation is extensively 
studied in the literature.5,6 The electricity consumption 
can be monitored at house-level/room level/specific 
appliances with IoT devices advancement. The 
electricity companies can also use smart meter data in 
residential areas/commercial areas/cities to 
understand the electricity requirement. The companies 
can utilize electricity forecasting values to address the 
gap of demand and supply, for deciding tariffs7, to 
know the electricity consumption trends at a specific 
time. Another application of a good forecasting model 
is to save money and energy. The amount of money 
that can be saved by reducing a 1% error in 
forecasting for the U.K. power system is £10 million.8 
Designing an electricity forecasting model is not an 
easy job because it depends upon other factors like 
weather, season, and occupancy in the house. Thus it 
is required to design a forecasting model which can 
forecast electricity demand at household level 
efficiently so that utility companies can utilize power 
generation plants maximally, to save energy and 








and oil). We have forecasted a single house's 
electricity consumption using the ensemble of 
forecasting algorithms. In this paper we have applied 
fifteen forecasting models from three categories 
(classical, machine learning, and deep learning) to 
find the best four models. Further, stacking ensemble 
is applied on the best four performing models in place 
of weak models, which improves the performance.  
We have used MAE, MAPE, and RMSE to evaluate 
the applied algorithms. 
The work done in this paper is as follows:  
(i) We have applied various data cleaning 
processes (missing values imputation, re-sampling, 
replacing categorical attributes with numeric values, 
time in seconds to time date format, removing 
irrelevant features, and normalization) to make the 
data ready for forecasting models. 
(ii) We have applied three different types of 
models (classical, machine learning, and deep 
learning)-total of fifteen. Further, Stacking ensemble 
is applied on the best four performing models which 
improves the performance of forecasting.  
(iii) The experimental results shows that stacking 
ensemble performed better among all the models and 
state-of-the-art results in terms of MAE, RMSE, and 
MAPE performance parameters.   
 
Existing Electricity Forecasting Approaches 
Three approaches used to forecast electricity usage 
are (i) Statistical method, (ii) Machine Learning, and  
(iii) Deep learning. Indikawati et al.9 have applied the 
XGBoost gradient boosting algorithm to predict 
households' electricity consumption data like a furnace, 
fridge, kitchen, etc. They have computed the root mean 
square error of the algorithm. Bansal et al.10 have taken 
data from the DECC website and EMA Singapore to 
predict smart meter electricity consumption. They have 
applied a boosted decision tree algorithm, and 
hyper-parameters are optimized using a random search 
algorithm. They evaluated the model based on R-square 
and root mean square error. Rodrigues et al.11 have 
applied Artificial Neural Networks (ANN) to predict 
electricity consumption at hourly and daily level. They 
have considered the data of 93 houses in Portugal over 
six months duration. Yildiz et al.12 have applied  
k-means clustering and SOM to cluster the data into user 
profiles. The data has a large dimension, and for 
reducing the dimension, the PCA algorithm is applied. 
After these steps, the CART classification algorithm was 
applied. The performance was evaluated on the 
normalized RMSE and MAE. Shirke et al.13 have 
applied five regression algorithms namely, logistic 
regression, gradient boosting, random forest, extreme 
gradient Boosting, and support vector machine to 
forecast the energy usages of households. The models 
were evaluated based on RMSE, MAE, R-Square, and 
MAPE. Khan et al.14 have applied the ensemble of CNN 
and LSTM-AE to forecast energy requirements in 
residential and commercial buildings. They have taken 
data from the UCI machine learning repository 
containing 2,075,269 records (measured over a minute) 
from 2006 to 2010. The data were resampled for an hour 
and daily basis. The models were evaluated based on 
MSE, RMSE, MAE, and MAPE. Rajabi & Estebsari15 
have applied CNN (Convolution Neural Network 1-D 
and 2-D), artificial neural network, and support vector 
machine to forecast the load of the residential home. 
They have found that CNN-2D has performed better 
among all the algorithms considered.   
Wu et al.16 have applied Gaussian process, 
support vector regression, linear regression, LSTM, 
and BMKR (Boosting Multiple Kernel Regression) 
models on the two datasets to forecast electricity 
consumption. They proposed two versions of 
BMKR; one is homogeneous in which feature 
space of domain and target are the same. Another 
one is heterogeneous in which domain and target 
are different. Kim & Cho17 have applied GRU, 
Bi-LSTM, LSTM, LSTM with Attention 
mechanism, and a combination of CNN-LSTM 
architecture to forecast electricity consumption in a 
residential house.  Along with these deep learning 
algorithms, they have applied four machine 
learning algorithms also. They have considered 
dataset over four year’s duration. Bogomolov  
et al.18 have applied the random forest algorithm to 
predict electricity consumption at the day and week 
levels. They have reduced the dimension of the 
dataset to 32 without any performance loss. Chen  
et al.19 have applied SVM model to forecast 
electricity load in office buildings. Fong et al.20 
have proposed method to remove noise using 
misclassified recall. After pre-processing (removal of 
noise) decision tree is applied to predict high energy 
usage by appliance in a building. They have found 
that their model performed best among all applied in 
terms of Kappa, accuracy, and running time. They 
have not explored the capability of ensemble 
techniques. Dey et al.21 have applied 10 algorithms 
for forecasting electricity consumption of household 




appliances and compared their performances on the 
basis of RMSE. They found that GMDH-MIA-Linear 
algorithm is performing best among all on the basis of 
RMSE. They have not applied ensemble techniques 
which may improve the performance.  
Meher22 have applied VEC, ARIMA, and VAR 
models to know future demand of the electricity of 
residential from Odisha (India). He found that VAR is 
the best performing model because it gives less error 
as compared to others. He has not explored deep 
learning, and machine learning models which may 
predict more accurately. Estebsari & Rajabi23 have 
applied image encoding technique on electricity 
consumption dataset and further CNN algorithm is 
applied to forecast electricity consumption. They have 
applied various techniques of image encoding and 
found recurrence plot as the best performing model. 
Mukherjee et al.24 have applied KNN, SVR, Logistic 
Regression, and random forest models to find suitable 
algorithm for forecasting electricity. They have found 
that KNN algorithm performed better among all the 
models applied. Andriopoulos et al.25 have proposed a 
model based on CNN and statistical properties of the 
time series dataset. The statistical properties of the 
time series dataset are explored to tune hyper 
parameters of the CNN model. The optimized model 
is used to forecast electricity consumption at hourly 
level for the household. They have considered only 
one model namely CNN, others may be explored to 
find the best one. Gerossier et al.26 have proposed a 
probabilistic model to forecast electricity demand for 
a household at hourly level. The RMSE value of their 
model is 0.289 and MAPE value is 0.38. They have 
applied only one model to forecast, others may be 
tested to find the best one. 
In the literature survey, the forecasting of 
electricity usages in commercial and/or residential 
buildings is done through deep learning and 
machine learning algorithms. The gap is that not 
much forecasting models and their ensemble are 
explored in the past. This paper presents an 
exploratory analysis of fifteen forecasting models 
(Auto-ARIMA, Simple Exponential, Prophet, 
Holt-Winter, Random Forest, Extra Tree, Support 
Vector Machine, Decision Tree, Adaboost, 
XGBoost, LightGBM, Linear Regression,  
K-Nearest Neighbour, Elastic net, and LSTM). 
Stacking ensemble of best four models is applied to 
improve the performance.  
Methods and Materials 
In this section, we will discuss about the dataset 




We have considered a dataset consisting of 
electricity consumption by residential households 
from Jan 01st, 2016 to Jan 07th, 2016 duration. The 
data was captured over a granularity of one minute. 
The dataset is publicly available at the Kaggle 
website.27 It consists of 32 attributes (19 related to 
electricity and 13 related to weather). The total 
number of records present is 503910. The electricity 
consumption is observed over one-minute 
granularity. The dataset description is given in Table 1. 
The gen attribute has a correlation value of 1 with 
solar as shown in Fig. 1. Similarly, the House overall 
attribute is having a correlation value of 1 with use 
attribute. That's why gen and house overall attributes 
are removed from the dataset. 
 
Data Cleaning Process 
To prepare the data for forecasting, various 
preprocessing techniques are applied, which are as 
follows: (i) the time was given in the form of seconds, 
we have converted it into Date Time format (ii) 
attributes like gen and solar have similar values, so 
we find out such attributes in the dataset and 
eliminated. (iii) In the dataset, various attributes are 
representing similar appliances like furnance1, 
furnance2. We have combined such attributes into a 
single attribute. (iv) The missing values were present 
in the dataset, which have been filled by the 
Table 1 — Dataset Description 
Description Attributes Total Records No. of Attributes 
Jan 01st, 2016 to Jan 07th, 
2016 
Per-minute observation 
Electricity related: time, use (kW), kitchen 14, House 
overall (kW),  Living Room Dishwasher (kW), 
Furnance1, Fridge, Garage door, Furnance2 kitchen 12, 
kitchen 38, Barn, Well, Microwave, Solar,  gen (kW), 
Home office,  Wine cellar. Weather-related: dewPoint, 
temperature, cloudCover, pressure, apparentTemperature, 
humidity, visibility, icon, summary, precipIntensity, 
windBearing, precipProbability. 
503910 Total: 32 
18 Attributes related to 
electricity  
13 attributes related to weather  
1-time attribute 




backfilling method (v). The categorical attributes are 
converted into numeric values (vi) The original data 
was observed at a minute level. We resampled the 
data at the hour level and the day level. 
 
Methods Applied 
Firstly, we have preprocessed the data by 
converting the time attribute to time date format 
consisting of date, day, year, and month. The 
attributes with missing values are eliminated from 
the dataset. There are two attributes- furnace1 and 
furnance2; which have been combined to form a 
single attribute. The dataset contains missing 
values that have been replaced with the backfilling 
method. The data were resampled to day level and 
hour level. The categorical variables are converted 
into numerical variables. Once the data is ready for 
forecasting, there are two stages of operations. In 
stage one, classical, machine learning, and deep 
learning forecasting algorithms — total fifteen 
(Auto-ARIMA, Exponential, Facebook Prophet, 
Holt-Winter, linear regression, random forest, 
decision tree, extra tree, light gradient boosting, 
support vector machine, elastic net regression, 
Elastic net, XGBoost, Adaboost, and LSTM) are 
applied to predict the energy consumption of a 
household. The algorithms are compared on the 
basis of RMSE, MAE, R-square, and MAPE. In the 
second stage, the best four algorithms are picked, 
and further stacking of these algorithms is done for 
predicting electricity consumption. We found that 
stacking improved performance. The methodology 
used is shown in Fig. 2. The various algorithms 
applied are as follows: 
 
Auto-ARIMA (Auto-Regressive Integrated Moving Average) 
It is a stochastic model used to forecast future 
values based on previous values.28 ARIMA is 
represented by three parameters (p, d, and q). 
Where q is moving average p is autoregressive, and 
d is the degree of differencing for handling 
seasonality. In Auto-ARIMA, a range of attributes 
are given, and it finds the optimal value from the 
given range.  
 
Facebook Prophet 
Prophet is an open-source tool developed by 
Facebook for time series forecasting.29 Forecasting is 
done based on the additive model where non-linear 
trends fit weekly, daily, yearly, and holiday effects. 
This model can handle data with outliers, noise, and 
unpredictable changes. This model allows the domain 
expert to adjust the parameters for better results. 
Parameters used in our study are: mcmc_samples = 
300, holidays_prior_scale = 0.25, seasonality_mode = 
 
 
Fig. 1 — Correlation map of dataset attributes 
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'additive', seasonality_prior_scale = 0.4, 
weekly_seasonality = True, changepoint_prior_scale 
= 0.01. 
Exponential Smoothing 
This technique is applied to the time-series data 
to convert it into smoothed data. It assigns 
exponentially decreasing weights to the data which 
gets older.30 The more recent data is given higher 
weightage, and older data is given a lower 
weightage. The way of forecasting using 
exponential smoothing is given in Eq. 1. 
. 	 1 .     ... (1) 
where, y  is the forecasted value at time t, α	is	the 
smoothing factor; its value varies between 0 and 1. 
y 	is the actual data of the previous period, 
the	yhat 	forecast for the period before the 
current period. α	close to 1 means the large 
influence of previous data, and close to 0 means 
less influence of the past data. 
Holt-Winter (Additive) 
Holt’s equation was generalized by winters by 
adding seasonality in the Holt’s equation. The 
seasonality can be of two types: additive and 
multiplicative.31 In this model, the recent values are 
given higher weightage as compared to older 
values. The additive model is given in Eq. 2. 
∗     ... (2) 
where, y  is the forecasted value at time t, b is the 
base value,	l is the linear trend, st is the seasonal 
additive factor, and re is random error. 
Linear Regression 
Linear regression is used to find a direct 
relationship between dependent and independent 
variables.32 The association is given in Eq. 3. 
   … (3) 
where, Y is the target variable, X is the dependent 
variable, and b is constant. There can be a positive 
and negative relationship between the variables.  
Fig. 2 — The approach used for forecast electricity consumption on hourly and daily basis 




Support Vector Regression 
It is a technique that belongs to the supervised 
machine learning category33 and can be used for 
both regression analysis and classification. The 
objective is to find a function f(x) such as a 
minimum deviation from the outcome variable. It 
can be written in the form of an optimization 
function, as given in Eq. 4. Parameters used in our 
study are kernel='rbf' and degree=1  
 
‖ ‖                  ... (4)  
 
Constraints are 	 -b≤ ・ and +b- 	≤ ・ 
 
Decision Tree Regression 
This is a supervised algorithm that can be used 
for regression as well as classification. The tree-
like structure is formed in this model.34 It divides 
the dataset into smaller parts and, at the same time, 
builds a tree structure incrementally. Internal nodes 
in the tree represent the test on the dataset's features 
and leave nodes to represent the output. We have 
used max_features = 12. 
 
Random Forest 
This model35 is used for regression and 
classification both. This model is based on multiple 
decision trees. Every decision tree learns from 
random samples of training data with 
bootstrapping. Only some of the features are shown 
to each tree for splitting a node. The average output 
of each decision tree is calculated for the final 
output. This algorithm is robust and easy to use. 
We have used 300 number of estimators and 1234 
as random state hyper parameters in this study. 
 
XGBoost Algorithm 
This is an ensemble of weak learning algorithms 
prone to overfitting, and combining weak algorithms 
will give better performance.36 This algorithm can be 
used for classification as well as regression. Various 
fields found the application of XGBoost like 
ecology, web search, and won many competitions on 
Kaggle. We have used n_estimators=300, learning 




This is a gradient-based algorithm that uses tree 
structure learning.37It grows the tree vertically 
compared to other algorithms that grow tree 
horizontally (level by level). It selects the leaf with 
maximum delta loss. This algorithm's advantage is 
that it can handle large data with less memory and 
produces faster results. We have used learning_ 
rate = 0.1, n_estimators = 1300, and boosting = 
Gradient Boosting Decision Tree parameters in this 
study. 
 
Extra Tree Regression 
This algorithm is an extended version of the 
random forest proposed by Geurts et al.38 which is 
computationally better than random forest. In a 
random forest subset of the training, the set is used 
to train the decision tree, but in extra tree regression, 
each decision tree is trained on the complete training 
set. Another difference is that it selects the features 
along with its values to split the tree. These two 
differences give better performance and avoid over 
fitting. We have used n_estimators = 200, 
random_state = 1234. 
 
Elastic Net Regression 
This model was introduced to reduce the 
limitation of Lasso regression. This model is a 
mixed model of ridge and lasso regression.39 The 
quadratic part is added to the L1 penalty. In this 
tuning, parameter α is present, which can be tuned 
between 0 and 1. If α is zero, it corresponds to ridge 
regression, and one corresponds to Lasso regression. 
We have used alpha = 1.0, l1_ratio = 0.5. 
 
AdaBoost Algorithm 
Also called adaptive boosting. It combines various 
weak learners on the weighted training dataset.40 
Initially, equal weight is given to all the data points. If 
there is a wrong prediction in the first learner, then 
the weight of that data point is increased. Iteratively 
multiple algorithms are added until it reaches the limit 
in terms of models or performance. This algorithm 
can be used for both classification and regression.  
We have used n_estimators = 200, base_estimator = 
DecisionTreeRegresson, and learning_rate = 0.1. 
 
K-Nearest Neighbors 
The algorithm KNN41 can be used for both 
classification and regression. The distance from 
each test and training sample point is calculated, 
and the k nearest neighbor is selected. The majority 
of classes of these neighbors are taken into account 
for obtaining the test input class. It does not use 
training data points to make any generalization and 
is based on feature similarity. It stores the entire 
dataset that it uses for representation. We have used 




Euclidean distance, and the number of neighbors 
taken is 3. 
 
Long Short-Term Memory 
This is a special type of recurrent neural network 
which can handle long term dependencies. A 
recurrent neural network suffers from the problem 
of vanishing gradient. Hochreiter & Schmidhuber42 
developed a model called LSTM. LSTM is 
composed of three gates: (i) input gate — controls 
how much information from current input will be 
passed to cell state (ii) output gate — decides 
which information need to be sent to hidden state 
(iii) forget gate — controls how much information 
from the previous cell, and current input will flow 
into cell state. There are two other components in 
LSTM called cell state (ct), representing the 
internal memory and hidden state (ht) containing 
information of previous states that are used for 
prediction. Parameters used in this study are: 
(Optimizer = 'adam'), activation = 'relu', number of 
epochs = 50, LSTM = 100. 
 
Stacking of Algorithms 
Stacking is an ensemble method in which 
various machine learning algorithms predict and act 
as input to the next level predictor.43 We found the 
Extra tree, random forest, XGBoost, and light 
GBM algorithms performed better among all 
applied. In hourly data, it was found the best 
combination of extra trees, AdaBoost, and light 
GBM in the first layer, and the output of these 
algorithms is given as an input to the random forest 
algorithm. In daily data, it was found the best 
combination of random forest, XGBoost, and light 
GBM in the first layer, and the output of these 
algorithms is given as an input to the extra tree 




We have performed all the experiments on the 
Kaggle notebook using Python language. We have 
used various libraries like pandas, scikit learn, 
NumPy, stats, Keras, matplotlib, and seaborn. Data 
cleaning is done using panda's library. Classical 
models, and machine learning models are 
implemented sci-kit-learn library. Graphs are plotted 
using seaborn library. Electricity consumption data of 
households in a smart home from Jan 1st, 2016 to Jan 
7th, 2016, is taken from Kaggle. The portion of dataset 




The following parameters are used for the 
evaluation of the models applied: 
 
Mean Absolute Error 
This is the average of the absolute difference 
between the predicted value and actual value. The 
calculation of MAE is given in Eq. 5. 
 
	 ∑              … (5) 
 
Root Mean Square Error 
This is computed as taking the square root of the 
average squared difference between the predicted 
value and actual value, as given in Eq. 6.  
 
∑                   … (6) 
 




This is a statistical way of measuring how close the 
data is concerning the regression line. Its value ranges 
from 0 to 1.  This defines the variation in the target 
variable that is explained by dependent variables. Its 
calculation is given in Eq. 7. 
 
	 1                … (7) 
 
where, SSregression is the square sum of regression 
errors, and SStotal is the square sum of total error. 
 
Mean Absolute Percentage Error (MAPE) 
It is the average of percentage errors in forecasting. 
Error is a difference between actual and forecasted 
value. It is easier to understand than another matrics 
because it is presented in the form of a percentage. 
The MAPE calculation is given in Eq. 8. 
 
	
%∑              … (8) 
 
where,  is actual value,  is forecasted value, n 
number of times the summation iteration happens. 
After the data was cleaned and resampled at the 
hourly and day level. Three types: classical, machine 
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learning, and deep learning — a total of fifteen 
models are applied to forecast the electricity 
consumption of a household and best four models are 
ensemble using stacking. The results of fifteen 
forecasting models and one ensemble method 
(Stacking) on the daily forecasting data are given in 
Table 2. Out of all the fifteen models, the extra tree 
performed better among all, giving root mean square 
error value 0.12499, mean absolute error value 
0.08576, R-square value of 0.86480, and mean 
absolute percentage error 10.35057. The next to the 
extra tree is a random forest model, giving root mean 
square error value 0.14499, mean absolute error value 
0.09645, R-square value 0.81808, and mean absolute 
percentage error 11.41637. The worst performing 
model is k-nearest neighbour giving root mean square 
error 0.40480, mean absolute error 0.29017, R-square 
–0.41791, and mean absolute percentage error
30.47510. Out of these fifteen models, the best four
performing models are the extra tree, random forest,
light gradient boosting, and AdaBoost, and then
stacking ensemble was applied. The stacking
ensemble combines various models (also called base
models) via meta-model to improve the performance.
As shown in Fig. 3, data is fed to level 0 models
whose output is given as input to the level 1 model.
At level 1, the extra tree algorithm is used. Stacking
improved the results, giving root mean square error of
0.10540, mean absolute error 0.08475, R-square value
0.92343, and mean absolute percentage error 8.59440.
We have tried various combinations for level 0 and
level 1 and found that AdaBoost, random forest, and
LGBM at level 0 and extra tree at level 1 are giving 
better performance. 
The results of fifteen forecasting models and one 
ensemble method (Stacking) on the hourly forecasting 
data are present in Table 3. Out of all the fifteen 
models, the extra tree is performing better among all, 
giving root mean square error value 0.20776, mean 
absolute error value 0.10219, R-square value of 
0.93646, and mean absolute percentage error 
12.02758. The next to the extra tree is the light 
gradient boosting model, which gives a root mean 
square error value of 0.21530, mean absolute error 
value of 0.10832, R-square value of 0.92805, and 
mean absolute percentage error of 12.96347.  Out of 
these fifteen models, the best four performing models 
are an extra tree, random forest, light gradient 
boosting, and XGBoost is selected, and the stacking 
ensemble is applied. The stacking ensemble combines 
various models (also called base models) via meta-
model to improve the performance. As shown in 
Fig. 4, data is fed to level 0 models whose output was 
Table 2 — Performance comparison of fifteen regression models on daily forecasting data 
Models RMSE MAE R-Square MAPE Time Taken (s) 
Auto-ARIMA 0.14865 0.11719 0.43647 19.31362 50.84000
Exponential 0.22463 0.17438 −0.28681 20.90232 0.310700
Prophet 0.17977 0.13929 0.17577 21.91200 13.43820
Holt-Winter 0.15765 0.12382 0.36617 19.32949 0.32170
LR 0.28409 0.20258 0.30164 24.20845 0.01200 
RF 0.14499 0.09645 0.81808 11.41637 1.56089
SVM 0.33990 0.25806 0.00030 29.56340 0.01724
DT 0.23350 0.15435 0.52822 18.73307 0.01232 
XGBoost 0.16652 0.09317 0.76006 11.18346 1.09400
Extra Tree 0.12499 0.08576 0.86480 10.35057 0.61340 
LGBM 0.18584 0.11547 0.70117 12.97763 0.90744
Elastic Net 0.34827 0.26562 −0.04953 30.30201 0.00956 
KNN 0.40480 0.29017 −0.41791 30.47510 0.21690
AdaBoost 0.14940 0.09236 0.80685 11.52736 1.07660
LSTM 0.23311 0.17205 −0.38579 22.06227 10.63260
Stacking 0.10540 0.08475 0.92343 8.59440 2.58840
Fig. 3 — Stacking of models on daily data 
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given as input to the level 1 model. At level 0, extra 
tree, AdaBoost, and light GBM models are used. At 
level 1 random forest algorithm is used. Stacking 
improved the results and giving root mean square 
error 0.18066, mean absolute error 0.10196, R-square 
value 0.94221, and mean absolute percentage error 
10.70761.LSTM couldn't produce better predictions 
than Statistical models and machine learning models 
because LSTM need more data to tune their 
parameters. And, in our case, we have only one-week 
data. We have also computed the time taken by each 
algorithm on both the datasets. It is observed that 
elastic net, decision tree, and linear regression has 
taken less time as compared to other algorithms 
applied but their performance is poor on both the 
datasets (hourly level and day level). Stacking 
ensemble is taking 2.58840 seconds on daily level and 
24.9661 seconds at hourly level.  
The comparison of this work with the approaches 
reported in the literature is presented in Table 4. Our 
models show a 2% improvement from the state of art 
results in terms of RMSE and MAPE. The 
performance shown in Table 4 on existing works is 
achieved by researchers on their own datasets. It is 
observed that stacking can perform better as 
compared to existing work on electricity load 
forecasting.  
Discussion 
Based on result analysis of 16 algorithms on energy 
forecasting of households following insights are as 
follows: 
 
(i) The electricity consumption forecasting at
residential level is required because 87% people
in the world uses electricity. The availability of
data at residential level electricity consumption is
less and consumption depends upon occupant
behavior and other factors also due to which it is
quite challenging to perform forecasting at
residential level.
(ii) In this study, classical, machine learning, deep
learning, and ensemble learning methods have
Table 3 — Performance comparison of fifteen regression models on hourly forecasting data 
Models RMSE MAE R-Square MAPE Time Taken (s) 
Auto-ARIMA 0.53839 0.38481 −0.48214 60.07794 1161.429
Exponential 0.62865 0.54823 −1.02071 40.07622 0.149947
Prophet 0.50571 0.35445 −0.30768 49.47551 734.0000
Holt-Winter 0.79474 0.72184 −2.22953 45.58178 0.13450
LR 0.51791 0.30932 0.58364 54.52883 0.01706 
RF 0.26209 0.13071 0.89338 14.62941 43.5613
SVM 0.72592 0.40098 0.18204 48.52642 5.71709
DT 0.42048 0.20384 0.72556 50.3057 0.24192
XGBoost 0.22530 0.11956 0.92121 17.33116 2.92039
Extra Tree 0.20766 0.10219 0.93646 12.02758 9.63167 
LGBM 0.21530 0.10832 0.92805 12.96347 6.46062
Elastic Net 0.80279 0.48023 −0.00037 56.10739 0.01386 
KNN 0.70743 0.39681 0.22317 49.55058 1.90454
AdaBoost 0.22477 0.10940 0.92158 13.48812 39.6465
LSTM 0.40112 0.19768 0.80356 0.359852 220.513
Stacking 0.18066 0.10196 0.94112 10.70761 24.9661
Table 4 — Comparison with existing Approaches 
Paper RMSE MAPE Approach Used
Indikawati & Zamroni9 0.19904 — XGBoost 
Dey et al.21 0.6323 — GMDH-MIA-linear 
Gerossier et al.26 0.2890 0.38 Probabilistic Model 
Andriopoulos, Nikos  
et al.25 
0.93 — CNN Model 
Khan et al.14 0.47 0.76 CNN-LSTM-AE 
Our Work  0.18066 0.1070 Stacking Ensemble 
Fig. 4 — Stacking of models on hourly data 




been applied to forecast household’s electricity 
consumption at hourly and daily level. The 
stacking ensemble method produces better results 
on both hourly and daily electricity consumption 
dataset among all the algorithms applied. 
Stacking algorithm on the hourly dataset gives 
RMSE value 0.18066, MAE value 0.10196, R2 
value 0.94112, and MAPE value 10.70761. 
Stacking algorithm on the daily dataset gives 
RMSE value 0.10540, MAE value 0.08475, R2 
value 0.92343, and MAPE value 8.59440. 
(iii) The results show that stacking ensemble learning 
algorithm and Extra tree algorithms can produce 
better results on the electricity forecasting 
problems. The stacking ensemble model 
performed 2% better than the state of the art 
results (given in Table 4). 
(iv)   One deep learning algorithm (LSTM), which 
does not produce good results on the dataset 
considered because of the small dataset size. 
(v)   We can apply other deep learning algorithms 
like CNN, Auto encoders, Attention Mechanism, 
Transformers, and their ensemble on the same 
problem in the future. 
(vi)  The algorithms are compared on the basis of time 
taken also, it is observed from the Tables 2 and 3 
that elastic net and logistic regression model has 
taken less time but their performance is poor. 
  Despite the good results produced, there are some 
limitations also, which are as follows: 
(i) This study aims to forecast electricity through 
machine learning, and the Internet of Things 
enabled smart home. Many developed countries 
uses smart meter to monitor the electricity 
consumption of households. But in developing 
countries still, smart meters are not being used. 
Due to this limitation, our approach cannot be 
used for the countries not using smart meter in the 
house.   
(ii) The usage of different types of smart meters by 
customers can lead to inaccurate results of 
forecasting. This study will be applicable to 
customers using a particular type of meter. 
(iii) In this study only one dataset is taken into 
consideration over the small duration.   
 
Conclusions 
In this study fifteen forecasting models and a stacking 
ensemble of the best algorithms (Light GBM, Ada 
Boost, Extra Tree, Random Forest, and XGBoost) on 
the electricity consumption data of a smart home are 
applied. The dataset was preprocessed by handling 
missing values, resampling, removing attributes with 
the same values. The granularity of data measurement 
is minute, and we have resampled the data at the day 
and hour levels. All the algorithms are compared on 
the basis of RMSE, MAE, MAPE, and R2performance 
parameters. We have found that the stacking 
algorithm performed best among all the algorithms on 
a daily and hourly dataset. The extra tree best 
performance values on the daily dataset are MAE 
0.085766, RMSE 0.12499, MAPE 10.35057, and R2 
0.864801, and stacking on this dataset gives MAE of 
0.084746,  RMSE 0.1054038, MAPE 8.59440, and R2 
0.92343. The extra tree best performance values on 
the hourly dataset are MAE 0.1021993, RMSE 
0.2076643, MAPE 12.02758, and R2 0.936459. The 
stacking on this dataset gives MAE 0.101956, RMSE 
0.180658, MAPE 10.70761, and R2 0.94112. It is 
concluded that an extra tree performs better among all 
the algorithms applied on both the datasets, and stacking 
further improves the performance.  In the future, various 
meta-heuristic approaches like moth search algorithm, 
monarch butterfly optimization, elephant herding 
optimization, and earthworm optimization algorithm can 
be applied to extract features from the dataset. Further, 
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