Abstract. We study the following Helmholtz equation
Introduction
Let us consider the electromagnetic Schrödinger operator The magnetic potential A describes the interaction of a free particle with an external magnetic field. The magnetic field that corresponds to a magnetic potential A is given by the d × d anti-symmetric matrix defined by
In geometric terms, it is given by the 2-form dA as
B kj dx k ∧ dx j .
In dimension d = 3, B is uniquely determined by the vector field curl A via the vector product (1.7) Bv = curl A × v, ∀v ∈ R 3 .
We also define the trapping component of B as
and we say that B is non-trapping if B τ = 0. Observe that in dimension d = 3 it coincides with B τ (x) := x |x| × curl A(x).
Hence, B τ (x) is the projection of B on the tangential space in x to the sphere of radius |x|, for d = 3. Observe also that B τ · x = 0 for any d ≥ 2, therefore B τ is a tangential vector field in any dimension and we call it the tangential component of the magnetic field B.
In the sequel, we deal with potentials which vanish at infinity and are possibly singular at the origin. More precisely, we decompose the electric potential as
where V 1 is a long range potential and V 2 is a short-range one which is possibly singular. Regarding to the magnetic part, some analogous conditions will be required for the magnetic field B, the quantity which is physically measurable. However, in order to ensure the self-adjointness of L we need to require some local integrability condition on the magnetic potential A. From now on, we always assume that (1.9) (V 1 + V 2 )|u|
Thus it may be concluded (see [55] , chapter 1 for more details) that L is self-adjoint on L 2 (R d ) with form domain
As a consequence, since the spectrum of a self-adjoint operator is real, we obtain the existence of solution of the equation 
In [23] , [34] , [3] or [12] , the essential self-adjointness of the electromagnetic Schrödinger operator L has also been investigated.
Under suitable assumptions on the potentials, our goal is to prove that there exists a unique solution of the resolvent equation (1.13) (∇ + iA) 2 u + V 1 u + V 2 u + λu = f, λ > 0 satisfying a specific Sommerfeld radiation condition together with some a-priori estimates of Agmon-Hörmander type. We will construct this solution u from the solution of the equation (1.11) . In fact, u will be the limit of u ε in a suitable space, that we will denote by (1.14) u = R(λ + i0)f = lim
We point out that we need two main ingredients for this purpose. On the one hand, the a-priori estimates and Sommerfeld radiation condition for any solution u ε ∈ H 1 A (R d ) of (1.11) will be needed. On the other hand, we shall assert uniqueness of solution of the equation (1.13) if such a radiation condition is satisfied.
It is a simple matter to show the uniqueness result for (1.11) . Letting f = 0, we only need to multiply the corresponding equation by u ε in the L 2 -sense and take the imaginary part. Thus we get ε u ε 2 = 0 and so u ε = 0. Uniqueness criterion for the equation (1.13) presents a more delicate problem. In this case, we shall study the homogeneous electromagnetic Helmholtz equation (1.15) (∇ + iA) 2 u + (V 1 + V 2 ) u + λu = 0 and show that if u ∈ (H 1 A ) loc (R d ) is a solution of (1.15), then u is identically zero. The proof of this result is adapted from [38] or [53] . Nevertheless, as far as we know, it does not seem to appear in the literature for potentials as the one we can treat. Using the multiplier method we prove that u = 0 in Ω = {x ∈ R d : |x| ≥ R} for R > 0 large enough. Then we apply the unique continuation property to deduce that u vanishes in R d . Hence, in order to accomplish this task, we need that the unique continuation property holds for L.
Regbaoui [47] 
with C 2 > 0 small enough and
is an elliptic operator with Lipschitz coefficients such that a jk (0) is real in a connected open subset Ω of R d containing 0, then u ≡ 0 in Ω. Thus for using this result, we will write the magnetic Schrödinger operator L as a first order perturbation of the Laplacian,
and note that u satisfies
The crux of the limiting absorption principle are certain L 2 -weighted a-priori estimates for the operator (L + z) −1 , z = λ + iε, such that are preserved after the limiting procedure. The classical result on the free resolvent case, which is usually denoted by
is due to Agmon [1] and states that the limits
The convergence is uniform for λ belonging to any compact subset of ]0 + ∞[, and the following estimate holds
From this, it may be concluded that u = R 0 (λ±i0)f is the unique outgoing solution of the equation
Later on, Agmon and Hörmander [2] showed that estimate (1.22) held with the L 2 δ norms replaced by the norms
and
The norms |||u||| 1 and N 1 (f ) are known as Agmon-Hörmander norms. We drop the index R 0 if R 0 = 0, getting then the Morrey-Campanato norm and its dual,
The Agmon-Hörmander estimate was improved by Kenig, Ponce and Vega [33] to the Morrey-Campanato norm in their study of the nonlinear Schrödinger equation. In fact, they proved
This estimate plays a fundamental role in solving Schrödinger evolution equations with nonlinear first order terms.
The seminal papers by Agmon and Hörmander [1] , [2] , inspired a huge literature (see for example [1] , [2] , [7] , [24] , [27] , [43] [41], [30] ,. . . ) which has been produced in order to obtain weighted L 2 -estimates for solutions of Helmholtz equations. Moreover, the classical work of Agmon [1] shows the limiting absorption principle for short range perturbations of ∆. Fourier analysis is involved as a crucial tool in the proofs strategy; however, Fourier transform does not permit in general to treat neither rough potentials nor the case in which the same problems are settled in domains that are different from the whole space. For this reason, a great effort has been spent in order to develop multiplier methods which work directly on the equation, inspired by the techniques introduced by Morawetz [42] for the Klein-Gordon equation.
Resolvent estimates for ∆+ V with coefficients with very low regularity and such that V does not vanish at infinity have been proved by Perthame and Vega [44] , [45] . The authors study the Helmholtz equation in an inhomogeneous medium of refraction index n(x) = λ + V (x), generalizing the estimate (1.28) to a variable case by using a multiplier method with appropriate weights as those used for the wave, Schrödinger or kinetic equations by Morawetz [42] , Lin and Strauss [36] or Lions and Perthame [37] , respectively. We point out that the estimates are uniform for any λ ≥ 0 and have the right scaling. Similar results but not scaling invariant were obtained in [29] and [54] . The scaling plays a fundamental role in the applications to nonlinear Schrödinger equation [33] and in the high frequency limit for Helmholtz equations [8] , [11] .
For the electromagnetic case, several papers are devoted to the study of the existence of a unique solution of the electromagnetic Helmholtz equation
The first result goes back to the work of Eidus [15] 
Here A j (x) is assumed to vanish close to infinity and the electric potential satisfies
at infinity. In 1972, Ikebe and Saito [25] extend the above result to any d ≥ 3 for potentials V that are the sum of a long-range potential 
where 0 < δ < 1 is a fixed constant. They require that the frequency λ vary in a compact set (λ 0 , λ 1 ) with 0 < λ 0 < λ 1 < ∞. This condition is essential to the justification of the compactness argument that they use in order to get (1.32). In [25] it is crucial to be far away from the zero frequency and the bounds they obtain are not uniform with respect to λ ∈ [λ 0, ∞).
The literature about resolvent estimates related to the magnetic Schrödinger operator is more extensive. We are mainly interested in giving a-priori estimates for solutions u of the equation (1.2) imposing conditions on the trapping component of the magnetic field B, instead of on the magnetic potential A. The quantity B τ was introduced by Fanelli and Vega [18] in which it is proved that weak dispersion for the magnetic Schrödinger and wave equation holds, for example, for non-trapping potentials, i.e., B τ = 0. This is also what happens in the stationary case, as it is shown in [16] . Following [44] , Fanelli generalizes the uniform a-priori estimate (1.28) to the magnetic case. This estimate has several consequences about the so called Kato smoothing effects for solutions of the evolutions problems which in general do not hold for long range potentials (see among others [5] , [13] , [31] , [32] , [37] , [36] [14] , [17] , [39] , [40] .
In this paper we are able to strongly improve the result by Ikebe and Saito [25] , inspired by the multiplier technique introduced in [44] . Let us consider the inhomogeneous Helmholtz equation
where λ, ε > 0 and f is a suitable function on R d . We work with potentials that decay at infinity and can have singularities at a point that we will take to be at the origin. We will use a multiplier method based on radial multipliers. Thus just information for the tangential component of the magnetic field B (see Remark 4.4) will be needed. Nevertheless, in order to assert the unique continuation property, it is necessary to put some restrictions on the whole B when we are close to the origin.
One question still unanswered is whether the unique continuation property is satisfied assuming only the decay on the tangential part of B. We will not develop this point here, but we propose to study it in the future. We should mention here that a partial result for B τ = 0 has been obtained. We refer the reader to [55] .
Before stating our main result, we need some preliminaries. From now on, we denote
while the radial derivative and the tangential component of the gradient are
respectively. Moreover, we recall (see [35] ) the diamagnetic inequality
which holds pointwise for almost every x ∈ R d and for any f ∈ H
loc . We assume that the magnetic potential A satisfy
for some C > 0. We point out that this condition is only needed for the unique continuation property. In addition, we will require that
for any R > 0 and some C R > 0. Combining this condition with the diamagnetic inequality (1.37), since
. Condition (1.39) will be used for the compactness argument.
We may now state our main assumptions on the potentials.
for some c > 0, where ∂ r V 1 is considered in the distributional sense and (∂ r V 1 ) − denotes the negative part of ∂ r (V 1 ). On the other hand, we require
for some C * > 0 small enough. Finally, in dimension d = 3 we assume
for some c > 0.
Note that the requirements on the magnetic field B at the origin differ depending on the dimension. This is due to the fact that we give an extra a-priori estimate for the solution u of the equation (1.13) when d > 3, see (1.51) below.
Remark 1.3. For d > 3 we may allow the potential V 2 (x) to be more singular. Moreover, we can also permit some singularity on the potential V 1 (x) and its repulsive part (∂ r V 1 (x)) − . When |x| ≤ r 0 , one can actually require
for sufficiently small C * * > 0 and for some C * * * > 0. See [55] , chapter 2 for more details. provided that C 2 > 0 is small. On the one hand, note that condition (1.38) gives (1.47). On the other hand, from (1.43) when d > 3 with C * small enough and (1.44) when d = 3, by the Biot-Savart law it may be concluded that (1.48) holds. It is worth pointing out that condition (1.38) is only required in order to assure that this result is applicable.
Our first theorem is the uniqueness result. 
The uniqueness result allows us to state the main result of this paper.
and assume that one of the following two conditions is satisfied: 
and the radiation condition
Remark 1.7. The smallness of the constant C * is required for the unique continuation property proved by Regbaoui [47] . This constant is not explicit. Remark 1.8. In order to prove the a-priori estimate (1.51), condition (1.43) can be replaced by
Theorem 1.6 extends the result proved by Ikebe and Saito in the 70's. Firstly, our estimates are not only for λ ∈ (λ 0 , λ 1 ) with 0 < λ 0 < λ 1 < ∞ as in [25] , but also for all λ ≥ λ 0 > 0. We also extend the Sommerfeld radiation condition (1.31) from δ ∈ (0, 1) to the range δ ∈ (0, 2). Concerning the a-priori estimates, note that (1.51) is stronger than (1.32) in the sense that it gives more information about the solution and improves the L 2 -weighted estimate from the L 2 − In order to recover the a-priori estimates in the full frequency range λ ≥ 0, a stronger decay on the potentials is needed. In 2009, Fanelli [16] proved (1.51) with the Agmon-Hörmander norm replaced by the Morrey-Camapanato one for any λ ≥ 0 in R d and very recently, Barceló, Fanelli, Ruiz and Vilela [4] also get the analogous estimates for the Helmholtz equation with electromagnetic-type perturbations in the exterior of a domain. In fact, if such an estimate holds for λ ≥ 0, it would imply as a by product the absence of zero-resonances (in a suitable sense) for the operator L. This is in general false with our type of potentials. For example, if we reduce to the case ∆u + V u = 0, the natural decay at infinity for the non-existence of zero-resonances is |x| −(2+δ) , δ > 0. See for example [5] , Section 3 and [16] Remark 1.3.
The general outline for proving the main result consists of the following steps:
1. We take a sufficiently large λ 1 (> λ 0 ) and we derive the Morrey-Campanato type estimates for any λ ≥ λ 1 proceeding as in [44] . 2. We prove that for any λ ≥ λ 0 the Sommerfeld radiation condition is true if the Agmon-Hörmander type estimates hold. 3. We use a compactness argument (in the spirit of [25] ) to deduce the result for all λ ≥ λ 0 . 4. From the estimates proved in the previous steps and by the uniqueness theorem, we prove the limiting absorption principle for the Schrödinger operator L satisfying (1.9), (1.38)-(1.44).
Notation. Throughout the paper, C denotes an arbitrary positive constant and κ stands for a small positive constant. In most of the cases, κ will come from the inequality ab ≤ κa 2 + 1 4κ b 2 , which is true for arbitrary κ > 0. In the integrals where we do not specify the integration space we mean that we are integrating in the whole R d with respect to the Lebesgue measure dx, i.e. = R d dx.
Proof of Theorem 1.6
According to the steps given above, the proof will be divided into four parts.
2.1.
A priori estimates for λ large enough (λ ≥ λ 1 ). We begin by proving the Morrey-Campanato type estimates for solutions of the equation (1.34) for λ large enough. Since our assumptions on the magnetic field differ depending on the dimension, we first give a detailed proof of the result for d > 3. Then the three dimensional case follows by the same method.
where
Proof. The proof is based on the identities which are established in Appendix. Let ϕ, ψ be real-valued radial functions. Adding up (4.4) and (4.8) we have
Let us define for R > 0 the function ψ(x) = |x| 0 ψ ′ (s)ds, where
and we put these multipliers into (2.3).
First, note that since
Thus it is guaranteed the existence of solution of (1.34) 
As a consequence, the terms on the right-hand side of (2.3) are finite. It is easy to check that
Let us show the positivity of the left-hand side of (2.3) with the above choice of the multipliers. Since
it follows easily that
In addition, since ϕ and ψ ′′ are discontinuous in {|x| = R}, note that integrating by parts the term
gives a surface integral. In fact, after substituting our test functions in (2.7), we get
Let us analyze the terms containing the potentials. In what follows, σ = σ(c, µ, r 0 , α, M ) denotes a positive constant where the parameters c, µ, r 0 , α have been introduced in Assumption 1.1 and M > 0 is related to the multipliers. For simplicity of notation, we use the same letter σ for all constants related to the potentials.
In order to estimate the term involving the magnetic field, observe that since B τ is a tangential vector to the sphere, we have
where by (1.40), (2.1) and Cauchy-Schwarz inequality, yields
We next turn to estimate the V 1 terms. Similarly, by (1.40) and (1.41), we get
As far as the potential V 2 is concerned, let us first take j 1 = j 1 (α) < j 0 such that
where η > 0 stands for a small constant, being c and α as in (1.42) . To simplify notation, we continue to write η for any small constant related to the potentials.
We fix r 1 < r 0 by 2 j1−1 ≤ r 1 ≤ 2 j1 . Then, by (1.40), (1.42) and Cauchy-Schwarz inequality, we have
Let us make now the following observation. 
Analysis similar to the above gives
In order to simplify the reading, let us introduce
Therefore, it turns out that the potential terms on (2.3) are lower bounded by
Our next step is to estimate the right-hand side of (2.3). Let us start by the ε term. From the a-priori estimate (4.7), by the assumptions (1.40)-(1.42) and the Hardy inequality (4.3), it may be concluded that (2.13)
Recall that σ denotes a positive constant related to the potentials. Hence combining (2.13) with (4.6), by Cauchy-Schwarz inequality and the fact that |f ||u| ≤ N (f )|||u|||, we obtain εℑ ∇ψ · ∇ A uū ≤ (M + 1/2)ε |∇ A u||u| (2.14)
|f ||u|
It remains to estimate the terms containing f which can be handled in much the same way as the rest. In fact, it follows that
Finally, due to the freedom on the choice of R, let us take the supremum over R > 0 on the both sides of the inequality. Thus from the above estimates, we obtain
Observe that we need
which is satisfied if
Letting M → ∞, we obtain
which is our assumption.
Consequently, taking κ, ν small enough and λ 1 = λ 1 (σ, κ, j 1 ) > 0 large enough, we conclude (2.21), which is our claim.
The result is slightly different in the 3d-case. 
being C independent of ε.
Proof. The proof follows by the same method as in the d > 3 case. We will use the same multipliers as in the previous theorem fixing M = 1/2. The main difference is that when d = 3 we do not get the term related to R d |u| 2 |x| 3 on the left-hand side of the inequality. Therefore, it is not possible to estimate the magnetic term as in (2.9) . This requires the assumption (2.18) on the magnetic field B. Thus in this case, using the same notation as in the previous theorem we obtain
The rest of the proof runs as before.
Remark 2.3. Note that if we did not take λ big enough, we would obtain
Remark 2.4. Observe that from the above results it follows that any solution u ∈ H
Remark 2.5. Since singularities on the potentials at the origin are allowed, we reduce to the case d ≥ 3. When d = 1, 2, the problems come from the terms (2.7) and (2.14). Similar results to those in [44] , section 5 could be obtained for weaker singularities in dimension d = 2.
Sommerfeld radiation condition.
Our next goal is to quantify the Sommerfeld radiation condition proving that it is upper bounded by the Agmon-Hörmander norm of the solution. To this end, the basic idea is to build the full form of the Sommerfeld terms, using the integral identities given in Appendix. We emphasize that since the Sommerfeld condition is applied at infinity, it is sufficient to know the behavior of the potentials for |x| ≥ R, R big enough.
and suppose that (1.40) holds. Then, there exists a positive constant C = C(λ 0 , r 0 , µ) such that for all
for all 0 < δ < 2 such that δ < µ, where µ is given in Assumption 1.1.
Proof. The proof consists in the construction of the squares of the left hand side of (2.22). We use a combination of the identities of the lemmas 4.1 and 4.3.
Let us denote r = |x| and we define a radial function Ψ : 
respectively.
Note that by (2.23) we have
Thus since 0 < δ < 2, letting ν = 2−δ 2δ > 0 and noting that (2.25)
Let us now estimate the right hand-side of the above inequality applying similar arguments and using the same notation as in the proof of Theorem 2.1. Since 
for any κ > 0. Concerning the ε term, note that by integration by parts and the a-priori estimate (4.6), we have
We now pass to the terms containing the potentials. By (1.40) it follows easily that for δ < µ yields
If moreover, we apply the Cauchy-Schwarz inequality, then we get
and combining with (2.26), gives
Thus the potential terms can be estimated by
Finally, applying the same reasoning to the terms containing f , we obtain that they are upper bounded by
As a consequence, choosing κ small enough, we deduce (2.22) and the proof is over.
Remark 2.7. Observe that the previous proof does not work neither for the δ = 0 case, nor for the δ = 2 case. When δ = 0, Ψ ′ (|x|) = 1 and Ψ ′′ (|x|) = 0. Then, we would not obtain the main square in the left hand side of the inequality. On the other hand, when δ = 2, the problem comes from the term
If Ψ ′ (r) = (1 + r) 2 one needs to estimate the term |x|≥r0/2 |u| 2 |x| , which is not upper bounded by |||u||| 2 1 . Moreover, we do not get the estimate for the tangential component of the magnetic gradient and thus we are not able to absorb the term containing the magnetic field. The δ = 2 case is particularly interesting and needs special attention so that it will be studied elsewhere. Both δ = 0 and δ = 2 cases have been studied in [55] . In order to get this estimate, we begin by proving the following a-priori estimate.
Lemma 2.8. Under the condition (1.9), for each R > 0 any solution
Let us multiply the above identity by ψū, integrate over R d and take the real part. Hence, by integration by parts we get
Now by the assumption (1.9) on the potentials V 1 , V 2 and the diamagnetic inequality (1.37) we have
Hence, by Cauchy-Schwarz inequality it follows that
which gives (2.31) and the lemma follows.
Remark 2.9. Note that since
applying the condition (1.39) on the magnetic potential A to |u|, then by the diamagnetic inequality (1.37) it follows that (2.36)
This combined with (2.34) gives the well known elliptic a-priori estimate
for solutions of the equation (1.34).
Having disposed of this preliminary step, we can return to show (2.30). 
where C is independent of ε.
Proof. Our proof starts recalling that
Let us integrate the above identity over the sphere S r := {|x| = r}, obtaining
Let us multiply now equation (1.34) byū, integrate it over the ball B r := {|x| ≤ r} and take the imaginary part. Since ε > 0, it follows that
Combining this with (2.39) yields (2.41)
Now, let R > ρ ≥ r 0 and denote j 0 and j 1 by 2 j0−1 < ρ < 2 j0 and 2 j1−1 < R < 2 j1 , respectively. Let us multiply both sides of (2.41) by 1 R and integrate from ρ to R with respect to r. Then we have
for κ > 0 and by (2.22) we get
As a consequence, from (2.42) and (2.43), taking κ small enough and ρ big enough, we deduce 1
It remains to prove that (2.44)
Let us assume that (2.44) is false. Then, for each n ∈ N, there exist ε n ∈ (0, ε 1 ) with 0 < ε 1 < ∞, λ n ∈ [λ 0 , λ 1 ] and u n , f n such that
Since λ n ∈ [λ 0 , λ 1 ] and ε n ∈ (0, ε 1 ), we may assume with no loss of generality that λ n → λ 0 and ε n → ε 0 where
On the other hand, from (2.46) and condition (1.39) on A, one can easily deduce that {u n } is a bounded sequence in H 1 loc . Hence, by the Rellich-Kondrachov theorem, one can conclude that there exists a subsequence of u n , u np , such that
Moreover, from Lemma 2.8, if we denote v n = u np − u, noting that
Hence,
In addition, it follows that
and therefore, u also satisfies
in the distributional sense. Thus by uniqueness of solution of the equation (2.53), we conclude that u ≡ 0, which contradicts (2.51).
We have thus proved that for R > 1 1
Taking the supremum over R, we get (2.38) and the proof is complete.
2.4.
Limiting absorption principle. Our next concern will be the existence of solution of the equation (1.13), which is stated in the following lemma.
Lemma 2.11. Let λ > 0, {u n } be a sequence such that for any ρ > 0 (2.54)
and let ε n ∈ (0, 1) be a convergent sequence with ε n → 0 as n → ∞, f such that
and {u n } satisfies the radiation condition
for some δ > 0 and for all n = 1, 2, . . .. Under the assumptions of Theorem 1.5, if moreover (1.39) holds, then {u n } has a strong limit
Proof. This follows by the compactness argument, in much the same way as in the proof of Proposition 2.10. Since ε n → 0 as n → ∞, the same reasoning applies to this case and we deduce that there exists a subsequence of u n , u np , such that
In addition, if we denote Du = ∇ A u − iλ 1/2 x |x| u, we also get that Du np converges to Du in L 2 (E 1 ) loc , where E 1 = {|x| ≥ 1}. As a consequence, we obtain
Finally, we shall show that the sequence {u n } itself converges in (H 1 A ) loc to the u obtained above, which in turn implies that {Du n } converges to {Du} in L 2 loc (E 1 ). In fact, let us assume that there exists a subsequence {n q } of {n} such that
with some γ > 0. Then, proceeding as above, we can find a subsequence {n
(1+|x|) δ−1 < +∞. Finally, by Theorem 1.5 we assert that u ′ obtained above is unique which implies that u and u ′ must coincide. Hence, from (2.58) it follows that
which contradicts (2.57). Thus {u n } converges to u in (H 1 A ) loc and the lemma follows.
Finally, the preceding lemma together with the uniqueness result for (1.13) (Theorem 1.5) allows us to construct the unique solution u = u(λ, f ) as the limit of a sequence of solutions {u n = u(λ + iε n , f )} (ε n → 0) obtained above. 
where C = C(λ 0 ) > 0 and solves (L + λ)u = f.
The limit u = u(λ, f ) is independent of the choice of the sequence {ε n } and is determined as the unique solution of the equation (1.13) that satisfies the Sommerfeld radiation condition
. Take {ε n } ⊂ (0, 1) such that ε n → 0 as n → ∞. We know that there exists a unique solution
for all n = 1, 2, . . . where Du = ∇ A u − iλ 1/2 x |x| u and E 1 = {|x| ≥ 1}. Then one can see from Lemma 2.11 that {u n } has a strong limit in (H 1 A ) loc which is a solution of the equation (L + λ)u = f and it is easy to check that satisfies
By the uniqueness result (see Theorem 1.5), it follows that the u obtained above is a unique solution of (L + λ)u = f satisfying (2.62) and the proof is complete.
Proof of Theorem 1.5
The proof is based on multiplier method and integration by parts. It will be divided into three steps.
Let R > 2r 0 ≥ 1, r 0 being as in Assumption 1.1. Our first goal is to show that there exists µ > 0 such that
For this purpose, we multiply the equation (1.15) by
where ψ, ϕ are regular radial real-valued functions, and we integrate it over the ball
Let us consider a cut off function θ with
θ ′ ≥ 0 for all r, and set θ R (x) = θ |x| R . Then, for R such that R 2 > r 0 ≥ 1 and R < R 1 we define the multiplier ψ such that
and ϕ by
Let us insert (3.4) and (3.5) into the identity (3.3). Hence, by (2.6) the left-hand side can be lower bounded by
Regarding to the right-hand side of (3.3), first note that
In order to analyze the terms containing the potentials, here and subsequently, we will use η = η(R) to denote a positive constant depending on R that tends to 0 as R tends to infinity. Thus by (1.40) and the Cauchy-Schwarz inequality we have
Similarly,
Finally, since supp θ
Let us analyze now the surface integrals of the equality (3.3 ). An easy computation shows that by (3.4), (3.5) and condition (1.40) applying to V 1 , the boundary terms are upper bounded by
As a consequence, from (3.6)-(3.7) yields
Now, taking R large enough such that
Letting R 1 → ∞ in the above inequality, by (1.49) we get (3.1), which is our claim.
Our next step is to prove that for R > 2r 0 ≥ 1 and any m ≥ 0, then
We do it by induction. Let γ = 1 + µ and first note that from the first step one can easily deduce that for any R ≥ 1 holds
The same conclusion can be drawn for any m ≥ 0. Indeed, assuming that
it follows that (3.10) is true when m is replaced by m + γ. Thus we obtain (3.9).
We next claim the exponential decay. Let us multiply again the equation (1.15) by (3.2), but instead of integrating over a ball, we do it over the whole R d . Note that this is equivalent to adding the identities (4.4) and (4.8) with f = 0. Thus we get the identity (2.3) with the right-hand side equals to 0. Let us now choose the multipliers as
for R ≥ 2r 0 ≥ 1, m ≥ 1 and θ R being as above.
For simplicity of notation, we continue to write η = η(R) for a function depending on R such that η(R) → 0 as R → ∞. Thus analysis similar to that in the first step shows that taking R large enough such that Let us take now m = δl with 0 < δ < 2/3 and multiply both sides of the above inequality by We are now in a position to show that u = 0 almost everywhere in {|x| > 2R}. Set v = e t|x| δ /2 u with t ≥ 1 and 0 < δ < 2/3. Then, by a direct computation v satisfies the equation We multiply (3.14) by |x| x |x| · ∇ A v + d − 1 2v (the combination of the symmetric and the antisymmetric multipliers, (3.2) with ∇ψ = x and ϕ = −1/2), integrate it over {|x| > R} for some R > 2r 0 and take the real part. Hence Consequently, combining the right-hand side of the above inequality with the lefthand side, for R large enough and for any t ≥ 1, 0 < δ < 2/3, λ ≥ λ 0 , it follows that being C δ independent of t. Thus letting t → ∞, we obtain that u = 0 almost everywhere in {|x| > 2R}. The unique continuation property ( [47] ) implies then u = 0 almost everywhere in R d .
Finally assume that the Sommerfeld radiation condition (1.52) holds. Moreover, observe that solutions of (1.15) satisfy (just multiply byū and integrate over a ball of radius R), 
Appendix
Our proofs combine three integral identities that are obtained by the standard technique of Morawetz multipliers, using integration by parts (see [16] , Lemma 2.1. and [44] , Lemma 2.1.). We remark that the idea of integrating by parts with the covariant form ∇ A is to use the Leibnitz formula (4.1)
putting all the dissorted derivatives on the solution and the straight derivatives on the multiplier.
In order to carry out the integration by parts argument below, we need some regularity in the solution u. In general, it is enough to know that u ∈ H 1 A (R d ). Moreover, since we are including singularities in our potentials, it is necessary to put some restrictions on them to check that the contributions of these terms make sense. To this end, it would be enough to check that
which is true for our potentials by the magnetic Hardy inequality 
