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We present two neural models for vergence angle control of a robotic head, a simplified and a more
complex one. Both models work in a closed-loop manner and do not rely on explicitly computed disparity,
but extract the desired vergence angle from the post-processed response of a population of disparity tuned
complex cells, the actual gaze direction and the actual vergence angle. The first model assumes that
the gaze direction of the robotic head is orthogonal to its baseline and the stimulus is a frontoparallel
plane orthogonal to the gaze direction. The second model goes beyond these assumptions, and operates
reliably in the general case where all restrictions on the orientation of the gaze, as well as the stimulus
position, type and orientation, are dropped.
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1. Introduction
Vergence eye movements have the task to align both
the left and the right eyes on the same object, in or-
der to allow the fusion of the binocular image, and
thus to produce singleness of vision. Since the eyes
are located in slightly different viewpoints, one ob-
ject in the word projects on the retinas in different
positions, and this difference is defined retinal dis-
parity, that is the cue used for vergence. In fact,
both eyes rotate in opposite directions accordingly
to the retinal disparity: crossed disparities elicit con-
vergence and uncrossed disparities elicit divergence,
so as to achieve and/or maintain the singleness of
vision. In this study, we consider a stereo setup con-
sisting of a fixed robotic head with a pair of eyes
(see Fig. 1). The task is to estimate, and then to
maintain the vergence angle that brings the fixation
point along the gaze direction onto the surface of the
observed object.
Most of the classic vergence control models [1–6],
use as input the target disparity, which is defined as
the difference between the desired and the actual ver-
gence angles. In this work, similarly to [7–10], we do
not use the target disparity, but the foveal images of
the eyes as input to the vergence control model.
Theimer and Mallot [7] use a multiscale phase-
based approach to compute dense disparity maps.
The vergence is adapted in order to minimize the
global disparity, albeit that the system fixates at the
“average” depth of the scene. Hansen and Sommer
in [8] follow the same multiscale approach to estimate
the horizontal disparity map. The median disparity
of the central area of the disparity map is then used
for an asymmetrical vergence control. Stu¨rzl and
colleagues in [9] also compute the full disparity map,
using responses of complex (position-shift type) hor-
izontal disparity-tuned neurons, for a symmetrical
vergence control. In [10], a hierarchical segmenta-
tion of the stereo image is computed prior to the
estimation of the disparity map, which is then used
for a combined vergence/version control. The object
nearest to the head is selected as an object of interest
(disparity of which is to be nullified).
In this study, we focus on the angular vergence
control (in terms of desired vergence angle) rather
than kinematic vergence control (in terms of rota-
tional speed of the eyes). As a reason for choosing
this type of vergence control is rather practical: in
real robotic setups, the precision of the camera rota-
tion speed sometimes is limited (e.g., on a temporal
scale), and the angular control offers a better solu-
tion.
The above mentioned differences (images instead
of disparities as input and angular instead of kine-
matic vergence control) do not allow for a direct
comparison of the models proposed in this article
with the standard kinematic vergence control mod-
els. Nevertheless, it is worth to mention that the
proposed models can be easily adapted to kinematic
vergence control models, which we consider as a fu-
ture step in our research.
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Figure 1: The geometry of the robotic head model.
L and R are the nodal centers of the eyes, O is the
middle-point of the baseline LR; A is the actual fixa-
tion point, |OA| is the actual distance and α is actual
vergence angle; D is the desired fixation point, |OD|
is the desired distance and δ desired vergence angle.
The gaze direction is defined as the direction from
point O to the fixation point A (and/or D), and de-
picted by a unit vector g, which, in a headcentric co-
ordinate system Oxyz, is specified by a pair of angles
γ (pan/yaw) and λ (tilt/elevation). The orientation
of the left and right eye visual axes is specified by
the vectors vl =
−→
LA and vr =
−→
RA respectively.
Concerning the population coding hypothesis [11],
it consists of the assumption that a distributed dis-
parity representation can be used to remove the am-
biguities in the stimulus, and thus to produce the
perception of depth by pooling excitations of differ-
ent disparity detectors. The perception of depth, as
well as vergence eye movements, are based on the
same visual information extracted at an early stage
of cortical processing, the primary visual area (V1),
but combined through different specialized mecha-
nisms. In fact, a stimulus consisting of a Ran-
dom Dot Stereogram (RDS) elicits a response of
the disparity-selective neurons in V1. From a be-
havioural point of view this stimulus is equally ef-
fective to provide depth perception and to trigger
the correct vergence eye movements. On the con-
trary, an anti-correlated RDS is ineffective to pro-
duce a sensation of depth because the matching pro-
cess does not find a consistent solution, but trig-
gers a vergence movement in the opposite direction.
This is consistent with the experimental evidences
reported in [12] of the responses of V1 neurons that,
under anti-correlated RDS stimulation, exhibit in-
verted tuning curves, as predicted by the binocular
energy model (see Section 2.4). This suggests that
disparity-vergence responses might follow a fast re-
active stream that directly involves V1 cells with-
out resorting to a high level interpretation of depth.
Further experimental evidences supporting the pop-
ulation coding hypothesis, are presented by [13],
where the vergence control is computed by weight-
ing the units’ excitations with their preferred dispar-
ity. In [14] the global disparity is not computed,
but a vergence-related population decoding strat-
egy is used. In particular, the units’ excitations are
weighted no more with their preferred disparity, but
with a set of weights especially designed to derive
proper disparity vergence responses.
In this paper, we investigate two vergence con-
trol models, based on the population coding hypoth-
esis, that obtain the desired vergence angle from
the population response, without explicit calcula-
tion of the disparity map. Specifically, here the
weights are learnt directly from the desired ver-
gence behaviour, using linear- and non-linear net-
work paradigms. Our experiments show that a lin-
ear model can produce an accurate vergence for a
simplified experiment (fronto-parallel planar stimuli,
allowed to move only in the Z-axis direction). Un-
fortunately, in the general case, where restrictions
on the stimuli are dropped, the linear model often
produces biased results. This fact motivated us to
investigate a second model, which relies on a convo-
lutional neural network for the mapping of the dis-
parity population response to the desired vergence
angle.
2. Methods
2.1. Vergence control framework
For the vergence control paradigm modeling, we have
used the framework shown in Fig. 2. This setup con-
sists of the vergence simulator module, the disparity
detector population module, the population response
post-processing module and the vergence control net-
work (VC-net) module.
The main goal of the vergence simulator is to gen-
erate stereo image (left and right eye views) based
on the actual state of the robotic head: the vergence
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angle and the gaze direction (see Fig. 1), and infor-
mation about the 3D environment.
The stereo image generated by the simulator is
processed by the disparity detector population, to
produce the population response. Depending on
which vergence control network is used, the popu-
lation response is then directed to either the popula-
tion response post-processing block, which is produc-
ing the post-processed population response (the linear
VC-net case), or directly to the vergence control net-
work module (the convolutional VC-net case). The
(raw/post-processed) population response, together
with the actual values of the gaze direction and the
vergence angle, are fed into the vergence control net-
work module, the main module of the model. The
goal of the VC-net is to produce a new vergence an-
gle, to get the fixation point onto the surface of the
object of interest, without changing the gaze direc-
tion.
2.2. Vergence database and training
For training of the VC-net, we have prepared a ver-
gence database. The database consists of two tables:
a table of synthetic scenes and a table of vergence
samples (see Fig. 3). For efficient memory usage, the
scenes were allowed to be reused in several vergence
samples. There are two types of synthetic scenes
in the vergence database, which correspond to the
simplified- and general case scenarios. The simplified
case scenes contain only one type of object-stimulus,
a fronto-parallel rectangular patch perpendicular
to the gaze direction in the primary position (see
Fig. 5a). The stimulus in this case is large enough to
completely cover the field of view of both cameras.
Table of scene structures
scene index: 1
number of objects: K
number of lights: L
…
Table of vergence samples
sample index: 1
head position, head 
orientation, gaze direction
vergence state:
left eye view, right eye view, 
population response, …
pointer to a scene structure
desiredactual
fixation point location, vergence 
angle, distance to fixation point, …
object Kobject 2object 1
tag, type, center position, size, 
orientation, material, mapping 
style, …
light Llight 2light 1
tag, type, position, orientation, 
color, …
Figure 3: Schematic structure of the vergence
database.
The general case scenes consist of several simple
(plane rectangular patch, cube, pyramid, tetris-like
etc.) textured objects, randomly placed into a room-
like virtual environment with several light sources
(see Fig. 5b). The object sizes are chosen randomly
allowing for depth discontinuities.
Vergence samples consist of the gaze direction,
the actual vergence angle, the stereo pair (left and
right eyes images), the population response for the
stereo pair and the desired vergence angle. The ac-
tual vergence angle is a distorted (with Gaussian
noise) version of the desired one. The actual ver-
gence angle is expected to become as close to the
desired vergence angle as possible, when running the
control model.
Each vergence sample in the database can be con-
sidered as a training pair. The input part is con-
structed from the post-processed (or raw) popula-
tion response, the gaze direction and the actual ver-
gence angle; the output consists of only one scalar
parameter – the desired vergence angle. The ver-
gence database used for the VC-net training consists
of 1000 synthetic scenes and 5000 samples. The bal-
ance between general and simplified scenes (as well as
for the samples) has been set to 50%/50%. The real-
world images were used as textures for the objects.
To reduce the influence from the possible overfitting
to particular textures on the results of the evaluation,
we have used non-overlapping sets of textures for the
training- and test experiments. An early stopping
technique (with 10% of the training data for vali-
dation) was used to prevent overfitting during train-
ing. To achieve a fair comparison, both VC-nets were
trained using the same training data.
2.3. Vergence simulator
The vergence simulator module consists of the ren-
derer and the ideal robotic head model (RHM) with
fixed neck. In this model, the robotic head is as-
sumed to be fixed and the eyes to rotate around their
nodal points. We selected this model because it is
easy to implement, and eventually to replace by a
real tilt-pan stereo setup.
Given a RHM baseline b, i.e., the distance be-
tween the nodal points, the gaze direction is defined
by γ and λ, the pan/yaw and tilt/elvation angles,
considering the coordinates centered in the cyclopean
point O in the middle of the baseline b, as in [15].
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Figure 2: The block diagram of the framework used in vergence control model training and testing (see text).
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Figure 4: Typical architecture of a convolutional neural network.
The actual vergence angle α is defined as the angle
between the left and right visual axes vl and vr (see
Fig. 1). In this study we used the same parameters
of the RHM as in [14] (the baseline b = 70 mm, the
focal length f0 = 17 mm and field of view ≈ 20◦).
The RHM module takes as input the vergence angle
and the gaze direction to produce the exact position
and orientation of both eyes/cameras, needed for the
renderer.
The renderer, in turn, produces the stereo image,
observed by the left and right eyes (see Fig. 5), using
the position/orientation of the eyes, and the geomet-
ric description of the scene, provided by the scene 3D
data block.
To make sure that the disparities are not too large
and can be properly handled by the disparity detec-
tor population, we decided to render the retinal pro-
jections with low resolution i.e., we obtain images of
41× 41 pixels for a field of view of ≈ 20◦. Note that
the resolution could be higher, but consequently to
allow the population to cope with the same range of
disparities, the receptive fields of the disparity detec-
tors should be larger, which would significantly in-
crease the computational cost sand thus slow down
the simulations.
2.4. Disparity detectors population module
Disparity information can be extracted from a stereo
image pair by using a distributed cortical architec-
ture [16] that resorts to a population of simple and
complex cells. The population is composed of cells
sensitive to No ×Np vector disparities δ = (δH , δV )
with Np magnitude values distributed in the range
[−∆,∆] pixels and along No orientations, uniformly
distributed between 0 and pi (see Fig. 6b). Each
simple cell has a binocular receptive field gL(x, y) +
gR(x, y) defined by a pair of Gabor functions:
g(x, y;ψ, θ) = e−(x
2
θ+y
2
θ)/2σ
2
cos(2pik0xθ + ψ) (1)
positioned in the corresponding points x = (x, y) of
the left and the right images, rotated by the same
angle θ with respect to the horizontal axis, and char-
acterized by the same peak frequency k0 and spatial
envelope σ, and by a proper binocular phase shift
(∆ψ = ψL − ψR), along the rotated axis xθ, from
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Figure 5: Examples of simplified (a) and general case (b) synthetic scenes used by the simulator to render the
corresponding stereo images (c,d).
which the cell obtains its specific tuning to a dispar-
ity δpref = ∆ψ/2pik0, along the direction orthogonal
to θ. Formally, given IL(x) and IR(x), the left and
the right images, and δ(x), the image disparities, so
that IL(x) = IR(x+ δ(x)), for every image position
x, the response of a simple cell rs is given by:
rs(δ(x); θ,∆ψ) =
∫∫ (
gL(x
′ − x)IR(x′ + δ(x′))+
+ gR(x
′ − x)IR(x′)
)
dx′. (2)
The response of a complex cell rc is modeled by
a sum of the squared responses of a quadrature pair
of simple cells (see Fig. 6a), and is given [17] by:
rc(δ(x); θ,∆ψ) = r
2
s(δ(x); θ,∆ψ)+
+ r2s(δ(x); θ,∆ψ + pi/2). (3)
For each orientation, we consider Np phase-shifts ∆ψ
uniformly distributed between −pi and pi, so that
each cell produces a response map rijc of the same
size (nr × rc) as the binocular image. The popula-
tion is, in this way, fig:Gabor-filter-bankcapable of
providing reliable disparity estimates for each ori-
entation, in the range between −∆ and ∆, where
∆ = ∆ψmax/k0 can be defined as the maximum de-
tectable disparity of the population.
In this work, we consider only a single-scale archi-
tecture of the disparity detector population, but the
population can be readily extended to the multiscale
mode, without conceptually changing our frame-
work, but which will be computationally much more
expensive.
2.5. Post-processing module
The post-processing of the population response is
used only for the linear VC-net, and comprises a two-
dimensional convolution over the first two (spatial)
dimensions of the population response, using a two-
dimensional Gaussian kernel Gσ:
Pij = Gσ ∗ rijc , (4)
where rijc is the population response map for the i-th
orientation and the j-th phase shift. The kernel Gσ
has the same size nr × nc as the size of a population
response map rijc , so the result of the convolution is
a scalar value Pij .
On the one hand, this step drastically reduces
the amount of data to further process. Indeed, af-
ter pooling, the network has to process only a two-
dimensional (No × Np) pooled population response
instead of a four-dimensional (nr × nc × No × Np)
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Figure 6: (a) The construction of the complex cell response rc as a sum of squared responses of a quadrature
pair of simple cells, where r∗s = rs(δ(x); θ,∆ψ + pi/2). The green and red pathways relate to the monocular
“quadrature pair” of simple cell receptive fields, gL and gR, respectively. (b) The Gabor filter bank used in the
population with binocular receptive fields for each retinal location.
array, where Np is the number of phase shifts, and
No the number of orientations. But, on the other
hand, the pooling has a major drawback as it dis-
cards the spatial information about the disparity en-
coded in the population response. The results of sim-
ulations (see Section ) revealed that, in the general
case scenario, this discarding could lead to degraded
vergence accuracy.
The convolutional network works directly on the
population response, and the post-processing is done
in the first two layers of the convolutional network.
2.6. Vergence control module
This module is the main module of the model. The
purpose of it is to convert the post-processed popula-
tion response together with the actual vergence, and
the gaze direction, into a new vergence angle. Virtu-
ally, this module can be represented by any kind of
paradigm, but in this work we discuss only a linear
network and a convolutional network.
2.7. Linear network
The first attempt in developing a network model for
vergence control was with the simplest possible solu-
tion consisting of only a single linear unit (see Fig. 7).
The simulations revealed (see Section 3) that even
this simple network is able to produce accurate an-
gular vergence control in some restricted situations
(e.g., in the simplified case). The input vector for
the linear VC-net was constructed as a concatena-
tion of the pooled population response (56 values),
the gaze direction (2 values) and the actual vergence
(1 value), so its dimensionality is 59. The output is
a prediction of the vergence angle, which is a scalar
value. Due to the linearity of the network, there was
no reason to introduce any hidden layers, so the lin-
ear VC-net consisted of only one linear unit. This
simplest possible vergence control network has only
60 parameters (including bias), which can be learned
either directly (using linear regression or its robust
modification), or iteratively (using gradient descent),
from the training database.
2.8. Convolutional network
Convolutional networks (CNs) appeared in the 80s
and became popular in Computer Vision [18–20]
mainly due to efforts of Yann LeCun and co-
workers [21]. All CNs have common architectural
features: local receptive fields, shared weights, and
spatial or temporal subsampling, which allow them
to achieve some degree of shift and deformation in-
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variance and, at the same time, reduce the number
of training parameters.
A typical convolutional network is a feed-forward
network of layers of three types: convolutional (C-
layer), subsampling (S-layer) and fully-connected (F-
layer). The C-layers and S-layers usually come in
pairs and are interleaved, and F-layers come at the
end (see Fig. 4). The output of a C-layer is orga-
nized as a set of feature maps. Each feature map
contains the output of a set of neurons with local re-
ceptive fields. All neurons in the feature map share
the same weights, so the feature map is responsible
for a particular local visual feature, encoded in the
weights of these neurons. The computation of a fea-
ture map starts with a 2D convolution of the input
with a fixed kernel defined by the neuron’s weights.
A feature map can have inputs from several feature
maps of the previous layer. In order to condense the
extracted features, and to make them more invari-
ant with respect to spatial deformations, the C-layer
is typically followed by an S-layer which performs
a local averaging and subsampling. Each neuron in
a F-layer just adds a bias to the weighted sum of
all inputs and then propagates the result through a
nonlinear transfer function (RBF or sigmoid).
The network is trained in a supervised manner
using backpropagation. For the efficient training of
large CNs, LeCun and colleagues proposed a modifi-
cation of the Levenberg-Marquardt algorithm [22].
The architecture of the convolutional network,
used for our experiments is shown in Fig. 8. The
main challenge in this approach was the amount of
data: the population response consists of 56 (8× 7)
maps of resolution 41 × 41 (rendered image res-
olution), so the input of the network has 94136
(41 × 41 × 8 × 7) components. In order to be able
to train the network with such high dimensional in-
put data, we had to reduce the number of training
parameters. The first (convolutional) layer is a fixed
set of (nontrainable) Gaussian kernels of size 19×19
with standard deviation 6. The second (subsam-
pling) layer has also 56 feature maps size of which
was set to 3× 3.
2.9. Vergence performance measures
Given the RHM, from the gaze direction vector g,
(‖g‖ = 1), it is possible to infer the actual distance
d = |OA| to the fixation point A from the middle of
the head’s baseline O using the actual vergence angle
α (see Fig. 1):
d =
b
2
(
s+
√
s2 + 1
)
, where
s = cotα cos γ
(5)
and vice versa:
α = arccos
(
vTl vr
‖vl‖ · ‖vr‖
)
, where
vl = d ·g + (b/2, 0, 0)T , and
vr = d ·g − (b/2, 0, 0)T .
(6)
where vl and vr are the visual axes of respectively
the left and right eye. From the equations (5) and
(6), one can see that, by considering a fixed gaze
direction g and a fixed baseline b, the vergence an-
gle α ∈ (0;pi) can be diffeomorphically mapped into
the distance to the fixation point d (nevertheless the
mapping is nonlinear).
In our experiments α ∈ (4◦, 10◦) and, as it follows
from (5), even for a small vergence angle α (more
distant stimulus), the deviation leads to a significant
change of d. In this case, the deviation of the actual
distance to the fixation point d from the desired one,
more adequately reflects the accuracy of the vergence
model, than the deviation of the corresponding ver-
gence angles. Due to this anisotropy of the distance
uncertainty, we prefer the distance-based measure for
the assessment of the model performance over the
angular-based.
2.10. Experiments
To evaluate both VC-nets, as already mentioned, we
consider two cases for the experiment: a simplified
and a general case. An example of the simplified
case is shown in Fig. 5(a,c): the gaze direction of
the robotic head is orthogonal to its baseline, and
the stimulus is in the frontoparallel plane which is
also orthogonal to the gaze direction. In the general
case, all restrictions on the orientation of the gaze,
as well as the stimulus position, type and orienta-
tion, are dropped. One of the examples is shown in
Fig. 5(b,d).
A series of 100 vergence maintenance experiments
have been carried out for both VC-nets, for both
scenarios. Each experiment consisted of 100 steps
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Figure 9: Typical examples of horizontal (a,c) and vertical (b,d) disparity maps for the simplified (a,b) and
general case (c,d) synthetic scenes. In the simplified case (a,c), the disparity maps have the same symmetrical
patterns, and differ only by the magnitude of the disparity. In the general case (b,d), the disparity maps usually
have discontinuities, and are not symmetrical.
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during which the randomly generated stimulus was
moving along the gaze direction, changing its dis-
tance (from 400 mm to 900 mm) to the head in a
particular manner. We have considered three pat-
terns of the stimulus motion-in-depth: ramp, sinu-
soid and staircase. Pretrained VC-nets were allowed
to control the actual vergence angle to keep the fix-
ation point as best as possible on the surface of the
stimulus. During each experiment, the actual and
the desired values of the vergence angle, and the dis-
tance to the stimulus were stored for each time step,
for further analysis.
3. Results
The results of the evaluation experiments described
in Section 3 of both VC-networks in both consid-
ered scenarios are presented in Fig. 10 and Table 1.
Each panel of Fig. 10 contains 1) the desired (ground
truth) distance to the stimulus curve depicted by the
solid green curve, 2) the mean (averaged across all
experiments) actual distance to the stimulus curve
depicted by the dashed red curve, and 3) the vari-
ance (standard deviation across all experiments) of
the actual distance margins depicted by the dotted
black curve.
The performance of the VC-net can also be as-
sessed using the ratio of the distance-based error
variance to the corresponding desired distance. The
less this ratio is, the lower relative (distance) error
is produced by the network. Table 1 contains the
minimal, mean, median and maximal values of this
ratio (in percent) for each experiment type and each
stimulus.
4. Discussion
From Fig. 10(a,c) and Table 1, it is clear seen that
both networks performs relatively well in the simpli-
fied scenario: the mean actual distance curve almost
coincides with the desired one, and the variance in
both cases is relatively small. For the general case
scenario, the situation is different. The linear VC-net
(Fig. 10b) shows a much larger variance and a general
tendency to over(under)shoot towards the “average”
depth of the scene (at approximately 600 mm). The
convolutional VC-net (Fig. 10d) also shows a rela-
tively larger variance, but the mean actual distance
is closer to the ground truth than in the linear VC-
net case. The effect of the anisotropy of the distance
uncertainty, mentioned in Section 2.9, is noticeable
in Fig. 10: the further the stimulus is, the larger
mistakes made by the VC-net.
The larger magnitude of the vergence error of the
linear network in the general case, with respect to
simplified case, can be explained, from our point of
view, mainly by the disparity discontinuities, and
possibly by the presence of the vertical disparity
asymmetric patterns. The disparity discontinuities
are usually caused by the limited size of the stim-
uli, which do not entirely cover the field of view in
both eyes, or by the non-convex shape of the stimuli
(e.g., tetris-like objects). The horizontal and verti-
cal disparities in the simplified case (see Fig. 9(a,b))
have very simple symmetrical patterns. While in the
general case, these patterns are not so simple and
usually not symmetrical (see Fig. 9(c,d)). This ir-
regularity of the disparity is caused by the arbitrary
orientation and location of the object surface, as well
as by the depth discontinuities, and the not always
convex shape of the stimulus-object.
For the linear VC-net, in the simplified scenario,
the vertical disparity is symmetrically spread over
the spatial dimensions of the population response,
and is discarded in the preprocessing stage, due to
the spatial pooling. This does not always happen in
the general case, so the pooled population response
is biased by the residual vertical disparity, which in
turn leads to a bias in the vergence angle, at con-
vergence. This situation motivated us to investigate
a more complex paradigm for vergence control, one
which should be able to recognize particular patterns
in the population responses in the general case, and
produce a proper vergence control signal. The idea
behind the use of the convolutional network, as a ver-
gence controller, relies on the assumption that this
powerful network, after proper training, will be able
to recognize disparity patterns directly from the pop-
ulation responses, and convert them into the desired
vergence angle.
There is also an interesting effect which we dis-
covered during testing: when the stimulus is too far
from the actual fixation point, leading to too large
disparities for the population to handle, both net-
works, in the majority of the cases, choose the proper
direction of the vergence. In this case, the fixation
point will not land on the surface of the stimulus-
object after the first iteration, but after a few more
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(a) Linear VC-net, simplified scenario. (b) Linear VC-net, general case scenario.
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(c) Convolutional VC-net, simplified scenario. (d) Convolutional VC-net, general case scenario.
Figure 10: Results of the depth-based performance plots for both VC-nets in both scenarios.
iterations. This effect can explain the larger er-
ror variation for the staircase stimulus (see Fig. 10,
third plot in each panel) comparing to the remain-
ing stimuli: the VC-net is not able to handle large
distance steps in one-shot manner and extra itera-
tions are needed. The first iteration in this case sys-
tematically undershoots causing larger distance er-
ror, which explains the ”spikes” in the error variance
curves around the depth steps (in staircase experi-
ments).
We also should discuss some limitations of the
proposed models. As our models heavily depend on
the quality of the population response, all the limita-
tions of the local distributed disparity methods (poor
performance on homogenous textures, short range of
the disparity) apply to the proposed models as well.
To reduce the effect resorted by these limitations, we
suggest to avoid large objects with homogenous tex-
tures, and to replace the filters in the population by
ones with a larger support, in order to tackle large
disparities.
Both proposed models use iterative training
based on input images and, therefore, there is a pos-
sibility that training will overfit the models on repre-
senting the textures used during training. Unfortu-
nately, completely eliminating this possibility, as well
as to prove the opposite statement (about the inde-
pendence from textures), is not possible. One way
to avoid this problem, is to consider a large variety
in textures in the training set.
5. Conclusion
Most of the conventional vergence control models
[1–7, 23, 24], are based on the minimization of the
horizontal disparity. Following an approach similar
to [25], we propose to avoid the explicit computation
of the disparity map, and to extract the desired ver-
gence angle directly from the population response,
over the “foveal” region, of a cortical-like network or-
ganized as hierarchy of arrays of binocular complex
cells [16]. A neural network paradigm has been cho-
sen for this type of conversion/extraction procedure.
Although the paradigm only resorts to a population
of neurons in a single scale, we demonstrate that,
using a neural network paradigm, accurate and fast
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Table 1: Variance of distance-based error relatively to desired distance.
VC-net Experiment scenario Stimulus type
Error variance ratio (%)
min mean median max
Linear
Simplified case
Ramp 2.6828 3.8921 3.6172 6.2715
Sinusoid 2.8904 5.2275 5.2840 7.5772
Staircase 2.6566 5.4345 5.2589 10.6765
General case
Ramp 6.4996 8.4466 8.1057 12.9288
Sinusoid 6.2622 10.0322 9.9448 22.1558
Staircase 7.1387 10.6848 9.9420 31.9260
Convolutional
Simplified case
Ramp 2.4841 3.7045 3.6237 5.8980
Sinusoid 2.2913 4.8870 4.9034 8.6034
Staircase 2.1722 4.3578 3.6502 13.2121
General case
Ramp 4.0339 6.4378 5.7930 12.7739
Sinusoid 4.8622 6.9828 6.8680 10.6242
Staircase 3.9617 6.5304 6.2880 13.7682
vergence control can be achieved in a closed loop,
for different orientations of the gaze. Comparison
of the performances of the linear and the convolu-
tional VC networks leads us to a conclusion that, in
the simplified case, both networks demonstrate very
similar performances. Yet, the convolutional VC-
net performs better than the linear one in a more
general scenario where any assumption on the scene
structure and restrictions on the gaze direction are
dropped. The improved performances of the convo-
lutional network comes at the price of a higher num-
ber of iterations, which, unfortunately, make con-
volutional networks much more computationally ex-
pensive than the linear-based one.
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