Abstract. To deal with the complex and redundant problem of the evaluation index in the aquatic products safety assessment system, a new attribute reduction algorithm with hybrid information granularity was proposed accordance with attribute unimportance. The traditional attribute reduction algorithms based on rough set usually consider a single factor at present, and its executive efficiency of algorithms is not very ideal. This proposed method in the paper firstly analyzed the feasibility of building attribute insignificance architecture based on rough set and fuse the concepts of positive region and negative region to define the formula of attribute insignificance. Then, it only calculates the attributes unimportance of the assessment system which except the kernel attributes in order to reduce the search space. Finally, through the experimental analysis and validation, it shows that the algorithm is effective and efficient and can be applied to reduce the assessment index in the aquatic products safety assessment system.
Introduction
At present, lots of algorithms use rough sets to perform attribute reduction. The main idea is to use the heuristic information of attribute. The deletion method deletes the redundant attributes from the attribute full set in turn; the addition method adds the more significant attributes to the attribute core or the empty set in sequence [1] . The document [2] uses the discernibility matrix to find the kernel of an attribute, then though the degree of dependency of attribute to sort accordingly. The document [3] proposes an algorithm that uses an attribute frequency to find the kernel without directly constructing an identifiable matrix in order to avoid duplication of the discernibility matrix. The literature [4] compares and analyzes the results obtained using the attribute-dependency algorithm. This paper draws lessons from the advantages and disadvantages of the above literatures and comprehensively considers the practicability of all aspects of the algorithm. Based on the previous idea of the importance of attributes, through the reverse thinking, the algorithm of attribute insignificance was proposed. After example analysis, the attribute reduction was obtained.
The Definitions of Rough Set
In order to solve the problem of attribute reduction in the aquatic product quality and safety assessment system, the relevant definitions cited are as follows [5] - [10] .
Definition 1 (information system) Defines an aquatic product quality and safety assessment information system S, expressed as S=<U, A, V, f>, where U={x1, x2, …, xn} is the aquatic product quality safety indicator sample collection.
A= C∪D is a set of attributes, C is a set of conditional attributes for each indicator that affects the quality and safety of aquatic products; D indicates whether the quality of aquatic products is safe, which is the decision attributes; V is a set of values of each attribute; f: U×A →V represents the information mapping function of the attribute a and the sample U, ∀ a ∈ A, V=∪Va, and sample xi
Definition 2 (unclear binary relationship) In the aquatic product quality and safety indicator information system S=<U, A, V, f>, defines the unclear binary relationship, that is, any attribute subset
Definition 3 (approximate set) In the aquatic product quality and safety information system S=<U, A, V, f>, for each subset U ⊆ X and the unclear relationship R, defining R -(X)=∪{x∈U, [x]R∩X≠Ø} is the upper approximation set of X; R-(X)=∪{x∈U, [x]R ⊆ X )} is the lower approximation set of X; POSB(X)=B-(X) is the positive domain of B for X.
Definition 4 (attribute reduction) In the sample set domain U of the aquatic product quality and safety index, there are two equivalence relation clusters P and Q. If there is POSC(Q)=POSP(Q), where the independent subset Q of set P, C ⊂ P, C is said to be Q reduction of P. The cluster of all Q's reduction relations of P is denoted as REDQ(P).
Definition 5 (nuclear attribute) In the sample set domain U of the aquatic product quality and safety index, there are two equivalence relation clusters P and Q, and the Q core set of P indicates that Q is included in all indispensable original relationship clusters in P, represented as COREQ(P), i.e., COREQ(P)=∩REDQ(P).
Definition 7 (attribute non-importance) In the aquatic product quality and safety indicator information system S, ∀ Q ∈ C (Q is a subset of attributes), U/IND(Q)={Q1, Q2, …, Qm}, attribute unimportance of attribute a ∈ C is defined as:
Research on Attribute Reduction Algorithm
Input Aquatic product quality and safety indicator information system S=<U,A,V,f>; Output The simplest subset of the evaluation attributes Red.
Step 1 Discretize the data in the aquatic product quality assessment system.
Step 2 Calculate the CORE(C) of the initial attribute set. Let CORE(C)=Ø, RED=Ø, for each
RED(C)=CORE(C), continue with
Step 2; otherwise, CORE (C) = Ø, go to Step 3;
Step
calculate C/IND(D), RED(C)/D, POSRED(C)(D),POSRED(C)(D), if POS RED(C)(D) =POSC(D), go to Step 6; otherwise, Ur=U-|POS RED(C)(D)|, go to Step 3;
Step 4 according to Definition 8, calculate the dependency ratio of aj (aj ∈ C-CORE(X)) separately, γa=|U|/|POSaj (D), and then according to the Definition 9, respectively calculate Step
if ISIG(aj)< ISIG(ak), select the ISIG(aj)with small value of non-important attribute, if value of non-important attribute ISIG(aj)= ISIG(ak), then select the attribute with a large number of attributes aj, RED(X)=RED(X)∪aj;
Step 6 according to the attribute reduction set
RED(X) calculates RED(C)/D, POSRED(X)(D) respectively, if POS RED(X)(D) = POSC(D), continue with
Step 6; otherwise, go back to Step 3;
Step 7 Finally, output the ideal subset RED that represents the attributes of the aquatic product safety assessment indicator.
Algorithm Case Study and Analysis

Algorithm Case Study
Detailed information on the safety of aquatic products is given by consulting relevant research data as shown in Table 1 below. The data of Table 1 is discretized according to Step 1 of the algorithm. For the attribute a1, the breakpoint is 0-45, 2-51, 2-52; for the attribute a2, the breakpoint is 0-0.68, 1-0.71, 2-0.8; for the attribute a3, the breakpoint is 0-0.46, 1-0.53; for the attribute a4, the breakpoint is 0-3.34, 1-3.52. The kernel of the conditional attributes, a, is obtained according to Step 2 of the algorithm. x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11 
Algorithm Complexity Analysis
The time complexity of the algorithm in Step 1 is O(m 2 r); in Step 3, the time complexity of the algorithm for calculating the attribute non-importance is O(m 2 (r-CORE)), assuming the worst case is Without the kernel attribute, in other words, CORE=NULL, need to find the non-importance of all attributes, then the worst time complexity is O(m 2 r) . The execution efficiency of other algorithm steps is negligible, and the worst time complexity of the final algorithm is O(m 2 r). The experimental results show that the algorithm has better performance and can be widely used in other food safety fields.
