A fundamental question in complexity theory is whether every randomized polynomial time algorithm can be simulated by a deterministic polynomial time algorithm (that is, whether BPP=P). A beautiful theory of derandomization was developed in recent years in attempt to solve this problem.
Introduction
Randomized algorithms are algorithms that get an additional input which is a sequence of independent coin tosses and are allowed to err with small probability. Randomized algorithms play an important role in many areas in computer science. For some choices of computational resources it is known that randomized algorithms can be significantly more efficient than deterministic ones.
A fundamental longstanding open problem asks whether BPP=P (namely, can every randomized polynomial-time algorithm be simulated by a polynomial-time deterministic algorithm). A long line of research is devoted to studying this problem (see, e.g., [Mil01, Kab02, Imp06] for survey articles). This research led to a beautiful theory of derandomization which attempts to provide efficient deterministic simulation of randomized algorithms in various settings. Some highlights of this research are "hardness versus randomness tradeoffs" showing that BPP=P assuming certain circuit lower bounds [IW97] (see also [BM84, Yao82, NW94, BFNW93, STV01, SU05, Uma03]), and that the statement BPP=P entails certain circuit lower bounds that seem hard to prove using current techniques [KI04, IKW02] .
Relaxed notions of derandomization
In this article we survey some recent research which studies relaxed notions of derandomization that allow the deterministic simulation to err on some inputs. We will refer to the standard approach (which requires the simulation to succeed on all inputs) as "always-correct derandomization". Several relaxations of this notion were considered in the literature. The most simple approach is a quantitative approach suggested in [GW02] . This notion allows the deterministic simulation to err on a small number of inputs of every input length. We refer to this approach as "typically-correct derandomization".
Typically-correct derandomization can be viewed as measuring the success probability of the deterministic simulation when the input is chosen at random from the uniform distribution. A generalization is to consider some subset of probability distributions over inputs and require that the deterministic simulation succeeds with high probability for every distribution in the subset. This approach was suggested by [IW01] for the subset of distributions that are samplable in polynomial time. This notion is closely related to Levin's theory of average-case complexity [Lev86] . If one accepts the assumption that "real life inputs" are chosen from efficiently samplable distributions then such a deterministic simulation is guaranteed to do well in "real life scenarios".
We can also view this setup as a game between an algorithm designer who designs the deterministic simulation and a refuter who tries to produce inputs on which the simulation fails. The deterministic simulation is considered successful if it is infeasible for the refuter to produce inputs on which the simulation fails. The notion of [IW01] considers refuters that are polynomial time randomized algorithms. A generalization by [Kab01] considers refuters from various complexity classes. We refer to this approach as "derandomization on feasibly generated inputs". The reader is referred to [Kab02] for a survey article that discusses this line of work (which is often referred to as "uniform derandomization").
Organization of this article
We assume that the reader has basic knowledge in computational complexity and start by recalling the definition of randomized algorithms in Section 1.3. In Section 2 we give a brief overview to the area of standard (that is always-correct) derandomization. In Section 3 we discuss derandomization on feasibly generated inputs. We do not go into details and our goal is mainly to explain the relationship between this notion and always-correct derandomization. In Section 4 we describe some recent results on typically-correct derandomization. Our aim is to try and highlight some of the ideas and techniques that were developed in this framework.
Notation for randomized algorithms
We now give formal definition of randomized algorithms that will be used throughout the paper. A randomized procedure is a function A : {0, 1} n × {0, 1} m → {0, 1}. We refer to n as the input length and to m as the number of coins of A. We say that procedure A computes a function f : {0, 1} n → {0, 1} with success 1 − ρ > 1/2 if for every input x ∈ {0, 1} n
where U m denotes the uniform distribution over strings of length m and the notation R ← U m denotes the experiment in which R is chosen at random according to the distribution U m . The definition says that for every input x, the probability that A errs on x is bounded by ρ and we refer to ρ as the error of A. If we omit ρ and say that A computes f then we mean that A computes f with success 2/3. We use the word "procedure" above to emphasize that we consider a fixed input length n and do not bound the complexity of A.
A randomized algorithm receives inputs of varying lengths and is associated with a function m : N → N measuring the number of coins used by A on inputs of length n. When receiving an input x ∈ {0, 1} n , algorithm A also expects to receive a second input r ∈ {0, 1} m(n) . We say that A computes a Boolean function f with success 1 − ρ (where ρ : N → [0, 1]) if for every input length n, A computes f with success 1 − ρ(n) when restricted to that input length.
A randomized polynomial time algorithms is a randomized algorithms that uses m(n) = poly(n) coins and is computable by a polynomial time Turing machine. The class of all functions computed by polynomial time randomized algorithm is called BPP. We can also consider other classes of randomized algorithms by modifying the notion of efficiency. For example, a randomized algorithm is in randomized AC 0 if it uses a polynomial number of coins and can be computed in uniform-AC 0 . That is, there is a uniform family of polynomial size constant depth circuits C = {C n } which implements A(x, r).
Brief overview on always-correct derandomization
The research on relaxed notions of derandomization builds on, and should be compared to, the research on always-correct derandomization. In this section we give a brief overview to the area of derandomization. This overview is not meant to be comprehensive and focuses on issues that will be relevant later on.
Pseudorandom generators
The key concept in derandomization is that of a pseudorandom generator (PRG). This is a procedure G : {0, 1} d → {0, 1} m that stretches a short string called "the seed" into a much longer string. Pseudorandomness means that the distribution G(U d ) is indistinguishable from U m . Making this definition precise requires specifying the class of procedures trying to distinguish the two distributions. We say that G is ǫ-pseudorandom for a class C of functions C : {0, 1} m → {0, 1} if for every function C in the class C,
The value of ǫ is fixed to 1/10 if it is not specified and we sometimes loosely say that G fools C. The definition above considers PRGs with fixed seed length and output length. We typically consider PRGs with varying seed length and output length and the key parameters are:
• The stretch which is the relationship between seed length d and output length m.
• The class C that is fooled by the PRG on output length m.
• The running time of the PRG which is typically measured as a function of the seed length d.
Pseudorandom generators can be used to reduce the number of random coins used by randomized procedures. More precisely, given a randomized procedure A : {0, 1} n × {0, 1} m → {0, 1} that computes some function f with success 1 − ρ and a pseudorandom generator G : {0, 1} d → {0, 1} m that is ǫ-pseudorandom for the class C = {A(x, ·) : x ∈ {0, 1} n } we have that the randomized procedure A ′ : {0, 1} n × {0, 1} d → {0, 1} m defined by A ′ (x, s) = A(x, G(s)) computes f with success 1 − ρ − ǫ (which is greater than half for our standard choices of ρ, ǫ). Indeed, if A ′ does not agree with A on some input x then the function C(r) = A(x, r) distinguishes between G(U d ) and U m .
Every randomized procedure A ′ that uses d coins can be simulated by a deterministic procedure B defined as follows: On input x, run A ′ (x, s) for all s ∈ {0, 1} d and output the most likely outcome. The use of a PRG to reduces the number of coins used by deterministic algorithms, making this deterministic simulation more efficient.
Using pseudorandom generators to derandomize BPP
The simulation above gives a general recipe for derandomization of every randomized algorithm. In particular "wholesale derandomization" of all polynomial time randomized algorithms can be achieved if we can construct the appropriate PRG. In the paragraph below we discuss requirements from such a PRG. (Jumping ahead we mention that we do not know how to construct such PRGs unconditionally and all current constructions rely on unproven assumptions).
A randomized algorithm that runs in time t(n) = poly(n) uses at most t(n) coins and therefore we need a PRG with output length m(n) = t(n). Let d : N → N be some function (which measures the stretch of the PRG). By the discussion above a PRG G : {0, 1} d(n) → {0, 1} m(n) that is pseudorandom for the family of circuits of size m(n) c for some universal constant c, can be used to get a deterministic simulation of every randomized polynomial time algorithm. 2 On input length n, the deterministic simulation described above runs the pseudorandom generator on 2 d(n) strings and therefore its running time is roughly 2 d(n) times the running time of G. If we are shooting for a polynomial time deterministic simulation we need d(n) = O(log n) and should require that G runs in time polynomial in n. This setting of parameters is often referred to as the "high-end" as it asks for a PRG with exponential stretch m(d) = 2 Ω(d) . At the "low-end" we consider pseudorandom generators with only polynomial stretch (namely m(d) = d c for an arbitrary constant c > 1). When using such PRGs we cannot get a polynomial time simulation (even if G runs in polynomial time) as going over all 2 d(n) seeds takes more than polynomial time. Still, even for this choice we can get nontrivial deterministic simulation that runs in sub-exponential time. Summing up the technical discussion we have that:
PRGs for deterministic simulation: Pseudorandom generators for polynomial size circuits can be used to produce deterministic simulation of polynomial time randomized algorithms. For this application we might as well allow the pseudorandom generator to run in time exponential in its seed length d (even if this time is super-polynomial in n). This is because the deterministic simulation runs in time exponential in the seed length anyway. Having fixed the running time of the pseudorandom generator, it is the stretch that governs the efficiency of the deterministic simulation. Exponential stretch gives polynomial time simulation, and polynomial stretch gives sub-exponential time simulation.
PRGs for reducing number of coins: If we use PRGs with polynomial stretch to reduce the number of coins used by a randomized polynomial time algorithm from m(n) to d(n) then we must require that G runs in time polynomial in n if we want the target randomized algorithm to run in polynomial time.
Hardness versus randomness tradeoffs
It is not hard to show that pseudorandom generators that fool polynomial size circuits give rise to circuit lower bounds. Intuitively, this is because the definition of PRGs explicitly says that there is some task that polynomial size circuit cannot perform. Proving circuit lower bounds is one of the major open problems of complexity theory and there are indications that this is a hard problem [RR97, AW08] . While the lower bounds implied by PRGs seem weaker than those needed to show NP =P, it still seems hard to prove such bounds. Consequently, current constructions of pseudorandom generators are based on unproven circuit lower bounds. This approach is referred to as the "hardness versus randomness paradigm" and was initiated by [BM84, Yao82] . A line of work initiated by [NW94] constructs pseudorandom generators using the following unproven assumption:
Assumption 1 (NW hardness assumption) There is a Boolean function h such that:
• h is computable in time 2 O(d) on inputs of length d.
• . In words, up to the constants hidden in the O(·), Ω(·) above, hardness can be transformed into pseudorandomness and the strength of the lower bound translates into the stretch of the PRG. These results are the best that can be hoped for (up to the constants hidden in the O(·), Ω(·)) in the sense that a PRG with these parameters implies the original hardness assumption (up to constants). Together with the discussion in the previous section this approach gives:
, that is assuming h has "exponential hardness" gives a PRG with exponential stretch which in turn implies that
Low-end derandomization:
, that is assuming that h has "polynomial hardness" translates into a PRG with arbitrary polynomial stretch which in turn implies a sub-exponential time deterministic simulation of BPP [BFNW93] .
We remark that if the assumption holds at all then it must hold for every function complete for E = DT IM E(2 O(n) ), and so it is sufficient to assume that a specific function h is hard. 3 It also turns out that many of the constructions of PRGs that appear in the literature are versatile in the sense that they produce PRGs that fool any circuit class C when given a function that cannot be computed by the same circuit class. Corollaries are:
PRGs for constant depth circuits. There are unconditional circuit lower bounds for AC 0 (that is circuits with polynomial size and constant depth) [Hås86] . Therefore, hardness versus randomness tradeoffs give PRGs against such circuits [Nis91, NW94, Vio07] . Unfortunately, the best known lower bounds are not strong enough to produce "high-end" PRGs and therefore the resulting derandomization of randomized AC 0 takes more than polynomial time.
PRGs for nondeterministic circuits. PRGs for non-deterministic circuits can be constructed if we require that the function h cannot be computed by non-deterministic circuits [KvM02, SU06] . Such PRGs are useful for derandomizing the class AM of "Arthur-Merlin protocols" [KvM02, MV05, SU05, SU06] and are also useful in other contexts (as we see later on).
Derandomization of BPP implies circuit lower bounds
While PRGs easily imply circuit lower bounds it is not clear that PRGs are necessary for "wholesale derandomization". Nevertheless, [IKW02, KI04] show that sub-exponential time simulation of BPP implies certain circuit lower bounds. The circuit lower bounds implied by these works are not known to imply PRGs or derandomization. More specifically, [KI04] prove that if BPP=P then either (i) NEXP (that is non-deterministic exponential time) does not have polynomial size circuits, or (ii) The permanent function does not have polynomial size arithmetic circuits. This result shows show that circuit lower bounds are necessary for obtaining derandomization. We are however far from understanding the precise tradeoff between "hardness" and "derandomization".
3 Derandomization on inputs that are feasibly generated
In this section we explain how the notion of derandomization on inputs that are feasibly generated arises naturally from the research on always-correct derandomization. We avoid stating results formally and do not go into details. Details can be found in the survey article [Kab02] .
PRGs against uniform algorithms
It is somewhat strange that a non-uniform model of computation such a polynomial size circuits appears when studying a question on the complexity classes BPP and P that consider uniform models of computation. A natural question is whether we obtain meaningful derandomization if we use PRGs that fool uniform computation such as polynomial time algorithms (rather than polynomial size circuits). More specifically, consider a PRG with the parameters specified in Section 2 (namely, G :
) that fools algorithms that run in time polynomial in n (namely, for every polynomial time algorithm D, for all but finitely many input lengths n, D cannot distinguish between G(U d(n) ) and U m(n) ). When given a polynomial time randomized algorithm A we consider the deterministic simulation B given in Section 2.2 using the PRG above. In contrast to the case of PRGs that fool circuits, it no longer follows that B simulates A correctly on every input. This is because the correctness of B on an input x relied on the guarantee that G fools the distinguisher C x (r) = A(x, r) (which can indeed be implemented by a polynomial size circuit for every choice of x). However, it could be the case that there is an infinite sequence of inputs {x n } n∈N (one for every input length n) such that the family of circuits {C xn } n∈N is not implementable by a uniform polynomial time algorithm. In such a case we have no guarantee that B correctly simulates A on this sequence of inputs. Nevertheless, one could argue that failing to simulate A correctly on this sequence is not so bad as such a sequence of inputs cannot be feasibly generated by uniform computation! It follows that using a PRG that fools uniform polynomial time algorithm we can guarantee that it is infeasible to produce inputs on which the deterministic simulation fails. More precisely we get that for every uniform polynomial time "refuting" algorithm R which generates inputs (that is, on input 1 n , R produces an input x n of length n) it holds that B simulates A correctly on all but finitely many inputs from the sequence {x n } n∈N . This follows as otherwise, the uniform polynomial time algorithm D(r) = A(R(1 n ), r) distinguishes the output of the PRG from uniform, for infinitely many input lengths.
Uniform hardness versus randomness tradeoffs
We have seen that a meaningful notion of derandomization is obtained if we can construct PRGs that fool uniform polynomial time algorithms. While it is unknown how to construct such PRGs unconditionally, it is not known that such PRGs imply circuit lower bounds. Uniform hardness versus randomness tradeoffs are transformations which transform functions that are hard against uniform algorithms into PRGs for uniform algorithms. This is the natural analog of "standard" hardness versus randomness tradeoffs that discuss circuits. The conclusion of uniform tradeoffs is that under a hardness assumption, polynomial time randomized algorithms can be derandomized on feasibly generated inputs. In all the results in the literature it is not sufficient to assume a function that cannot be computed by deterministic algorithms and one requires a function that cannot be computed by randomized algorithms. (This is unfortunate as straightforward diagonalization often unconditionally yields the deterministic version of the hardness assumption).
The goal of this research is to achieve uniform hardness versus randomness tradeoffs matching the parameters of those achieved by non-uniform tradeoffs. A seminal result of this form is due to [IW01] . This tradeoff imitates the "low-end" non-uniform hardness versus randomness tradeoff of [BFNW93] mentioned in Section 2 when replacing "circuits" with "algorithms" in assumption 1. The obtained result is that assuming EXP = BP P then every polynomial time randomized algorithm has a sub-exponential time deterministic algorithm such that it is infeasible to generate inputs on which the simulation fails. In fact, this holds even against randomized algorithms that are trying to generate inputs on which the simulation fails. This means that on every distribution that is samplable by a polynomial time algorithm, the deterministic simulation succeeds with high probability! In addition to providing meaningful derandomization under a seemingly weaker assumption, the result of [IW01] can also be interpreted as a "gap theorem" showing that unless randomized algorithms are extremely strong (and can solve every problem in EXP) then they have to be weak in the sense that they can be derandomized. We mention that achieving the "high-end" version of [IW01] is an open problem. Some progress on this problem is given in [TV07] .
Obtaining uniform tradeoffs Given the aforementioned versatility of hardness versus randomness tradeoffs, it is natural to expect that these transformations yield PRGs that fool uniform algorithms when supplied with functions that cannot be computed by uniform algorithms. If this had been the case then uniform hardness versus randomness tradeoffs would have followed directly from non-uniform ones. Unfortunately, this is not the case. It turns out that all non-uniform hardness versus randomness tradeoffs in the literature are proven by reductions which transform a distinguisher D for the suggested PRG into a procedure that computes the suggested hard function h. These reductions have the property that one obtains a small circuit for h when starting from a small circuit D, and this is why non-uniform hardness versus randomness tradeoffs follow. Unfortunately, these reductions produce a non-uniform circuit for h even when D is a uniform algorithm. The crux of uniform hardness versus randomness tradeoffs is to design more efficient reductions that produce an efficient randomized algorithm for h when D is a uniform algorithm. Consequently, new techniques were developed to obtain uniform tradeoffs. The reader is referred to [Kab02] and to the references therein for details.
We remark that in addition to uniform hardness versus randomness tradeoffs for derandomizing BPP, there is also research on uniform hardness versus randomness tradeoffs for derandomizing the class AM of "Arthur-Merlin games" [GSTS03, SU09] .
Typically correct derandomization
In this section we survey some recent results on typically-correct derandomization. We start with a formal definition of typically-correct derandomization.
Definition 2 (Typically-correct derandomization [GW02] ) Let A : {0, 1} n × {0, 1} m → {0, 1} be a randomized procedure that computes some function f . We say that a function B : {0, 1} n → {0, 1} m is a typically-correct simulation of A with error η if
Let A be a randomized algorithm and η : N → [0, 1] be a function. We say that a function B is a typically-correct simulation of A with error η if for every input length n, B is a typically-correct simulation of A with error η(n) on that input length.

Recent results on typically-correct derandomization
Typically-correct derandomization of BPP As typically-correct derandomization is a relaxation of always-correct derandomization we may hope that polynomial time typically-correct simulation of BPP can be achieved unconditionally, or at least under assumptions weaker than those used to obtain BPP=P. Current results however, rely on unproven assumptions that are incomparable to those used to obtain BPP=P. In Table 1 we list some results on always-correct and typically-correct polynomial time simulation of BPP. In the remainder of this section we sketch the proofs of some of these results and discuss the different assumptions and parameters that arise in them. Loosely speaking, the proofs of these results rely on PRGs with different parameters than those used to obtain BPP=P and this is why different kinds of assumptions come up.
Typically-correct derandomization of randomized AC 0 Our view is that the assumptions used for typically-correct derandomization are in some sense weaker than those used for alwayscorrect derandomization. Specifically, if we restrict our attention to constant depth circuits then these assumptions are known to hold unconditionally while the assumptions used for BPP=P do not. As a consequence, using hardness versus randomness tradeoffs with known lower bounds against AC 0 , it is possible to obtain polynomial time typically-correct simulation of randomized AC 0 . This is on contrast to the always-correct case in which the best known simulation takes time 2 polylog(n) [Nis91] . In Table 2 we list some results on always-correct and typically-correct simulation of randomized AC 0 . 
The notation D is α-hard for C says that there is a language in D such that for every circuit C in class C and for all but finitely many input lengths n, C errs on at least an α-fraction of the inputs of length n. The class SIZE(s(n)) refers to circuits of size s(n), and SIZE SAT (s(n)) refers to circuits of size s(n) that have oracle access to an NP-complete language. Standard AC 0 2 polylog(n) 0 (always-correct) [Vio07] AC 0 + parity gates + few arbitrary symmetric gates sub-exponential 0 (always-correct) [Sha09] Standard AC 0 polynomial n −ω(1) [KvMS09] AC 0 + parity gates + few arbitrary symmetric gates polynomial n −ω(1)
Typically-correct derandomization and circuit lower bounds It is shown in [KvMS09] that typically-correct polynomial time simulation of BPP that makes very few errors (namely 2 n α errors for every constant α > 0 as guaranteed by [GW02] in Table 1 ) implies circuit lower bounds. This can be seen as a generalization of the results of [KI04] that shows that always-correct simulation implies circuit lower bounds.
When always-correct derandomization is impossible Typically-correct derandomization applies in settings where always-correct derandomization is known to be impossible. The first result of this kind is due to [Zim08] and gives typically-correct derandomization of randomized decision trees. Subsequent work by [Sha09] gives an alternative method that also applies to randomized communication protocols and streaming algorithms. Both approaches rely on various kinds of "randomness extractors" (see [NTS99, Sha02, Vad02] for survey articles on randomness extractors). It was later observed in [KvMS09] that the approach of [Sha09] can be recast in the terminology of "seed-extending pseudorandom generators" which we explain in Section 4.4. Moreover, [KvMS09] shows that the latter approach is more general and uses it to obtain typically-correct derandomization of randomized multiparty communication protocols.
Using the input to generate random coins
All recent results on typically-correct derandomization build on the following idea suggested in [GW02] : A deterministic simulation of a randomized procedure A can try and generate "random coins" for A by applying a function on the input x that is given to A. Let us examine this idea in the naive case in which we use the input itself as random coins. More specifically, we say that a randomized procedure A : {0, 1} n × {0, 1} m → {0, 1} uses sublinear randomness if m ≤ n. Note that in this case we can pretend that A uses exactly n random coins by discarding the unnecessary n−m random coins. We remark that randomized algorithms that use sublinear randomness are rare exceptions in the literature on randomized algorithms and our goal is to derandomize algorithms with polynomial randomness. Given a randomized procedure A with sublinear randomness that computes some function f we consider the deterministic procedure
This does not seem like a good idea as B may err on all inputs. This happens for example if A has the property that for every x ∈ {0, 1} n , every r = x has A(x, r) = f (x) while A(x, x) = f (x). Thus, B is not necessarily a typically-correct simulation of A. Intuitively, the problem is that when choosing x ← U n we are using random coins r = x that are correlated with the input x. Note that the same problem occurs if we try and produce r as a function of x. Nevertheless, some of the research we survey next achieves typically-correct derandomization of interesting randomized algorithms using this approach.
Modifying the randomized algorithm
In this section we present the approach of [GW02] . We remark that the presentation given here is different than that given in [GW02] . The high level idea is that one can avoid the bad example above if the randomized procedure has some special properties. We say that a randomized procedure A : {0, 1} n × {0, 1} m → {0, 1} computes a function f with input-oblivious success 1 − ρ if there exists a set W ⊆ {0, 1} r of size (1 − ρ) · 2 r such that for every x ∈ {0, 1} n and every r ∈ W , A(x, r) = f (x). Intuitively, such procedures do not mind if their coin tosses are correlated with the input. More precisely, we have that:
Proposition 3 If A is a randomized procedure that uses sublinear randomness and computes f with input-oblivious success 1 − ρ then the deterministic procedure B(x) = A(x, x) is a typically-correct simulation of A with error ρ.
Proof: This follows immediately as we can assume w.l.o.g. that m = n and for every x ∈ W we have that A(x, x) = f (x).
The implication above does not seem interesting as we are assuming that A has very restricting properties. Namely that A uses sublinear randomness and has input-oblivious success. Our plan is to transform general polynomial time algorithms into this form. It is standard that we can transform every randomized polynomial time algorithm into one that has input oblivious success.
Proposition 4 Every problem in BPP has a randomized polynomial time algorithm that computes it with input-oblivious success.
Proof: Given a randomized polynomial time algorithm A we can consider a randomized algorithm A ′ with amplified success probability: A ′ simulates A using ℓ independent coin tosses r 1 , . . . , r ℓ and outputs the majority vote. That is, when given a string r ′ ∈ {0, 1} mℓ we view it as a concatenation r ′ = (r 1 , . . . , r ℓ ) of strings of length m and define A ′ (x, r ′ ) = majority 1≤i≤ℓ A(x, r i ). By a standard application of the Chernoff bound we have that A ′ has success 1 − 2 −Ω(ℓ) for ρ ≥ 2/3. We choose ℓ = Θ(n) so that the success is at least 1 − 2 −2n . This means that for every x ∈ {0, 1} n the fraction of strings r ′ on which A ′ errs is at most 2 −2n and by a union bound A ′ has input-oblivious success of 1 − 2 −n .
Note however, that the argument above produces a randomized algorithm A ′ that uses superlinear randomness even if A uses sublinear randomness. Thus, in order to obtain typically-correct simulation of A we would like to reduce the number of random coins used by A to a sublinear number. By the discussion in Section 2 we can reduce the number of random coins of a randomized algorithm using a PRG. This doesn't seem helpful since PRGs can be used to give always-correct derandomization of A and we are shooting for the weaker goal of typically-correct derandomization.
A key observation is that the parameters that are needed for our application are different than those that come up in always-correct derandomization. Specifically, it is sufficient to use a PRG with polynomial stretch G : {0, 1} d(n)=n → {0, 1} m(n)=n O(1) to construct a randomized algorithm A ′′ (x, s) = A ′ (x, G(s)) that uses sublinear randomness. We stress that as we want A ′′ to run in polynomial time, we must require that G runs in time polynomial in n. This is contrast to the use of PRGs with polynomial stretch for always-correct derandomization explained in Section 2.2 in which we can allow the PRG to run in time exponential in its seed length. Summing up, the discussion above we have that:
Proposition 5 Let A ′ be a randomized algorithm that computes a function f with success 1 − ρ, runs in time t(n) = poly(n) and uses m(n) ≤ t(n) random coins and let G : {0, 1} d(n) → {0, 1} m(n) be a PRG that is ǫ-pseudorandom for circuits of size t(n) c for some universal constant c and assume that G is computable in time polynomial in n. Then, A ′′ (x, s) = A ′ (x, G(s)) is a randomized algorithm that computes f with success 1 − ρ − ǫ.
For our application it is not sufficient that A ′′ computes the same function as A ′ . We need A ′′ to have input-oblivious success. This does not seem to follow when using PRGs that fool circuits. However, it follows if we make the stronger requirement that G fools non-deterministic circuits.
Proposition 6 In Proposition 5, assume furthermore that A ′ computes a function f with inputoblivious success 1 − ρ and G is ǫ-pseudorandom for non-deterministic circuits. Then, A ′′ computes f with input-oblivious success 1 − ρ − ǫ.
Proof: Fix some input length n. By the guarantee that A ′ has input oblivious success we have that there exists a set W ⊆ {0, 1} m(n) of size (1 − ρ) · 2 m(n) such that for every x ∈ {0, 1} n and r ∈ W , A ′ (x, r) = f (x). Adleman's theorem [Adl78] says that BPP⊆P/poly and thus f can be computed by a polynomial size circuit. Moreover, the size of this circuit is bounded by t(n) c for some universal constant c. Consider the polynomial size non-deterministic circuit D which on input r ∈ {0, 1} m(n) guesses an input x ∈ {0, 1} n and accepts iff A ′ (x, r) = C(x). By definition we have that D rejects every input in W and thus rejects at least a 1 − ρ fraction of the strings of length m(n). If A ′′ does not compute f with input-oblivious success 1 − ρ − ǫ, then for more than a ρ + ǫ fraction of the strings s of length d(n) there exist x such that A ′′ (x, s) = f (x) (or equivalently D(G(s)) = 1). In other words, D distinguishes between G(U d(n) ) and U m(n) . (We remark that a more careful analysis could have relied on PRGs that fool uniform Merlin-Arthur protocols rather than non-deterministic circuits. The former are seemingly weaker as we know that MA⊆NP/poly).
Summing up we have that if we can construct PRGs as required in Proposition 6 with d(n) ≤ n then every randomized polynomial time algorithm A can be simulated by a randomized algorithm A ′ with input-oblivious success which in turn can be simulated by a randomized algorithm A ′′ with input-oblivious success and sub-linear randomness. By proposition 3 the latter has a typicallycorrect polynomial time deterministic simulation by simply taking B(x) = A ′′ (x, x).
The PRG that we need for this application is incomparable to PRGs that are known to imply BPP=P. It is weaker in the sense that it only has polynomial stretch (compared to exponential stretch for BPP=P). However, it is stronger in the sense that it needs to fool non-deterministic circuits (rather than deterministic ones) and that it needs to run in time polynomial in its seed length (rather than exponential in its seed length). Using hardness versus randomness tradeoffs such PRGs can be constructed from assumptions that are incomparable to those used to derive BPP=P [KvM02] . The precise assumption is given in Table 1 .
In contrast to the case of always-correct derandomization (which allows the PRG to run in time exponential in its seed length) we do not know how to construct PRGs that run in polynomial time in their seed length based on worst-case assumptions. This is the reason why the assumption in Table 1 relies on functions that are hard on average. Moreover, as we want the PRG to fool non-deterministic circuits we require lower bounds against circuits that have oracle access to an NP complete language.
Optimizing the error of the typically-correct simulation using extractors We would like to get a typically-correct simulation that errs on few inputs. By proposition 3 the error of the simulation is inherited from the error of the randomized algorithm A ′′ which is in turn dominated by the error of the PRG. This suggests that we may want to optimize this parameter. However, it turns out that there is an easier way to control the error of the simulation. We can amplify the success probability of A ′′ before applying Proposition 3.
For this purpose we choose the seed length of G to be d(n) = n α for some small constant α > 0 (and note that this choice still leads to polynomial stretch). It now follows that algorithm A ′′ uses d(n) = n α random coins. We can amplify its success probability by running it many times using "fresh random coins" (as in the proof of proposition 4). We can use ℓ = n 1−α runs while still maintaining sublinear randomness. It is easy to verify that such amplification preserves inputoblivious success. This leads to error 2 −Ω(n 1−α ) which is quite good. However, we can do better by using better techniques for "deterministic amplification". Specifically, using amplification based on randomness extractors [Zuc97] we can obtain a randomized algorithm which uses n random coins and has error 2 −n · 2 n α . For this error it is more convenient to count the number of inputs on which the simulation errs rather than the fraction, and we obtain a simulation that errs on only 2 n α inputs of the 2 n possible inputs of length n.
Using seed-extending pseudorandom generators
In this section we present the approach of [KvMS09] . Let A : {0, 1} n × {0, 1} m → {0, 1} be a randomized procedure that computes some function f with success 1 − ρ. Let E : {0, 1} n → {0, 1} m be some function and consider the deterministic procedure B(x) = A(x, E(x)). We are looking for sufficient conditions under which B is a typically-correct simulation of A. We know that A errs with probability less than ρ on every input and therefore it also achieves this when the input x is chosen at random. Namely,
When using a function E to "deterministically produce random coins", the error of the simulation B(x) = A(x, E(x)) is given by:
Note that if the latter probability is larger than ρ + ǫ then the procedure
distinguishes between the distribution (X, R) and (X, E(X)) that appear above. This suggests the following definition. The following proposition follows immediately.
Proposition 8 Let A : {0, 1} n × {0, 1} m → {0, 1} be a randomized procedure that computes some function f : {0, 1} n → {0, 1} with success 1 − ρ and let E be an ǫ-seed-extending PRG for the procedure D A defined above. Then, the deterministic procedure B(x) = A(x, E(x)) is a typicallycorrect simulation of A with error ρ + ǫ.
We now observe that if A is a polynomial time randomized algorithm then D A can be implemented by a polynomial size circuit. This follows as by Adleman's theorem, BPP⊆P/poly and therefore f has a polynomial size circuit. Examining Adleman's proof, one can bound the size of D A by a universal polynomial of the running time of A. Consequently, we have that:
Proposition 9 Let A be a randomized algorithm that computes a function f with success 1 − ρ, runs in time t(n) = poly(n) and uses m(n) ≤ t(n) random coins and let G : {0, 1} d(n) → {0, 1} m(n) be a PRG that is ǫ-pseudorandom for circuits of size t(n) c (for some universal constant c > 1) and assume that G is computable in time polynomial in n and has the form G(x) = (x, E(x)). Then, B(x) = A(x, E(x)) is a deterministic polynomial time typically-correct simulation of A with error ρ + ǫ.
It turns out that some hardness versus randomness tradeoffs in the literature (and in particular, the Nisan-Wigderson PRG of [NW94] ) construct PRGs of the form G(x) = (x, E(x)). Under the right assumptions, these tradeoffs produce PRGs that fool polynomial size circuits and have the right parameters. Such PRGs are seed-extending and can be used to obtain typically-correct derandomization.
The parameters used in Proposition 9 are identical to those that come up in Proposition 5. Note that unlike the case of proposition 6 we do not require PRGs that fool non-deterministic circuits. As existing constructions of PRGs are seed-extending, proposition 9 gets typically-correct derandomization of BPP under an assumption that is weaker than that used by [GW02] in the previous section. The precise assumption is listed in Table 1 .
Nevertheless, the approach of [GW02] has the advantage that it can produce a typically-correct simulation that errs on much fewer inputs. The approach described in this section produces error ρ + ǫ. We can amplify the success probability of the algorithm A prior to applying the argument and can therefore reduce ρ below 2 −n . Thus, the error of the final simulation is inherited from the error of the PRG. In contrast to the approach of [GW02] we do not know how to further reduce the error.
Following the discussion above we would like to use PRGs with low error. It is possible to tweak the hardness assumption so that it yields PRGs with low error. However, it is impossible to achieve error that is as low as that achieved by [GW02] .
Conclusion
Various relaxed notions of derandomization are considered in the literature. Unlike always-correct derandomization, some of these notions are not known to imply circuit lower bounds. The hope is that it may be possible to achieve such derandomization unconditionally, or at least using assumptions that are weaker than those used/required by always-correct derandomization. Current work surveyed in this article can be seen as a first step in this direction.
