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Semiclassical study of shape resonances in the
Stark effect
Kentaro Kameoka
Abstract
Semiclassical behavior of Stark resonances is studied. The complex
distortion outside a cone is introduced and resonances are defined in any
energy region for the Stark Hamiltonians with non-globally analytic po-
tentials. The non-trapping resolvent estimate is proved by the escape
function method. The Weyl law and the resonance expansion of the prop-
agator are proved in the shape resonances model. To prove the resonance
expansion theorem, the functional pseudodifferential calculus in the Stark
effect is established, which is also useful in the study of the spectral shift
function.
1 Introduction
In this paper, we study the semiclassical behavior of the resonances for the Stark
Hamiltonian:
P (~) = −~2∆+ βx1 + V (x),
where V (x) ∈ C∞(Rn) is a real-valued non-globally analytic decaying potential
and β > 0. We set the cone C(K, r) = {x ∈ Rn||x′| ≤ K(x1 + r)}, where
x′ = (x2, . . . , xn) and denote its complement by C(K, r)
c. Our assumption on
the potential V is as follows:
Assumption 1. The potential V ∈ C∞(Rn;R) satisfies lim|x|→∞ ∂
αV (x) = 0
for any α. Moreover, V (x) has an analytic continuation into the region {Rez ∈
C(K0, r0)
c, |Imz| < δ0} for some r0 ∈ R,K0 > 0 and δ0 > 0, and goes to zero
when Rez →∞ in this region.
We set Lpcone = {f ∈ L
p|suppf ⊂ C(K, r) for some K, r} (in the following,
we can replace Lpcone by L
p
comp). The outgoing (incoming) resolvent is denoted by
R±(z, ~) = (P − z)−1 for ±Imz > 0. Then we define the (outgoing) resonances
of P by meromorphic continuations of cutoff resolvents:
Theorem 1. Suppose that Assumption 1 holds. Fix any ~ > 0. Then for any
χ1, χ2 ∈ L∞cone(R
n) such that χj 6= 0 on some open sets, the cutoff resolvent
χ1R+(z)χ2 (Imz > 0) has a meromorphic continuation to Imz > −βδ0 with
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finite rank poles. The pole z is called a resonance and the multiplicity is defined
by
mz = rank
1
2πi
∮
z
χ1R+(z)χ2dz.
The set of resonances is independent of the choices of χ1, χ2 including multi-
plicities and denoted by Res(P ).
We emphasize that resonances are defined without any restriction on Rez
for non-globally analytic potentials. We prove Theorem 1 by constructing a
complex distorted operator Pθ. To remove the restriction on Rez and to ensure
that the semiclassical principal symbol pθ of Pθ satisfies Impθ(x, ξ) ≤ 0 for
any (x, ξ) ∈ T ∗(Rn), we deform P outside the cone C(K, r) for large r (see
section 2.1 for the definition of Pθ). The Pθ(~) is an analytic family of closed
operators (Proposition 2.1) and Pθ(~) with Imθ < 0 has discrete spectrum in
{Imz > βImθ} (Proposition 2.2). The resonances of P coincide with the discrete
eigenvalues of Pθ in this region (Proposition 2.3). We note that we exclude the
condition that |θ| is small by repeated applications of the Rellich-Kato theorem.
We also note that we do not require that ~ is small. The resonances are also
described including multiplicities in terms of meromorphic continuations of the
matrix elements of the resolvent (f,R+(z)g) for f, g ∈ L∞cone (Proposition 2.4) or
f, g ∈ A = {f ∈ L2|suppuˆ is compact} (Proposition 2.5). The latter formalism
based on analytic vectors for 1i ∂ shows that our definition of resonances coincides
with that based on the global analytic translation when the potential is globally
analytic (Proposition 2.6).
The resonances for the Stark Hamiltonians have been investigated especially
for the perturbation Eβ of a negative eigenvalue E of −~2∆+V (x) in the limit
β → 0. To this purpose, the deformation of P may be translations with respect
to x1 in {x1 < r} since the spectrum of Pθ is then discrete in {Rez < βr, Imz >
βImθ} and this region contains Eβ for small β. Dimassi-Petkov [4] adopted the
deformation depending only on x1 to study the semiclassical limit (~ → 0 ) of
Stark resonances. In this setting, the high energy resonances may not be defined
in the case of non-globally analytic potentials.
We denote the trapped set for the classical flow in the energy interval [a, b]
by K[a,b]. We prove the non-trapping resolvent estimate in our setting:
Theorem 2. Suppose that Assumption 1 holds and K[a,b] = ∅. Then for any
0 < M ≪ M˜ and small ~ > 0,
‖(Pθ(~)− z)
−1‖ ≤ C exp(C(Imz)−/~)/~,
where z ∈ [a, b] + i[−M~ log ~−1,∞) and θ = −iM˜~ log ~−1.
The proof is based on the escape function method as in [8], [12], where
the same result is proved for decaying potentials. Theorem 2 implies the non-
trapping time decay estimate (Proposition 3.1).
Our principal motivation comes from the shape resonance model. Denote
the full potential by Vβ = βx1 + V .
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Assumption 2 (shape resonance model). Fix a < b. We assume {x ∈ Rn|Vβ(x)
≤ b} = Gint ∪ Gext, where Gint is compact and non-empty, Gext is closed, and
Gint ∩ Gext = ∅. Moreover, we assume K[a,b] ∩ {(x, ξ)|x ∈ G
ext} = ∅.
Our first main theorem is the Weyl-type asymptotics for the Stark shape
resonances:
Theorem 3. Under Assumption 1 and 2, there exists S > 0 such that
lim
~→0
(2π~)n#Res(P (~)) ∩ ([a, b]− i[0, e−S/~]) = Vol(K[a,b]).
Our second main theorem is the resonance expansion theorem for Stark
propagators (in this paper, the symbol O for some operator means OL2→L2
unless otherwise stated).
Theorem 4. Suppose that Assumption 1 and 2 hold. Then for any ψ ∈
C∞c ([a, b]), δ > 0 and χ ∈ C
∞
b ∩L
∞
cone, there exist a(~) ∈ (a−δ, a), b(~) ∈ (b, b+δ)
and C > 0 such that for t ≥ C,
χe−itP/~χψ(P ) =
∑
z∈Res(P (~))∩Ω(~)
Resw=ze
−itw/~χR+(w, ~)χψ(P ) +O(~
∞),
where Ω(~) = [a(~), b(~)]− i[0, ~].
In the decaying potential case, Stefanov [13] [14] established Theorem 3 and
Nakamura-Stefanov-Zworski [9] provided a simplified proof of Theorem 3 and
proved Theorem 4 after the work of Burq-Zworski [2]. We follow the general line
of [9] with a minor simplification given by direct resolvent estimates (Proposition
4.1), which does not depend on the maximal principle technique.
To prove the resonance expansion theorem, we study the pseudodifferential
property of ψ(P ). The symbol class is defined by
S(m) = {a ∈ C∞(T ∗(Rn))||∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβm(x, ξ)}
and set S(m1m
−∞
2 ) =
⋂
N>0 S(m1m
−N
2 ). The Weyl quantization is defined by
aw(x, ~D; ~) = (2π~)−n
∫∫
a(
x+ y
2
, ξ; ~)ei〈x−y,ξ〉/~u(y)dydξ.
We set σ(x, ξ; y, η) = 〈ξ, y〉 − 〈η, x〉. The composition of Weyl symbols is
(a♯b)(x, ξ) = e
i~
2
σ(Dx,Dξ;Dy,Dη)a(x, ξ)b(y, η)|y=x,η=ξ
∼
∑
k≥0
1
k!
(
i~
2
σ(Dx, Dξ;Dy, Dη)
)k
a(x, ξ)b(y, η)|y=x,η=ξ,
which makes sense also for the formal power series. In the case where β = 0, the
usual functional pseudodifferential calculus implies f(P ) ∈ OpS(〈ξ〉−∞) with
the principal symbol f(|ξ|2+V (x)) for f ∈ C∞c (R) (see [5, section 8]). In the case
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where β > 0, this does not hold since P is not elliptic in semiclassical sense. In
fact, f(|ξ|2+βx1+V (x)) 6∈ S(m) for any temperedm since ∂αξ f(|ξ|
2+βx1+V (x))
involves the term 2|α|ξαf (|α|)(|ξ|2 + βx1 + V (x)) and |ξ| can be arbitrary large
on the support of f(|ξ|2 + βx1 + V (x)) when x1 → −∞. Thus f(P ) 6∈ OpS(m)
for any m. Nevertheless, we can treat the weighted function f(P )χ and the
difference of functions f(P2) − f(P1). We set m = |ξ|2 + 〈x1〉, where 〈x〉 =
(1 + |x|2)
1
2 . Take w ∈ C∞(Rn;R≥1) depending only on x1 and w = |x1| for
x1 ≤ −2 and w = 1 for x1 ≥ −1. For the weighted function f(P )χ, we prove
the following. Suppose V ∈ C∞(Rn;R) and lim|x|→∞ ∂
αV (x) = 0 for any α,
and set P (~) = −~2∆+ βx1 + V (x).
Theorem 5. Let χ ∈ S(w−∞〈x′〉−s) and f ∈ C∞c (R). Then f(P )χ
w =
aw(x, ~D) with a ∈ S(m−∞〈x′〉−s) for 0 < ~ ≤ 1. Moreover a has an asymp-
totic expansion a ∼
∑∞
j=0 h
jaj in S(m
−∞〈x′〉−s), which is the composition of
the formal asymptotic expansion of the symbol of f(P ) and χ.
Remark 1.1. In particular, a0 = f(|ξ|2 + x1 + V (x))χ(x, ξ) and suppaj ⊂
suppχ ∩
(
∪k≥1suppf (k)(|ξ|2 + βx1 + V (x))
)
for j ≥ 1. This implies that (1 −
g)(P (~))χwf(P (~)) = ~∞OpS(m−∞) for f, g ∈ C∞c (R) with g = 1 near suppf .
We have a1 = 0 since P (~) does not have a sub-principal symbol. The symbol
of χwf(P ) has the same property as the adjoint of f¯(P )χ¯w.
For the difference of functions f(P2)−f(P1), we prove the following. Suppose
Vj ∈ C∞(Rn;R) and lim|x|→∞ ∂
αVj(x) = 0 for any α, where j = 1, 2. Set
Pj(~) = −~2∆+ βx1 + Vj(x).
Theorem 6. Suppose V2 − V1 ∈ S(w−∞〈x′〉−s) and let f ∈ C∞c (R). Then
f(P2) − f(P1) = aw(x, ~D) with a ∈ S(m−∞〈x′〉−s) for 0 < ~ ≤ 1. Moreover
a has an asymptotic expansion a ∼
∑∞
j=0 h
jaj in S(m
−∞〈x′〉−s), which is the
difference of the formal asymptotic expansion of the symbols of f(P2) and f(P1).
Remark 1.2. The decay condition lim|x|→∞ ∂
αV = 0 only comes from the Ap-
pendix, where commutator calculations in section 5 are justified by the pertur-
bation argument. If another method proves Corollary A.1, the results in section
5 and hence Theorem 5 and Theorem 6 will be valid for V, Vj ∈ C∞b .
Corollary 1.1. Suppose that the assumption in Theorem 6 holds with s > n−1.
Then the derivative of the spectral shift function ξ′ defined by 〈ξ′, f〉 = tr(f(P2)−
f(P1)) for f ∈ C∞c (R) has an asymptotic expansion ξ
′ ∼ (2π~)−n
∑
j≥0 ~
jsj in
D(R) (the space of distribution), where 〈s0, f〉 =
∫∫
(f(|ξ|2+βx1+V2)−f(|ξ|2+
βx1 + V1))dxdξ and s1 = 0.
We can also discuss the spectral shift function by the formula ([11]) tr(f(P )−
f(P0)) = −tr(∂x1V f(P )) and Theorem 5, where P0 = −~∆ + βx1. Dimassi-
Petkov [4] and Dimassi-Fujiie´ [3] studied the spectral shift function by construct-
ing an elliptic operator P˜ such that −tr((∂x1V )f(P )) = −tr((∂x1V )f(P˜ )) +
O(~∞).
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Remark 1.3. The trace class property and finite terms in the asymptotic expan-
sion can be discussed even if we only assume V1 − V2 ∈ S(w−M 〈x′〉−s) for large
M and s > n− 1.
This paper is organized as follows. In section 2, we define the Stark reso-
nances in various manners and in particular prove Theorem 1. In section 3, we
prove the non-trapping resolvent estimate for the Stark Hamiltonian (Theorem
2). In section 4, we study the shape resonance model in the Stark effect and
prove the Weyl asymptotics (Theorem 3) and the resonance expansion (The-
orem 4). In section 5, we prove the functional pseudodifferential calculus in
the Stark effect (Theorem 5, 6). In the Appendix, we justify the commutator
calculation of the Stark resolvent in Section 5.
2 Definition of resonances
Throughout this section, we assume Assumption 1.
2.1 Complex distortion
We prove Theorem 1 by the complex distortion method. This reduces the study
of resonances to that of eigenvalues of a non-self-adjoint operator Pθ. We take
large r > 0,K > 0 and deform P (~) in C(K, r)c.
We now present the definition of Pθ. Take a convex set C˜(K, r) which
has a smooth boundary such that C˜(K, r) is rotationally symmetric with re-
spect to x′ and C˜(K, r) = C(K, r) in x1 > −r + 1. We define F = −(1 +
K−2)
1
2dist
(
•, C˜(K, r)
)
∗ φ, where φ ∈ C∞c (R
n), suppφ ⊂ {|x| < 1}, φ ≥ 0
and
∫
φ = 1. Then F ∈ C∞(Rn) is convex since C˜(K0, r) is convex and the
convolution with a positive function preserves convexity. We also set v(x) =
(v1(x), . . . , vn(x)) = ∂F (x) ∈ C∞b (R
n;Rn). Then we have v1(x) ≥ 1 on
C(K, r + 1)c. We also note that (x1)−∂
αvj is bounded for |α| ≥ 1. This
follows from the replacement of C(K, r) by C˜(K, r) for |α| = 1 and from the
mollification for |α| ≥ 2. We next set Φθ(x) = x + θv(x). This is a diffeomor-
phism for real θ with small |θ|. We note that Φ′θ = I + θ∂
2F is symmetric. We
set Uθf(x) = (detΦ
′
θ(x))
1
2 f(Φθ(x)), which is unitary on L
2(Rn). We define the
distorted operator Pθ(~) = UθP (~)U
−1
θ . A calculation (using the invariance of
Laplace-Beltrami operator) shows that
Pθ(~) = −~
2
∑
i,j
g
− 1
4
θ ∂ig
1
2
θ g
ij
θ ∂jg
− 1
4
θ + βx1 + βθv1 + V (Φθ(x))
= −~2
∑
i,j
∂ig
ij
θ ∂j + ~
2rθ(x) + βx1 + βθv1 + V (Φθ(x)),
where (gθ,ij) = (Φ
′
θ)
2, gθ = det(gθ,ij) and rθ = −
∑
i,j g
− 1
4
θ ∂i
(
g
1
2
θ g
ij
θ (∂jg
− 1
4
θ )
)
.
This expression defines Pθ(~) as a differential operator for complex θ with small
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|Reθ| and |Imθ| < (1+K−2)−
1
2 δ0. We denote the semiclassical principal symbol
of Pθ(~) by
pθ = 〈(I + θF
′′)−1ξ, (I + θF ′′)−1ξ〉+ βx1 + βθv1 + V (Φθ(x)).
An advantage of our definition of Pθ(~) is as follows:
Lemma 2.1. For Imθ ≤ 0, Im(−~2
∑
i,j ∂ig
ij
θ ∂j) ≤ 0 in the form sense. If
r > 0 is large and Imθ ≤ 0, then Impθ ≤ −
1
2β|Imθ|v1(x) ≤ 0 on T
∗(Rn).
Proof. Since F is convex, Im(〈(I + θF ′′)−1ξ, (I + θF ′′)−1ξ〉) ≤ 0 by diago-
nalizing F ′′. This also implies the first statement. We have |ImV (Φθ(x))| .
|Imθ| sup |∂V (z) · v(x)|, where z ranges over a small complex neighborhood of
x. Thus for large r, |ImV (Φθ(x))| ≤ ε|Imθ|||v(x)|, ε≪ 1. Since v1(x) ≥ c|v(x)|,
we have Im(βθv1 + V (Φθ(x))) ≤ −
1
2β|Imθ|v1(x) ≤ 0.
We next study the operator-theoretic property of Pθ. Since (Pθu, v) =
(u, Pθv) for u, v ∈ C
∞
c , Pθ(~) is closable on C
∞
c and the closure is also de-
noted by Pθ(~). We first prove the analyticity of Pθ with respect to θ.
Proposition 2.1. For 0 < ~ ≤ 1, Pθ is an analytic family of type (A) with
respect to θ with |Imθ| < δ0(1 + K−2)−
1
2 and |Reθ| small. That is, D(Pθ) =
D(P ) and Pθu is analytic with respect to θ for any u ∈ D(P ) = D(Pθ). Thus,
(Pθ − z)
−1 is analytic with respect to θ. Moreover, P ∗θ = Pθ.
Proof. We prove ‖(Pθ − Pθ′)u‖ ≤ C|θ − θ
′||1 + θ|2‖Pθu‖+ Cθ‖u‖ for u ∈ C
∞
c ,
where C is independent of θ with |Reθ| small. We only have to estimate
‖(~2
∑
i,j ∂ig
ij
θ ∂j − ~
2
∑
i,j ∂ig
ij
θ′∂j)u‖. Take w ∈ C
∞(Rn;R≥1) depending only
on x1 and w = |x1| for x1 ≤ −2 and w = 1 for x1 ≥ −1. Since (x1)−∂αvj is
bounded for |α| ≥ 1 and Re
∑
gijθ ξiξj ≥ c|1 + θ|
−2|ξ|2 for small |Reθ|,
‖(~2
∑
i,j
∂ig
ij
θ ∂j − ~
2
∑
i,j
∂ig
ij
θ′∂j)u‖
≤ C|θ − θ′|‖w−1u‖H2
~
≤ C|θ − θ′||1 + θ|2‖w−1~2
∑
i,j
∂ig
ij
θ ∂ju‖+ C|θ − θ
′|‖w−1u‖
≤ C|θ − θ′||1 + θ|2‖x1w
−1u‖+ C|θ − θ′||1 + θ|2‖w−1Pθu‖+ Cθ‖u‖.
The first term can be estimated as follows. We take χ(x1) such that χ(x1) = 0
for x1 ≤ 1 and χ(x1) = 1 for x1 ≥ 2. Then ‖x1w−1u‖ ≤ C‖x1χu‖ + C‖u‖ ≤
C‖Pθχu‖ + C‖u‖ ≤ C‖[Pθ, χ]u‖+ C‖Pθu‖+ C‖u‖ ≤ C‖Pθu‖+ Cθ‖u‖, where
the last inequality follows from the standard elliptic estimate.
Since ((Pθ−Pθ′)u, v) = (u, (Pθ−Pθ′)v) for u, v ∈ C
∞
c , Pθ−Pθ′ is closable on
C∞c . Then repeated applications of the standard perturbation argument show
that Pθ is closed on D(Pθ) = D(P ) and C
∞
c is a core for Pθ for small |Reθ| and
|Imθ| < (1+K−2)−
1
2 δ0, since limn→∞ an =∞ if an+1 = an+
c
(1+an)2
and a0 = 0.
Since Pθu is analytic with respect to θ for u ∈ C∞c , an approximate argument
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shows that Pθu is analytic with respect to θ for u ∈ D(P ). This implies that
(Pθ − z)−1 is analytic with respect to θ by the general theory (see [7, section
7.1, section 7.2]).
We finally prove that Pθ = P
∗
θ . It is easy to see Pθ ⊂ P
∗
θ from the fact that
(Pθu, v) = (u, Pθv) for u, v ∈ C
∞
c . By Lemma 2.1, ±i(Pθ ∓ iC) is accretive for
some C > 0 and ∓Imθ ≥ 0. Then repeated applications of the Rellich-Kato
theorem for the generator of the contraction semigroup (see [10, section X.8])
show that ±iC is in the resolvent set of Pθ for some C > 0 and ∓Imθ ≥ 0.
Take u ∈ D(P ∗θ ). Set v = (P
∗
θ ∓ iC)u. Then (P
∗
θ ∓ iC)((Pθ ∓ iC)
−1v − u) = 0
since Pθ ⊂ P
∗
θ . We have Ker(P
∗
θ ∓ iC) = {0} by Ran(Pθ ± iC) = L
2. Thus
u = (Pθ ∓ iC)
−1v ∈ D(Pθ). Thus Pθ = P
∗
θ .
We next prove the discreteness of the spectrum of Pθ on {Imz > βImθ}.
Proposition 2.2. Fix θ with −δ0(1 + K−2)−
1
2 < Imθ < 0 and |Reθ| small.
Then for 0 < ~ ≤ 1, Pθ − z is an analytic family of Fredholm operators with
index 0 on {Imz > βImθ} and invertible for Imz ≫ 1. Thus (Pθ − z)−1 is
meromorphic on {Imz > βImθ} with finite rank poles.
Remark 2.1. In fact, Pθ − z is invertible for Imz ≥ 0. See Proposition 2.3.
Proof. Set P˜θ = Pθ−iMφ(x/M)φ(~D/M)2φ(x/M), whereM > 1, 0 ≤ φ ∈ C∞c ,
φ = 1 near {|x| ≤ 1/3}, suppφ ⊂ {|x| ≤ 1} and
∫
φ = 1. Take Ω ⋐ {Imz >
βImθ}. We prove that ‖(P˜θ − z)
−1‖ ≤ C for 0 < ~ ≤ 1 and z ∈ Ω for
large M > 1. Take 1 ≪ R ≪ M and let χ1, χ2 ∈ C∞b be cutoff functions
near C(K,R) and C(K,R)c respectively. We first note that −Im(χ2u, (P˜θ −
z)χ2u) ≥ c‖χ2u‖2 − O(R−1)‖u‖2 since Im(θv1 + Vθ − z) ≤ −c near C(K,R)c
and ‖rθ‖∞ = O(R
−1) near C(K,R)c. Thus we can take large R > 0 such that
‖(P˜θ − z)χ2u‖ ≥ c‖χ2u‖. We next prove ‖(P˜θ − z)χ1u‖ ≥ c‖χ1u‖ for large
M > R. We take small ε > 0 and set χj,M = τj(G(x)/M), where τ1 ∈ C∞b (R)
is a cutoff near (−∞, ε], τ2 ∈ C∞b (R) is a cutoff near [2ε,∞) and G(x) =
(1 + K−2)
1
2dist
(
•, C˜(K,R)
)
∗ φ, where φ is as above. Then χ1,M , χ2,M ∈
C∞b , ‖∂
αχj,M‖∞ = O(M−1) for |α| ≥ 1, χ1,M = 1 near supp∂χj , χ2,M = 1
on C(K,R + 2εM)c, χ2,M = 0 on suppχ1 and suppχ1,M ∩ suppχ2,M = ∅.
Take w ∈ C∞(Rn;R≥1) depending only on x1 and w = |x1| for x1 ≤ −2
and w = 1 for x1 ≥ −1. We set Q = P˜θ − z + βχ2,Mw − iMχ2,M . We
now prove that Q−1 : Hs
~
→ Hs+2
~
is uniformly bounded with respect to large
M > 1. Denote the seminorms in S(〈ξ〉k) by |a|k,α = supx,ξ |∂
α
x,ξa|/〈ξ〉
k. We
set Q = qw. Then q =
∑
gijθ ξiξj + βx1 − iMφ(x/M)
2φ(ξ/M)2 + βχ2,Mw −
iMχ2,M + kM (x, ξ), where kM is bounded in S(1) with respect to M > 1. We
note that supM>1 |Mφ(x/M)
2φ(ξ/M)2|0,α < ∞, supM>1 |χ2,Mw|0,α < ∞ and
supM>1 |iMχ2,M |0,α < ∞ for |α| ≥ 1 since supp∂χ2,M ⊂ {x1 > −CM} and
‖∂αχ2,M‖∞ = O(M−1) for |α| ≥ 1. We also recall that Re
∑
gijθ ξiξj ≥ c|ξ|
2
for some c > 0 and Im
∑
gijθ ξiξj ≤ 0. Thus |q
−1|−2,α ≤ C supx,ξBk(x, ξ) for
|α| = k if we set
Bk = 〈ξ〉
k+2/|c|ξ|2+βx1− iMφ(x/M)
2φ(ξ/M)2+χ2,Mβw− iMχ2,M +kM |
k+1.
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We have Rn = {|x| < M/3} ∪ C(K,R + 2εM)c ∪ {x1 > cM} for some c >
0 since ε is small. Take large C1 > 0. For |x| < M/3, |ξ| < C1M1/2, we
see Bk ≤ CM (k+2)/2/Mk+1 = CM−k/2 in view of iMφ(x/M)2φ(ξ/M)2. For
|x| < M/3, |ξ| > C1M1/2, we see Bk ≤ C|ξ|k+2/(c|ξ|2 − βM + kM )k+1 ≤
C|ξ|k+2/|ξ|2k+2 = C|ξ|−k ≤ CM−k/2 since c|ξ|2 ≫ βM by C1 ≫ 1. For
x ∈ C(K,R + 2εM)c, we see Bk ≤ C〈ξ〉k+2/|c|ξ|2 − iM + kM |k+1 in view of
χ2,Mβw− iMχ2,M . This is bounded by CM−k/2 by considering |ξ| ≶ C1M1/2.
For x1 > cM , we see Bk(x, ξ) ≤ C〈ξ〉k+2/(|ξ|2 + M + kM )k+1 ≤ CM−k/2
by considering |ξ| ≶ C1M1/2. Thus we have proved |q−1|−2,α = O(M−|α|/2).
Thus we see that (q−1)w : Hs
~
→ Hs+2
~
is uniformly bounded with respect to
M > 1. We also see that limM→∞ q1 = 0 in S(1) if q
−1♯q = 1 + q1 since ∂x,ξq
is bounded in S(〈ξ〉2) with respect to M and limM→∞ ∂x,ξq−1 = 0 in S(〈ξ〉−2).
Thus (1 + qw1 )
−1Hs
~
→ Hs
~
is uniformly bounded with respect to large M > 1.
Thus Q−1 : Hs
~
→ Hs+2
~
is uniformly bounded with respect to large M > 1
(in fact Q−1 ∈ OpS(〈ξ〉−2) uniformly for large M by Beals’s theorem). Thus
‖χ1u‖ = ‖Q−1Qχ1u‖ ≤ C‖Qχ1u‖ = C‖(P˜θ−z)χ1u‖ since χ2,M = 0 on suppχ1.
Thus we have
‖u‖ ≤
∑
‖χju‖ ≤ C
∑
‖(P˜θ − z)χju‖ ≤ C‖(P˜θ − z)u‖+ C
∑
‖[P˜θ, χj ]u‖.
Since χ1,M = 1 near supp∂χj and ∂ξ(p˜θ − z) is bounded in S(〈ξ〉) with respect
to M > 1, we have ‖[P˜θ, χj ]u‖ ≤ C‖χ1,Mu‖H1
~
. Since Q−1 : H−1
~
→ H1
~
is uniformly bounded with respect to large M > 1 we have ‖χ1,Mu‖H1
~
≤
C‖Qχ1,Mu‖H−1
~
. Since suppχ1,M ∩ suppχ2,M = ∅, we have ‖Qχ1,Mu‖H−1
~
=
‖(P˜θ − z)χ1,Mu‖H−1
~
≤ ‖(P˜θ − z)u‖L2 + ‖[P˜θ, χ1,M ]u‖H−1
~
. Since ∂ξ(p˜θ − z) is
bounded in S(〈ξ〉) with respect to M > 1 and ∂χ1,M (x) = O(M−1) in S(1), we
have ‖[P˜θ, χ1,M ]u‖H−1
~
≤ CM−1‖u‖L2. Thus we have ‖(P˜θ − z)u‖ ≥ c‖u‖ for
large M > 1 and 0 < ~ ≤ 1.
We also have ‖(P˜θ − z)∗u‖ ≥ c‖u‖ for large M > 1 since (P˜θ − z)∗ =
Pθ¯ + iMφ(x/M)φ(~D/M)
2φ(x/M) − z¯. Banach’s closed range theorem thus
implies that P˜θ − z is invertible and ‖(P˜θ − z)−1‖ ≤ C for 0 < ~ ≤ 1 and
z ∈ Ω for large M > 1. Since Mφ(x/M)φ(~D/M)2φ(x/M) is compact, Pθ −
z = (1 + iMφ(x/M)φ(~D/M)2φ(x/M)(P˜θ − z)−1)(P˜θ − z) is Fredholm with
index 0. Finally, Pθ − z0 is invertible for Imz0 ≫ 1 since −Im(u, (Pθ − z)u) ≥
Imz0‖u‖2 − C~2‖u‖2.
Remark 2.2. The proof will be simplified if we assume that 0 < ~≪ 1.
Proof of Theorem 1. Take any 0 < δ1 < δ0. Take χ1, χ2 ∈ L∞cone(R
n) such that
χj 6= 0 on some open sets. Construct Pθ outside suppχj and C(K, r) with
(1 +K−2)−
1
2 δ0 > δ1. Then χ1R+(z)χ2 = χ1UθR+(z)U
−1
θ χ2 = χ1(Pθ − z)
−1χ2
for real θ and Imz > 0. The right hand side has an analytic continuation
with respect to θ with Imθ > −δ1 by Proposition 2.1. This in turn implies
that the left hand side has a meromorphic continuation to Imz > −βδ1 by
Proposition 2.2. If z is not a pole of Pθ, this is analytic near z. Suppose that
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z is a pole of Pθ. Then the multiplicity of the pole z of χ1R+(z)χ2 is given by
rank 12pii
∮
z χ1R+(z)χ2dz = rank
1
2pii
∮
z χ1(Pθ − z)
−1χ2dz = rankχ1Π
θ
zχ2, where
Πθz =
1
2pii
∮
z(Pθ − z)
−1dz is the generalized eigenprojection of Pθ at z. We have
(Pθ − z)kΠθz = 0 for some k by the general theory of closed operators. Then the
repeated use of the unique continuation theorem for second elliptic operators
implies that rankχ1Π
θ
z = rankΠ
θ
z. Since (Π
θ
z)
∗ = Πθz¯ , the same argument for the
adjoint implies that rankχ1Π
θ
z = rankχ1Π
θ
zχ2. This proves that the definition
of resonances is independent of χ1, χ2 and the multiplicity is given by mz =
rankΠθz.
The above proof shows that the resonances coincide with the discrete eigen-
values of the distorted operator;
Proposition 2.3. The discrete eigenvalues of Pθ in Imz > βImθ coincide with
Res(P ) including multiplicities. In particular, Pθ − z is invertible for Imz ≥ 0.
Remark 2.3. Proposition 2.3 and the facts that ‖(P˜θ − z)−1‖ = O(1) for z ∈ Ω
and ‖(Pθ − z0)−1‖ = O(1) if Imz0 > 0 in the proof of Proposition 2.2 imply the
following general upper bound on the number of the resonances; if Ω ⋐ {Imz >
−βδ0}, then
#Res(P (~)) ∩ Ω = O(~−n)
and the following a priori resolvent bound; if Ω ⋐ {Imz > βImθ} and 0 < δ(~) <
c < 1, then
‖(Pθ − z)
−1‖ ≤ C exp(C~−n log
1
δ(~)
) for z ∈ Ω with dist(z,Res(P (~))) ≥ δ(~).
We do not use these results in this paper and omit the proofs (see [6, section
7.2]).
2.2 Meromorphic continuations of matrix elements
The resonances are also described by meromorphic continuations of the matrix
elements of the resolvent.
Proposition 2.4. The matrix element of the resolvent (f,R+(z)g) has a mero-
morphic continuation to Imz > −βδ0 for any f, g ∈ L2cone. For z with Imz >
−βδ0, z is a resonance of P if and only if z is a pole of (f,R+(z)g) for some
f, g ∈ L2cone and the multiplicity mz is given by the maximal number k such that
there exist f1, . . . , fk, g1, . . . , gk ∈ L2cone with det(
1
2pii
∮
z(fi, R+(z)gj)dz)
k
i,j=1 6=
0. Moreover, for any open and bounded U ⊂ Rn and an orthonormal basis {fi}
of L2(U), mz = rank(
1
2pii
∮
z
(fi, R+(z)fj)dz)
∞
i,j=1.
Proof. Take χ1, χ2 as in Theorem 1 and set Π
χ1,χ2
z =
1
2pii
∮
z
χ1R+(z)χ2dz. Then
mz = rankΠ
χ1,χ2
z . We also have (f,Π
χ1,χ2
z g) = (f,
1
2pii
∮
z χ1R+(z)χ2dzg) =
1
2pii
∮
z(χ¯1f,R+(z)χ2g)dz. The Proposition easily follows from this.
Corollary 2.1. Res(P ) ∩ R = σpp(P ).
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Remark 2.4. The absence of embedded eigenvalues σpp(P ) = ∅ for the Stark
Hamiltonian was proved by Avron-Herbst [1].
Proof. Suppose that λ ∈ R is not a resonance of P . Then P has a purely
absolutely continuous spectrum near λ since (f,R+(z)g) is bounded near λ for
f, g ∈ L2cone and L
2
cone is dense. Suppose that λ is a resonance of P . Since
(f,R+(z)g) has a pole at λ for some f, g ∈ L
2
cone, we have limε→+0 ε(f, (P −λ−
iε)−1g) = i(f, E{λ}g) 6= 0 and thus λ is an eigenvalue of P .
The resonances are also described based on analytic vectors. Set A = {u ∈
L2|suppuˆ is compact}.
Proposition 2.5. The matrix element of the resolvent (f,R+(z)g) has a mero-
morphic continuation to Imz > −βδ0 for any f, g ∈ A. For z with Imz > −βδ0,
z is a resonance of P if and only if z is a pole of (f,R+(z)g) for some f, g ∈ A
and the multiplicity is given by the maximal number k such that there exist
f1, . . . , fk, g1, . . . , gk ∈ A with det(
1
2pii
∮
z
(fi, R+(z)gj)dz)
k
i,j=1 6= 0.
Remark 2.5. Note that A consists of analytic vectors for the generators of the
translations (1i ∂1, . . . ,
1
i ∂n). In the decaying potential case, we should replace
A by the set of analytic vectors for the generator of the dilations.
Proof. Take any 0 < δ1 < δ0 and construct Pθ outside C(K, r) with (1 +
K−2)−
1
2 δ0 > δ1. We first note that Uθf (f ∈ A) has an analytic continuation
for small |Reθ| by the definition of A. Take f, g ∈ A. Then (f,R+(z)g) =
(Uθf, UθR+(z)U
−1
θ Uθg) = (Uθf, (Pθ − z)
−1Uθg) for real θ and Imz > 0. The
right hand side is analytic with respect to θ by Proposition 2.1. This in turn
implies that the left hand side has a meromorphic continuation to Imz > −βδ1
by Proposition 2.2. We note that Uθ : A → A is linear and bijective for
complex θ since U∗θ : A → A is also well-defined and U
−1
θ = U
∗
θ
. Then the
proposition follows easily frommz = rankΠ
θ
z, A = L
2 and 12pii
∮
z
(f,R+(z)g)dz =
1
2pii
∮
z
(Uθf, (Pθ − z)
−1Uθg)dz = (Uθf,Π
θ
zUθg).
We finally prove that our definition of resonances coincides with that based
on the global analytic translation when the potential is globally analytic.
Proposition 2.6. In addition to Assumption 1, suppose that V has an ana-
lytic continuation to |Imz| < δ0 and bounded in this region. Then for −δ0 <
Imθ < 0, the resonances of P in Imz > βImθ coincide with the eigenvalues of
P ′θ = −~
2∆ + βx1 + βθ + V (x1 + θ, x
′) including multiplicities. In particular,
Res(−~2∆+ βx1) = ∅.
Proof. Arguing as above, the eigenvalues of P ′θ, are described by the meromor-
phic continuation of (f,R+(z)g) for f, g ∈ A and thus coincide with Res(P ) by
Proposition 2.5.
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3 Non-trapping estimates
We prove Theorem 2 in this section. Recall that K[a,b] is the trapped set for the
classical flow in the energy interval [a, b]. Thus K[a,b] is the set of all (x0, ξ0) ∈
T ∗(Rn) such that a ≤ p(x0, ξ0) ≤ b and limt→±∞ |x(t)| 6=∞, where (x(t), ξ(t))
is the solution of the Hamilton equation for p(x, ξ) = |ξ|2+βx1+V (x) with the
initial value (x0, ξ0). We prove the non-trapping resolvent estimate employing
the escape function method (see [8], [12] for the decaying potential case).
Proof of Theorem 2. We can take a˜ < a < b < b˜ such that the non-trapping
condition holds in [a˜, b˜]. The non-trapping assumption enables us to construct
an escape function G ∈ C∞c (T
∗(Rn)) such that {p,G} ≥ 1 on p−1([a˜, b˜])∩{|x| <
R}, where R > 0 is large (see [12]). Take M1~ ≤ ε ≪ |Imθ|, where M1 ≫ 1,
and consider z with a ≤ Rez ≤ b and (Imz)− ≪ ε. We set
Pθ,ε = e
−εGw/~Pθe
εGw/~ =
∑
k≥0
εk
k!
(−
1
~
adG)
kPθ.
Then the symbol pθ,ε satisfies
Repθ,ε = Repθ +O(~+ θε+ ε
2), Impθ,ε = Impθ − ε{Repθ, G}+O(~+ ε
2).
Take ψ1, ψ2, ψ3 ∈ C∞b (T
∗(Rn)) such that these three functions are cut-off func-
tions near {Rex1 ≥ R1} ∪ {|x1| < R1, |x′| < R′, p 6∈ [a˜, b˜]}, {|x1| < R1, |x′| <
R′, p ∈ [a˜, b˜]} and {x1 < −R1} ∪ {|x1| < R1, |x′| > R′} respectively, where
1≪ R1 ≪ R′ ≪ R. We set Ψj = ψwj . Since pθ,ε − z is elliptic near the support
of ψ1 for R1 ≫ 1 and a ≤ Rez ≤ b, we have ‖(Pθ,ε − z)Ψ1u‖ ≥ c‖Ψ1u‖ −
O(~∞)‖u‖. Lemma 2.1 and the construction of G imply that Impθ,ε ≤ −cε
near the support of ψ2 for M1 ≫ 1. The sharp G˚arding’s inequality implies
‖(Pθ,ε− z)Ψ2u‖ ≥ cε‖Ψ2u‖−O(~)‖Ψ2u‖−O(~∞)‖u‖ ≥ cε‖Ψ2u‖−O(~∞)‖u‖
for M1 ≫ 1 and (Imz)− ≪ ε. Since v1 ≥ 1 on the support of ψ3, Lemma
2.1 implies ‖(Pθ,ε − z)Ψ3u‖ ≥ c|Imθ|‖Ψ3u‖ − O(ε)‖Ψ3u‖ ≥ c|Imθ|‖Ψ3u‖ for
(Imz)− ≪ ε≪ |Imθ|. Thus
‖u‖ ≤ 2
∑
‖Ψju‖ ≤ Cε
−1
∑
‖(Pθ,ε − z)Ψju‖
≤ Cε−1‖(Pθ,ε − z)u‖+ Cε
−1
∑
‖[Pθ,εΨj ]u‖
≤ Cε−1‖(Pθ,ε − z)u‖+ C~/ε(‖|(Pθ,ε − z)u‖+ ‖u‖).
ChoosingM1 > 0 large and substituting C~/ε‖u‖ < 1/2‖u‖, we obtain ‖(Pθ,ε−
z)u‖ ≥ cε‖u‖.
For (Imz)− ≤ M1~, we take ε = M˜1~ with M˜1 ≫ M1 and we have ‖(Pθ −
z)−1‖ ≤ C~−1 ≤ C exp(C(Imz)−/~)/~ since ‖e±εG
w/~‖ ≤ C.
For M1~ ≤ (Imz)− ≤ M~ log ~−1, we take ε = C(Imz)− with large C > 0
and we have ‖(Pθ − z)−1‖ ≤ C exp(Cε/~)/ε ≤ C exp(C(Imz)−/~)/(Imz)− ≤
C exp(C(Imz)−/~)/~ since ‖e±εG
w/~‖ ≤ exp(Cε/~).
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The non-trapping resolvent estimate implies the non-trapping decay esti-
mate:
Proposition 3.1. Suppose that Assumption 1 holds and K[a,b] = ∅. Then for
any ψ ∈ C∞c ([a, b]) and χ ∈ L
∞
cone,
χe−itP/~ψ(P )χ = OL2→L2(〈(t− C)+/~〉
−∞).
Proof. This follows from Theorem 2 as in [9, Lemma 4.2]. We sketch the proof
for reader’s convenience. Take an almost analytic extension ψ˜ of ψ. Then
χe−itP/~ψ(P )χ
=
1
2πi
∫ ∞
−∞
e−itλ/~χ(R−(λ)−R+(λ))χψ(λ)dλ
=
1
2πi
∫
Imz=−M~ log ~−1
e−itz/~χ(R−(z)−R+(z))χψ˜(z)dz
−
1
2πi
∫∫
−M~ log ~−1<Imz<0
e−itz/~χ(R−(z)−R+(z))χ∂¯ψ˜(z)dz ∧ dz¯.
The first term is O(~(t−C)M ) = O((~/t)M ) for t > 2C by Theorem 2. The
second term is bounded by
∫ 1
0 e
−st/~eCs/~O(s∞)ds = O((~/t)M ) for t > 2C by
Theorem 2 and the almost analyticity ∂¯ψ˜(z) = O(|Imz|∞). SinceM is arbitrary
and the left hand side is bounded for 0 ≤ t ≤ 2C, the proof is completed.
4 Shape resonance model
In this section, we discuss the shape resonances for the Stark Hamiltonian gen-
erated by potential wells. The full potential is denoted by Vβ = βx1+V . Recall
that p(x, ξ) = |ξ|2 + Vβ(x) and K[a,b] is the trapped set in the energy interval
[a, b] (see Section 3). Throughout this section, we assume Assumption 1 and
Assumption 2. Note that Assumption 2 implies K[a,b] = {(x, ξ)|x ∈ G
int, a ≤
p(x, ξ) ≤ b}. We can take small δ > 0 such that Assumption 2 holds true with
[a, b] replaced by [a − δ, b+ δ]. Fix a cutoff function χ0 near Gint. Let V ext(x)
be a potential obtained by filling up the well: V ext = Vβ near supp(1−χ0) and
V ext > b + δ near Gint, and P extθ (~) be the corresponding distorted operator.
Let V int(x) be a potential flattened outside the well: V int(x) = Vβ near suppχ0
and V int(x) = b+ ε near Gext, and P int = −~2∆+ V int.
In the following we set α(~) = ~C and γ(~) =M~ log ~−1, or α(~) = C~ and
γ(~) = M~. Then Theorem 2 implies that ‖(P extθ (~) − z)
−1‖ = O(α(~)−1) for
a− δ ≤ Rez ≤ b+ δ, Imz ≥ −γ(~) and θ = −iM˜~ log ~−1.
Remark 4.1. The results in subsection 4.1 remain true if we replace the non-
trapping condition outside the well by a resolvent assumption as follows: there
exist functions α(~), γ(~) and real numbers a < b with α(~), γ(~) > e−S/~ for
any S > 0 such that ‖(P extθ (~) − z)
−1‖ = O(α(~)−1) for a − δ ≤ Rez ≤ b + δ
and Imz ≥ −γ(~).
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The basic estimate in this section is the following Agmon estimate which is
valid in more general settings (see [15, section 7.1]).
Lemma 4.1. For any open set U with U ⊂ {V (x) > b}, any z ∈ [b − C0, b −
ε] + i[−C0, C0] and small ~ > 0,
‖u‖H2
~
(U) ≤ e
−S0/~‖u‖L2(V ) + C‖(P − z)u‖L2(V ),
where V is any open set with U ⊂ V .
This is also valid for Pθ if U is away from the region of deformation in
the definition of Pθ. In the following we fix S0 such that Lemma 4.1 holds
true, where U is an small neighborhood of supp∂χ0, and where U is an small
neighborhood of supp(1− χ0) and P is replaced by P int.
4.1 The Weyl law
We prove Theorem 3 in this subsection.
Proposition 4.1. For small ~ > 0,
‖(1− χ0)(Pθ − z)
−1‖ ≤ Cα(~)−1, ‖χ0(Pθ − z)
−1‖ ≤ Cdist(z, σ(P int))−1
if a− δ ≤ Rez ≤ b+ δ, Imz ≥ −γ(~) and dist(z, σ(P int)) ≥ e−S0/~.
Proof. We have
‖(1− χ0)(Pθ − z)
−1‖ = ‖(P extθ − z)
−1(P extθ − z)(1− χ0)(Pθ − z)
−1‖
≤ α(~)−1‖(Pθ − z)(1− χ0)(Pθ − z)
−1‖
≤ α(~)−1(1 + ‖[P, χ0](Pθ − z)
−1‖)
≤ α(~)−1(C + e−S0/~‖(Pθ − z)
−1‖)
≤ Cα(~)−1(1 + e−S0/~‖χ0(Pθ − z)
−1‖).
The third inequality follows from the Agmon estimate. The last inequality
follows if we subtract α(~)−1e−S0/~‖(1−χ0)(Pθ−z)−1‖ ≤
1
2‖(1−χ0)(Pθ−z)
−1‖
from both sides for small ~ > 0. We also have
‖χ0(Pθ − z)
−1‖ ≤ ‖(P int − z)−1(P int − z)χ0(Pθ − z)
−1‖
≤ dist(z, σ(P int))−1‖(Pθ − z)χ0(Pθ − z)
−1‖
≤ dist(z, σ(P int))−1(1 + ‖[Pθ, χ0](Pθ − z)
−1‖)
≤ dist(z, σ(P int))−1(C + ~e−S0/~‖(Pθ − z)
−1‖)
≤ Cdist(z, σ(P int))−1(1 + ~e−S0/~‖(1− χ0)(Pθ − z)
−1‖).
The fourth inequality follows from the Agmon estimate. The last inequality
follows if we subtract ~dist(z, σ(P int))−1e−S0/~‖χ0(Pθ − z)−1‖ ≤ ~‖χ0(Pθ −
z)−1‖ from both sides for small ~ > 0. Substituting the left hand side of each
inequality for the right hand side of the other inequality and subtracting the
small remainder from both sides, we obtain the desired results.
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Remark 4.2. This proposition shows the dichotomy for resonances:
Res(P (~)) ∩ ([a− δ, b+ δ]− i[e−S0/~, γ(~)]) = ∅ for small ~ > 0.
Lemma 4.2. For small ~ > 0, there exist aj(~) < bj(~) < aj+1(~) such that
(
Res(P (~)) ∪ σ(P int)
)
∩ ([a−
δ
2
, b+
δ
2
]− i[0, e−S0/~]) ⊂ ∪
J(~)
j=1 Ωj(~),
where Ωj(~) = [aj(~), bj(~)] − i[0, e−S0/~], bj − aj ≤ C~−ne−S0/~, aj+1 − bj ≥
2e−S0/~, a1 ∈ (a−
2
3δ, a−
1
3δ), bJ(~) ∈ (b+
1
3δ, b+
2
3δ) and Res(P )∩({a1−c~
n ≤
Rez ≤ a1} ∪ {bJ(~) ≤ Rez ≤ bJ(~) + c~
n}) = ∅. Moreover,
‖(1− χ0)(Pθ − z)
−1‖ ≤ Cα(~)−1, z ∈ ∂Ω˜j(~),
where Ω˜j(~) = [aj(~)− e−S0/~, bj(~) + e−S0/~] + i[−2e−S0/~, e−S0/~].
Proof. The first statement follows easily from the fact that #σ(P int) ∩ [a −
δ, b+ δ] = O(~−n) and Proposition 4.1 (or Remark 2.4). The second statement
follows from Proposition 4.1.
Set Πθj =
1
2pii
∫
∂Ω˜j
(z − Pθ)
−1dz and Πintj =
1
2pii
∫
∂Ω˜j
(z − P int)−1dz.
Proposition 4.2. For any 0 < S < S0,
Πθj = Π
int
j +O(e
−S/~).
Proof. Recall that suppχ0 ∩ supp(Pθ − P int) = ∅. We have
(
Πθj −Π
int
j
)
χ0 =
1
2πi
∫
∂Ω˜j
(z − Pθ)
−1(1− χ0)(Pθ − P
int)(z − P int)−1χ0dz.
Since z − P int is elliptic near supp(Pθ − P
int),
‖(Pθ − P
int)(z − P int)−1χ0‖ ≤ C‖(z − P
int)(Pθ − P
int)(z − P int)−1χ0‖L2→H−2
~
= C‖[P int, Pθ − P
int](z − P int)−1χ0‖L2→H−2
~
≤ Ce−S0/~‖(z − P int)−1‖ ≤ C,
where the last two inequalities follow from the Agmon estimate for P int and
dist(z, σ(P int)) ≥ e−S0/~ (note that [P int, Pθ − P int] has bounded coefficients).
This and Lemma 4.2 imply
‖
(
Πθj −Π
int
j
)
χ0‖ ≤ C|∂Ω˜j |α(~)
−1 = O(e−(S0−ε)/~).
Finally, we have ‖Πθj(1−χ0)‖ ≤ C|∂Ω˜j |α(~)
−1 = O(e−(S0−ε)/~) by Lemma 4.2,
and ‖(1−χ0)Πintj ‖ ≤ C~
−ne−S0/~ = O(e−(S0−ε)/~) by the Agmon estimate.
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Remark 4.3. In the decaying potential case, we immediately have
‖(Pθ − P
int)(z − P int)−1‖ ≤ e−S0/~‖(z − P int)−1‖+ C ≤ C
by the Agmon estimate for P int and dist(z, σ(P int)) ≥ e−S0/~ since Pθ − P int
has bounded coefficients.
Proof of Theorem 3. Proposition 4.2 implies that rankΠθj = rankΠ
int
j for small
~ > 0. Thus we have
rankP[a+Ce−S0/~,b−Ce−S0/~](P
int(~)) ≤ #Res(P (~)) ∩ ([a, b]− i[0, e−S/~])
≤ rankP[a−Ce−S0/~,b+Ce−S0/~](P
int(~)).
The Weyl law for P int completes the proof.
4.2 Resonance expansion
We prove Theorem 4 in this subsection. Theorem 5 and Theorem 6 are used
in this subsection. In the following, we take ψ ∈ C∞c ([a, b]), δ > 0 and χ ∈
C∞b ∩ L
∞
cone as in Theorem 4. We take a(~) = a1(~)−
c
2~
n, b(~) = bJ(~) +
c
2~
n
(see Lemma 4.2) and set Ω(~) = [a(~), b(~)]− i[0, ~]. We first prove Theorem 4
after large time t > ~−n+1−ε:
Proposition 4.3. Under the above notation,
χe−itP/~χψ(P ) =
∑
z∈Res(P (~))∩Ω(~)
Resw=ze
−itw/~χR+(w, ~)χψ(P ) +O(~
∞)
for t > ~−n+1−ε.
Remark 4.4. The result of Burq-Zworski [2] can be extended to the Stark Hamil-
tonian case using Remark 2.4 and Theorem 5. Namely, Proposition 4.3 remains
true under Assumption 1 for t > ~−L for some choices of Ω(~) and L > 0. In
the shape resonance model, Proposition 4.1 slightly simplifies the proof.
Proof. Set Ω˜(~) = [a(~), b(~)]− i[0, ~n+ε/2]. We note that Res(P (~)) ∩ Ω(~) =
Res(P (~))∩ Ω˜(~) (see Remark 4.2). Take ψ~ ∈ C
∞
c such that suppψ~ ⊂ [a(~)−
c
4~
n, b(~) + c4~
n] and ψ~ = 1 on [a(~) +
c
4~
n, b(~) − c4~
n]. Then we have by
Theorem 5, a(~) < a− 13δ and b(~) > b+
1
3δ,
χe−itP/~χψ(P ) = χe−itP/~ψ1(P )χψ(P ) +O(~
∞)
= χe−itP/~ψ~(P )ψ1(P )χψ(P ) +O(~
∞)
= χe−itP/~ψ~(P )χψ(P ) +O(~
∞)
where ψ1 = 1 near [a, b] and suppψ1 ⊂ [a −
δ
4 , b +
δ
4 ]. We can take an al-
most analytic extension ψ˜~ ∈ C∞c (C) of ψ~ with the property that ∂¯ψ˜~ =
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O(min{|Imz|/~n, 1}∞/~n) and supp∂¯ψ˜~ ⊂ {|Rez − a(~)| <
c
3~
n} ∪ {|Rez −
b(~)| < c3~
n}. Then we have by Green’s formula
χe−itP/~ψ~(P )χ =
1
2πi
∫ ∞
−∞
e−itλ/~χ(R−(λ)−R+(λ))χψ~(λ)dλ
=
∑
z∈Res(P (~))∩Ω(~)
Resw=ze
−itw/~χR+(w, ~)χ
+
1
2πi
∫
Imz=−~n+ε/2
e−itz/~χ(R−(z)−R+(z))χψ˜~(z)dz
−
1
2πi
∫∫
Ω˜~
e−itz/~χ(R−(z)−R+(z))χ∂¯ψ˜~(z)dz ∧ dz¯.
The second term is O(~∞) for t > ~−n+1−ε by Proposition 4.1. In view of the
support property of ∂¯ψ˜~ and Proposition 4.1, the third term is estimated by∫ ~n+ε/2
0
e−ts/~(s/~n)∞ds = ~n
∫ ~ε/2
0
e−t~
n−1ss∞ds = O(~∞) for t ≥ 0.
We move to the proof of Theorem 4 up to large time C ≤ t ≤ eS/~. We first
prepare the Agmon estimate for continuous spectrum ([9, Lemma 4.3]):
Lemma 4.3. If χ˜ ∈ C∞c (R
n) is a cutoff near supp∂χ0 and ψ1 ∈ C∞c (R) is
supported near [a, b],
χ˜ψ1(P (~)), χ˜ψ1(P
int(~)), χ˜ψ1(P
ext(~)) = OL2→H2
~
(e−S0/2~).
Proof. Since P int has a discrete spectrum in suppψ1 and the dimension of
the sum of the eigenspaces in this energy region is O(~−n), the estimate for
χ˜ψ1(P
int(~)) follows form the usual Agmon estimate. For P (~) we prove it as
follows as in [9] (the proof for χ˜ψ1(P
ext(~)) is the same). First, the standard el-
liptic estimate implies that we only have to prove χ˜ψ1(P (~) = OL2→L2(e
−S0/2~).
Considering χ˜ψ1(P (~))(ψ1(P (~)))
∗ ¯˜χ, we only have to prove χ˜ψ1(P (~))χ˜ =
OL2→L2(e
−S0/~). The usual Agmon estimate shows ‖χ˜(P − z)‖ ≤ e−S0/~‖(P −
z)−1‖ + C ≤ C if |Imz| ≥ e−S0/~ and Imz ∈ [a − ǫ, b + ǫ]. Take an almost
analytic extension ψ˜1 of ψ1 and set Ω = [a − ǫ, b + ǫ] + i[−e−S0/~, e−S0/~]. We
may assume that ψ1 is real valued and ψ˜1(z¯) = ψ˜1(z). We have
χ˜ψ1(P )χ˜ =
1
2πi
∫
Ω
∂¯ψ˜1(z)χ˜(P − z)
−1χ˜dz ∧ dz¯ −
1
2πi
∫
∂Ω
ψ˜1χ˜(P − z)
−1χ˜dz.
The first term is bounded by C|Ω| = O(e−S0/~). The second term is O(e−S0/~)
since ‖(Imψ˜1)χ˜(P−z)−1χ˜‖ ≤ C|Imz| and ‖(Reψ˜1)χ˜((P−z)−1−(P− z¯)−1)χ˜‖ ≤
C‖(Imz)χ˜(P − z)−1(P − z¯)−1χ˜‖ ≤ C|Imz|.
We next compare the different quantum dynamics [9, Lemma 4.4].
Lemma 4.4. For ψ1 ∈ C∞c (R) supported near [a, b] and t ∈ R,
(1− χ0)e
−itP/~ψ1(P )χ0 = O(|t|e
−S0/2~) +O(~∞),
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χ0e
−itP/~ψ1(P ) = χ0e
−itP int/~ψ1(P
int) +O(|t|e−S0/2~) +O(~∞),
(1− χ0)e
−itP/~ψ1(P ) = (1− χ0)e
−itP ext/~ψ1(P
ext) +O(|t|e−S0/2~) +O(~∞).
Proof. The proof relies on Duhamel’s formula. We have
(i~∂t − P )(1− χ0)e
−itP/~ψ1(P )χ1 = [P, χ0]e
−itP/~ψ1(P )χ1 = O(e
−S0/2~)
by Lemma 4.3,
(i~∂t − P )χ0(e
−itP/~ψ1(P )− e
−itP int/~ψ1(P
int))
= −[P, χ0](e
−itP/~ψ1(P )− e
−itP int/~ψ1(P
int)) = O(e−S0/2~)
by Lemma 4.3, and
(i~∂t − P )(1− χ0)(e
−itP/~ψ1(P )− e
−itP ext/~ψ1(P
ext))
= [P, χ0](e
−itP/~ψ1(P )− e
−itP ext/~ψ1(P
ext)) = O(e−S0/2~)
by Lemma 4.3. As for the initial values, we have (1 − χ0)ψ1(P )χ0 = O(~∞)
by Theorem 5, χ0(ψ1(P ) − ψ1(P
int)) = O(~∞) by Theorem 5 and the usual
functional calculus for elliptic pseudodifferential operators, and (1−χ0)(ψ1(P )−
ψ1(P
ext)) = O(~∞) by Theorem 6 (Theorem 6 is used only at this point).
Proposition 4.4. Under the above notation,
χe−itP/~χψ(P ) =
∑
z∈Res(P (~))∩Ω(~)
Resw=ze
−itw/~χ1R+(w, ~)χ1ψ(P )
+ χ2O(〈(t− C)+/~〉
−∞)χ2ψ(P ) +O(~
∞)
for 0 ≤ t ≤ e(S0−ε)/2~, where χ1 = χχ0 and χ2 = χ(1− χ0).
Proof. We may assume that δ > 0 is small. Take ψ1 such that ψ1 = 1 on
[a − δ/4, b + δ/4] and suppψ1 ⊂ [a − δ/2, b + δ/2]. Then χe−itP/~χψ(P ) =
χe−itP/~ψ1(P )χψ(P ) +O(~∞) by Theorem 5. Lemma 4.4 and Proposition 3.1
imply that
χe−itP/~ψ1(P )χψ(P )
= χ1e
−itP int/~ψ1(P
int)χ1ψ(P ) + χ2O(〈(t − C)+/~〉
−∞)χ2ψ(P ) +O(~
∞)
for |t| ≤ e(S0−ε)/2~. We also have
χ1e
−itP int/~ψ1(P
int)χ1ψ(P ) = χ1e
−itP int/~
∑
j
Πintj ψ1(P
int)χ1ψ(P )
=
∑
j
χ1e
−itP int/~Πintj χ1ψ(P ) +O(~
∞)
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by Theorem 5. We also have∑
z∈Res(P )∩Ωj
Resw=ze
−itw/~χ1R+(w)χ1 = χ1e
−itP int/~Πintj χ1 +O(e
−(S0−ε)/~)
for 0 ≤ t ≤ e(S0−ε)/~. This is proved in the same manner as in Proposition 4.2
since e−itz/~ is bounded on ∂Ω˜j for this time. These complete the proof.
We next estimate the residue outside the well;
Lemma 4.5. For any χ˜ ∈ C∞b ∩ L
∞
cone and any 0 < S < S0,∑
z∈Res(P (~))∩Ωj(~)
Resw=ze
−itw/~χ2R+(w)χ˜ = O(e
−S/~)
for 0 ≤ t ≤ eS/~, where χ2 is as in Proposition 4.4.
Proof. We have ‖(1 − χ0)(z − Pθ)−1‖ ≤ α(~)−1 by Lemma 4.2. Since |e−itz/~|
is bounded on ∂Ω˜j for 0 ≤ t ≤ e(S0−ε)/~, we have
‖
1
2πi
∫
∂Ω˜j
e−itz/~χ(1− χ0)(z − Pθ)χ˜dz‖ ≤ Cα(~)
−1|∂Ω˜j| = O(e
−(S0−ε)/~).
Proof of Theorem 4. Proposition 4.3 proves Theorem 4 for t > ~−n+1−ε. Propo-
sition 4.4 and Lemma 4.5 prove Theorem 4 for C ≤ t ≤ e−S/~.
5 Functional pseudodifferential calculus in the
Stark effect
In this section, we prove Theorem 5 and Theorem 6. In subsection 5.1 and
subsection 5.2, we set P (~) = −~2∆+ βx1 + V (x), where V ∈ C∞(Rn;R) and
lim|x|→∞ ∂
αV (x) = 0 for any α (see Remark 1.2). The commutator calculations
below are justified by Corollary A.1 in the Appendix.
5.1 Weighted resolvent estimates
We estimate the weighted resolvents in this subsection. Take w ∈ C∞(Rn;R≥1)
depending only on x1 and w = |x1| for x1 ≤ −2 and w = 1 for x1 ≥ −1.
Lemma 5.1. For any k ≥ 0, |z| . 1 and 0 < ~ ≤ 1,
‖w−k−1(P − z)−1wk‖L2→H2
~
. |Imz|−1 (1 + ~/|Imz|)3k .
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Proof. We first prove the case where k = 0. Take χ ∈ C∞(Rn) depending only
on x1 and χ = 0 for x1 ≤ 1 and χ = 1 for x1 ≥ 2. We set χR(x) = χ(x/R).
‖〈hD〉2w−1(P − z)−1u‖L2
≤ C‖w−1〈hD〉2(P − z)−1u‖L2
= C‖w−1(P − z + z − βx1 − V + 1)(P − z)
−1u‖L2
≤ C‖χRx1(P − z)
−1u‖L2 + C‖u‖L2 + CR‖(P − z)
−1u‖L2
≤ C‖χRx1(P − z)
−1u‖L2 + CR|Imz|
−1‖u‖L2,
since |z| . 1. Since P (~)− z is elliptic near the support of χ, we have
‖χRx1(P − z)
−1u‖L2 ≤ C‖(P − z)χR(P − z)
−1u‖L2
≤ C‖u‖L2 + C‖[P, χR](P − z)
−1u‖L2.
Substituting ‖[P, χR](P−z)−1u‖L2 ≤ C~R
−1‖〈hD〉2w−1(P−z)−1u‖L2 for large
R, the proof for k = 0 is completed.
We next assume that Lemma 5.1 is true for k − 1. The case where k = 0
implies
‖w−k−1(P − z)−1wk‖L2→H2
~
= ‖w−1(P − z)−1(P − z)w−k(P − z)−1wk‖L2→H2
~
. |Imz|−1‖(P − z)w−k(P − z)−1wk‖L2→L2
. |Imz|−1 + (~/|Imz|)‖w−k−1(P − z)−1wk‖L2→H1
~
.
We have
(~/|Imz|)‖w−k−1(P − z)−1wk‖L2→H1
~
≤ (~/|Imz|)‖w−1(P − z)−1‖L2→H1
~
+ (~/|Imz|)‖w−k−1(P − z)−1[P,wk](P − z)−1‖L2→H1
~
.
The first term can be estimated by |Imz|−1(~/|Imz|) by the case where k = 0.
The second term can be estimated by
(~/|Imz|)2‖w−k−1(P − z)−1〈~D〉wk−1‖L2→H1
~
≤ (~/|Imz|)2‖w−2(P − z)−1‖L2→H2
~
+ (~/|Imz|)2‖w−k−1(P − z)−1[P, 〈~D〉wk−1 ](P − z)−1‖L2→H1
~
.
The first term can be estimated by |Imz|−1(~/|Imz|)2 by the case where k = 0.
The second term can be estimated by
(~/|Imz|)3‖w−k−1(P − z)−1wk−1‖L2→H1
~
+ (~/|Imz|)2‖w−k−1(P − z)−1wk−1‖L2→H1
~
· ‖w−1〈~D〉2~(P − z)−1‖L2→L2
≤ (~/|Imz|)3‖w−k−1(P − z)−1wk−1‖L2→H1
~
by the case where k = 0. The induction hypothesis completes the proof.
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Remark 5.1. Similar calculations show that
‖wk(P − z)−1w−k‖L2→L2 . |Imz|
−1 (1 + ~/|Imz|)2k
and
‖wk−1(P − z)−1w−k‖L2→H2
~
. |Imz|−1 (1 + ~/|Imz|)2k
for |z| . 1 and 0 < ~ ≤ 1.
5.2 Weighted resolvents as ΨDOs
We recall that
Sδ(m) = {a ∈ C
∞(T ∗(Rn))||∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβ~
−δ(|α|+|β|)m(x, ξ)}.
The natural asymptotic expansion for a ∈ Sδ(m) with 0 ≤ δ <
1
2 is of the form
a ∼
∑
~(1−2δ)jaj with aj ∈ Sδ(m). We set Sδ(m1m
−∞
2 ) =
⋂
N>0 Sδ(m1m
−N
2 ).
To simplify the statement, we introduce the symbol class for weighted resol-
vents S−kWR(m) = |Imz|
−kS0WR(m), where
S0WR(m) = {a(x, ξ; z, ~)||∂
α
x ∂
β
ξ a| ≤ Cαβ |Imz|
−Cαβm(x, ξ) for |z| . 1 and
a ∈ Sδ(m) uniformly for ~
δ . |Imz|, |z| . 1 for any 0 ≤ δ <
1
2
}.
We say that a ∈ S−kWR(m) has an asymptotic expansion a ∼
∑
~jaj in S
−k
WR(m)
if aj ∈ S
−k−2j
WR (m) and a ∼
∑
~jaj = ~
−kδ
∑
~(1−2δ)j~(k+2j)δaj in ~
−kδSδ
uniformly for ~δ . |Imz|, |z| . 1 for any 0 ≤ δ < 12 . We set S
−k
WR(m1m
−∞
2 ) =⋂
N>0 S
−k
WR(m1m
−N
2 ).
In the following, we set m = |ξ|2 + 〈x1〉.
Proposition 5.1. If b ∈ S0WR(w
−∞m−k〈x′〉−s), then
(P − z)−1bw ∈ OpS−1WR(w
−∞m−k−1〈x′〉−s).
Proof. We set P˜ = −~2∆+ β〈x1〉+C, where C ≫ 1 so that P˜−1 ∈ OpS(m−1).
Applying 〈x′〉sP˜ k from the right, we may assume that s = k = 0. Applying
wjP˜ from the right, we only have to prove (P − z)−1bwP˜ ∈ OpS−1WR(1). Since
P˜ ∼ P+βw, we only have to prove (P−z)−1bw(P−z) = bw+(P−z)−1[bw, P ] ∈
OpS−1WR(1) and (P − z)
−1bw ∈ OpS−1WR(1). For this it is enough to prove (P −
z)−1〈~D〉bw ∈ OpS−1WR(1). Let l1, l2, . . . , lN be linear forms on R
2n. Then
adlw
1
(x,~D) . . . adlwN (x,~D)
(
(P − z)−1〈~D〉bw
)
consists of the terms such as
(P − z)−1(adlw
1
(x,~D)P )(P − z)
−1(adlw
2
(x,~D)P )(P − z)
−1(adlw
3
(x,~D)adlw
4
(x,~D)
P )(P − z)−1 . . . (adlwN−1(x,~D)P )(P − z)
−1
(
adlwN (x,~D)〈~D〉b
w
)
=
(
(P − z)−1(adlw
1
(x,~D)P )w
−1
) (
w(P − z)−1(adlw
2
(x,~D)P )w
−2
)
(
w2(P − z)−1(adlw
3
(x,~D)adlw
4
(x,~D)P )w
−3
)
. . . (ws−1(P − z)−1(adlwN−1(x,~D)P )
w−s)(ws(P − z)−1〈~D〉w−s−1)
(
ws+1〈~D〉−1adlwN (x,~D)(〈~D〉b
w)
)
where s ≤ N . Lemma 5.1 and Beals’s theorem complete the proof.
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We next calculate the asymptotic expansion of the weighted resolvent. Let
r(x, ξ, z, ~) ∼
∑
j≥0 ~
jrj be the formal symbol of (P−z)−1 given by the standard
parametrix construction, which does not belong to any symbol class. We easily
see that r0 = (p(x, ξ) − z)−1 and rj(x, ξ, z) =
qj(x,ξ,z)
(p(x,ξ)−z)2j+1 for j ≥ 1, where
qj(x, ξ, z) =
∑2j−1
k=0 qj,k(x, ξ)z
k with qj,k(x, ξ) ∈ S(m2j−k).
Proposition 5.2. Suppose that b has an asymptotic expansion ∼
∑
~jbj in
S0WR(w
−∞m−k〈x′〉−s). Then the symbol of (P − z)−1bw has an asymptotic
expansion ∼ (
∑
j ~
jrj)♯(
∑
~jbj) in S
−1
WR(w
−∞m−k−1〈x′〉−s).
Proof. Take 0 ≤ δ < 12 and consider z with ~
δ . |Imz|, |z| . 1. Borel’s
theorem enables us to take a ∈ ~−δSδ(w−∞m−k−1〈x′〉−s) such that a has
an asymptotic expansion a ∼ ~−δ(
∑
j ~
(1−2δ)j~(2j+1)δrj)♯(
∑
~(1−2δ)j~2jδbj) in
~−δSδ(w
−∞m−k−1〈x′〉−s) which is uniform with respect to z. Then (P −
z)aw = bw + ~∞OpS(w−∞m−k〈x′〉−s) since (p − z)♯((
∑
j ~
jrj)♯(
∑
~jbj)) ∼
((p− z)♯(
∑
j ~
jrj))♯(
∑
~jbj) ∼
∑
~jbj in the formal power series sense. Thus,
aw(x, ~D) = (P − z)−1bw + (P − z)−1~∞OpS(w−∞m−k〈x′〉−s)
= (P − z)−1bw + ~∞OpS(w−∞m−k−1〈x′〉−s).
The last equality follows from Proposition 5.1.
5.3 Proofs
Proof of Theorem 5. Applying 〈x′〉s from the right, we may assume that s = 0.
We take an almost analytic extension f˜ ∈ C∞c (C) of f : ∂¯f˜ = O(|Imz|
∞) and
f˜ |R = f . The Hellfer-Sjo¨strand formula shows
f(P )χw = −
1
2πi
∫
∂¯f˜(z)(z − P )−1χwdz ∧ dz¯.
Take 0 < δ < 12 . Proposition 5.1 implies that (z−P )
−1χw ∈ OpS−1WR(w
−∞m−1).
Thus f(P )χw = aw(x, ~D) ∈ OpS(w−∞m−1) and the integral for |Imz| <
hδ contributes only as h∞OpS(w−∞m−1). Proposition 5.2 implies that (z −
P )−1χw has an asymptotic expansion in ~−δSδ(w
−∞m−1) which is uniform
with respect to z with |Imz| > hδ. Thus a ∼
(
~−δ
∑
~j(1−2δ)~(1+2j)δaj
)
♯χ in
~−δSδ(w
−∞m−1), where
aj =
1
2πi
∫
|Imz|>hδ
∂¯f˜(z)
qj(x, ξ, z)
(p(x, ξ)− z)2j+1
dz ∧ dz¯
=
1
2πi
∫
∂¯f˜(z)
qj(x, ξ, z)
(p(x, ξ)− z)2j+1
dz ∧ dz¯ +OS(w−∞m−1)(h
∞)
=
1
(2j)!
∂2jt (qj(x, ξ, t)f(t))t=p(x,ξ) +OS(w−∞m−1)(h
∞).
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Since aj ∈ S(w−∞m−∞) ⊂ S(w−∞m−1), we have in fact a ∼ (
∑
aj) ♯χ in
S(w−∞m−1). We set f(t) = (t − i)kfk(t). Then fk(P )χw has an asymp-
totic expansion in S(w−∞m−1) by the above argument. Proposition 5.2 with
z = i implies that f(P )χw = (P − i)−kfk(P )χw has an asymptotic expansion
in S(w−∞m−k−1), which coincides with the formal one (
∑
aj) ♯χ. Since k is
arbitrary, f(P )χ has an asymptotic expansion in S(w−∞m−∞) = S(m−∞).
Proof of Theorem 6. The Helffer-Sjo¨strand formula and the resolvent equation
show that
f(P2)− f(P1) =
1
2πi
∫
∂¯f˜(z)(z − P2)
−1(V2 − V1)(z − P1)
−1dz ∧ dz¯
Take 0 < δ < 12 . We have (V2 − V1)(z − P1)
−1 ∈ OpS−1WR(w
−∞m−1〈x′〉−s) by
Proposition 5.1. Thus (z−P2)−1(V2−V1)(z−P1)−1 ∈ OpS
−2
WR(w
−∞m−2〈x′〉−s)
by Proposition 5.1 again. Thus f(P2)− f(P1) ∈ OpS(w−∞m−2〈x′〉−s) and the
integral for |Imz| < hδ contributes only as h∞OpS(w−∞m−2〈x′〉−s). The twice
applications of Proposition 5.2 show that (z−P2)−1(V2 −V1)(z −P1)−1 has an
asymptotic expansion in ~−2δSδ(w
−∞m−2〈x′〉−s) which is uniform with respect
to z with |Imz| > hδ. Thus the similar calculation as in the proof of Theorem 5
based on the partial fraction expansion shows that f(P2)−f(P1) has an asymp-
totic expansion in OpS(w−∞m−2〈x′〉−s). We next prove that f(P2) − f(P1)
has an asymptotic expansion in OpS(w−∞m−N 〈x′〉−s) for any N . Suppose
that this is true for N . Applying this to g(t) = (t + i)f(t), we see that (P2 +
i)f(P2)− (P1+ i)f(P1) has an asymptotic expansion in OpS(w−∞m−N 〈x′〉−s).
Proposition 5.2 shows that f(P2)− (P2 + i)−1(P1 + i)f(P1) has an asymptotic
expansion in OpS(w−∞m−N−1〈x′〉−s). We observe that
f(P2)− f(P1) =
(
f(P2)− (P2 + i)
−1(P1 + i)f(P1)
)
+(P2+ i)
−1(V1−V2)f(P1).
The second term also has an asymptotic expansion in OpS(w−∞m−∞〈x′〉−s)
by Theorem 5 and Proposition 5.2. Thus f(P2) − f(P1) has an asymptotic
expansion in OpS(w−∞m−N−1〈x′〉−s). Thus f(P2)− f(P1) has an asymptotic
expansion in OpS(w−∞m−∞〈x′〉−s) = OpS(m−∞〈x′〉−s). Finally, we calculate
the asymptotic expansion of f(P2) − f(P1), whose existence has been proved
now. Take χ ∈ C∞c (R
n) which is equal to 1 on a large ball. We see from Theorem
5 that (f(P2)−f(P1))χ has an asymptotic expansion in OpS(m−∞〈x′〉−s) which
coincides with the formal calculation. Since χ is arbitrary, we conclude that the
asymptotic expansion of f(P2)− f(P1) coincides with the formal one.
A Appendix
In this Appendix, we assume that V ∈ C∞(Rn;R) and lim|x|→∞ ∂
αV (x) = 0
for any α and set P = −∆+βx1+V (x). We denote Schwartz space and its dual
by S and S ′. To justify the commutator calculation in Section 5, we prove the
following;
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Proposition A.1. For Imz 6= 0, the resolvent (P − z)−1 is continuous from S
to S . Thus, there is a unique continuous extension (P − z)−1 : S ′ → S ′ and
this is the inverse of P − z : S ′ → S ′. In particular, Ker(P − z) = {0} on S ′.
This enables us to compute the commutator with the resolvent.
Corollary A.1. For any linear operator T : S ′ → S ′, [T, (P − z)−1] =
−(P − z)−1[T, P ](P − z)−1 as an operator from S ′ to S ′.
Remark A.1. We always have (P − z)[T, (P − z)−1]u = −[T, P ](P − z)−1u if
u, Tu ∈ L2. Even if we know that [T, P ](P−z)−1u ∈ L2, we cannot immediately
conclude that [T, (P − z)−1]u ∈ L2 and [T, (P − z)−1]u = −(P − z)−1[T, P ](P −
z)−1u. If we had a generalized eigenfunction v ∈ S ′ with (P − z)v = 0, there
would be the possibility that [T, (P − z)−1]u = v− (P − z)−1[T, P ](P − z)−1u 6∈
L2. The above Proposition excludes this possibility.
To apply the perturbation argument, we introduce the Banach space Y s =
∩k+m≤sHk,m, where Hk,m is the weighted Sobolev space
Hk,m = {u ∈ L2|‖u‖k,m = ‖〈D〉
k〈x〉mu‖L2 <∞}.
We only consider k,m ≥ 0. The following proposition implies the Proposition
A.1 since S = ∩k,m≥0Hk,m including the topology.
Proposition A.2. The resolvent (P − z)−1 : Y s → Y s is a bounded operator.
Proof. Fix z with Imz 6= 0 We first give a proof assuming Corollary A.1. This is
formal at this point since our purpose is to prove Corollary A.1. Take u ∈ Y s.
Then for k +m ≤ s,
‖(P − z)−1u‖k,m = ‖〈D〉
k〈x〉m(P − z)−1u‖L2
≤ ‖(P − z)−1[〈D〉k〈x〉m, P ](P − z)−1u‖L2 + ‖(P − z)
−1〈D〉k〈x〉mu‖L2
. ‖[〈D〉k〈x〉m, P ](P − z)−1u‖L2 + ‖u‖k,m.
Since [〈D〉k〈x〉m, P ] consists of the terms which can be estimated by 〈D〉k−1〈x〉m
and 〈D〉k+1〈x〉m−1,
‖[〈D〉k〈x〉m, P ](P − z)−1u‖L2 . ‖(P − z)
−1u‖k−1,m + ‖(P − z)
−1u‖k+1,m−1
(if k=0 or m=0, the first or the second term does not appear). The repetition
of this procedure shows that (P − z)−1 : Y s → Y s is a bounded operator. We
next give a rigorous proof in successive generality.
We first assume that V = 0. We set P0 = −∆ + βx1. Then we have an
explicit diagonalization Fx′ exp(−
i
3βD
3
1)P0 exp(
i
3βD
3
1)F
−1
x′ = |ξ
′|2+ βx1, where
Fx′ is the Fourier transform with respect to x′. Since the unitary transformation
Fx′ exp(−
i
3βD
3
1) and (|ξ
′|2+βx1−z)−1 preserve S , we conclude that (P0−z)−1
preserves S .
We next assume that V ∈ C∞c (R
n). Take g ∈ S and set f = (P − z)−1g.
Then (P0 + V − z)f = g. The elliptic regularity implies that f ∈ C∞ and thus
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V f ∈ C∞c since V ∈ C
∞
c . This implies that(P0 − z)f ∈ S and thus f ∈ S by
the above free Stark Hamiltonian case. Therefore the continuous linear operator
P − z : S → S is bijective and Banach’s open mapping theorem implies that
(P − z)−1 is continuous from S to S . Thus Proposition A.1 and Corollary A.1
are true for V ∈ C∞c . Then the above calculation is justified and Proposition
A.2 is true for V ∈ C∞c .
We finally assume that V ∈ C∞(Rn) with lim|x|→∞ ∂
αV (x) = 0 for any α.
Take χ ∈ C∞c such that χ = 1 near 0. We set V1(x) = V (x)χ(x/R), V2 = V −V1
for large R > 0 and P1 = −∆+ βx1 + V1. Since V1 ∈ C∞c (R
n), we know that
(P1 − z)−1 : Y s → Y s is bounded. Moreover ‖(P1 − z)−1‖Y s→Y s is bounded
with respect to R > 1 since it involves only ‖∂αV1‖∞ for finite number of α
and this is bounded with respect to R. Since lim|x|→∞ ∂
αV (x) = 0, we have
limR→∞ ‖V2‖Y s→Y s = 0. Thus we have ‖(P1 − z)
−1V2‖Y s→Y s < 1 for large
R > 1. Thus (P − z)−1 = (1+ (P1 − z)−1V2)−1(P1 − z)−1 is also bounded from
Y s to Y s.
Remark A.2. Since one computation of the commutator improves ~ and adds
|Imz|−1, we see that ‖(P (~)− z)−1‖Y s
~
→Y s
~
≤ Cs|Imz|−1max{1, (~/Imz)2s}.
Remark A.3. All the results in this Appendix are true for β = 0. The free
diagonalization is of course the Fourier transform.
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