Introduction
In this work we compare four transformations for numerically computing singular and near-sinuglar integrals. These schemes employ singularity cancellation methods in which a change of variables is chosen such that the Jacobian of the transformation cancels the singularity. Recently, a new singularity cancellation scheme, the arcsinh transformation, was presented for handling 1/R singularities [1] . For singular integrals the method not only has several advantages over singularity subtraction methods, but also improves on some aspects of other singularity cancellation methods such as polar [2] and Duffy [3] transformations. One drawback of the scheme, however, is its inability to efficiently calculate near-singular integrals. To this end, we summarize and compare the performance of four transformations to handle near-singularities: the arcsinh transform, Duffy and polar transformations extended to treat near-singularities, and, a new scheme referred to as the radial-angular transformation [4] . We find that the performance of the radial-angular transformation is much better than the other transformations for the nearsingular case and comparable to them for the singular case. Subsequently, we describe a method for optimizing computation of the radial-angular transformation when a required accuracy is specified.
Theory
In this section the arcsinh, extended Duffy, extended radial (or polar) and radial-angular transformations are compared. Consider the evaluation of potential integrals of the form ( )
where R ′ = − r r is the distance between a nearby observation point r and a source point ′ r on a triangular domain D . The observation point is projected onto the plane of the triangular element, as shown in Fig 1(a) (the projection need not lie within the element). The parent triangle is then split into three subtriangles about the projected observation point and a local origin is placed at the projected observation point as shown in Fig. 1(b) .
The general form of the transformed integral over the subtriangle is given by
where the function ( , ) h x y is a product of the basis Λ and potential Green's function.
Ideally, the transform's Jacobian J should 1) exactly cancel the singular (static) part of the kernel, and 2) map the subtriangle into a rectangular domain such that repeated Gauss-Legendre integration of low order may be used. A summary of the transformations investigated is given in Table 1 . 
Convergence Results
The convergence behaviors of both singular and near-singular potential integrals for a typical subtriangle are shown in Figs. 2(a) and 2(b), respectively. A linear scalar interpolatory source density with unit value at node 1 was assumed. The arcsinh and radial-angular transformations are seen to have nearly identical convergence behavior in the singular case, whereas, as seen in Fig. 2 , the radial-angular transformation (with the new quadrature scheme for radial integration discussed below) clearly shows the best performance.
The integral (2) may be calculated using repeated Gauss-Legendre quadrature, but the basis functions in the extended radial and radial-angular methods contain both constant and linear terms, of which the latter are proportional to 
Optimization
We summarize next a method for optimizing potential integral computations using the radial-angular transformation on a subtriangle. The subtriangle is oriented as in Fig 3 with its longest edge--with endpoints labeled 1 and 2--placed along a horizontal axis; the locus of vertex 3 is then the region bounded by or on the circular arcs in Fig. 3 . The arcs are centered at vertices 1 and 2 and have radii equal to the subtriangle's longest edge length; the vertex 3 locus is so defined such that the attached edges of vertex 3 are no longer than the subtriangle's longest edge.
To characterize the subtriangle geometry we define an Inverse Aspect Ratio (IAR),
where h is the height of vertex 3 above the longest edge, max . The IAR satisfies 0 IAR 1 ≤ ≤ , and in Fig. 2 , IAR = 0.1. Numerical experiments verify that the largest integration error for a given IAR occurs when the singularity is at vertex 3 and the vertex lies on one of the bounding circular arcs. Thus if a sufficiently accurate quadrature scheme is determined when vertex 3 is a point on the arc, the same scheme may be used with at least this accuracy for all points with the same IAR. We consider a scheme optimized that uses the fewest number of sample points to achieve convergence given the following: 1) The IAR, 2) the distance z from the source plane, 3) whether an observation point in the plane of the triangle falls within or outside the subtriangle, and 4) the desired accuracy of the potential computation. In this work we studied the range = for near terms. Table 4 shows the optimized sampling schemes of nearly-singular terms for a specified potential integral accuracy of 4 significant digits. It was determined that even though the radial-angular quadrature schemes for singular and near-singular terms are different, the number of quadrature points were sufficiently similar that the number of sample points for near-singular schemes could be used for both cases without a significant loss in efficiency. 
Conclusion
Accurate methods for the purely numerical evaluation of singular and near-singular potentials with 1/ R singularities are presented. Of the four transformations studied, the radial-angular transformation has the best overall convergence. An optimization scheme is developed that guarantees the desired number of significant digits with a minimum number of sample points for a triangle with a given aspect ratio and maximum electrical size.
