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RELATIVE NUCLEARITY FOR C∗-ALGEBRAS AND KK-EQUIVALENCES
OF AMALGAMATED FREE PRODUCTS
KEI HASEGAWA
Abstract. We prove a relative analogue of equivalence between nuclearity and CPAP. In its
proof, the notion of weak containment for C∗-correspondences plays an important role. As an
application we prove KK-equivalence between full and reduced amalgamated free products of
C∗-algebras under a strengthened variant of ‘relative nuclearity’.
1. Introduction
A C∗-algebra A is said to be nuclear if for any C∗-algebra B there is a unique C∗-cross norm
on the algebraic tensor product A ⊙ B. The notion of nuclearity was introduced by Takesaki
[Ta] in the 1960’s. On the other hand, by remarkable works of Lance [L1], Choi–Effros [CE], and
Kirchberg [Ki], the nuclearity of a given C∗-algebra is known to be equivalent to the completely
positive approximation property (CPAP), that is, the identity map can be approximated by a net of
completely contractive positive maps that factor through matrix algebras. This characterization
is useful and plays an important role in various situations. In this paper, we study ‘relative
counterparts’ of nuclearity and CPAP for inclusions of C∗-algebras.
It seems natural to formulate the ‘relative CPAP’ of a given inclusion B ⊂ A of C∗-algebras
by the following asymptotically commuting diagram:
A
id //
ϕi
❁
❁❁
❁❁
❁❁
❁❁
❁ A
Mn(i)(B)
ψi
AA✂✂✂✂✂✂✂✂✂✂
Namely, ϕi and ψi are completely positive maps satisfying a = limi ψi ◦ ϕi(a) for a ∈ A. In this
case, the CPAP of B implies the one of A. Moreover, there are many examples known to have this
‘relative CPAP’; for example, crossed products by amenable discrete groups, group C∗-algebras
of relative amenable discrete groups, tensor products with nuclear C∗-algebras, continuous fields
of nuclear C∗-algebras, etc. From the viewpoint of equivalence between nuclearity and CPAP,
those inclusions should be ‘relatively nuclear’, but the explicit formulation of ‘relative nuclearity’
has never been established so far. The aim of this paper is to formulate relative nuclearity for a
given inclusion B ⊂ A in such a way that it includes original nuclearity as a particular case when
B = C1A, and is characterized by a kind of relative CPAP.
It is widely known that nuclearity is to C∗-algebras what amenability is to von Neumann
algebras. Thus, motivated by Popa’s formulation [Po] of relative amenability for von Neumann
algebras, we will develop our theory of ‘relative nuclearity’ by the use of C∗-correspondences,
which are C∗-counterparts of bimodules over von Neumann algebras. For C∗-algebras A and
B, an A-B C∗-correspondence is given by a pair (X, πX), where X is a Hilbert B-module and
πX is a ∗-homomorphism from A into the C∗-algebra of adjointable (right B-linear) operators
on X . A-A C∗-correspondences are also called C∗-correspondences over A. To define ‘relative
nuclearity’, let us introduce the notion of universal factorization property (UFP). We say that a
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C∗-correspondence (X, πX) over A has the UFP if for any C
∗-algebra B and any ∗-representation
σ : A⊗maxB → B(H), σ factors through the image of the natural representation φHX : A⊗maxB →
B(X ⊗B H) (see §§4.1 for its precise definition) as follows.
A ⊗
max
B
φHX

σ // B(H)
ImφHX
77♥
♥
♥
♥
♥
♥
♥
In our theory, the notion of UFP plays a role of the original definition of nuclearity. Indeed,
the nuclearity of A is naturally equivalent to the UFP of (H ⊗ A, πH ⊗ 1) for some faithful
∗-representation πH : A→ B(H).
For a given unital inclusion B ⊂ A with conditional expectationE, we denote by (L2(A,E), πE)
the A-B C∗-correspondence associated with E given by the GNS-construction. For simplicity, let
us assume that E is nondegenerate (i.e., πE is faithful) in the rest of this section. We say that
(A,B,E) is nuclear if (L2(A,E)⊗BA, πE⊗1) has the UFP. In the case when B = C1A, L2(A,E)
is a Hilbert space, and hence the nuclearity of (A,C1A, E) is equivalent to the nuclearity of A.
Moreover, we prove the following theorem, which is a relative analogue of ‘nuclearity ⇔ CPAP’.
Theorem A. Let B ⊂ A be a unital inclusion of C∗-algebras with conditional expectation E.
Then, (A,B,E) is nuclear if and only if for any finite subset F ⊂ A and ε > 0, there exist
n,m ∈ N and completely positive maps ϕk : A→ Mn(B) and ψk : Mn(B)→ A, 1 ≤ k ≤ m such
that ‖a−∑mk=1 ψk ◦ ϕk(a)‖ < ε for a ∈ F, and each ϕk and ψk are of the form
ϕk : a 7→
[
E(x∗i axj)
]n
i,j=1
ψk : [ bij ]
n
i,j=1 7→
n∑
i,j=1
y∗i bijyj
for some xi, yi ∈ A, 1 ≤ i ≤ n.
This theorem will be proved based on the following two observations concerning weak contain-
ment for C∗-correspondences: The first one is that for given A-B C∗-correspondences (X, πX)
and (Y, πY ) with A unital, the following are equivalent (see §§3.1 for the definition of weak
containment):
• (X, πX) is weakly contained in (Y, πY ) with respect to the universal representation, writ-
ten (X, πX) ≺univ (Y, πY ).
• For any ξ ∈ X , finite subset F ⊂ A and ε > 0, there exist m ∈ N and η1, . . . , ηm ∈ Y
such that ‖〈ξ, πX(a)ξ〉 −
∑m
k=1〈ηk, πY (a)ηk〉‖ < ε for a ∈ F.
The second one is that any C∗-correspondence (X, πX) over A has the UFP if and only if
(A, λA) ≺univ (X, πX) holds, where (A, λA) is the identity C∗-correspondence over A (see §§4.1).
These observations also say that the nuclearity of (A,B,E) is characterized by the condition that
(A, λA) ≺univ (L2(A,E)⊗B A, πE ⊗ 1A). We point out that this is parallel to Popa’s formulation
[Po] of relative amenability for von Neumann algebras: an inclusion of von Neumann algebra
N ⊂M is amenable if and only if ML2(M)M ≺ ML2(M)⊗N L2(M)M holds.
We also introduce the notion of strong relative nuclearity. Roughly speaking, the strong nu-
clearity of a given triple (A,B,E) is the property that each ψk ◦ϕk in Theorem A can be chosen
to be B-bimodule maps (see §§4.2). This stronger notion seems technical, but almost all the
examples of nuclear triples investigated in this paper are in fact strongly nuclear. For example,
a triple (A,B,E) is strongly nuclear in any of the following cases:
• A is nuclear, B is finite dimensional, and the embedding B →֒ A is full (i.e., spanAbA = A
for b ∈ B \ {0});
• A = B ⊗ C with C nuclear;
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• B = C(X) ⊂ A′ ∩A and A is a continuous field of nuclear C∗-algebras over X ;
• E is of Watatani index finite type;
• A = B ⋊α Γ, where Γ is a discrete amenable group;
• B = C(X) and A = C(X)⋊α Γ, where α : Γy C(X) is amenable ([AD1]);
• A = C∗r (Γ) and B = C∗r (Λ), where Λ ⊳ Γ is co-amenable (i.e., Γ/Λ is amenable);
• A = C∗r (G) and B = C(G(0)), where G is a locally compact Hausdorff amenable e´tale
groupoid whose unit space G(0) is compact.
We also show that a triple (A,B,E) is nuclear in any of the following cases:
• A is nuclear and the embedding B →֒ A is full;
• A = C∗r (Γ) and B = C∗r (Λ), where Λ < Γ is co-amenable;
• E is of probabilistic index finite type;
• A = B ⋊α Γ, where α : Γy B is amenable.
Clearly, strong relative nuclearity implies relative nuclearity, but we do not know whether or not
these two notions are actually different.
As a (kind of) byproduct of our investigation of ‘relative nuclearity’, we also obtain Weyl–
von Neumann–Voiculescu type results that partially generalize the ones due to Kasparov [Ka]
and Skandalis [Sk]. In particular, we prove the next characterization for weak containment (see
Theorem 6.7).
Theorem B. Let A and B be C∗-algebras with A unital separable and B σ-unital, and (X, πX),
(Y, πY ) be A-B C
∗-correspondences with X countably generated and πX and πY unital. Then,
(X, πX) ≺univ (Y, πY ) if and only if (X⊕Y∞, πX⊕π∞Y ) and (Y∞, π∞Y ) are approximately unitarily
equivalent, where (Y∞, π∞Y ) is the countable infinite direct sum of (Y, πY ).
As applications, we obtain several results in KK-theory. Firstly, we show that our strong
relative nuclearity implies Germain’s relative K-nuclearity [Ge2], which is a relative counterpart
of Skandalis’s K-nuclearity [Sk]. In [Sk], Skandalis proved that nuclearity implies K-nuclearity
by using Kasparov’s generalized Voiculescu theorem. Similarly, we prove relative K-nuclearity
by establishing a certain Weyl–von Neumann–Voiculescu type assertion under strong relative
nuclearity (see §§7.2). Then, we prove the following theorems:
Theorem C. Let {(Ai, B,Ei)}i∈I be an at most countable family of unital inclusions of separable
C∗-algebras B ⊂ Ai with conditional expectations Ei : Ai → B. If each triple (Ai, B,Ei) is
strongly nuclear, then the canonical surjection from the full amalgamated free product ⋆B,i∈IAi
onto the reduced one ⋆B,i∈I(Ai, Ei) is a KK-equivalence.
Theorem D. Let {(Ai, B,Ei)}i∈I be an at most countable family of unital inclusions of sep-
arable C∗-algebras B ⊂ Ai with nondegenerate conditional expectations Ei : Ai → B. If each
Ai is nuclear and B is finite dimensional, then the canonical surjection from ⋆B,i∈IAi onto
⋆B,i∈I(Ai, Ei) is a KK-equivalence.
These two theorems follow from a somewhat more general and technical result (see §§8.2).
We note that Germain’s result on free products of unital separable nuclear C∗-algebras [Ge1] is
a particular case of these theorems with B = C. Finally, combing our result with Thomsen’s
result [Th] on K-theory of full amalgamated free products we obtain six term exact sequences in
K-theory of reduced ones.
This paper is organized as follows. In §2, we recall basic facts on C∗-correspondences. The
definition of weak containment for C∗-correspondences is given in §3. In that section, we also
characterize weak containment by a certain approximation property for coefficients, mentioned
above. In §4 we introduce the notion of UFP. We then define relative nuclearity and strong one,
and prove Theorem A. We also see that our relative nuclearity is related to relative WEP recently
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introduced by Jian and Sepideh [JS], as well as relative amenability for von Neumann algebras
([Po][AD3][OP]). In §5, we see that the examples listed above are actually (strongly) nuclear. §6
is devoted to proving Weyl–von Neumann–Voiculescu type results. Applications in KK-theory
are given in the last three sections. In §7 we prove that strong relative nuclearity implies relative
K-nuclearity. The proof of Theorem C and Theorem D are given in §8. In the final section, we
establish six term exact sequences in KK-theory of reduced amalgamated free products and a
KK-equivalence result for HNN-extensions.
Notation. We basically follow the notation of Brown and Ozawa’s book [BO]. For a C∗-algebra
A we denote by 1A the unit of the multiplier algebra M(A) of A. The symbols B(H) and
K(H) stand for the set of bounded operators and the set of compact ones on a Hilbert space
H , respectively. We use the symbol ⊙ to denote the algebraic tensor product over C. For C∗-
algebras A and B we denote by A ⊗ B and A ⊗max B the minimal and the maximal tensor
products, respectively. For a von Neumann algebra M , we denote by M∗ the (unique) predual
of M . The von Neumann algebraic tensor product of M and another von Neumann algebra N
is denoted by M ⊗¯N . We denote by CP(A,B),CCP(A,B) and UCP(A,B) the c.p. (completely
positive) maps, the c.c.p. (completely contractive positive) maps, and the u.c.p. (unital completely
positive) maps from A into B, respectively. For a linear map ϕ : A → B we denote by ϕ(n) the
linear map ϕ ⊗ idMn : Mn(A) → Mn(B) with identification Mn(A) = A ⊗Mn, etc. For these
terminologies we refer the reader to [BO, Chapter 1-3]. For elements x and y in a normed space
X and ε > 0 we write x ≈ε y when ‖x − y‖ < ε holds. The closed unit ball of X is denoted by
Ball(X).
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2. Preliminaries on C∗-correspondences
In this section, we fix notations and terminologies and recall basic facts on C∗-correspondences.
We refer the reader to Lance’s book [L2] for Hilbert C∗-module theory.
Definition 2.1. An inner product A-module is a linear space X with a right A-action which is
compatible with scalar multiplication, i.e., λ(ξa) = (λξ)a = ξ(λa) for λ ∈ C, ξ ∈ X, a ∈ A and an
A-valued inner product 〈·, ·〉 : X ×X → A satisfying the following conditions:
(1) 〈ξ, λη + µζ〉 = λ〈ξ, η〉+ µ〈ξ, ζ〉 for ξ, η, ζ ∈ X and λ, µ ∈ C,
(2) 〈ξ, ηa〉 = 〈ξ, η〉a for ξ, η ∈ X and a ∈ A,
(3) 〈ξ, η〉∗ = 〈η, ξ〉 for ξ, η ∈ X ,
(4) 〈ξ, ξ〉 ≥ 0 for ξ ∈ X ,
(5) ξ = 0 if and only if 〈ξ, ξ〉 = 0 for ξ ∈ X .
When X is complete with respect to the norm ‖ξ‖ = ‖〈ξ, ξ〉‖1/2, we call X a Hilbert A-module
or Hilbert C∗-module over A.
Let X be a Hilbert C∗-module over a C∗-algebra A. When A = C, X is a usual Hilbert space.
When we would like to emphasize the C∗-algebra A of coefficients, we will write 〈·, ·〉A. A Hilbert
A-module X is said to be countably generated if there exists a countable subset {ξn}∞n=1 ⊂ X
such that span{ξna | a ∈ A, n ∈ N} = X .
Let X and Y be Hilbert A-modules. A linear map x : X → Y is said to be adjointable if
there exists a linear map x∗ : Y → X which enjoys 〈η, xξ〉 = 〈x∗η, ξ〉 for all ξ ∈ X, η ∈ Y . Note
that adjointability implies A-linearity. We denote by LA(X,Y ) the set of adjointable maps from
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X into Y and set LA(X) := LA(X,X). Every adjointable map is automatically bounded and
LA(X) forms a unital C
∗-algebra with respect to the operator norm and the involution x 7→ x∗.
For given vectors ξ, η ∈ X we define the ‘rank one’ operator θξ,η ∈ LA(X) by θξ,η(ζ) = ξ〈η, ζ〉.
We denote by KA(X) the C
∗-subalgebra of LA(X) generated by {θξ,η | ξ, η ∈ X}. Operators in
KA(X) are called compact operators on X . It is known that KA(X) is a C
∗-ideal of LA(X) and
LA(X) is isomorphic to the multiplier algebra of KA(X). We denote by 1X the identity operator
on X .
Definition 2.2. Let A and B be C∗-algebras. An A-B C∗-correspondence is a pair (X, πX) con-
sisting of a Hilbert B-module X and a ∗-homomorphism πX : A→ LA(X), called the left action.
A-A C∗-correspondences are also called C∗-correspondences over A. We denote by Corr(A,B)
the set of A-B C∗-correspondences and set Corr(A) := Corr(A,A).
A C∗-correspondence (X, πX) ∈ Corr(A,B) is said to be unital if A is unital and πX is also
a unital map, and countably generated if X is countably generated as a Hilbert B-module. We
denote by Rep(A) the set of nondegenerate ∗-representations of A. A-B C∗-correspondences
(X, πX) and (Y, πY ) are said to be unitarily equivalent, denoted by (X, πX) ∼= (Y, πY ), if there
exists a unitary U ∈ LB(X,Y ) such that πX(a) = U∗πY (a)U for a ∈ A. When no confusion may
arise, we will write X for short instead of (X, πX).
Definition 2.3. For X ∈ Corr(A,B) and ξ, η ∈ X the mapping A ∋ a 7→ 〈ξ, πX(a)η〉 is called
a coefficient of X . We define the c.p. map Ωξ : A → B by Ωξ(a) = 〈ξ, πX(a)ξ〉. For a subset
S ⊂ X we denote by FS the convex hull of {Ωξ | ξ ∈ S} in CP(A,B).
Definition 2.4. Let X and Y be Hilbert C∗-modules over A and B, respectively, and ϕ : A →
LB(Y ) be a c.p. map. Then we can construct the Hilbert B-module X ⊗ϕ Y by separation and
completion of X⊙Y with respect to the B-valued semi-inner product (i.e., it satisfies the axiom of
B-valued inner products except (5)) 〈ξ ⊗ η, ξ′ ⊗ η′〉 := 〈η, ϕ(〈ξ, ξ′〉)η′〉 for ξ, ξ′ ∈ X and η, η′ ∈ Y.
There are two ∗-homomorphisms:
LA(X)→ LB(X ⊗ϕ Y ); x 7→ x⊗ 1Y
ϕ(A)′ ∩ LB(Y )→ LB(X ⊗ϕ Y ); y 7→ 1X ⊗ y
satisfying that (x ⊗ 1Y )(ξ ⊗ η) = (xξ) ⊗ η and (1X ⊗ y)(ξ ⊗ η) = ξ ⊗ (yη), for ξ ∈ X and
η ∈ Y . Since these ∗-homomorphisms have mutually commuting ranges, we will write x ⊗ y :=
(x ⊗ 1Y )(1X ⊗ y) = (1X ⊗ y)(x ⊗ 1Y ). When ϕ is a ∗-homomorphism, the module X ⊗ϕ Y is
called the interior tensor product of X and (Y, ϕ). When no confusion may arise, we may write
X ⊗B Y = X ⊗ϕ Y . Further assume that Y = B and ϕ : A → B is surjective. In this case,
X ⊗ϕ B is called the pushout of X by ϕ and denoted by Xϕ. We also write xϕ := x ⊗ 1B for
x ∈ LA(X).
Definition 2.5. Let X and Y be Hilbert C∗-modules over C and D, respectively. The exterior
tensor product of X and Y is the Hilbert C ⊗D-module given by separation and completion of
X⊙Y with respect to the C⊗D-valued semi-inner product 〈ξ⊗η, ξ′⊗η′〉 = 〈ξ, ξ′〉⊗〈η, η′〉 ∈ C⊗D
for ξ, ξ′ ∈ X and η, η′ ∈ Y . It is known that there exists a ∗-homomorphism ι : LC(X)⊗LD(Y )→
LC⊗D(X ⊗ Y ) such that ι(x ⊗ y)(ξ ⊗ η) = xξ ⊗ yη for x ∈ LC(X), y ∈ LD(Y ), ξ ∈ X ,
η ∈ Y . We will write ι(x ⊗ y) = x ⊗ y for short. We note that when (X, πX) ∈ Corr(A,C) and
(Y, πY ) ∈ Corr(B,D), we have (X ⊗ Y, πX ⊗ πY ) ∈ Corr(A⊗B,C ⊗D).
Remark 2.6. LetX ∈ Corr(A,B) and Y ∈ Corr(B,C) be given. To simplify the notation, we use
the same symbol πX⊗1Y for the ∗-homomorphisms from A into LC(X⊗B Y ) and LB⊗C(X⊗Y ).
Example 2.7. Every C∗-algebra A forms a Hilbert A-module with respect to the inner product
〈a, b〉 = a∗b. It is not hard to see that A ∼= KA(A). Let λA : A → LA(A) the canonical ∗-
homomorphism given by the left multiplication. The (A, λA) ∈ Corr(A) is called the identity
C∗-correspondence over A.
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Example 2.8. Let πH : A→ B(H) be a ∗-representation. The C∗-correspondence (H⊗B, πH ⊗
1B) is called a scalar representation.
Example 2.9. Let B ⊂ A be an inclusion of C∗-algebras with a conditional expectation E
from A onto B. Then, A naturally forms a right B-module by right multiplication. We denote by
L2(A,E) the Hilbert B-module obtained from A by separation and completion with respect to the
B-valued semi-inner product 〈a, b〉 := E(a∗b) for a, b ∈ A. The left action πE : A→ LB(L2(A,E))
is given by the left multiplication. When A is unital, we denote by ξE be the vector in L
2(A,E)
corresponding to 1A. The triple (L
2(A,E), πE , ξE) is called the GNS representation associated
with E. The conditional expectation E is said to be nondegenerate when πE is injective (or,
equivalently, a = 0 if and only if E(xay) = 0 for all x, y ∈ A). The conditional expectation E is
also said to be faithful when for any a ∈ A, a = 0 if and only if E(a∗a) = 0.
Let {δi}ni=1 be the standard basis of Cn and {eij}ni,j=1 be the corresponding system of matrix
units in Mn. We denote by Cn the Hilbert Mn-module C
n equipped with the right action
Cn ×Mn ∋ (ξ, x) 7→ txξ ∈ Cn, where tx is the transposed matrix of x, and the Mn-valued inner
product defined by 〈δi, δj〉 = eij for 1 ≤ i, j ≤ n.
Example 2.10. We call HA := ℓ
2(N) ⊗ A the standard Hilbert module over A. Clearly, HA is
isomorphic to the infinite direct sum
⊕∞
n=1A ofA as Hilbert A-module. For (X, πX) ∈ Corr(A,B)
and n ∈ N we set (X∞, π∞X ) := (ℓ2(N) ⊗X, 1ℓ2(N) ⊗ πX) and (Xn, πnX) := (Cn ⊗X, 1Cn ⊗ πX).
We also define (Xn, πXn) := (X ⊗ Cn, πX ⊗ 1Cn) ∈ Corr(A,Mn(B)).
The next observation is standard, but important for us since it illustrates how c.p. maps that
factors through matrix algebras (over C∗-algebras) appear.
Remark 2.11. Let (X, πX) ∈ Corr(A,B) and (Y, πY ) ∈ Corr(B,C) be given. For a given vector
ζ ∈ X ⊗B Y of the form
∑n
i=1 ξi ⊗ ηi, the coefficient Ωζ : A→ C is equal to the composition of
the c.p. maps ϕ : A→Mn(B) and ψ :Mn(B)→ C defined by
ϕ : a 7→
[
〈ξi, πX(a)ξj〉B
]n
i,j=1
, ψ : [ bij ]
n
i,j=1 7→
n∑
i,j=1
〈ηi, πY (bij)ηj〉C .
3. Weak containment for C∗-correspondences
In this section we develop some general theory of weak containment for C∗-correspondences.
3.1. Weak containment with respect to representations.
Definition 3.1.1. Let A be a C∗-algebra and (H, πH) and (K,πK) be ∗-representations of A. We
say that (H, πH) is weakly contained in (K,πK), written (H, πH) ≺ (K,πK) if kerπK ⊂ kerπH .
When no confusion may arise, we may write H ≺ K or πH ≺ πK for short.
Definition 3.1.2. Let A and B be C∗-algebras. For (X, πX) ∈ Corr(A,B) and (H, πH) ∈ Rep(B)
we define the ∗-representation θHX : A⊗max πH(B)′ → B(X ⊗B H) by
θHX (a⊗ x) := πX(a)⊗ x, a ∈ A, x ∈ πH(B)′.
We say that (X, πX) is weakly contained in (Y, πY ) ∈ Corr(A,B) with respect to (H, πH), written
(X, πX) ≺(H,πH) (Y, πY ), if (X ⊗B H, θHX ) is weakly contained in (Y ⊗B H, θHY ). When no
confusion may arise, we will write X ≺H Y for short. In the case that (H, πH) is the universal
representation of B, we write X ≺univ Y .
Remark 3.1.3. The reader may think our definition of weak containment rather technical.
Hence, we will briefly explain why we formulated it as above. Let A and B be C∗-algebras.
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Fix H ∈ Rep(B) arbitrarily and set M := πH(B)′′. Then, weak containment for A-B C∗-
correspondences with respect to H can be characterized by the one for corresponding A-M bi-
modules in the following way. Let X,Y ∈ Corr(A,B) be arbitrary. Thanks to Lemma 3.1.5
below, we can assume that M ⊂ B(H) is of standard form (see, e.g., [H]). Then, the commutant
πH(B)
′ is canonically isomorphic to the opposite algebra Mop, and θHX and θ
H
Y factor through
the (right) normal tensor product A⊗norMop (see [EL]). Let ρX and ρY be the representations
of A ⊗nor Mop corresponding to θHX and θHY , respectively. Then, it is clear that θHX ≺ θHY if and
only if ρX ≺ ρY . We also note that this observation says that, in the case when B = M and X
and Y are selfdual, our definition agrees with the one defined by Anantharaman-Delaroche and
Havet [ADH, Definition 1.7].
Remark 3.1.4. Let X,Y ∈ Corr(A,B) and (H, π) ∈ Rep(B) be arbitrary. Recall that the
pushout of X by π is the Hilbert π(B)-module Xπ. Since X ⊗B H ∼= Xπ ⊗π(B)H , it follows that
X ≺H Y if and only if Xπ ≺H Yπ as A-π(B) C∗-correspondences. Thanks to this observation,
we can reduce to the case when (H, πH) is faithful in some cases.
Lemma 3.1.5 (cf. [BO, Lemma 3.8.4]). Let A and B be C∗-algebras, and X,Y ∈ Corr(A,B)
and (H, πH) ∈ Rep(B) be given. Set M = πH(B)′′. If X ≺H Y and (K,πK) is a normal
representation of M , then it follows that X ≺(K,πK◦πH ) Y .
Proof. First we deal with the case that K = H ⊗G and πK : M → B(H ⊗G);x 7→ x⊗ 1G for a
Hilbert space G. Fix
∑m
k=1 ak ⊗ xk ∈ A ⊙ πK(M)′ arbitrarily. Let P ∈ B(G) be an orthogonal
projection of rank n. Note that πK(M)
′ = M ′⊗¯B(G) and (1 ⊗ P )πK(M)′(1 ⊗ P ) ∼= M ′ ⊗Mn.
Let {eij}ni,j=1 be a system of matrix units Mn and
∑n
i,j=1 x
(k)
ij ⊗ eij ∈ M ′ ⊗Mn be the matrix
representation of (1 ⊗ P )xk(1 ⊗ P ) via the above isomorphism. Since B(X ⊗B (H ⊗ PG)) ∼=
B((X ⊗B H)⊗ Cn) ∼= B(X ⊗B H)⊗Mn, we have∥∥∥∥∥(1X ⊗ (1H ⊗ P ))
m∑
k=1
θKX (ak ⊗ xk)(1X ⊗ (1H ⊗ P ))
∥∥∥∥∥
B(X⊗BK)
=
∥∥∥∥∥
m∑
k=1
θKX (ak ⊗ ((1H ⊗ P )xk(1H ⊗ P )))
∥∥∥∥∥
B(X⊗B(H⊗PG))
=
∥∥∥∥∥∥
m∑
k=1
n∑
i,j=1
θHX
(
ak ⊗ x(k)ij
)
⊗ eij
∥∥∥∥∥∥
B(X⊗BH)⊗Mn
=
∥∥∥∥∥∥(θHX ⊗ idMn)
 m∑
k=1
n∑
i,j=1
(ak ⊗ x(k)ij )⊗ eij
∥∥∥∥∥∥
B(X⊗BH)⊗Mn
≤
∥∥∥∥∥∥(θHY ⊗ idMN )
 m∑
k=1
n∑
i,j=1
(ak ⊗ x(k)ij )⊗ eij
∥∥∥∥∥∥
B(Y⊗BH)⊗Mn
≤
∥∥∥∥∥
m∑
k=1
θKY (ak ⊗ xk)
∥∥∥∥∥
B(Y⊗BK)
.
Let {Pi}i ⊂ B(G) be a net of finite rank projections converges to 1G strongly. Then {1X ⊗ (1H ⊗
Pi)}i also converges to 1X⊗K strongly. By the lower semi-continuity of operator norm we have∥∥∑m
k=1 θ
K
X (ak ⊗ xk)
∥∥ ≤ ∥∥∑mk=1 θKY (ak ⊗ xk)∥∥, and hence we have θHX ≺ θHY .
Since every normal representation of M is the cut-down of πK above by some projection in
πK(M)
′, we are done. 
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As we mentioned above, the following definition includes [ADH, Definition 1.7].
Definition 3.1.6. Let A be a C∗-algebra and M be a von Neumann algebra. For any two C∗-
correspondences X,Y ∈ Corr(A,M) we say that X is weakly contained in Y , written X ≺ Y , if
X is weakly contained in Y with respect to any (or some) faithful normal representations of M .
3.2. Characterization in terms of coefficients. In this subsection, we prove Theorem 3.2.1
below, which contains [ADH, Proposition 2.3] as a particular case that B =M and X is selfdual.
The proof below is based on the same idea as in Kirchberg’s proof [Ki] for showing that C∗-
nuclearity implies CPAP (see also [BO, Theorem 3.8.5]).
Theorem 3.2.1. Let A and B be C∗-algebras with A unital. Let (X, πX), (Y, πY ) ∈ Corr(A,B)
and (H, πH) ∈ Rep(B) be given and set M := πH(B)′′. Then, the following are equivalent:
(1) (X, πX) ≺(H,πH) (Y, πY ).
(2) For any ξ ∈ X there exists a net of c.p.maps {ψi}i in FY (see Definition 2.3) such that
πH ◦ ψi converges to πH ◦ Ωξ in the point σ-weak topology.
(3) For any ξ ∈ X there exists a net of c.p.maps {ψi}i in FY such that ψ(1A) ≤ Ωξ(1A) and
πH ◦ ψi converges to πH ◦ Ωξ in the point σ-weak topology.
(4) X ⊗B M ≺ Y ⊗B M .
The following technical lemmas originate in [ADH, Lemma 2.2] and are used to prove the
implication (1) ⇒ (2) in Theorem 3.2.1.
Lemma 3.2.2. If A and B are unital C∗-algebras, ϕ : A→ B is completely positive, and f be a
state on B, then for any a ∈ A and b, c ∈ B it follows that
|f(b∗ϕ(a)c)| ≤ min
{
|f(b∗ϕ(1)b)|1/2|f(c∗ϕ(a∗a)c)|1/2, f(b∗ϕ(aa∗)b)|1/2|f(c∗ϕ(1)c)|1/2
}
.
Proof. Consider the A-B C∗-correspondence X = A⊗ϕ B. Then we have f(b∗ϕ(a)c) = f(b∗〈1⊗
1, a⊗ 1〉c) = f(〈1 ⊗ b, a⊗ c〉). Since X ×X ∋ (ξ, η) 7→ f(〈ξ, η〉) ∈ C defines a sesquilinear form,
by the Cauchy–Schwarz inequality, we have
|f(〈1⊗ b, a⊗ c〉)| ≤ |f(〈1 ⊗ b, 1⊗ b〉)|1/2|f(〈a⊗ c, a⊗ c〉)|1/2 = |f(b∗ϕ(1)b)|1/2|f(c∗ϕ(a∗a)c)|1/2.
Since f(〈1 ⊗ b, a ⊗ c〉) = f(〈a∗ ⊗ b, 1 ⊗ c〉) holds, by the Cauchy–Schwartz inequality again, we
get the desired inequality. 
Lemma 3.2.3. Let A and C be unital C∗-algebras and ϕ : A→ C be a u.c.p. map. Fix a faithful
∗-representation C ⊂ B(H). Let {φi}i∈I be a net in CP(A,C) which converges to ϕ in the point
σ-strong topology on CP(A,B(H)) and set ci := 2(1+φi(1A))
−1. Then, φ′i : A→ C; a 7→ ciφi(a)ci
converges to ϕ in the point σ-weak topology and satisfies that φ′i(1A) ≤ 1C.
Proof. We first note that φ′i(1A) = 4φi(1A)(1 + φi(1A))
−2 ≤ 1. Let F ⊂ A be a finite subset,
X ⊂ M∗ be a finite subset of normal states, and ε > 0 be arbitrarily chosen. By assumption,
there exists i0 ∈ I such that
|f(ϕ(a)− φi(a))| < ε/2, 2‖a‖|f((1− φi(1A))2)|1/2 < ε/2, |f(φi(1A))− 1| < 1
for all a ∈ F and f ∈ X as long as i > i0. By the previous lemma we have
|f(φ′i(a)− φi(a))| = |f(c∗iφi(a)ci − φi(a))|
≤ |f(c∗iφi(a)(ci − 1C))|+ |f((c∗i − 1C)φi(a))|
≤ |f(φi(1A)(1C − ci)2)|1/2(|f(c∗iφi(aa∗)ci)|1/2 + |f(φi(a∗a))|1/2)
≤ |f(φi(1A)(1C − ci)2)|1/2(‖a‖+ ‖a‖f(φi(1A))1/2)
≤ 2‖a‖|f(φi(1A)(1C − ci)2)|1/2.
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Since φi(1A)(1C − ci)2 = (1C − φi(1A))2(1C + φi(1A))−2φi(1A) ≤ (1C − φi(1A))2, we have
|f(φi(1A)(1C − ci)2)| ≤ |f((1C −φi(1A))2)|. Hence, we get |f(ϕ(a)−φ′i(a))| ≤ |f(ϕ(a)−φi(a))|+
|f(φi(a)− φ′i(a))| < |f(ϕ(a)− φi(a))|+ 2‖a‖|f((1C − φi(1A))2)|1/2 < ε as long as i > i0. 
The next lemma specialized to the case that B = B′′ is exactly [ADH, Lemma 2.2].
Lemma 3.2.4. Let A and B be C∗-algebras with A unital. Fix a nondegenerate faithful ∗-
representation B ⊂ B(H). Let F be a convex subset of CP(A,B) such that for any b ∈ B and
ψ ∈ F , the c.p. map b∗ψ(·)b also belongs to F . If ϕ ∈ CP(A,B) belongs to the point σ-weak
closure of F in CP(A,B(H)), then there exists a net {ψi}i in F such that ψi(1A) ≤ ϕ(1A) and
it converges to ϕ in the point σ-weak topology.
Proof. Set b := ϕ(1A). For each n ∈ N, we define the continuous function fn ∈ C0(0, ‖b‖] by
fn(x) :=
{
n
√
2x 0 ≤ x ≤ 12n ,
(x+ 12n )
−1/2 otherwise,
and set bn := fn(b) ∈ B. Let e ∈ B′′ be the support projection of b and set C := eB′′e. Define
θn ∈ CP(A,B) by θn(a) := bnϕ(a)bn for a ∈ A. We first claim that θn converges to a u.c.p. map
φ from A into C in the point σ-strong topology. To see this, we fix a positive contraction a ∈ A
arbitrarily. Since we have 0 ≤ ϕ(a) ≤ b, by the Douglas decomposition theorem (see e.g. [C,
Theorem 17.1]), there exists c ∈ B(H) such that ϕ(a)1/2 = cb1/2. Since {bnb1/2}n is an increasing
sequence which converges e strongly, θn(a) = bnb
1/2c∗cb1/2bn also converges to ec
∗ce in the same
topology. In the case when a = 1A, the c is equal to e, and hence φ(a) := ec
∗ce defines the desired
u.c.p. map.
We note that ϕ = b1/2φ(·)b1/2 holds. Indeed, for any a ∈ A we have
ϕ(a) = eϕ(a)e = lim
n
b1/2bnϕ(a)bnb
1/2 = lim
n
b1/2θn(a)b
1/2 = b1/2φ(a)b1/2.
Thus, if we find a net φ′i in F in such a way that φ′i(1A) ≤ φ(1A) = e and φ′i(a) converges to φ(a)
σ-weakly for a ∈ A, then ψi := b1/2φ′i(·)b1/2 gives the desired net.
Since F is convex, the point σ-weak closure of F in CP(A,B(H)) coincides with the point σ-
strong closure of F . This follows from the fact that for any finitely many elements a1, . . . , an ∈ A
the set {(ψ(a1), . . . , ψ(an)) ∈
⊕n
i=1 B(H) | ψ ∈ F} is convex, and hence its σ-weak and σ-strong
closures coincide. Thus, by the claim above, we can find nets ϕi ∈ F and n(i) ∈ N in such a
way that φi := bn(i)ϕi(·)bn(i) converges to φ point σ-strongly. The image of each φi is contained
in B ∩ C since bn = ebn holds for every n ∈ N. By the preceding lemma, the net φ′i = ciφi(·)ci
with ci = 2(e + φi(1A))
−1 ∈ C converges to φ in the point σ-weak topology and satisfies that
φ′i(1A) ≤ e. We show that φ′i belongs to F . Indeed, we have φ′i = ciφi(·)ci = cibn(i)ϕi(·)bn(i)ci.
By the fact that ci is the norm limit of commutative polynomials of e and bn(i)ϕi(1A)bn(i) and
bn(i)e = bn(i), each cibn(i) is in B. By the assumption of F , we get φ′i ∈ F . 
Proof of Theorem 3.2.1. As in Remark 3.1.4, replacing B and X,Y by πH(B) and XπH , YπY we
may assume that πH is faithful and identify B with πH(B).
We prove (1) ⇒ (2) : Fix ξ ∈ X , a finite subset F ⊂ A, a finite subset X of normal states on
M and ε > 0 arbitrarily. Set f := |X |−1∑g∈X g and let (K,πf , ξf ) be the GNS-representation
associated with f . Since each g ∈ X enjoys g ≤ |X |f , by the Radon–Nikodym theorem for
states (see e.g. [BO, Proposition 3.8.3]), there exists xg ∈ πf (M)′ = πf (B)′ such that g(y) =
〈ξf , πf (y)xgξf 〉 for y ∈M . By Lemma 3.1.5 we have X ≺K Y , i.e., θKX ≺ θKY . Since the image of
Y ⊙ξf is dense in Y ⊗BK, applying Fell’s characterization of weak containment [F, Theorem 1.2]
to these ∗-representations of A⊗maxπf (B)′ and the vector ξ⊗ξf ∈ X⊗BK, we find η1, . . . , ηn ∈ Y
such that |〈ξ⊗ ξf , θKX (a⊗ xg)(ξ⊗ ξf )〉 −
∑n
i=1〈ηi⊗ ξf , θKY (a⊗ xg)(ηi ⊗ ξf )〉| < ε for all a ∈ F and
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g ∈ X . We then have for a ∈ F and g ∈ X
g
(
n∑
i=1
〈ηi, πY (a)ηi〉B
)
=
n∑
i=1
〈ξf , πf (〈ηi, πY (a)ηi〉B)xgξf 〉
=
n∑
i=1
〈ηi ⊗ ξf , πY (a)ηi ⊗ xgξf 〉
=
n∑
i=1
〈ηi ⊗ ξf , θKY (a⊗ xg)(ηi ⊗ ξf )〉.
Since g(Ωξ(a)) = 〈ξf , πf (〈ξ, πX(a)ξ〉B)xgξf 〉 = 〈ξ ⊗ ξf , θKX (a ⊗ xg)(ξ ⊗ ξf )〉, the c.p. map ψ :=∑m
k=1 Ωζk ∈ FY satisfies that |g(Ωξ(a)− ψ(a))| < ε for a ∈ F and g ∈ X .
The implication (2) ⇒ (3) follows from Lemma 3.2.4. We prove (3) ⇒ (1): Let z ∈ ker θHY be
given and show that θHX (z) = 0. It suffices to prove that θ
H
X (z)ξ ⊗ η = 0 for every ξ ∈ X and
η ∈ H . We fix ε > 0 arbitrarily and take w = ∑ni=1 ai ⊗ xi ∈ A ⊙ πH(B)′ in such a way that
‖z − w‖max < ε. By (3) we can choose ψ =
∑m
k=1 Ωζk ∈ FY in such a way that ψ(1) ≤ Ωξ(1)
and |〈η,∑ni,j=1 Ωξ(a∗i aj)x∗i xjη〉 − 〈η,∑ni,j=1 ψ(a∗i aj)x∗i xjη〉| < ε2. Note that ∑mk=1 ‖ζk ⊗ η‖2 =
〈η, ψ(1)η〉 ≤ 〈η,Ωξ(1)η〉 ≤ ‖ξ ⊗ η‖2. One has
‖
n∑
i=1
θHX (ai ⊗ xi)ξ ⊗ η‖2 = 〈η,
n∑
i,j=1
Ωξ(a
∗
i aj)x
∗
i xjη〉 ≈ε2 〈η,
n∑
i,j=1
m∑
k=1
Ωζk(a
∗
i aj)x
∗
i xjη〉
=
m∑
k=1
‖
n∑
i=1
θHY (ai ⊗ xi)ζk ⊗ η‖2 ≤ ε2
m∑
k=1
‖ζk ⊗ η‖2 ≤ ε2‖ξ ⊗ η‖2.
Thus, we have ‖θHX (z)(ξ ⊗ η)‖ ≤ ‖z − w‖max + ‖θHX(w)(ξ ⊗ η)‖ ≤ ε+
√
2ε. Since ε is arbitrary,
we get θHX (z) = 0.
Finally, the canonical isomorphisms (Y ⊗BM)⊗MH ∼= Y ⊗BH and (X⊗BM)⊗MH ∼= X⊗BH
imply that ker θHY = ker θ
H
Y⊗BM
and ker θHX = ker θ
H
X⊗BM
, which proves (1)⇔ (4). 
Corollary 3.2.5. Let A and B be C∗-algebras with A unital and X,Y ∈ Corr(A,B) be given.
The following are equivalent:
(1) X ≺univ Y .
(2) For any ξ ∈ X the c.p. map Ωξ belongs to the point norm closure of FY .
(3) For any ξ ∈ X there exists a net {ψi}i in FY such that ψi(1A) ≤ Ωξ(1A) and that
limi ‖Ωξ(a)− ψi(a)‖ = 0 for every a ∈ A.
Proof. Let (Hu, πu) be the universal representation of B. Then, it is known that the enveloping
von Neumann algebra πu(B)
′′ is isomorphic to the second dual B∗∗. Hence, the relative topology
on πu(B) induced from the σ-weak topology on πu(B)
′′ coincides with the weak topology. Since
FY is convex, the point weak closure and the point norm closure of F coincide (see e.g. [BO,
Lemma 2.3.4]). Hence, the assertion follows from the previous theorem. 
3.3. Elementary properties of weak containment. In this subsection we establish some basic
facts on weak containment. For a Hilbert C∗-module over a unital C∗-algebra B, a vector ξ ∈ X
is said to be normal if 〈ξ, ξ〉 = 1B holds. We note that every C∗-correspondence (A⊗ϕB, λA⊗1B)
arising from a u.c.p. map ϕ : A→ B admits the normal vector 1A ⊗ 1B.
Proposition 3.3.1. Let A and B be unital C∗-algebras and X,Y ∈ Corr(A,B) and H ∈ Rep(B)
be given. Assume that Y is unital and admits a normal vector η ∈ Y . If X ≺K Y (resp.
X ≺univ Y ), then for any ξ ∈ X there exists ψi ∈ FY with ψi(1A) = Ωξ(1A) such that πK ◦ ψi
converges to πK ◦ Ωξ point σ-weakly (resp. ψi converges to Ωξ in the point norm topology).
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Proof. By Theorem 3.2.1, there exists a net ψi ∈ FY with ψi(1A) ≤ Ωξ(1A) such that πK ◦ ψi
approaches πK ◦Ωξ. Set bi := Ωξ(1A)− ψi(1A) ∈ B and ζi := ηb1/2i . For a ∈ A and normal state
f ∈ B(K)∗ we have f(Ωζi(a)) = f(b1/2i 〈η, πY (a)η〉b1/2i ) ≤ ‖a‖f(bi)→ 0 and ψi(1A) + Ωζi(1A) =
Ωξ(1A). Thus ψi+Ωζi ∈ FY is the desired one. The assertion in the case that X ≺univ Y follows
from Corollary 3.2.5. 
Let A and B be C∗-algebras with A unital, and let X,Y, Z ∈ Corr(A,B) and H ∈ Rep(B).
We note that X ≺H Z holds whenever X ≺H Y and Y ≺H Z hold thanks to Theorem 3.2.1.
Proposition 3.3.2. Let A,B,C and D be C∗-algebras with A and C unital. For X,Y ∈
Corr(A,B), Z,W ∈ Corr(C,D), H ∈ Rep(B) and K ∈ Rep(D) if X ≺H Y and Z ≺K W
hold, then we have X ⊗ Z ≺H⊗K Y ⊗W as (A⊗ C)-(B ⊗D) C∗-correspondences.
Proof. By the remark above, it suffices to show the case when (Z, πZ) = (W,πW ). We show that
ker θH⊗HY⊗Z ⊂ ker θH⊗KX⊗Z . Fix z ∈ ker θH⊗HY⊗Z with ‖z‖ ≤ 1 arbitrarily. By the polarization trick, we
only have to show that 〈ξ ⊗ ζ ⊗ h ⊗ k, θH⊗HX⊗Z (z)ξ ⊗ ζ ⊗ h ⊗ k〉 = 0 for all unit vectors ξ ∈ X ,
ζ ∈ Z, h ∈ H , and k ∈ K. For any ε > 0, we can find a contraction zε =
∑
l(al ⊗ ci) ⊗ xl ∈
A⊙C⊙(πH(B)′ ⊗¯πK(D)′) satisfying ‖z−
∑
l(al⊗ci)⊗xl‖ < ε in (A⊗C)⊗max(πH(B)′ ⊗¯πK(D)′).
Note that ‖θH⊗KY⊗Z (zε)‖ < ε. Since A is unital and X ≺H Y holds, Theorem 3.2.1 enables us to
find η1, . . . , ηp ∈ Y in such a way that
∑p
r=1〈ηr, ηr〉 ≤ 〈ξ, ξ〉 and∣∣∣∣∣∑
l
〈
h⊗ k, xl(πH(Ωξ(al)−
p∑
r=1
Ωηr (al))h)⊗ (πK(Ωζ(cl))k)
〉∣∣∣∣∣ < ε.
Now we have
|〈ξ ⊗ ζ ⊗ h⊗ k, θH⊗HX⊗Z (z)ξ ⊗ ζ ⊗ h⊗ k〉|
≈ε |〈ξ ⊗ ζ ⊗ h⊗ k, θH⊗HX⊗Z (zε)ξ ⊗ ζ ⊗ h⊗ k〉
= |
∑
l
〈h⊗ k, xl(πH(Ωξ(al))h)⊗ (πK(Ωζ(cl))k)〉|
≈ε |
p∑
r=1
∑
l
〈h⊗ k, xl(πH(Ωηr (al))h)⊗ (πK(Ωζ(cl))k)〉|
= |
p∑
r=1
〈ηr ⊗ ζ ⊗ h⊗ k, θH⊗KY⊗Z (zε)ηr ⊗ ζ ⊗ h⊗ k〉
≤ ‖θH⊗KY⊗Z (zε)‖〈h⊗ k,
p∑
r=1
〈ηr, ηr〉h⊗ 〈ζ, ζ〉k〉
≤ ε〈h⊗ k, 〈ξ, ξ〉h⊗ 〈ζ, ζ〉k〉
≤ ε.
Since ε is arbitrary, we are done. 
The next useful proposition is a particular case of Proposition 3.3.2.
Proposition 3.3.3. Let A,B be C∗-algebras with A unital and X,Y ∈ Cor(A,B) and H ∈
Rep(B). If X ≺H Y , then (Xn, πXn) ≺(Hn,π(n)
H
)
(Yn, πYn) as A-Mn(B) C
∗-correspondences (see
Example 2.10 for notations).
Proposition 3.3.4. Let A,B and C be C∗-algebras with A and B unital and X,Y ∈ Corr(A,B),
Z,W ∈ Corr(B,C) and K ∈ Rep(C) be given. Suppose that Z ≺K W and either X ≺Z⊗CK Y
or X ≺W⊗CK Y holds. Then X ⊗B Z ≺K Y ⊗B W as A-C C∗-correspondences.
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Proof. Suppose that X ≺Z⊗CK Y . We show that X ⊗B Z ≺K Y ⊗B Z ≺K Y ⊗B W . For
any
∑
i ai ⊗ xi ∈ A ⊙ πK(C)′ we have ‖θKX⊗BZ(
∑
i ai ⊗ xi)‖ = ‖θZ⊗CKX (
∑
i ai ⊗ (1Z ⊗ xi))‖ ≤
‖θZ⊗CKY (
∑
i ai ⊗ (1Z ⊗ xi))‖ = ‖θKY⊗BZ(
∑
i ai ⊗ xi)‖. Hence X ⊗B Z ≺K Y ⊗B Z. To see
Y ⊗B Z ≺K Y ⊗BW , let ξ =
∑n
i=1 ηi⊗ ζi ∈ Y ⊙Z be arbitrary. By Remark 2.11, the coefficient
Ωξ is of the form Ωζ ◦ Ωη with η = (η1, . . . , ηn) ∈ Yn and ζ = (ζ1, . . . , ζn) ∈ Zn, where Mn(B)
acts on Zn by πZ ⊗ idMn :Mn(B)→ LC(Z)⊗Mn = LC(Zn).
Since (Zn, πZ ⊗ idMn) ≺H (Wn, πW ⊗ idMn) as Mn(B)-C C∗-correspondences, there exists a
net ψi ∈ FZn such that πK ◦ ψi ◦ Ωη converges to πK ◦ Ωζ ◦ Ωη = πK ◦ Ωξ in the point σ-weak
topology. Since ψi ◦ Ωη ∈ FX⊗BZ , we get Y ⊗B Z ≺K Y ⊗B W .
When X ≺W⊗CK Y , we can prove, in the same manner, that X ⊗B Z ≺K X ⊗B W ≺K
Y ⊗B W 
Proposition 3.3.5. Let A and B be C∗-algebras with A unital. Let X,Y ∈ Corr(A,B) and
H ∈ Rep(B) be arbitrary and set M = πH(B)′′. Then, X ≺H Y if and only if for any ξ ∈ X,
the product map
(πH ◦ Ωξ) ×
max
ιM ′ : A ⊗
max
M ′ → B(H); a⊗ x 7→ πH(Ωξ(a))x
factors through Im θHY .
Proof. Thanks to Remark 3.1.4 we assume that πH is faithful and B ⊂ B(H). Suppose that
X ≺H Y . For any
∑
i ai ⊗ xi ∈ A⊙M ′, ξ ∈ X , and η, ζ ∈ H one has
|〈η,
∑
i
Ωξ(ai)xiζ〉| = |〈ξ ⊗ η, θHX (
∑
i
ai ⊗ xi)ξ ⊗ ζ〉| ≤ ‖θHY (
∑
i
ai ⊗ xi)‖|ξ ⊗ η‖‖ξ ⊗ ζ‖
≤ ‖θHY (
∑
i
ai ⊗ xi)‖‖ξ‖2‖η‖‖ζ‖,
which implies that θHY (
∑
i ai ⊗ xi) 7→
∑
iΩξ(ai)xi is bounded and its norm is less than or equal
to ‖ξ‖2.
Conversely, suppose that Φ : Im θHY → B(H); θHY (a⊗ x) 7→ Ωξ(a)x is bounded. Let z ∈ ker θHY
be arbitrarily fixed. We show that 〈ξ⊗η, θHX (z)ξ′⊗η′〉 = 0 for all ξ, ξ′ ∈ X and η, η′ ∈ H . By the
polarization trick we may assume that ξ = ξ′. Let ε > 0 be arbitrary and take
∑
i ai⊗xi ∈ A⊙M ′
in such a way that ‖z −∑i ai ⊗ xi‖max < ε. We then have
|〈ξ ⊗ η, θHX (
∑
i
ai ⊗ xi)ξ ⊗ η′〉| = |〈η,
∑
i
〈ξ, πX(ai)ξ〉xiη′〉| ≤ 〈η,Φ(
∑
i
ai ⊗ xi)η′〉|
≤ ‖Φ‖‖θHY (
∑
i
ai ⊗ xi)‖‖η‖‖η′‖ < ε‖Φ‖‖η‖‖η′‖.
Since ε > 0 is arbitrary, we get θHX (z) = 0, and hence X ≺H Y . 
The next technical proposition will be used later. The proof below is based on [BO, Proposition
3.6.5], called The Trick.
Proposition 3.3.6. Let A and B be unital C∗-algebras, and X,Y ∈ Corr(A,B) and H ∈ Rep(B).
If πY is unital and X ≺H Y holds, then for any normal vector ξ ∈ X there exists a u.c.p. map
Θ from (LB(Y ) ⊗ 1H)′′ ⊂ B(Y ⊗B H) into πH(B)′′ such that Θ(πY (a) ⊗ 1H) = πH ◦ Ωξ(a) for
a ∈ A.
Proof. Thanks to the previous proposition there exists a u.c.p. map Φ : Im θHY → B(H) such
that Φ(θHY (a ⊗ x)) = πH(〈ξ, πX(a)ξ〉)x for a ∈ A and ξ ∈ X . Since Im θHY is a unital C∗-
subalgebra of B(Y ⊗B H), by Arveson’s extension theorem we can extend Φ to a u.c.p. map
Ψ from B(Y ⊗B H) into B(H). Note that Im θHY is contained in the multiplicative domain
of Ψ, i.e., Ψ(abc) = Φ(a)Ψ(b)Φ(c) holds for a, c ∈ Im θHY and b ∈ B(Y ⊗B H). Let Θ be
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the restriction of Ψ to (LB(Y ) ⊗ 1H)′′. Then, for x ∈ (LB(Y ) ⊗ 1H)′′ and y ∈ M ′ we have
yΘ(x) = Φ(θHY (1A⊗y))Ψ(x) = Ψ(θHY (1A⊗y)x) = Ψ(xθHY (1A⊗y)) = Ψ(x)Φ(θHY (1A⊗y)) = Θ(x)y,
which implies Θ(x) ∈ πH(B)′′. 
4. Relative nuclearity
In this section we give the definition of relative nuclearity and prove Theorem A.
4.1. Universal factorization property. To define relative nuclearity, we need the notion of
universal factorization property, which plays a role of the original definition of nuclearity. Recall
the fact that for C∗-algebras A and B every nondegenerate representation σ : A⊙B → B(H) is
of the form of σA×σB, where σA : A→ B(H) and σB : B → B(H) are unique ∗-homomorphisms
having mutually commuting ranges and satisfying σ(a⊗b) = σA(a)σB(b) (see e.g., [BO, Theorem
3.2.6]).
Definition 4.1.1. Let A be a C∗-algebra. We say that (X, πX) ∈ Corr(A) has the universal
factorization property (UFP for short) if it satisfies the following universal property: For any
C∗-algebra B, every ∗-representation (H,σ) ∈ Rep(A ⊗max B) is weakly contained in the ∗-
representation φHX : A ⊗max B ∋ a ⊗ b 7→ πX(a) ⊗ σB(b) ∈ B(X ⊗σA H). In other words, there
exists ∗-homomorphism Φ : ImφHX → B(H) such that the following diagram commutes:
A ⊗
max
B
φHX

σ // B(H)
ImφHX
Φ
77♥
♥
♥
♥
♥
♥
♥
Firstly, the UFP of a given C∗-correspondence is characterized in terms of weak containment.
Proposition 4.1.2. For any C∗-algebra A and any C∗-correspondence (X, πX) over A, (X, πX)
has the UFP if and only if (A, λA) ≺univ (X, πX) holds.
Proof. Suppose that (X, πX) has the UFP. Let (H, πH) be the universal representation of A.
Applying the UFP to πH × ι : A ⊙ πH(A)′ → B(H), where ι : πH(A)′ →֒ B(H) is the inclusion
map, we get ker θHX = kerφ
H
X ⊂ ker(πH ×max ι) = ker θHA . Conversely, suppose that (A, λA) ≺univ
(X, πX) holds. Let B and σA × σB : A⊙B → B(H) be given. The condition that (A, λA) ≺univ
(X, πX) implies that (A, λA) ≺(H,σA) (X, πX). For any
∑
i ai ⊗ bi ∈ A ⊙ B we have ‖σA ×
σB(
∑
i ai ⊗ bi)‖ = ‖θHA (
∑
i ai ⊗ σB(bi))‖ ≤ ‖θHX (
∑
i ai ⊗ σB(bi)‖ = ‖φHX(
∑
i ai ⊗ bi)‖, which
implies (H,σ) ≺ (X ⊗B H,φHX). 
We next translate the original definition of nuclearity into the language of C∗-correspondences
by use of the notion of UFP. We note that equivalence between nuclearity and CPAP follows from
the next proposition together with Corollary 3.2.5.
Proposition 4.1.3. Let A be a C∗-algebra and πH : A → B(H) be a faithful ∗-representation.
Then, the following are equivalent:
(1) A is nuclear.
(2) (H ⊗A, πH ⊗ 1A) has the UFP.
(3) (A, λA) ≺univ (H ⊗A, πH ⊗ 1A).
Proof. We prove (1)⇒ (2): Suppose that A is nuclear and fix a C∗-algebra B and nondegenerate
∗-representation σ : A⊙ B → B(K) arbitrarily. We observe that (H ⊗ A)⊗σA K ∼= H ⊗K, and
this isomorphism induces ImφHK⊗A
∼= A⊗ σB(B) ⊂ B(K ⊗H). The nuclearity of A implies that
ImφHK⊗A
∼= A ⊗max σB(B). By the universality of the maximal tensor product, the mapping
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Φ : ImφHK⊗A ∋ φHK⊗A(a⊗ b) 7→ σA(a)σB(b) ∈ B(H) is bounded, and hence (H ⊗A, πH ⊗ 1A) has
the UFP.
Equivalence between (2) and (3) follows from the previous proposition. We prove (2) ⇒
(1): Suppose that (H ⊗ A, πH ⊗ 1A) has the UFP. Let σ : A ⊗max B → B(H) be a faithful
∗-representation. Since ImφKH⊗A ∼= A⊗ σB(B) holds as above, the UFP gives the inverse of the
canonical surjection from A⊗max B onto A⊗B, and hence A is nuclear. 
4.2. Relative nuclearity.
Definition 4.2.1. Let B ⊂ A be an inclusion of C∗-algebras with conditional expectation E :
A→ B. We say that the triple (A,B,E) is nuclear via (Z, πZ) ∈ Corr(B) if the C∗-correspondence
(L2(A,E)⊗BZ⊗BA, πE⊗1Z⊗1A) has the UFP. When (Z, πZ) = (B, λB), we say that (A,B,E)
is nuclear.
Let B ⊂ A be an inclusion of C∗-algebras and E : A → B be a nondegenerate conditional
expectation. As we will see in the next section, (A,B,E) is nuclear whenever A is nuclear
and the embedding B →֒ A is full (see Example 5.1.3). We do not know whether or not this
still holds true when we remove the assumption of fullness, but we can prove the nuclearity of
(A,B,E) via some C∗-correspondences over B. This is the merit of considering nuclearity via
C∗-correspondences over subalgebras. We also mention that the ‘(Z, πZ)’ does not affect much
in some cases. For example, in the case when B = C1A, L
2(A,E)⊗B Z is a usual Hilbert space.
Thus, the nuclearity of (A,C1A, E) via some C
∗-correspondence over C is equivalent to the one of
A by Proposition 4.1.3. Moreover, in §§4.3 and §§4.4 we will see that the nuclearity of (A,B,E)
via some C∗-correspondence over B implies the relative injectivity of πH(B)
′′ ⊂ πH(A)′′ for any
(H, πH) ∈ Rep(A), and a relative weak expectation property of A.
The next theorem says that this ‘via version’ of relative nuclearity is characterized by a kind
of ‘relative CPAP’.
Theorem 4.2.2. Let B ⊂ A be a unital inclusion of C∗-algebras with conditional expectation
E, and (Z, πZ) be a C
∗-correspondence over B. Then, (A,B,E) is nuclear via (Z, πZ) if and
only if for any finite subset F ⊂ A and ε > 0, there exist n,m ∈ N, ϕk : A → Mn(B) and
ψk : Mn(B) → A, 1 ≤ k ≤ m such that ‖a−
∑m
k=1 ψk ◦ ϕk(a)‖ < ε for a ∈ F, and each ϕk and
ψk are of the form
ϕk : a 7→
[
〈ηi, (πE(a)⊗ 1Z)ηj〉
]n
i,j=1
ψk : [ bij ]
n
i,j=1 7→
n∑
i,j=1
y∗i bijyj
for some η1, . . . , ηn ∈ L2(A,E)⊗B Z and y1, . . . , yn ∈ A.
Proof. Suppose that (A,B,E) is nuclear via (Z, πZ) and fix a finite subset F ⊂ A and ε > 0
arbitrarily. By Proposition 4.1.2 and Proposition 4.1.3, we have (A, λA) ≺univ (L2(A,E)⊗BZ⊗B
A, πE⊗1Z⊗1A). Since the identity map onA is noting but Ω1A ∈ FA, thanks to Theorem 3.2.1, we
can findm ∈ N and ξ1, . . . , ξm ∈ L2(A,E)⊗BZ⊗BA in such a way that ‖a−
∑m
k=1Ωξk(a)‖ < ε for
all a ∈ F. Here we may assume that each ξk is of the form
∑n
i=1 η
(k)
i ⊗y(k)i ∈ (L2(A,E)⊗BZ)⊙A.
By Remark 2.11, letting ϕk(a) :=
[
〈η(k)i , (πE(a)⊗ 1)η(k)j 〉
]n
i,j=1
for a ∈ A and ψk([bij ]nij=1) :=∑n
i,j=1 y
(k)∗
i bijy
(k)
j for [bij ]
n
i,j=1 ∈ Mn(B), we get ‖a −
∑m
k=1 ψk ◦ ϕk(a)‖ < ε for all a ∈ F.
The converse implication follows from Proposition 4.1.2, Proposition 4.1.3, and Corollary 3.2.5
again. 
Proof of Theorem A. Suppose that (A,B,E) is nuclear and fix a finite subset F ⊂ A and ε > 0
arbitrarily. By the preceding theorem, we can find n,m ∈ N and c.p. maps ϕk : A→Mn(B), ψk :
Mn(B) → A satisfying that ‖a −
∑m
k=1 ψk ◦ ϕk(a)‖ < ε for a ∈ A. We only have to modify
ϕk’s. For each k, ϕk is of the form a 7→ [〈ηi, πE(a)ηj〉]ni,j=1 for some η1, . . . , ηn ∈ L2(A,E). Since
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L2(A,E) is the completion of A, we may assume that ηi comes from an element xi ∈ A. Since
〈xi, πE(a)xj〉 = E(x∗i axj) holds, we are done. 
The next proposition implies that if both (A,B,E) and B are nuclear, then so is A.
Proposition 4.2.3. Let A and B be C∗-algebras with A unital and B nuclear. If there exist
X ∈ Corr(A,B) and Y ∈ Corr(B,A) such that (X ⊗B Y, πX ⊗ 1Y ) ∈ Corr(A) has the UFP, then
A is nuclear.
Proof. Since (X ⊗B Y, πX ⊗ 1Y ) has the UFP, by Proposition 4.1.2 we have (A, λA) ≺univ (X ⊗B
Y, πX ⊗ 1Y ). If (H, πH) ∈ Rep(B) is a faithful representation, then thanks to Proposition 4.1.3
we have (B, λB) ≺univ (H ⊗B, πH ⊗ 1A). Proposition 3.3.4 implies that (X⊗B Y, πX ⊗ 1Y ) ≺univ
(X ⊗B H ⊗ Y, πX ⊗ 1H ⊗ 1Y ). Since (X ⊗B H ⊗ Y, πX ⊗ 1H ⊗ 1Y ) is a scalar representation of
A, this implies the nuclearity of A. 
We next introduce the notion of strong relative nuclearity. Let B ⊂ A be an inclusion of
C∗-algebras and (X, πX) be a C
∗-correspondence over A. A vector ξ ∈ X is said to be B-central
if ξ enjoys πX(b)ξ = ξb for all b ∈ B. We denote by B′ ∩ X the set of B-central vectors in X .
For the identity C∗-correspondence (A, πA) ∈ Corr(A) and B ⊂ A, the set of B-central vectors is
nothing but the relative commutant B′ ∩A. We also note that every c.p. map in FB′∩X forms a
B-bimodule map.
Definition 4.2.4. Let B ⊂ A be an inclusions of C∗-algebras.
• We say that a C∗-correspondence (X, πX) over A has the B-central completely positive
approximate property (B-CCPAP for short) if there exists a net of c.c.p. maps ψi ∈ FB′∩X
such that limi ‖a− ψi(a)‖ = 0 for every a ∈ A.
• Let E : A→ B be a conditional expectation. We say that the triple (A,B,E) is strongly
nuclear via (Z, πZ) ∈ Corr(B) if (L2(A,E)⊗B Z⊗B A, πE ⊗ 1Z⊗ 1A) has the B-CCPAP.
When (Z, πZ) = (B, λB), we say that (A,B,E) is strongly nuclear.
For a unital A the B-CCPAP of a C∗-correspondence over A implies the UFP. Thus, every
strongly nuclear triple (A,B,E) is nuclear, but we do not know whether or not the converse is
true.
4.3. Relative WEP. We next discuss relative weak expectation property recently introduced
by Jian and Sepideh [JS] in relation with our relative nuclearity.
Definition 4.3.1 ([BO, Proposition 3.3.6]). An inclusion B ⊂ A is said to be relatively weakly
injective if the following equivalent conditions hold;
(1) there exists a c.c.p. map ϕ : A→ B∗∗ such that ϕ(b) = b for every b ∈ B;
(2) for every ∗-homomorphism π : B → B(H) there exists a c.c.p. map ϕ : A→ π(B)′′ such
that ϕ(b) = π(b) for every b ∈ B;
(3) for every C∗-algebra C there is a natural inclusion B ⊗max C ⊂ A⊗max C.
Definition 4.3.2 ([JS]). Let A and B be C∗-algebras. Then, A is said to have the B-WEP1
(resp. B-WEP2) if there exists (X, πX) ∈ Corr(A,B) (resp. (X, πX) ∈ Corr(A,B∗∗) with X
selfdual) such that πX is injective and the inclusion πX(A) ⊂ LB(X) (resp. πX(A) ⊂ LB∗∗(X)
is relatively weakly injective.
Note that Lance’s WEP is exactly C-WEP1. In [JS] it was proved that B-WEP1 implies B-
WEP2. We note that the next proposition can be applied to every triple (A,B,E) that is nuclear
via some C∗-correspondence over B, which is an analogue of the fact that ‘nuclearity ⇒ WEP’.
Proposition 4.3.3. Let A and B be C∗-algebras with A unital. If there exist X ∈ Corr(A,B)
and Y ∈ Corr(B,A) such that πX is unital injective, and (X ⊗B Y, πX ⊗ 1Y ) has the UFP, then
the inclusion πX(A) ⊂ LB(X) is relatively weakly injective. In particular, A has the B-WEP1.
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Proof. Let (H, πH) ∈ Rep(A) be arbitrary. We will show that there exists a u.c.p. map Ψ :
LB(X)→ πH(A)′′ such that Ψ◦πX = πH . The UFP of X⊗B Y and Proposition 3.3.6 imply that
there exists a u.c.p map Θ : LA(X⊗BY )⊗1H → πH(A)′′ satisfying Θ(πX(a)⊗1Y ⊗1H) = πH(a).
Hence, the mapping Ψ : LB(X) ∋ x 7→ Θ(x⊗ 1Y ⊗ 1H) ∈ πH(A)′′ is the desired one. 
4.4. Relative amenability for von Neumann algebras. In this subsection, we see that our
relative nuclearity is related to relative amenability for von Neumann algebras [Po][AD3][OP].
Let N ⊂ M be an inclusion of finite von Neumann algebras and τ be a faithful normal
tracial state. Let L2(M) and L2(N) be the GNS Hilbert spaces for τ and τ |N , respectively and
ξτ ∈ L2(M) be the corresponding cyclic vector. We may assume that M ⊂ B(L2(M)). Denote
by EN the unique faithful normal τ -preserving conditional expectation from M onto N . Let
eN ∈ B(L2(M)) be the orthogonal projection onto L2(N) ⊂ L2(M), which is called the Jones
projection and satisfies that eNxeN = EN (x)eN for x ∈ M . The basic extension 〈M, eN〉 is the
von Neumann subalgebra of B(L2(M)) generated by M and eN . It is known that 〈M, eN 〉 is
the σ-weak closure of span{xeNy | x, y ∈M} and becomes semifinite with the canonical faithful
normal semifinite tracial weight Tr : xeNy 7→ τ(xy).
Theorem 4.4.1 ([OP, Theorem 2.1]). Let M be a finite von Neumann algebra with a faithful
normal tracial state τ and Q,N ⊂ M be von Neumann subalgebras. Then, the following are
equivalent.
(1) There exists a N -central state ϕ on 〈M, eQ〉 such that ϕ|M = τ .
(2) There exists a N -central state ϕ on 〈M, eQ〉 such that ϕ is normal on M and faithful on
Z(N ′ ∩M).
(3) There exists a conditional expectation Φ : 〈M, eQ〉 onto N such that Φ|M = EN .
(4) There exists a net {ξi}i in L2〈M, eQ〉 such that limi〈ξi, xξi〉 = τ(x) for x ∈ M and
limi ‖[u, ξi]‖2 = 0 for all u ∈ U(N).
When any of these conditions holds, we say that N is amenable relative to Q inside M and write
N ⋖M Q.
When M ⋖M N holds, we also say that M is amenable relative to N . The next lemma seems
to be known among specialists, but we do give its proof for the reader’s convenience.
Lemma 4.4.2. There exists a unitary U from L2〈M, eQ〉 onto H := L2(M,EQ)⊗Q L2(M) that
maps xeNy to x⊗ y and satisfies that U〈M, eQ〉U∗ = (LQ(L2(M,EQ))⊗ 1L2(M))′′.
Proof. By [ILP, Lemma 2.1] spanMeNM is norm dense in L
2〈M, eN 〉. For any finite sums∑
k xkeNyk,
∑
l zleNwl ∈ spanMeNM we have
Tr((
∑
k
xkeNyk)
∗(
∑
l
zleNwl)) =
∑
k,l
τ(y∗kEN (x
∗
kyl)zl) = 〈
∑
k
xk ⊗ ykξτ ,
∑
l
zl ⊗ wlξτ 〉H .
Thus, the mapping spanMeNM ∋
∑
k xkeNyk 7→
∑
k xk ⊗ ykξτ ∈ H is bounded and extends to
a unitary, which gives the isomorphism of Hilbert M -M bimodules. To see that U〈M, eQ〉U∗ =
(LQ(L
2(M,EQ)) ⊗ 1L2(M))′′, let PN ∈ LN (L2(M,EN )) the projection defined by PNx = EN (x)
for x ∈ M . Then, it follows that K(L2(M,EN )) = spanMPNM and U(xeNy)U∗ = xPNy for
x, y ∈ M . Since (KN (L2(M,EN )) ⊗ 1)′′ = (LN (L2(M,EN )) ⊗ 1)′′, we get (LQ(L2(M,EQ)) ⊗
1L2(M))
′′ = (spanMPNM ⊗ 1)′′ = U(spanMeNM ⊗ 1)′′U∗ = U〈M, eN〉U∗. 
Here we give a characterization of relative amenability in terms of weak containment.
Proposition 4.4.3. Let Q,N ⊂ M be inclusions of finite von Neumann algebras and τ be a
faithful normal tracial state on M . Then, N ⋖M Q if and only if L
2(M,EN ) ≺ L2(M,EQ) ⊗Q
L2(M,EN ) as M -N C
∗-correspondences.
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Proof. Put XN := L
2(M,EN ) and XQ := L
2(M,EQ) and let ξN ∈ L2(M,EN ) be the vector
corresponding to 1. We note that XN⊗N L2(N) ∼= L2(M). Suppose that XN is weakly contained
in XQ ⊗Q XN with respect to the standard representation N ⊂ B(L2(N, τ |N )). By Proposition
3.3.6 there exists a u.c.p map Φ from (LQ(XQ)⊗ 1⊗ 1)′′ ⊂ B(XQ⊗QXN ⊗N L2(N)) = B(XQ⊗Q
L2(M)) into N satisfying that Φ(x⊗1⊗1) = ΩξN (x) = EN (x) for x ∈M . Since (LQ(XQ)⊗1⊗1)′′
is isomorphic to 〈M, eQ〉, we are done.
Suppose N ⋖M Q. Let ξi ∈ L2〈M, eQ〉 be a net in (4) of the theorem above. Let z ∈
ker θ
L2(N)
XQ⊗QXN
and ε > 0 be arbitrary. Take w =
∑
k xk⊗yopk ∈M⊙Nop such that ‖z−w‖max < ε.
Note that XN ⊗N L2(N) ∼= L2(M). For any a, b ∈M we have
|〈aξτ , θL
2(N)
XN
(w)bξτ 〉| = |τ(
∑
k
a∗xkbyk)| = lim
i
|〈ξi,
∑
k
a∗xkbykξi〉|
= lim
i
|〈aξi,
∑
k
xkbξiyk〉| = lim
i
|〈aξi, θL
2(N)
XQ⊗QXN
(w)bξi〉| ≤ ε‖a‖‖b‖,
which implies θ
L2(N)
XN
(z) = 0. 
Let N ⊂ M be an inclusion of von Neumann algebras. Recall that M is said to be injective
relative to N if there exists a norm one projection from JN ′J ⊂ L2(M) ontoM ([AD3, Definition
3.1]), where J : L2(M)→ L2(M) is the modular conjugation. When M is finite, this is the case
that M ⋖M N , that is, M is amenable relative to N (inside M).
Proposition 4.4.4. Let B ⊂ A be a unital inclusion of C∗-algebras. If there exists a unital
X ∈ Corr(A,B) such that (X ⊗B A, πX ⊗ 1A) has the UFP, then for any ∗-representation πH :
A→ B(H), there exists a norm one projection from πH(B)′ onto πH(A)′. Consequently, πH(A)′′
is injective relative to πH(B)
′′.
Proof. We note that X ⊗B A ⊗A H = X ⊗B H . Applying the UFP of X ⊗B A to πH × ι : A⊙
πH(A)
′ → B(H) we get the ∗-homomorphism from ImφHX ⊂ B(X ⊗B H) to B(H). By Arveson’s
extension theorem, we obtain a u.c.p. map Φ : B(X ⊗B H) → B(H) satisfying Φ(πX(a) ⊗ x) =
πH(a)x for a ∈ A and x ∈ πH(A)′. Define Ψ : πH(B)′ → B(H) by Ψ(x) := Φ(1X ⊗ x). Then we
can prove that Ψ is a norm one projection onto πH(A)
′ as in the proof of Proposition 3.3.6. To
see the second assertion, let M := πH(A)
′′ and N := πH(B)
′′. We may assume that M and N
are acting on the standard Hilbert space L2(M). Let J be the modular conjugation on L2(M).
We then have a u.c.p. map Φ : N ′ → M ′. Thus, JN ′J ∋ JxJ 7→ JΨ(x)J ∈ JM ′J = M is the
desired map. 
4.5. Permanence properties. For Hilbert C∗-modules X and Y over C∗-algebras A and B,
respectively, we denote by X ⊕˜ Y the Hilbert A ⊕ B-module X ⊕alg Y equipped with the inner
product 〈ξ ⊕ η, ξ′ ⊕ η〉 = 〈ξ, ξ′〉 ⊕ 〈η, η′〉 for ξ, ξ′ ∈ X and η, η′ ∈ Y . The next proposition
immediately follows from Theorem 4.1.2 and the definition of relative CCPAP.
Proposition 4.5.1. Let Bi ⊂ Ai, i = 1, . . . , n be inclusions of C∗-algebras with Ai unital. For
Xi ∈ Corr(Ai) the following hold true.
(1) The X1 ⊕˜X2 ⊕˜ · · · ⊕˜Xn ∈ Corr(
⊕n
i=1 Ai) has the UFP (resp.
⊕n
i=1Bi-CCPAP) if and
only if each Xi has the UFP (resp. Bi-CCPAP).
(2) The
⊗n
i=1Xi ∈ Corr(
⊗n
i=1 Ai) has the UFP (resp.
⊗n
i=1Bi-CCPAP) if each Xi has the
UFP (resp. Bi-CCPAP).
Proposition 4.5.2 (Direct sums and tensor products). Let (Ai, Bi, Ei), 1 ≤ i ≤ n be a finite
family of unital inclusions of C∗-algebras with conditional expectations. Then, the following hold
true:
(1) (
⊕
iAi,
⊕
iBi,
⊕
i Ei) is nuclear (resp. strongly nuclear) if and only if so is each (Ai, Bi, Ei).
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(2) (
⊗
iAi,
⊗
iBi,
⊗
i Ei) is nuclear (resp. strongly nuclear) if so is each (Ai, Bi, Ei).
Proof. Let (A,B,E) := (
⊕
iAi,
⊕
iBi,
⊕
iEi) and (A˜, B˜, E˜) := (
⊕
iAi,
⊕
iBi,
⊕
i Ei). The
assertions follow from the propositions above together with the next canonical isomorphisms
L2(A,E)⊗B A ∼=
⊗
i(L
2(Ai, Ei)⊗Bi Ai) and L2(A˜, E˜)⊗B˜ A˜ ∼=
⊕˜
i(L
2(Ai, Ei)⊗Bi Ai). 
Proposition 4.5.3 (Inductive limits). Let B ⊂ A be a unital inclusion of C∗-algebras with a
conditional expectation E : A → B. If there exists an increasing net 1A ∈ Ai, i ∈ I, of unital
C∗-subalgebras of A such that E(Ai) = Ai ∩ B and (Ai, Ai ∩ B,E|Ai) is nuclear and
⋃
iAi is
norm dense in A, then (A,B,E) is nuclear.
Proof. Take finitely many elements {x1, . . . , xn} ⊂ A and ε > 0 arbitrarily. Since
⋃
iAi is norm
dense in A, there exists i ∈ I and y1, . . . , yn ∈ Ai such that ‖xi − yi‖ < ε/3 for 1 ≤ i ≤ n.
Set Bi := B ∩ Ai and Ei := E|Ai . By the nuclearity of (Ai, Bi, Ei) we can find a c.c.p. map
ψ ∈ FL2(Ai,Ei)⊗BiAi such that ‖ψ(yi) − yi‖ < ε/3 for 1 ≤ i ≤ n. Since L2(Ai, Ei) ⊗Bi Ai can
be embedded in L2(A,E) ⊗B A canonically and 1A = 1Ai , the ψ is a c.c.p. on A. Now we get
‖xi − ψ(xi)‖ ≤ ‖xi − yi‖+ ‖yi − ψ(yi)‖+ ‖ψ(yi − xi)‖ < ε for 1 ≤ i ≤ n. 
The following proposition can be shown in the same manner.
Proposition 4.5.4 (Inductive limits with common subalgebras). Let B ⊂ A be a unital inclusion
of C∗-algebras with a conditional expectation E : A → B. If there exists an increasing net
Ai, i ∈ I, of unital C∗-subalgebras of A containing B such that (Ai, B,E|Ai) is strongly nuclear
and
⋃
iAi is norm dense in A, then (A,B,E) is strongly nuclear.
5. Examples
In this section, we give several examples of nuclear and strongly nuclear triples.
5.1. Inclusions of nuclear C∗-algebras.
Example 5.1.1. For any C∗-algebra A the triple (A,A, id) is strongly nuclear. Further assume
that A is unital and ϕ : A→ C is a nondegenerate state. Then, the nuclearity of A is equivalent
to the strong nuclearity of (A,C1A, ϕ) by Proposition 4.1.2 and Proposition 4.1.3.
The following lemma can be shown in the same manner as [DE, Lemma 2.21].
Lemma 5.1.2. Let B ⊂ A be a unital inclusion of C∗-algebras and ϕ be a state on B. If the
embedding ι : B →֒ A is full, that is, spanAbA = A holds for all b ∈ B \ {0}, then for any finite
subset F ⊂ B and ε > 0, there exist n ∈ N and a1, . . . , an ∈ A such that ‖ϕ(b)1A−
∑n
i=1 a
∗
i bai‖ < ε
for b ∈ F.
Example 5.1.3 (Inclusions of nuclear C∗-algebras). Let B ⊂ A be a unital inclusion of C∗-
algebras with nondegenerate conditional expectation E : A → B. Take a faithful representation
πH : B → B(H). Then, A is nuclear if and only if (A,B,E) is nuclear via (H ⊗ B, πH ⊗ 1).
Moreover, when the embedding ι : B →֒ A is full, the triple (A,B,E) is nuclear.
Since (L2(A,E)⊗B H, πE ⊗ 1H) is also a faithful representation of A, A is nuclear if and only
if (A, idA) ≺univ ((L2(A,E) ⊗B H) ⊗ A, πE ⊗ 1H ⊗ 1A) holds, thanks to Proposition 4.1.2 and
Proposition 4.1.3. The natural isomorphism (L2(A,E)⊗B H)⊗A = L2(A,E)⊗B (H ⊗B)⊗B A
implies that this is the case when (A,B,E) is nuclear via (H ⊗B, πH ⊗ 1A).
Now assume that B is fully embedded. Since every coefficient of (H ⊗A, πH ⊗ 1A) is approx-
imated by c.p. maps of the form b 7→∑i,j a∗iϕ(b∗i bbj)aj for some state ϕ and ai ∈ A, bi ∈ B, by
the preceding lemma and Corollary 3.2.5, we have (H ⊗ A, πH ⊗ 1A) ≺univ (A, ι). Thus, thanks
to Proposition 3.3.4 we have
(A, λA) ≺univ (L2(A,E)⊗πH⊗1A (H ⊗A), πE ⊗ 1H⊗A) ≺univ (L2(A,E) ⊗ι A, πE ⊗ 1A).
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We note that if A or B is simple, then ι : B → A is full.
Example 5.1.4 (Continuous fields of nuclear C∗-algebras). Let A be a continuous filed of unital
nuclear C∗-algebras on a compact Hausdorff space X , that is, there is a unital embedding C(X) ⊂
A′∩A, such that, the quotient maps px : A→ Ax := A/Jx, where Jx is the closed ideal generated
by the kernel of the evaluation map evx : C(X) → C at x, satisfies that X ∋ x 7→ ‖px(a)‖ ∈ C
is continuous for each a ∈ A and Ax is nuclear for each x ∈ X . Assume that there exists a
conditional expectation E : A → C(X) such that for each x ∈ X there exists a nondegenerate
state ϕx on Ax satisfying evx ◦E = ϕx ◦px. Then, the triple (A,C(X), E) is strongly nuclear (see
[Ba]).
For the reader’s convenience, we give a sketch of the proof of this observation. Since every
vector in L2(A,E) ⊗C(X) A is C(X)-central, it suffices to show the nuclearity of (A,B,E). Fix
a ∈ A and ε > 0. For each x ∈ X , the nuclearity of Ax implies that there exist find finitely many
vectors ξx,i ∈ A ⊙ A ⊂ L2(A,E) ⊗C(X) A such that ‖px(a −
∑
i〈ξx,i, aξx,i〉)‖ < ε. Since A is a
continuous field, we can find an open neighborhood Ux of x such that ‖py(a−
∑
i〈ξx,i, aξx,i〉)‖ < ε
for y ∈ Ux. By the compactness of X , there exists a finite subset F ⊂ X such that X =⋃
x∈F Ux. Let {hx}x∈F be a partition of unity for this covering. Then, the vectors {ξx,ih1/2x }x∈F,i
in L2(A,E)⊗C(X) A do the job. Indeed, we have
‖a−
∑
x∈F
∑
i
〈ξx,ih1/2x , aξx,ih1/2x 〉‖ = sup
y∈X
‖‖py(a−
∑
x∈F
∑
i
〈ξx,i, aξx,i〉hx(y))‖
≤ sup
y∈X
∑
x∈F
‖py(a−
∑
i
〈ξx,i, aξx,i〉)‖hx(y) < ε.
When B is finite dimensional, relative nuclearity implies strong one thanks to the following
proposition.
Proposition 5.1.5. Let B ⊂ A be a unital inclusions of C∗-algebras with B finite dimensional.
If X ∈ Corr(A) has the UFP, then X has the B-CCPAP.
Proof. Write B =
⊕p
r=1Mn(r). Let {e(r)ij }n(r)i,j=1 be a matrix unit system of Mn(r). Take a finite
subset F ⊂ A and ε > 0 arbitrarily. By the the UFP, we can find ξ1, . . . , ξm ∈ X in such a way
that
‖e(r)1i ae(s)j1 −
m∑
k=1
〈ξk, e(r)1i ae(s)j1 ξk〉‖ <
ε
p2max1≤r≤p n(r)2
1 ≤ r, s ≤ p, 1 ≤ i, j ≤ n(r)
and
∑m
k=1〈ξk, ξk〉 ≤ 1. Set ηk :=
∑p
r=1
∑n(r)
i=1 e
(r)
i1 ξke
(r)
1i for 1 ≤ k ≤ m. Then, we have e(r)ij ηk =
e
(r)
ij e
(r)
j1 ξe
(r)
1j = e
(r)
i1 ξe
(r)
1i e
(r)
ij = ηke
(r)
ij , and hence ηk is B-central. For a ∈ F we have
m∑
k=1
〈ηk, aηk〉 =
m∑
k=1
〈
p∑
r=1
n(r)∑
i=1
e
(r)
i1 ξe
(r)
1i , a
p∑
s=1
n(s)∑
j=1
e
(s)
j1 ξe
(s)
1j
〉
=
p∑
r,s=1
n(r)∑
i=1
n(s)∑
j=1
m∑
k=1
e
(r)
i1 〈ξ, e(r)1i ae(s)j1 ξ〉e(s)1j
≈ε
p∑
r,s=1
n(r)∑
i=1
n(s)∑
j=1
e
(r)
i1 e
(r)
1i ae
(s)
j1 e
(s)
1j =
 p∑
r=1
n(r)∑
i=1
e
(r)
ii
 a
 p∑
s=1
n(s)∑
j=1
e
(s)
jj
 = a
We also have
∑m
k=1〈ηk, ηk〉 =
∑p
r=1
∑n(r)
i=1 e
(r)
i1 〈ξ, e(r)11 ξ〉e(r)1i ≤
∑n(r)
i=1 e
(r)
ii = 1A. 
The following proposition is important in terms of Theorem D.
Proposition 5.1.6. Let B ⊂ A be a unital inclusion of C∗-algebras with nondegenerate condi-
tional expectation E. Suppose that B is finite dimensional. Then, A is nuclear if and only if
there exists a unital countably generated (Z, πZ) ∈ Corr(B) such that Z admits a B-central vector
ζ ∈ Z with 〈ζ, ζ〉 = 1B and (A,B,E) is strongly nuclear via (Z, πZ).
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Proof. The ‘only if’ part follows from Proposition 4.2.3. Suppose that A is nuclear. Take a faithful
∗-representation πH : B → B(H). By Example 5.1.3, we have (A, λA) ≺univ (L2(A,E) ⊗B (H ⊗
B)⊗BA, πE⊗1H⊗B⊗1A). Thanks to the previous proposition and Proposition 3.3.4, it enoughs
to find a unital countably generated (Z, πZ) ∈ Corr(B) containing a B-central normal vector and
satisfying that (H ⊗ B, πH ⊗ 1) ≺univ (Z, πZ). Write B =
⊕p
r=1Mn(r) and set n :=
∑p
r=1 n(r).
Let ι : B →֒Mn be the natural embedding. Since Mn is simple, this embedding is full, and hence
we have (H ⊗Mn, πH ⊗ 1) ≺univ (Mn, ι) as B-Mn C∗-correspondences by Example 5.1.3. Let
Φ :Mn → B be the canonical trace preserving conditional expectation. We then have
(H ⊗B, πH ⊗ 1B) ≺univ (H ⊗ L2(Mn,Φ), πH ⊗ 1) ≺univ (L2(Mn,Φ), πΦ).
Therefore, (L2(Mn,Φ), πΦ ◦ ι) ∈ Corr(B) and ξΦ ∈ L2(Mn,Φ) are the desired ones. 
5.2. Tensor products, subalgebras of finite index, and relative amenable groups.
Example 5.2.1 (Tensor products with nuclear C∗-algebras). Let A and B be unital C∗-algebra
and f : A→ C be a nondegenerate state. Then A is nuclear if and only if the triple (A⊗B,C1A⊗
B, f ⊗ idB) is strongly nuclear. Indeed, if A is nuclear, then there exists a net ψi ∈ FHf⊗A
approximates idA⊗B. Since X := L
2(A⊗B, f ⊗ idB)⊗B (A⊗B) is isomorphic to (Hf ⊗A)⊗B,
the ψi ⊗ idB belongs to FB′∩X . Conversely, suppose that (A⊗B,B, f ⊗ idB) is nuclear and take
a net ϕi ∈ FX converges to idA⊗B. If g be a state on B, then A ∋ a 7→ (idA⊗g) ◦ ψi(a⊗ 1B) is
nuclear and converges to idA.
Example 5.2.2 (Finite Watatani index). Let 1A ∈ B ⊂ A be a unital inclusion of C∗-algebras
and assume that there exists a conditional expectation E : A → B of finite Watatani index,
that is, there exists a finite family of elements , called a quasi-basis, {u1, . . . , un} ∈ A such that
a =
∑n
j=1 ujE(u
∗
ja) =
∑n
j=1 E(auj)u
∗
j holds for a ∈ A. Then (A,B,E) is strongly nuclear.
Recall the fact that the element e :=
∑n
i=1 uiu
∗
i (called the index of E) is an invertible element
in Z(A) = A′ ∩ A [W, Lemma 2.3.1]. Letting ξ :=∑ni=1 ui ⊗ u∗i e−1/2 ∈ L2(A,E) ⊗B A we have
(πE(a)⊗B 1A)ξ =
n∑
i=1
aui ⊗ u∗i e−1/2 =
n∑
i=1
n∑
j=1
ujE(u
∗
jaui)⊗ u∗i e−1/2
=
n∑
j=1
uj ⊗
n∑
i=1
E(u∗jaui)u
∗
i e
−1/2 =
n∑
j=1
uj ⊗ u∗jae−1/2 = ξa,
hence ξ ∈ A′ ∩ (L2(A,E) ⊗B A). Since 〈ξ, ξ〉 = e−1
∑n
i,j=1 uiE(u
∗
i uj)u
∗
j = 1A, we get Ωξ(a) = a
for all a ∈ A.
Example 5.2.3 (Finite probabilistic index). Let B ⊂ A be a unital inclusion of C∗-algebras. A
conditional expectation E : A → B is said to be finite probabilistic index finite if there exists a
constant λ > 0 such that λ−1E − idA is a positive map on A. In this case, the triple (A,B,E)
is nuclear. We show that (X, πX) := (L
2(A,E) ⊗B A, πE ⊗ 1A) has the UFP. By [FK, Theorem
1] there exists µ > 0 such that µ−1E − idA is completely positive. Let C be any C∗-algebra and
σ : A ⊙ C → B(H) be any nondegenerate representation. Fix ∑ni=1 ai ⊗ ci ∈ A ⊙ C and ξ ∈ H
arbitrarily. We observe that [µ−1E(a∗i aj)− a∗i aj ]ni,j=1 ∈ Mn(A) is positive. Hence, we get
‖
n∑
i=1
σ(ai ⊗ ci)ξ‖2 = 〈ξ,
n∑
i,j=1
σA(a
∗
i aj)σC(c
∗
i cj)ξ〉 ≤ µ−1〈ξ,
n∑
i,j=1
σA(E(a
∗
i aj))σC(c
∗
i cj)ξ〉
= µ−1‖
n∑
i=1
πE(ai)ξE ⊗ 1A ⊗ σC(ci)ξ‖2 ≤ µ−1‖
n∑
i=1
φHX(ai ⊗ ci)‖2‖ξ‖2.
Hence, the mapping
∑n
i=1 φ
H
X(ai ⊗ ci) 7→
∑n
i=1 σ(ai ⊗ ci) is bounded.
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Remark 5.2.4. We note that if E : A → B is Watatani index finite, then it is probabilistic
index finite ([W, Proposition 2.6.2]). When A is simple, the converse holds true by [I, Theorem
3.2]. Let Γ be a finite group acting on a unital C∗-algebra A by α. By averaging we obtain a
conditional expectation Eα from A into the fixed point algebra A
α. It is clear that |Γ|−1Eα− idA
is positive. Hence, if A is simple, then (A,Aα, Eα) is strongly nuclear. Thus, there are many
example of strongly nuclear triples that are not ones arising from crossed products.
Example 5.2.5 (Co-amenable subgroups). Let Λ < Γ be an inclusion of discrete groups. Recall
that Λ is said to be co-amenable in Γ if there exists an left invariant mean on ℓ∞(Γ/Λ) for
the action of Γ on Γ/Λ by the left multiplication. When Λ is a normal subgroup of Γ, this is
equivalent to the amenability of the quotient group Γ/Λ. The compression map by the orthogonal
projection onto ℓ2(Λ) ⊂ ℓ2(Γ) gives a conditional expectation E : C∗r (Γ) → C∗r (Λ) such that
E(λg) = 0 whenever g /∈ Λ. Then, (C∗r (Γ),C∗r (Λ), E) is nuclear if and only if Λ is co-amenable in
Γ. Moreover, if Λ is a co-amenable normal subgroup of Γ, then the triple is strongly nuclear.
Suppose that Λ is co-amenable in Γ. Fix a finite subset F ⊂ Γ and ε > 0 arbitrarily. We
denote by π the quotient map from Γ onto Γ/Λ. By [Gr, Theorem 4.1] there exist a finite subset
F ⊂ Γ/Λ such that |F | − |g−1F ∩ F | < ε|F | for g ∈ F. Take a lift G ⊂ Γ of F , i.e., π(G) = F
and |F | = |G|. Letting ξ = |F |−1/2∑f∈G λf ⊗ λ∗f ∈ L2(C∗r (Γ), E) ⊗C∗r (Λ) C∗r (Γ) we have
〈ξ, λgξ〉 = 1|F |
∑
f,h∈G
λfE(λ
∗
fλgλh)λ
∗
h =
|F ∩ g−1F |
|F | λg ≈ε λg
for all g ∈ F. In the case that Λ is a normal subgroup, the vector ξ is C∗r (Λ)-central.
Conversely, if (C∗r (Γ),C
∗
r (Λ), E) is nuclear, then the group von Neumann algebra L(Γ) is injec-
tive relative to L(Λ) by Proposition 4.4.4. By [MP, Corollary 7], this implies the co-amenability
of Λ in Γ.
Remark 5.2.6. By [MP][Pe] there are triples of groups K < H < G such that K is co-amenable
in G but not in H . Thus, the example above says that A := C∗r (G), B := C
∗
r (H), and C := C
∗
r (K)
satisfy that (A,C,E) is nuclear and (B,C,E|B) is not nuclear, where E : A→ C is the canonical
conditional expectation as above. We also note that there is a conditional expectation from A to
B.
5.3. Crossed products. Let B be a unital C∗-algebra and α : Γy B be an action of a discrete
group. Let B ⋊α Γ and B ⋊α,r Γ denote the full and reduced crossed products, respectively. We
denote by α∗∗ the action of Γ on B∗∗ induced from α.
Definition 5.3.1 ([AD1, De´finition 4.1]). Let B be a unital C∗-algebra and Γ be a discrete
group. An action α : Γ → Aut(B) is said to be amenable if there exists a net of functions
ϕi : Γ→ Z(B∗∗) with a finite support such that
• ∑g∈Γ ϕi(g)∗ϕi(g) ≤ 1 for all i,
• ∑g∈Γ ϕi(g)∗α∗∗f (ϕi(f−1g)) converges to 1 σ-weakly for all f ∈ Γ.
Proposition 5.3.2. Let α : Γy B be an action of discrete group and A := B ⋊α,r Γ. Then, the
following are equivalent:
(1) The action α : Γy B is amenable.
(2) There exists a net of vectors ξi in the linear span of {ξx ∈ L2(A,E) ⊗B A∗∗ | ξ ∈
B′ ∩ (L2(A,E) ⊗B A), x ∈ Z(B∗∗)} such that 〈ξi, ξi〉 ≤ 1 and Ωξi(a) converges to a
σ-weakly for a ∈ A.
(3) The triple (A,B,E) is nuclear.
When B is commutative, these conditions are also equivalent to
(4) The triple (A,B,E) is strongly nuclear.
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Proof. We first prove (1) ⇒ (2): Take a net {ϕi}i ∈ Cc(Γ,Z(B∗∗)) in the definition of amenable
actions. We set ξi :=
∑
g∈Γ ug ⊗ u∗gϕi(g) ∈ L2(A,E) ⊗B A∗∗. Since ϕi(g) ∈ Z(B∗∗) we get
ξi ∈ B′ ∩ (L2(A,E) ⊗B A∗∗). For any b ∈ B and f ∈ Γ we have
〈ξi, (πX(buf)⊗ 1A∗∗)ξi〉 =
∑
g∈Γ
∑
h∈Γ
〈ug ⊗ u∗gϕi(g), bufh ⊗ u∗hϕi(h)〉
=
∑
g∈Γ
ϕi(g)
∗ug
(
u∗gbug
)
u∗f−1gϕi(f
−1g)
=
∑
g∈Γ
ϕi(g)
∗αf (ϕi(f
−1g))
 buf ,
which converges to buf by the choice of ϕi. We also have 〈ξi, ξi〉 =
∑
g∈Γ ϕi(g)
∗ϕi(g) ≤ 1. Since
A is the closed span of {bug | b ∈ B, g ∈ Γ}, we get (2).
We next prove (2) ⇒ (3): Approximating ξi in (2) by vectors in L2(A,E) ⊗B A we get
ηi ∈ L2(A,E)⊗B A such that Ωηi converges to idA point σ-weakly.
We show (3) ⇒ (1): Assume that (A,B,E) is nuclear. Let B ⊂ B(H) be the universal
representation. Then, A is realized as a σ-weakly dense subalgebra of B∗∗⋊¯α∗∗Γ ⊂ B(H⊗ ℓ2(Γ)).
By Proposition 4.4.4 B∗∗⋊¯α∗∗Γ is injective relative to B
∗∗, and hence α : Γ y B is amenable
thanks to [AD3, Proposition 3.4].
Now we suppose that B is abelian. The implication (4) ⇒ (3) is trivial. We show (2) ⇒
(4): Since Z(B∗∗) = B∗∗ = B′′ holds, we can approximate the ξi in (2) by B-central vectors in
L2(A,E)⊗B A. 
Proposition 5.3.3. Let B and α : Γ y B be as above. If Γ is amenable, then the (A,B,E) is
strongly nuclear.
Proof. Since Γ is amenable, there exist Følner sets Fi ⊂ Γ. If we put ξi := |Fi|−1/2
∑
g∈Fi
ug⊗u∗g,
then ξi is B-central and we have Ωξi(ug) = |F |−1|F ∩ g−1F |ug, which converges to ug in norm
for all g ∈ Γ. 
5.4. Groupoids.
Definition 5.4.1. A groupoid G is given by a unit space G(0) and range and source maps r, s :
G → G(0) and the multiplication G(2) := {(g, h) ∈ G×G | s(g) = r(h)} → G; (g, h) 7→ gh satisfying
that
• s(gh) = s(h) and r(gh) = r(g) for (g, h) ∈ G(2),
• s(x) = r(x) = x for x ∈ G(0),
• g = r(g)g = gs(s) for g ∈ G,
• every g has the inverse g−1 ∈ G such that gg−1 = r(g) and g−1g = s(g).
A topological groupoid is a groupoid with a topology such that range, source, multiplication
and inverse maps are continuous. Here the topology on G(2) is the relative topology in G × G. A
topological groupoid is said to be e´tale (or r-discrete) if s and r are local homermorphisms, i.e., for
any g ∈ G there exists a open neighborhood U of g such that r|U : U → r(U) and s|U : U → s(U)
are homeomorphisms.
In what follows, G denotes a locally compact Hausdorff e´tale groupoid. For x, y ∈ G(0) we set
Gx := s−1(x), Gy := r−1(y), and Gyx := Gx ∩ Gy. We note that Gx is discrete in G and G(0) is
clopen in G. For ϕ, ψ ∈ Cc(G) we define the convolution product and the adjoint by
ϕ ∗ ψ(g) :=
∑
hk=g
ϕ(h)ψ(k), ϕ∗(g) := ϕ(g−1)
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Since G(0) is clopen in G, we have Cc(G(0)) ⊂ Cc(G). We note that for ϕ ∈ Cc(G) and ψ ∈ Cc(G(0))
we have
ϕ ∗ ψ(g) = ϕ(g)ψ(s(g)) ψ ∗ ϕ(g) = ψ(r(g))ϕ(g).
In particular, for ψ, ψ′ ∈ Cc(G(0)) we get ψ ∗ ψ′(x) = ψ(x)ψ′(x). Therefore, if G(0) is compact,
the χG(0) forms the unit of (Cc(G), ∗).
We also note that Cc(G) forms an inner product Cc(G(0))-module in the following way: for
ξ, η ∈ Cc(G) and ϕ ∈ Cc(G(0)), define
(ξϕ)(g) = ξ(g)ϕ(s(g)) 〈ξ, η〉(x) =
∑
g∈Gx
ξ(g)η(g).
We denote by L2(G) the Hilbert Cc(G)-module given by completion of Cc(G). Define the left
regular representation λ : Cc(G) ∋ ϕ 7→ λ(ϕ) → LCc(G)(L2(G)) by λ(ϕ)ψ := ϕ ∗ ψ. The reduced
groupoid C∗-algebra C∗r (G) of G is the completion of the image of λ in LCc(G)(L2(G)). As noted
above C∗r (G) is unital if G(0) is compact. The restriction map from Cc(G) onto Cc(G(0)) gives the
conditional expectation E from C∗r (G) onto Cc(G(0)).
Definition 5.4.2. We say that G is amenable if there exists a net of positive functions µi ∈ Cc(G)
such that
lim
i
sup
g∈K
|
∑
h∈Gr(g)
µi(h)− 1| = 0, lim
i
sup
g∈K
∑
h∈Gr(g)
|µi(hg)− µi(h)| = 0
for all compact subset K of G.
Lemma 5.4.3 ([BO, Lemma 5.6.12]). For ϕ ∈ Cc(G) we set ‖ϕ‖I,s := supx∈G(0)
∑
g∈Gx
|ϕ(g)|.
Then, it follows that ‖λ(ϕ)‖ ≤ max{‖ϕ‖I,s, ‖ϕ∗‖I,s}.
To simplify our proofs, we use the following ad hoc notation and terminology. For a subset
K ⊂ G and x, y ∈ G(0) we set Kx := K ∩ Gx, Ky := K ∩ Gy, and Kyx := Kx ∩Ky. We also say
that a subset U ⊂ G is a G-set if r|U and s|U are homeomorphisms. We note that if U is a G-set,
then |Ux| ≤ 1 for all x ∈ G(0).
Lemma 5.4.4. For any compact subset K ⊂ G we have CK := supx∈G(0) max{|Kx|, |Kx|} <∞.
Proof. By the compactness of K, there exists a finite family of open G-sets {Ui}i∈I which covers
K. Fix x ∈ G(0). If g ∈ Kx belongs to g ∈ Ui, then we have (Ui)x = {g}. This implies that
supx∈G(0) |Kx| ≤ |I|. 
Lemma 5.4.5. Let V ⊂ G be an open G-set and ν ∈ Cc(G) be arbitrary. If supp(ν) ⊂ V holds,
then λ∗ν ⊗ λν is a C0(G(0))-central vector in L2(G)⊗C0(G(0)) ⊗C∗r (G).
Proof. Set rV := r|V : V → r(V ) and sV := s|V : V → s(V ). Fix ϕ ∈ Cc(G(0)) arbitrarily.
Since G is locally compact and Hausdorff, we can find a open subset U ⊂ G such that supp(ν) ⊂
U ⊂ U ⊂ V . By Urysohn’s lemma we can find a function ψ ∈ Cc(G(0)) such that 0 ≤ ψ ≤ 1,
ψ|s(U) = 1, and supp(ψ) ⊂ s(V ). Let θ := sV ◦ (rV )−1 : r(V ) → s(V ). Since supp((ϕψ) ◦ θ) ⊂
rV ◦(sV )−1(supp(ψ)) ⊂ r(V ), we can extend (ϕψ)◦θ to ϕ˜ ∈ Cc(G(0)) in such a way that ϕ˜(x) = 0
for x ∈ G(0) \ r(V ). We will show that ϕ ∗ ν∗ = ν∗ ∗ ϕ˜. We observe that both of ϕ ∗ ν∗ and
ν∗ ∗ ϕ˜ vanish on G \U−1. For g ∈ U we get ϕ ∗ ν∗(g−1) = ϕ(r(g−1))ν∗(g−1) = ϕ(s(g))ν∗(g−1) =
(ϕψ)(s(g))ν∗(g−1) = ϕ˜(r(g))ν∗(g−1) = ν∗(g−1)ϕ˜(s(g−1)) = ν∗ ∗ ϕ˜(g−1). Thus, we have ϕ ∗ ν∗ =
ν∗ ∗ ϕ˜, and hence λ(ϕ)λ(ν∗)⊗λ(ν) = λ(ν∗ ∗ ϕ˜)⊗λ(ν) = λ(ν)∗⊗λ(ϕ˜∗ ν) = λ(ν)∗⊗λ(ν)λ(ϕ). 
Theorem 5.4.6. A locally compact Hausdorff e´tale groupoid G with G(0) compact is amenable if
and only if (C∗r (G), C(G(0)), E) is strongly nuclear.
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Proof. If (C∗r (G), C(G(0)), E) is strongly nuclear, then C∗r (G) is nuclear by Proposition 4.2.3. By
[BO, Theorem 5.6.18] this implies the amenability of G. Conversely, suppose that G is amenable.
Fix a finite subset F ⊂ Cc(G) and 0 < ε < 1/10 arbitrarily. We will show that there exists a
C(G(0))-central vector ξ ∈ L2(G)⊗C(G(0)) C∗r (G) such that ‖λ(ϕ)− Ωξ(λ(ϕ))‖ < 9ε for all ϕ ∈ F.
Since G(0) is compact, we may assume that 1 ∈ F. Set K := ⋃ϕ∈F supp(ϕ) ∪ supp(ϕ)−1. Then,
K is compact. By the amenability of G, we can find µ ∈ Cc(G)+ such that
sup
g∈K
|1−
∑
h∈Gr(g)
µ(h)| < ε
CK
, sup
g∈K
∑
h∈Gr(g)
|µ(h)− µ(hg)| < ε
2
C2K
.
We note that for any g ∈ K and h ∈ Gr(g) it follows that µ(h), µ(hg) ≤ 3. Indeed, µ(h) ≤∑
h∈Gr(g)
µ(h) ≤ |∑h∈Gr(g) µ(h)− 1|+ 1 ≤ 2 and µ(hg) ≤ |µ(hg)− µ(h)|+ µ(h) ≤ 3.
Since G is locally compact and Hausdorff, we can find a compact subset Kµ and open subset O
in such a way that supp(µ) ⊂ O ⊂ Kµ. By continuity of µ1/2, there exists a finite open covering
{Ui}i∈I of supp(µ) consisting of G-sets and gi ∈ Ui such that |µ(gi)1/2 − µ(h)1/2| < ε/(CKµCK)
for all h ∈ Ui and i ∈ I. We may assume that Ui ⊂ O ⊂ Kµ. Let {νi}i∈I be a corresponding
partition of unity and set β :=
∑
i∈I µ(gi)
1/2νi. We note that ‖β − µ1/2‖∞ < ε/(CKµCK).
Set θi := ν
1/2
i and ξ :=
∑
i∈I µ(gi)
1/2λ(θi)
∗⊗λ(θi). By the preceding lemma this ξ is C(G(0))-
central. For ϕ ∈ F we denote by ϕ̂ the element in Cc(G) corresponding to Ωξ(λξ). We fix g ∈ K
arbitrarily and set y := r(g). For any ψ ∈ Cc(G) we define ψ(⋆) := 0. When (Ui)y 6= ∅ we denote
by hi a unique element in (Ui)y. When (Ui)y = ∅, we set hi := ⋆. We also define ⋆g := ⋆. We
show that
(1) ϕ̂(g) =
∑
i,j∈I
µ(gi)
1/2µ(gj)
1/2νi(hi)νj(hig)
ϕ(g).
Firstly, letting ϕij := θi ∗ ϕ ∗ θ∗j |G(0) we have
〈ξ, λ(ϕ)ξ〉 =
∑
i,j∈I
µ(gi)
1/2µ(gj)
1/2λ(θi)
∗E(λ(θi∗ϕ∗θ∗j ))λ(θj) =
∑
i,j∈I
µ(gi)
1/2µ(gj)
1/2λ(θ∗i ∗ϕij∗θj).
Hence, for i, j ∈ I we have
(2) θ∗i ∗ ϕij ∗ θj(g) =
∑
h∈Gy
∑
k∈Gs(h)
θ∗i (h)ϕij(k)θj(k
−1h−1g) = θi(hi)ϕij(r(hi))θj(hig).
Set z := r(hi). The equation (2) implies that hig belongs to (Uj)
z whenever θ∗i ∗ ϕij ∗ θj(g) 6= 0.
In this case, we have
ϕij(z) = θi ∗ ϕ ∗ θ∗j (z) =
∑
h∈Gz
∑
k∈Gs(h)
θi(h)ϕ(k)θ
∗
j (k
−1h−1z)
= θi(hi)
∑
k∈Gy
ϕ(k)θj(hik) = θi(hi)ϕ(g)θj(hig).
Thus, we get (1).
Next, we take a subset J ⊂ I in such a way that the sets Ii := {j ∈ I | hi = hj}, i ∈ J satisfy
that I = ⊔i∈J Ii. We then have∑
i,j∈I
µ(gi)
1/2µ(gj)
1/2νi(hi)νj(hig) =
∑
i∈I
µ(gi)
1/2νi(hi)
∑
j∈I
µ(gj)
1/2νj(hig)
=
∑
i0∈J
∑
i∈Ii0
µ(gi)
1/2νi(hi)
∑
j∈I
µ(gj)
1/2νj(hi0g)
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=
∑
i0∈J
(
∑
i∈Ii0
µ(gi)
1/2νi(h(i0)))(
∑
j∈I
µ(gj)
1/2νj(hi0g))
=
∑
i∈J
β(hi)β(hig).
By the choice of µ we have |1 −∑i∈J µ(hi)| = |1 −∑h∈Gy µ(h)| < ε/CK . Since ‖ϕ‖∞ ≤ 1,
|J | ≤ CKµ , |β(hi)| ≤ ‖β − µ1/2‖∞ + |µ(ui,y)1/2| ≤ 1 +
√
3 ≤ 3, and |β(hig)| ≤ ‖β − µ1/2‖∞ +
|µ(u(i)y g)1/2| ≤ 1 +
√
3 ≤ 3, we have
|ϕ̂(g)− ϕ(g)|
≤ |
∑
i∈J
β(hi)β(hig)− µ(hi)|+ ε
CK
≤ |
∑
i∈J
β(hi)β(hig)− µ(hi)1/2µ(hig)1/2|+ |
∑
i∈J
µ(hi)
1/2(µ(hig)
1/2 − µ(hi)1/2)|+ ε
CK
≤ 6CKµ‖β − µ1/2‖∞ + |
∑
i∈J
µ(hi)
1/2(µ(hig)
1/2 − µ(hi)1/2)|+ ε
CK
≤ 6ε
CK
+
∑
i∈J
µ(hi)
1/2|µ(hig)1/2 − µ(hi)1/2|+ ε
CK
.
By the Cauchy–Schwartz inequality and the fact that |a1/2− b1/2|2 ≤ |a1/2− b1/2|(a1/2+ b1/2) =
|a− b| for all positive real numbers a, b > 0, we have
∑
i∈J
µ(hi)
1/2|µ(hig)1/2 − µ(hi)1/2)| ≤
(∑
i∈J
µ(hi)
)1/2(∑
i∈J
|µ(hig)1/2 − µ(hi)1/2|2
)1/2
≤
∑
h∈Gy
µ(h)
1/2∑
k∈Gy
|µ(kg)− µ(k)|
1/2
≤ 2ε
CK
.
Therefore, we have |ϕ̂(g)− ϕ(g)| ≤ 9ε/CK for all g ∈ K. Since supp(ϕ) ⊂ K and supp(ϕ̂) ⊂ K,
we now have
‖ϕ− ϕ̂‖I,s = sup
x∈G(0)
∑
g∈Gx
|ϕ(g)− ϕ̂(g)| = sup
x∈G(0)
∑
g∈Kx
|ϕ(g)− ϕ̂(g)|
= sup
g∈K
CK |ϕ(g)− ϕ̂(g)| ≤ 9ε.
Since K = K−1, we also have ‖ϕ∗ − ϕ̂∗‖I,s ≤ 9ε. Therefore, we get ‖λ(ϕ) − Ωξ(λ(ϕ))‖ < 9ε for
all ϕ ∈ F. Hence, we obtain a net of C(G(0))-central vectors {ξi}i such that Ωξi converges to the
identity map on the dense subspace Cc(G) ⊂ C∗r (G). In particular, we have ‖Ωξi‖2 = ‖〈ξi, ξi〉‖ ≤ 2.
Thus, {Ωξi}i forms a bounded net, and hence converges on the whole C∗r (G). 
6. Weyl–von Neumann–Voiculescu type results
The main result in this section is Theorem 6.3 below, which says that weak containment is
characterized by a certain Weyl–von Neumann–Voiculescu type assertion. Our proof is based on
Arveson’s argument [Ar]. We use the condition (3) in Theorem 3.2.1 and Corollary 3.2.5 instead
of Glimm’s lemma.
We denote by {δn}∞n=1 the canonical basis of ℓ2(N) and by pn ∈ B(ℓ2(N)) the orthogonal
projection onto Cδn. Recall that a C
∗-algebra B is said to be σ-unital if it admits a countable
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approximate unit. Recall that every separable C∗-algebra is σ-unital. The following lemma can
be found in the proof of [Ka, Lemma 10]. Thus, we give only a sketch of proof for the reader’s
convenience.
Lemma 6.1. Let A and B be C∗-algebras with A unital separable and B σ-unital. Then, for any
finite subset F ⊂ A and ε > 0 there exists a sequence of positive elements {en}∞n=1 ⊂ KB(HB)
such that each en has the form of
∑d(n)
i=1 pi ⊗ bi for some b1, . . . , bd(n) ∈ B,
∑∞
n=1 e
2
n = 1HB
strictly, and
a−
∞∑
n=1
enaen ∈ KB(HB) for a ∈ A, ‖b−
∞∑
n=1
enben‖ < ε for b ∈ F,
where the infinite sums converge strictly.
Sketch. Set F1 := F and take an increasing sequence of finite subsets F1 ⊂ F2 ⊂ · · · ⊂ A such
that
⋃∞
n=1 Fn is norm dense in A. Take a countable approximate unit {vn}n≥1 of B. Consider
the following two separable C∗-subalgebras of LB(HB),
A := C∗(1HB , A, pn ⊗ vm, n ∈ N,m ∈ N), J := C∗(pn ⊗ vm, n ∈ N,m ∈ N).
Since {∑ni=1 pi ⊗ vn}∞n=1 forms an approximate unit of J ⊂ KB(HB) ∼= K(ℓ2(N))⊗ B, applying
[Ar, Theorem 1] to {∑ni=1 pi ⊗ vn}n and J ⊳A we obtain a countable quasicentral approximate
unit {un}∞n=1 contained in the convex hull of {pn ⊗ vm}n,m ⊂ KB(HB) satisfying that ‖[a, (un −
un−1)
1/2]‖ < ε/2n for a ∈ Fn. Here we set u0 := 0. Then, the en := (un−un−1)1/2 is the desired
one. 
Lemma 6.2. Let A and B be C∗-algebras with A unital and (Y, πY ) ∈ Corr(A,B) be unital. Let
ϕ ∈ CP(A,LB(HB)), (K,πK) ∈ Rep(B), and b1, . . . , bn ∈ B be given. For the compact operator
e =
∑n
i=1 pi ⊗ bi ∈ KB(HB), we define the c.p. map
ψ : A→ KB(HB); a 7→ e∗ϕ(a)e.
If (A⊗ϕHB , λA⊗ 1HB ) ≺K Y , then for any finite subsets F ⊂ A, X ⊂ B(HB ⊗BK)∗, and ε > 0
there exist m ∈ N and V ∈ LB(HB, Y ⊗ Cm) such that V ∗V ≤ e∗ϕ(1)e and
|f((ψ(a)− V ∗πmY (a)V )⊗ 1K)| < ε, a ∈ F, f ∈ X .
When the given (K,πK) is the universal representation of B, the above V can be chosen in such
a way that ‖ψ(a)− V ∗πmY (a)V ‖ < ε for a ∈ F.
Proof. For each a ∈ A, the support and range of ψ(a) are contained in Cn ⊗ B, we can regard
ψ(a) as an element in KB(C
n ⊗B). Put ζ := (1A ⊗ (δ1 ⊗ b1), . . . , 1A ⊗ (δn ⊗ bn)) ∈ (A⊗ϕHB)n.
Then, via the isomorphisms KB(C
n⊗B) ∼=Mn(B) and B((Cn⊗B)⊗BK) ∼= B(Kn), the operator
ψ(a) and ψ(a)⊗ 1K are identified with Ωζ(a) and π(n)K ◦Ωζ(a), respectively. By Lemma 3.3.3, we
have (A⊗ϕ HB)n ≺Kn Yn. Thus, there exist ξ(1), . . . , ξ(m) ∈ Yn such that
(3)
∣∣∣∣∣f ◦ π(n)K
(
Ωζ(a)−
m∑
k=1
〈ξ(k), πYn(a)ξ(k)〉Mn(B)
)∣∣∣∣∣ < ε, a ∈ F, f ∈ X
and
∑m
k=1〈ξ(k), ξ(k)〉 ≤ Ωζ(1) = e∗ϕ(1)e. Write ξ(k) = (ξ(k)1 , . . . , ξ(k)n ) ∈ Yn with ξ(k)i ∈ Y and
set ξi := (ξ
(1)
i , . . . , ξ
(m)
i ) ∈ Y m. Define V ∈ LB(HB , Y m) by V (δi ⊗ b) = ξib for 1 ≤ i ≤ n and
V (δi ⊗ b) = 0 for n < i. For a ∈ A, via the isomorphism KB(Cn ⊗ B) ∼= Mn(B), the operator
V ∗πmY (a)V is identified with [〈ξi, πmY (a)ξj〉]ni,j=1. On the other hand, one has
m∑
k=1
〈ξ(k), πYn(a)ξ(k)〉Mn(B) =
[
m∑
k=1
〈ξ(k)i , πY (a)ξ(k)j 〉B
]n
i,j=1
= [〈ξi, πmY (a)ξj〉B]ni,j=1
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Hence, V is the desired one.
In the case that A ⊗ϕ HB ≺univ Y , by Corollary 3.2.5, we can choose ξ(1), . . . , ξ(m) in such a
way that ‖Ωη(a)−
∑m
k=1〈ξ(k), πYn(a)ξ(k)〉‖ < ε for a ∈ F instead of (3) 
Theorem 6.3. Let A and B be C∗-algebras with A unital and B σ-unital and X be a countably
generated Hilbert B-module. For unital (Y, πY ) ∈ Corr(A,B) and given ϕ ∈ CP(A,LB(X)) and
(K,πK) ∈ Rep(B), the following are equivalent:
(1) (A⊗ϕ X,λA ⊗ 1X) ≺(K,πK) (Y, πY ).
(2) There exists a net Vi ∈ LB(X,Y∞) with ‖V ∗i Vi‖ ≤ ‖ϕ(1A)‖ and (V ∗i π∞Y (a)Vi) ⊗ 1K
converges to ϕ(a)⊗ 1K in the σ-weak topology on B(X ⊗B K) for all a ∈ A.
Further suppose that ϕ is unital, and (K,πK) is the universal representation of B. Then, any of
conditions above is also equivalent to
(3) There exists a net of isometries Vi ∈ LB(X,Y∞)such that limi ‖V ∗i π∞Y (a)Vi − ϕ(a)‖ = 0
for all a ∈ A. When A is separable, we can choose the Vi as a sequence satisfying that
V ∗i π
∞
Y (a)Vi − ϕ(a) ∈ KB(X) for all a ∈ A.
Proof. First, we show (1)⇒ (2): It suffices to show the case that X = HB. Indeed, by Kasparov’s
stabilization theorem there exists a projection P ∈ LB(HB) such that PHB ∼= X . Hence, we
can regard ϕ as a map into LB(HB). Since A⊗ϕ X = A⊗ϕ HB, we get A⊗ϕ HB ≺K X . If we
obtain a net Vi ∈ LB(HB, Y∞) as in (2), then ViP ∈ LB(X,Y∞) does the job. Fix ε > 0 and
finite subsets F ⊂ A and X ⊂ Ball(B(HB⊗BK)∗) arbitrarily. It suffices to show that there exists
V ∈ LB(HB, Y∞) such that ‖V ∗V ‖ ≤ ‖ϕ(1)‖ and
|f((ϕ(a)− V ∗π∞Y (a)V )⊗ 1K)| < ε, a ∈ F, f ∈ X .
When A is separable, take an increasing sequence of finite subsets F = F1 ⊂ F2 ⊂ · · · ⊂ A such
that A is the norm closure of
⋃∞
n=1 Fn. When A is non-separable, set Fn := F for all n ∈ N.
Let A be the separable C∗-subalgebra of LB(HB) generated by
⋃∞
n=1 ϕ(Fn). By Lemma 6.1 we
obtain a sequence of positive operators {en}∞n=1 such that each en has the form of
∑d(n)
i=1 pi ⊗ bi,∑∞
n=1 e
2
n = 1HB strictly, and
x−
∞∑
n=1
enxen ∈ KB(HB) for x ∈ A, ‖ϕ(a)−
∞∑
n=1
enϕ(a)en‖ < ε/2 for a ∈ F.
Let ψn : A→ LB(HB) be the c.p. map defined by en as in Lemma 6.2. By Lemma 6.2 there exist
d(n) ∈ N and Wn ∈ LB(HB, Y d(n)) such that W ∗nWn ≤ enϕ(1)en and
(4)
∣∣∣f ((ψn(a)− (W ∗nπd(n)Y (a)Wn)⊗ 1K)∣∣∣ < 2−nε, a ∈ Fn, f ∈ X .
For any ξ ∈ HB and N ∈ N one has
∑N
n=1〈Wnξ,Wnξ〉 ≤ ‖ϕ(1)‖〈ξ,
∑N
n=1 e
2
nξ〉 ≤ ‖ϕ(1)‖〈ξ, ξ〉, and
hence V :=
⊕
nWn : HB →
⊕
n Y
d(n) ∼= Y∞ is well-defined and satisfies that V ∗V ≤ ‖ϕ(1)‖1.
We observe that that V ∗π∞Y (a)V =
∑∞
n=1W
∗
nπ
d(n)
Y (a)Wn for a ∈ A. Now for any a ∈ F and
f ∈ X we have
|f((ϕ(a)− V ∗π∞Y (a)V )⊗ 1K)|
≤ ‖ϕ(a)−
∞∑
n=1
enϕ(a)en‖+ |f(
∞∑
n=1
(ψn(a)−W ∗nπd(n)Y (a)Wn)⊗ 1K)|
≤ ‖ϕ(a)−
∞∑
n=1
enϕ(a)en‖+
∞∑
n=1
∣∣∣f ((ψn(a)−W ∗nπd(n)Y (a)Wn)⊗ 1K)∣∣∣
< ε.
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In the case that A⊗ϕ HB ≺univ Y , by Lemma 6.2 we can choose Wn in such a way that∥∥∥ψn(a)−W ∗nπd(n)Y (a)Wn∥∥∥ < 2−nε, a ∈ Fn
instead of (4). This implies that ‖ϕ(a) − V ∗π∞Y (a)V ‖ < ε for all a ∈ F. We also have∑∞
n=1 ‖ψn(a) − W ∗nπd(n)Y (a)Wn‖ < ∞ holds for all a ∈
⋃
n Fn. Thus, if A is separable, then
ϕ(a) − V ∗π∞Y (a)V ∈ KB(HB) for all a ∈ A. Moreover, if ϕ is unital, then we can choose V
in such a way that ‖1 − V ∗V ‖ < ε < 1. Set V0 := V (V ∗V )−1/2. Then V0 is an isometry and
enjoys that ‖ψ(a) − V ∗0 π∞Y (a)V0‖ < δ(ε) for a ∈ F, where δ(ε) is a positive number such that
limεց0 δ(ε) = 0, and hence we get (1) ⇒ (3).
Finally, we prove (2) ⇒ (1): Suppose that we have a net Vi ∈ LB(X,Y∞) in (2). Fix
ξ =
∑m
k=1 ak ⊗ ξk ∈ A ⊙ HB arbitrarily. Set ζi :=
∑m
k=1 π
∞
Y (ak)Viξk ∈ Y∞ and show that
πK ◦Ωζi converges to Ωξ point σ-weakly. Since {πK ◦Ωζi}i is norm bounded, it suffices to show
convergence in the point weak operator topology. For any a ∈ A and η ∈ K we have
〈η, πK ◦ Ωζi(a)η〉 =
m∑
k,l=1
〈ξk ⊗ η, (V ∗i π∞Y (akaal)Viξl)⊗ η〉
→
m∑
k,l=1
〈ξk ⊗ η, (ϕ(akaal)ξl)⊗ η〉
= πK ◦ Ωξ(a).
By Theorem 3.2.1 we get A⊗ϕ HB ≺K Y∞. Since Y∞ ≺univ Y holds, we are done. 
Here is a characterization of weak containment for unital countably generated C∗-correspondences.
Corollary 6.4. Let A and B be C∗-algebras with A unital and B σ-unital. For unital C∗-
correspondences X,Y ∈ Corr(A,B) withX countably generated and a representation K ∈ Rep(B),
X is weakly contained in Y with respect to K if and only if there exists a net of contractions
Vi ∈ LB(X,Y∞) and V ∗i π∞Y (a)Vi ⊗ 1K converges to πX(a)⊗ 1K σ-weakly in B(X ⊗B K) for all
a ∈ A.
Corollary 6.5. Let A and B be C∗-algebras with A unital and B σ-unital. For unital C∗-
correspondences (X, πX), (Y, πY ) ∈ Corr(A,B) with X countably generated, (X, πX) ≺univ (Y, πY )
if and only if there exists a net of isometries Vi ∈ LB(X,Y∞) such that limi ‖ViπX(a)−π∞Y (a)Vi‖ =
0 for all a ∈ A. When A is separable, we may choose Vi’s as a sequence satisfies that ViπX(a)−
π∞Y (a)Vi ∈ KB(X,Y∞) for all a ∈ A.
Proof. The “if part” follows from the preceding theorem. Let V ∈ LB(X,Y∞) be an isometry.
One has
(V πX(a)− π∞Y (a)V )∗(V πX(a)− π∞Y (a)V ) = πX(a∗)(πX(a)− V ∗π∞Y (a)V )
+ (πX(a
∗)− V ∗π∞Y (a∗)V )πX(a)
+ V ∗π∞Y (a
∗a)V − πX(a∗a).
Thus, the assertion follows from Theorem 6.3. 
We note that Vi in the preceding corollary satisfies π
∞
Y (a)ViV
∗
i −ViV ∗i π∞Y (a) converges to 0 in
norm, and is compact if A is separable. Indeed,
π∞Y (a)ViV
∗
i − ViV ∗i π∞Y (a) = (π∞Y (a)Vi − ViπX(a))V ∗i + Vi(πX(a)V ∗i − V ∗i π∞Y (a)).
Definition 6.6. Let A and B are C∗-algebras. For (X, πX), (Y, πY ) ∈ Corr(A,B) we say that
(X, πX) and (Y, πY ) are approximately unitarily equivalent, written (X, πX) ∼ (Y, πY ) if there
exists a sequence of unitaries Un ∈ LB(X,Y ) such that πX(a) − U∗nπY (a)Un ∈ KB(X) and
limn→∞ ‖πX(a)− U∗nπY (a)Un‖ = 0 for all a ∈ A.
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We introduce a notation which is useful to prove the next theorem. Let X and Y be Hilbert
B-modules and ϕ : A→ LB(X) and ψ : A→ LB(Y ) be maps. For a subset F ⊂ A and ε > 0 we
denote by ϕ ∼(F,ε) ψ if there exists a unitary U ∈ LB(X,Y ) such that ϕ(a)−U∗ψ(a)U ∈ KB(X)
and ‖ϕ(a)− U∗ψ(a)U‖ < ε for all a ∈ F. We also write ϕ ∼ ψ if ϕ ∼(F,ε) ψ for any finite subset
F ⊂ A and ε > 0.
Theorem 6.7. Let A and B be C∗-algebras with A unital and B σ-unital. For unital C∗-
correspondences (X, πX), (Y, πY ) ∈ Corr(A,B) with X countably generated, (X, πX) ≺univ (Y, πY )
holds if and only if there exists a net of unitaries Ui ∈ LB(X⊕Y∞, Y∞) such that limi ‖πX(a)⊕
π∞Y (a)−U∗i π∞Y (a)Ui‖ = 0 for all a ∈ A. When A is separable, this is the case that (X⊕Y∞, πX⊕
π∞Y ) ∼ (Y∞, π∞Y ).
Proof. Suppose that (X, πX) ≺univ (Y, πY ). We only prove the case that A is separable since
the proof for general A proceeds in the same manner. It suffices to show that πX ⊕ π∞Y ∼ π∞Y .
Since X∞ ≺univ X ≺univ Y and X∞ is also countably generated, we can apply the previous
corollary and obtain a sequence of isometries Vn ∈ LB(X∞, Y∞) such that Vnπ∞X (a)− π∞Y (a)Vn
is compact and converges to 0 in norm for all a ∈ A. Put Pn := 1 − VnV ∗n ∈ LB(Y∞). Then
Un := Vn ⊕ Pn : X∞ ⊕ PnY∞ → Y∞ is a unitary. Fix a ∈ A. We have
π∞Y (a)Un − Un(π∞X (a)⊕ Pnπ∞Y (a)Pn) = π∞Y (a)Pn + π∞Y (a)Vn − Pnπ∞Y (a)Pn − Vnπ∞X (a)
= π∞Y (a)VnV
∗
n − VnV ∗n π∞Y (a) + π∞Y (a)Vn − Vnπ∞X (a),
which is compact and converges to 0 by the remark above. Hence, for any finite subset F ⊂ A
and ε > 0 there exists n ∈ N such that π∞Y ∼(F,ε) π∞X ⊕ Pnπ∞Y (·)Pn. Now we have
πX ⊕ π∞Y ∼
(F,ε)
πX ⊕ π∞X ⊕ Pnπ∞Y (·)Pn ∼ π∞X ⊕ Pnπ∞Y (·)Pn ∼
(F,ε)
π∞X .
This implies that πX ⊕ π∞Y ∼(F,3ε) π∞Y .
Conversely, suppose that (X ⊕ Y∞, πX ⊕ π∞Y ) ∼ (Y∞, π∞Y ). Then, we have (X ⊕ Y∞, πX ⊕
π∞Y ) ≺univ (Y∞, π∞Y ), and hence (X, πX) ≺univ (X ⊕ Y∞, πX ⊕ π∞Y ) ≺univ (Y∞, π∞Y ) ≺univ
(Y, πY ). 
Definition 6.8 ([Sk, Definition 1.6]). An A-B C∗-correspondence X is said to be nuclear if for
any n ∈ N and any ξ = (ξ1, . . . , ξn) ∈ Xn = X ⊗ Cn with ‖ξ‖ ≤ 1, the c.c.p. map Ωξ : A →
Mn(B); a 7→ [〈ξi, πX(a)ξj〉B]ni,j=1 is nuclear.
The nuclearity of a given C∗-correspondence is characterized in terms of our weak containment.
Recall that a c.p. map θ : A → B is said to be factorable if there exist n ∈ N and c.p. maps
ϕ : A→ Mn and ψ : Mn → A such that θ = ψ ◦ ϕ. The set of factorable maps from A into B is
known to be convex. By [BO, Proposition 3.8.2] any c.c.p. map is nuclear if and only if it can be
approximated by factorable c.p. maps in the point norm topology.
Proposition 6.9. Let A and B be C∗-algebras with A unital. Let H ∈ Rep(A) be faithful and
X ∈ Corr(A,B) and K ∈ Rep(B) be given. Then, X ≺univ (H ⊗ B, πH ⊗ 1B) holds if and only
if X is nuclear.
Proof. Suppose that X ≺univ H ⊗ B. Since every c.c.p. map in F(H⊗B)n can be approximated
by factorable maps for n ∈ N, (H ⊗B, πH ⊗ 1H) is nuclear, and hence so is X by Corollary 3.2.5
and Lemma 3.3.3. Conversely, suppose that X is nuclear and show the condition (2) in Corollary
3.2.5. Fix ξ ∈ X with ‖ξ‖ ≤ 1, a finite subset F ⊂ A, and ε > 0 arbitrarily. Since Ωξ is a nuclear
map, we may and do assume that Ωξ is of the form β ◦α for some c.c.p. maps α : A→Mn and β :
Mn → B. Let (Hα, πα, Vα) be the Strinespring dilation of α. Since (Hα, πα) is weakly contained
in (H, πH) and α = Ωη with η = (Vαδ1, . . . , Vαδn) ∈ (Hα)n, by Lemma 3.3.3 again, there exist
ξ(1), . . . , ξ(m) ∈ H ⊗Cn such that ‖α(a)−
∑m
k=1Ωξ(k)(a)‖ < ε for a ∈ F. Let [xij ]ni,j=1 ∈Mn(M)
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be the square root of the Choi matrix [β(eij)]
n
i,j=1 ∈ Mn(M). Note that β(eij) =
∑n
l=1 x
∗
lixlj .
Write ξ(k) = (ξ
(k)
1 , . . . , ξ
(k)
n ) with ξ
(k)
i ∈ H . Letting η(k)l :=
∑n
i=1 ξ
(i)
k ⊗ xli ∈ H ⊗M we have
β ◦ α(a) ≈ε
m∑
k=1
β(Ωξ(k)(a)) =
m∑
k=1
β
([〈
ξ
(k)
i , πH(a)ξ
(k)
j
〉]n
i,j=1
)
=
m∑
k=1
n∑
l=1
n∑
i,j=1
〈
ξ
(k)
i , πH(a)ξ
(k)
j
〉
x∗lixlj =
m∑
k=1
n∑
l=1
Ω
η
(k)
l
(a)
for every a ∈ A, which implies β ◦ α belongs to the point norm closure of FH⊗A. 
We should remark that our results do not include original Voiculescu’s theorem [V1] as well
as Kasparov’s generalized one [Ka, Theorem 5] completely. The following corollary follows from
Theorem 6.3 and is a particular case of [Ka, Theorem 5].
Corollary 6.10. Let A be unital separable C∗-algebra, B be σ-unital, πH : A → B(H) be a
faithful representation with H separable, and ϕ : A→ LB(HB) be unital completely positive. Then
(A⊗ϕHB, λA⊗ 1HB ) is nuclear if and only if there exists a sequence of isometries Vn ∈ LB(HB)
such that ϕ(a) − V ∗n (π∞H (a) ⊗ 1B)Vn ∈ KB(HB) and limn→∞ ‖ϕ(a) − V ∗n (π∞H (a) ⊗ 1B)Vn‖ = 0
and a ∈ A.
7. Relative K-nuclearity
7.1. Preliminaries on KK-theory. In this section we prove that our strong relative nuclearity
implies Germain’s relative K-nuclearity. Firstly, we recall some definitions and facts on KK-
theory. We refer to [Bl] and [JT] for KK-theory.
Notation 7.1.1. For a trivially graded C∗-algebra B, a graded Hilbert B-module is a Hilbert B-
module X such that there exist closed submodules X0 and X1 of X , called even and odd parts of
X , such that X = X0⊕X1. To make the grading clear, we will write X = X0 ⊕̂X1. An operator
x ∈ LB(X0 ⊕̂ X1) is said to be of degree i ∈ {0, 1} if xXj ⊂ Xi+j (mod 2). A ∗-homomorphism
φ : A→ LB(X0⊕̂X1) is said to be of degree 0 if φ(a) is of degree 0 for all a ∈ A. In this case, there
exist ∗-homomorphism φ0 : A → LB(X0) and φ1 : A → LB(X1) such that φ(a) = φ0(a) ⊕ φ1(a)
for a ∈ A. We will write φ = φ0 ⊕̂ φ1.
Definition 7.1.2. For (trivially graded) C∗-algebras A and B, a Kasparov A-B bimodule is a
triple (X,φ, F ) such that X is a countably generated graded Hilbert B-module, φ : A→ LB(X)
is a ∗-homomorphism of degree 0, and F ∈ LB(X) is of degree 1 and satisfies the following
condition:
• [F, φ(a)] ∈ KB(X) for a ∈ A,
• (F − F ∗)φ(a) ∈ KB(X) for a ∈ A,
• (1− F 2)φ(a) ∈ KB(X) for a ∈ A.
If [F, φ(a)] = (F − F ∗)φ(a) = (1 − F 2)φ(a) = 0 for all a ∈ A, we call (X,φ, F ) degenerate.
We denote by E(A,B) and D(A,B) the set of Kasparov A-B bimodules and degenerate ones,
respectively.
We say that two A-B Kasparov bimodules (X,φ, F ) and (Y, ψ,G) are unitarily equivalent,
denoted by (X,φ, F ) ∼= (Y, ψ,G), if there exists a unitary U ∈ L(X,Y ) of degree 0 such that
ψ = Uφ(·)U∗ and F = UGU∗.
For a C∗-algebra B we set IB := B ⊗ C[0, 1]. We identify IB with C([0, 1], B), the space
of B-valued continuous functions on [0, 1]. For t ∈ [0, 1] the evaluation at t is the surjective
∗-homomorphism, still written t, from IB onto B defined by t(f) := f(t) for f ∈ IB. If X is
a Hilbert IB-module, then the pushout Xt of X by t is a Hilbert B-module. For (X, πX) ∈
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Corr(A, IB) we denote by (πX)t the ∗-homomorphism A ∋ a 7→ πX(a)t ∈ LB(Xt). For a
Hilbert A-module X , we set IX := X ⊗ C[0, 1]. We also identify IX with the Hilbert IA-
module C([0, 1], X) of X-valued continuous functions on [0, 1] equipped with the inner product
〈f, g〉IA(t) := 〈f(t), g(t)〉A for f, g ∈ IX . The following proposition is probably well-known, but
we give its proof for the reader’s convenience.
Proposition 7.1.3. Let X be a Hilbert A-module. Then, for any strict continuous, norm bounded
path {xt}0≤t≤1 ∈ LA(X), there exists a unique operator x ∈ LIA(IX) of which the evaluation at
t is xt. Conversely, for any element y ∈ LIA(IX), the evaluations {yt}0≤t≤1 of y defines a strict
continuous, norm bounded path in LB(X).
Moreover, an operator z is in KIA(IX) if and only if the corresponding path is a norm con-
tinuous path in KA(X).
Proof. Let {xt}0≤t≤1 ∈ LA(X) be strict continuous and norm bounded. Fix f ∈ IX arbitrarily.
Indeed, for any t, s ∈ [0, 1] we have ‖xtf(t) − xsf(s)‖ ≤ ‖(xt − xs)f(t)‖ + ‖xs‖‖f(t) − f(s)‖.
Since xt is norm bounded and strict continuous, t 7→ xtf(t) and t 7→ x∗t f(t) define elements in
IX . Hence the mapping x : f 7→ [t 7→ xtf(t)] is the desired element in LIA(IX).
Conversely, let y ∈ LIA(IX) be given and {yt}0≤t≤1 be the corresponding evaluations. For
ξ ∈ X , let ξ ⊗ 1 ∈ X ⊗ C[0, 1] = IX be the constant function. We then have ytξ = [y(ξ ⊗ 1)](t)
for all t ∈ [0, 1], which implies {yt}0≤t≤1 is strictly continuous. The third assertion follows from
the isomorphism K(IX) ∼= K(X)⊗ C[0, 1] ∼= C([0, 1],K(X)). 
Recall that for X = (X,φ, F ) ∈ E(A, IB) the evaluation at t ∈ [0, 1] is the Kasparov A-B
bimodule Xt := (Xt, φt, Ft).
Definition 7.1.4. Two Kasparov A-B bimodules X and Y are said to be homotopic is there
exists a Kasparov A-IB bimodule Z such that X ∼= Z0 and Y ∼= Z1. The KK(A,B) is the set of
homotopy equivalence classes of all A-B Kasparov A-B bimodules.
Let X = (X,φ, F ),Y = (Y, ψ,G) ∈ E(A,B). We denote by [X ] = [X,φ, F ] and [Y] = [Y, ψ,G]
the elements in KK(A,B) corresponding to X and Y, respectively. The addition of [X ] and [Y]
is defined by [X ]+ [Y] := [X ⊕Y], where X ⊕Y = (X⊕Y, φ⊕ψ, F ⊕G). All degenerate Kasparov
bimodules are homotopic to the trivial bimodule 0 = (0, 0, 0) and define the zero element in
KK(A,B). Write X = X0 ⊕̂ X1 and set −X := X1 ⊕̂X0. Let U : X → −X be the canonical
isomorphism and set φ− := Uφ(·)U∗. The inverse of [X ] is represented by −X := (−X,φ−,−F ).
If φ : A→ B is a ∗-homomorphism, then (B ⊕̂ 0, φ ⊕̂ 0, 0) defines a Kasparov A-B bimodule. We
still denote by φ the element in KK(A,B) corresponding to (B ⊕̂ 0, φ ⊕̂ 0, 0).
Let A, B and C be C∗-algebras. For x ∈ KK(A,B) and y ∈ KK(B,C), we denote by x⊗B y
the Kasparov product of x and y.
Let f : A → B be a ∗-homomorphism. Then, f∗ : KK(B,C) → KK(A,C) is the group
homomorphism given by E(B,C) ∋ (X,φ, F ) 7→ f∗(X,φ, F ) := (X,φ◦f, F ) ∈ E(A,C). Similarly,
the f∗ : KK(C,A)→ KK(C,B) is defined by E(C,A) ∋ (Y, ψ,G) 7→ f∗(Y, ψ,G) := (Y ⊗f B,ψ⊗
1, G ⊗ 1) ∈ E(C,B). Let x ∈ KK(B,C) be an element represented by (X,φ, F ) ∈ E(B,C). If
f : A → B and g : C → D are ∗-homomorphisms, then we have f ⊗B x = f∗(x) = [X,φ ◦ f, F ]
and x⊗C g = g∗(x) = [X ⊗g D,φ⊗ 1, F ⊗ 1].
Definition 7.1.5. An element x ∈ KK(A,B) is said to be a KK-subequivalence if there exists
y ∈ KK(B,A) such that idA = x ⊗B y. When idA = x ⊗B y and idB = y ⊗B x hold, we say
that x is a KK-equivalence. In this case, the A and B are said to be KK-equivalent.
If x ∈ KK(A,B) is a KK-equivalence, then for any C the mappings x⊗B (·) : KK(B,C)→
KK(A,C) and (·) ⊗A x : KK(C,A) → KK(C,B) are isomorphisms. In particular, we have
K∗(A) ∼= K∗(B) if A and B are σ-unital.
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7.2. Strong relative nuclearity implies relative K-nuclearity. The main result of this
subsection is Theorem 7.2.6. This technical theorem plays an important in §§8.2.
For a Hilbert A-module X we denote by JX the degree 1 unitary [ 0 11 0 ] ∈ LA(X ⊕̂ X).
Since I(X∞) = (X∞) ⊗ C[0, 1] = ℓ2(N) ⊗ X ⊗ C[0, 1] = (IX)∞, we will write IX∞. For
C∗-correspondence (X, πX) we set (IX, πIX) := (IX, πX ⊗ 1C[0,1]).
Definition 7.2.1 ([Ge2, Definition 3.4]). Let 1A ∈ B ⊂ A be a unital inclusion of C∗-algebras
with a conditional expectation E : A→ B. We say that A is K-nuclear relative to (B,E) if the
C∗-correspondence (X, πX) := (L
2(A,E)⊗B A, πE ⊗ 1A) satisfies the following:
(i) there exist unital ∗-homomorphisms π+ and π− from A into LIA(IX∞) such that X =
(IX∞ ⊕̂IX∞, π+ ⊕̂π−, JIX∞) ∈ E(A, IA), i.e., π+(a)−π−(a) ∈ KIA(IX∞) for all a ∈ A;
(ii) π+(b) = π−(b) = π∞IX(b) for all b ∈ B;
(iii) the evaluation of X at t = 1 is degenerate, i.e., we have π+1 = π−1 ;
(iv) there exists a unitary U ∈ LA(A⊕X∞, X∞) such that π+0 = U(λA⊕ π∞X )U∗ , π−0 = π∞X ,
and and U(1A ⊕ 0) = ξ ⊗ 1A for some ξ ∈ L2(A,E)∞.
Proposition 7.2.2. If A is unital separable C∗-algebra, B ⊂ A is a C∗-subalgebra, and X ∈
Corr(A) has the B-CCPAP, then we can chose a sequence ψn ∈ FB′∩X such that ψn(1A) = 1A
for n ∈ N and limn→∞ ‖a− ψn(a)‖ = 0 for a ∈ A.
Proof. Take a countable dense set {an}∞n=1 in A with a1 = 1A. Take ψn ∈ FB′∩X in such a
way that ‖ak − ψn(ak)‖ < 2−n for 1 ≤ k ≤ n and ψn(1A) ≤ 1A. Then {ψn}n enjoys the
second assertion. We next replace ψn by a u.c.p. map. Since ψn(1A)b = ψn(b) = bψn(1A)
for b ∈ B, it follows that ψn(1A) ∈ B′ ∩ A. Define the u.c.p. map ϕn ∈ FX by ϕn(a) :=
ψn(1A)
−1/2ψn(a)ψn(1A)
−1/2. Since ψn(1A)
−1/2 is in B′∩A and converges to 1A in norm, {ϕn}∞n=1
is the desired one. 
For X,Y ∈ Corr(A,C) and B ⊂ A we define the set BLC(X,Y ) := {x ∈ LC(X,Y ) | xπX(b) =
πY (b)x for b ∈ B} and BKC(X,Y ) := KC(X,Y ) ∩ BLC(X,Y ).
Theorem 7.2.3. Let A be a unital separable C∗-algebra, B be a C∗-subalgebra of A, and (X, πX) ∈
Corr(A) be unital and have the B-CCPAP. Then, there exists a sequence of isometries Vn ∈
BLA(HA, X
∞) such that
(1) λ∞A (a)− V ∗n π∞X (a)Vn ∈ KA(HA) for a ∈ A,
(2) limn→∞ ‖λ∞A (a)− V ∗n π∞X (a)Vn‖ = 0 for a ∈ A.
Proof. Since A is separable, it suffices to show that for any finite subset F ⊂ A and ε > 0 there
exists an isometry V ∈ BLA(HA, X∞) satisfying (1) and ‖λ∞A (a) − V ∗π∞X (a)V ‖ < ε for a ∈ F.
Take an increasing sequence of finite subsets F = F1 ⊂ F2 ⊂ · · · of A such that A =
⋃∞
n=1 Fn
‖·‖
.
Write HA =
⊕∞
n=1A
(n) with A(n) := A. Since X has the B-CCPAP, for each n ∈ N there exists
ψn ∈ FB′∩X such that ψn(1A) = 1A and ‖a−ψn(a)‖ < 2−nε for a ∈ Fn. Write ψn =
∑d(n)
r=1 Ωξ(r)n
with ξ
(r)
n ∈ B′ ∩ X . Define Wn ∈ LA(A(n), Xd(n)) by Wn1A = (ξ(1)n , . . . , ξ(d(n))n ). We then
have ψn(a) =
∑d(n)
r=1 〈ξ(r)n , πX(a)ξ(r)n 〉X = 〈Wn1A, πd(n)X (a)Wn1A〉A(n) =W ∗nπd(n)X (a)Wn for a ∈ A.
Hence, Wn is an isometry in BLA(A
(n), Xd(n)). Define V ∈ LA(HA, X∞) by V :=
⊕∞
n=1Wn :
HA →
⊕∞
n=1X
d(n) ∼= X∞. Then, it follows that V is an isometry in BLA(HA, X∞). Moreover,
for any a ∈ ⋃∞n=1 Fn, we have ∑∞n=1 ‖a − ψn(a)‖ < ∞, and hence V satisfies (1). By the
construction of V we also have ‖λ∞A (a)− V ∗π∞X (a)V ‖ < ε for a ∈ F. 
Corollary 7.2.4. Let A be a unital separable C∗-algebra, B be a C∗-subalgebra of A, and
(X, πX) ∈ Corr(A) be unital and have the B-CCPAP. Then, there exists a sequence of unitaries
Un ∈ BLA(HA ⊕X∞, X∞) such that
(1) π∞X (a)− Un(λ∞A (a)⊕ π∞X (a))U∗n ∈ KA(X∞) for a ∈ A and n ∈ N,
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(2) limn→∞ ‖π∞X (a)− Un(λ∞A (a)⊕ π∞X (a))U∗n‖ = 0 for a ∈ A.
Proof. Let {Vn}n ⊂ LA(HA, X∞) be a sequence of isometries in the preceding theorem and put
Pn := 1 − VnV ∗n . Note that Pn ∈ π∞X (B)′. Let S1, S2 ∈ B(ℓ2(N)) be the isometries defined by
S1δn = δ2n−1 and S2δn = δ2x for n ≥ 1. Then, the operator T := (S1⊕S2)⊗1A : HA⊕HA → HA
is a unitary. Define unitariesWn := Vn⊕Pn : HA⊕PnX∞ → X∞ and Un :=Wn(T⊕1X∞)(1HA⊕
W ∗n) : HA ⊕X∞ → X∞. As in the proof of Theorem 6.7 the sequence {Un}n satisfies (1) and
(2). Since each Un is the product of three unitaties intertwine the left actions of B, we have
Un ∈ BLA(HA ⊕X∞, X∞). 
For a Hilbert C∗-module X and ξ ∈ X , we set ξ(n) := ξ ⊗ δn ∈ X ⊗ ℓ2(N) = X∞.
Corollary 7.2.5. Let B ⊂ A and X be as in the preceding corollary. For any ξ0 ∈ B′ ∩X with
〈ξ0, ξ0〉 = 1A there exists a unitary U ∈ BLA(HA ⊕X∞, X∞) such that
(1) π∞X (a)− U(λ∞A (a)⊕ π∞X (a))U∗ ∈ KA(X∞) for a ∈ A,
(2′) U(1
(1)
A ⊕ 0) = ξ(1)0 .
Proof. We use the notation in the proof of Theorem 7.2.3. Replace W1 : A1 → Xd(1) in the proof
of Theorem 7.2.3 by W˜1 : A1 ∋ 1A 7→ ξ0 ∈ X . Then V˜ = W˜1 ⊕
⊕∞
n=2Wn ∈ BLA(HA, X∞)
is also an isometry enjoys (1) in Theorem 7.2.3 and that V˜ 1
(1)
A = ξ
(1)
0 . Put P˜ := 1 − V˜ V˜ ∗
and W˜ := V˜ ⊕ P˜ . We note that the T above satisfies that T (1(1)A ⊕ 0) = 1(1)A . Then U˜ =
W˜ (T ⊕ 1X∞)(1HA ⊕ W˜ ∗) ∈ BLA(HA ⊕X∞, X∞) is the desired unitary. We only check (2′):
U˜(1
(1)
A ⊕ 0) = W˜ (T ⊕ 1X∞)(1HA ⊕ W˜ ∗)(1(1)A ⊕ 0) = W˜ (T ⊕ 1X∞)((1(1)A ⊕ 0HA)⊕ 0X∞)
= W˜ (1
(1)
A ⊕ 0X∞) = V˜ 1(1)A = ξ(1)0 .

For a C∗-algebra A we set CA := A⊗C0[0, 1), where C0[0, 1) = {f ∈ C[0, 1] | f(1) = 0}. Note
that C0[0, 1) naturally forms a Hilbert C[0, 1]-module.
Theorem 7.2.6. Let B ⊂ A be a unital inclusion of separable C∗-algebra, (X, πX) ∈ Corr(A) be
countably generated, unital, and have the B-CCPAP, ξ ∈ B′ ∩ X be a fixed vector with 〈ξ, ξ〉 =
1A. Set (IX, πIX) := (X ⊗ C[0, 1], πX ⊗ 1C[0,1]) ∈ Corr(A, IA). Then, there exists a unitary
U ∈ LIA(CA⊕ IX∞, IX∞) such that
(1) the triple X = (IX∞ ⊕̂ IX∞, U(λA ⊗ 1C0[0,1) ⊕ π∞IX)U∗ ⊕̂ π∞IX , JIX∞) forms a Kasparov
A-IA bimodule.
(2) the unitary U is in BLIA(CA⊕ IX∞, IX∞), i.e., Ut(λA(b)⊕ π∞X (b))U∗t = π∞X (b) for all
b ∈ B and t ∈ [0, 1).
(3) the evaluation U1 of U at 1 equals 1X∞, and hence the evaluation of X at 1 is degenerate.
(4) the evaluations {Ut}0≤t≤1 satisfies that{
Ut(cos(πt)1A ⊕ sin(πt)ξ(1)) = ξ(1) for 0 ≤ t ≤ 1/2
Ut(0⊕ ξ(1)) = ξ(1) for 1/2 ≤ t < 1
Proof. By the B-CCPAP of X there exists a unitary V ∈ BLA(HA ⊕ X∞, X∞) such that
V (λ∞A (a)⊕π∞X (a))V ∗−π∞X ∈ KA(X∞) for a ∈ A and V (1(1)A ⊕0) = ξ(1). We setH◦ := ℓ2(N)⊖Cδ1
and H◦C[0,1] := H
◦ ⊗ C[0, 1]. By Kasparov’s stabilization theorem, there exists a unitary T ∈
LC[0,1](C0[0, 1)⊕H◦C[0,1], H◦C[0,1]). SetW := (V ⊗1C[0,1])(T⊗1A⊕1IA⊕1IX∞)(1CA⊕V ∗⊗1C[0,1]) :
CA⊕ IX∞ −→ CA⊕HIA ⊕ IX∞ = (C[0, 1)⊕H◦C[0,1])⊗A⊕ IA⊕ IX∞
−→ (H◦C[0,1])⊗A⊕ IA⊕ IX∞ = HIA ⊕ IX∞ −→ IX∞.
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By construction, it follows that W ∈ BLIA(CA⊕ IX∞, IX∞) and
(5) W (λA(a)⊗ 1C0[0,1) ⊕ π∞IX(a))W ∗ − π∞IX(a) ∈ KIA(IX∞) for a ∈ A,
andW (0⊕ξ(1)⊗1C[0,1]) = ξ(1)⊗1C[0,1]. LetW1 ∈ BLA(X∞) be the evaluation ofW at 1 and put
U := (W ∗1 ⊗1C[0,1])W . Then U also enjoys U(0⊕ξ(1)⊗1C[0,1]) = (W ∗1 ξ(1))⊗1C[0,1] = ξ(1)⊗1C[0,1]
and (5) in which replaced W by U . Setting η := U1/2(1A⊕ 0) we have η ∈ B′ ∩X∞, 〈η, η〉 = 1A,
and 〈ξ(1), η〉 = 0. Hence we have X∞ = ξ(1)A ⊕ ηA ⊕ Y for a submodule Y ⊂ X∞. Note that
π∞X (B) commute with projections θξ(1),ξ(1) and θη,η. Define U
′
t ∈ LA(ηA⊕ ξ(1)A) for 0 ≤ t ≤ 1/2
by U ′tη = sin(πt)η⊕cos(πt)ξ(1) and U ′t(ξ(1)) = (− cos(πt)η)⊕ sin(πt)ξ(1). (U ′t is the unitary given
by the matrix
[
sin(πt) − cos(πt)
cos(πt) sin(πt)
]
∈M2(A) ∼= LA(ηA⊕ ξ(1)A).) Now U ′t ⊕ 1Y is a norm continuous
path of unitaties in C1 + BKA(X
∞) and U ′1/2 ⊕ 1Y = 1. Let U˜ ∈ LIA(CA ⊕ IX∞, IX∞) be
the unitary defined by the path {(U ′t ⊕ 1Y )U1/2}0≤t≤1/2 ∪ {Ut}1/2≤t≤1. By Lemma 7.1.3, U˜ is
well-defined. Moreover, by construction we get U˜ ∈ BLIA(CA ⊕ IX∞, IX∞). To see (1), it
suffices to show that the path {U˜t(λA(a)⊕ π∞X (a))U˜∗t − π∞X (a)}0≤t≤1 is a norm continuous path
in KA(X
∞). This follows from Lemma 7.1.3 and definition of U˜ again. Thus, U˜ is the desired
unitary. 
As a corollary, we get a relative analogue of ‘nuclearity ⇒ K-nuclearity’ for strongly nuclear
inclusions.
Corollary 7.2.7. Let B ⊂ A be unital inclusions of separable C∗-algebras with a conditional
expectation E : A→ B. If (A,B,E) is strongly nuclear, then A is K-nuclear relative to (B,E).
Proof. Applying the previous theorem to (X, πX) := (L
2(A,E)⊗BA, πE⊗1A) and ξE⊗1A we get
a unitary U : CA⊕IX∞ → IX∞ satisfying the conditions in the theorem. The ∗-homomorphisms
π+ := U(λA ⊗ 1C0[0,1) ⊕ π∞IX)U∗ and π− := π∞IX are the desired ones. 
8. KK-equivalences of amalgamated free products
In this section, we prove Theorem C and Theorem D.
8.1. Amalgamated free products of C∗-algebras. Let I be a set and B be a unital C∗-
algebra. Let {(Xi, πXi)}i∈I ⊂ Corr(B) be a family of unital C∗-correspondences over B with
B-central normal vectors ξi, i.e., one has πXi(b)ξi = ξib for b ∈ V and 〈ξi, ξi〉 = 1B. We define
the index set Ip for p ∈ N by Ip = {i : {1, . . . , p} → I | i(k) 6= i(k + 1) for 1 ≤ k ≤ p− 1}. The
free product of {(Xi, ξi)}i∈I is the Hilbert B-module (X, ξ0) given by
X = B ⊕
⊕
p≥1
⊕
i∈Ip
X◦i(1) ⊗B · · · ⊗B X◦i(p),
where X◦i = Xi ⊖ ξiB. We will denote by ξ0 the unit of B in the first direct summand of X and
write (X, ξ0) = ⋆i∈I(Xi, ξi). We also define complemented submodules X(λ, j) and X(ρ, j) of
X for j ∈ I by
X(λ, j) = ξ0B ⊕
⊕
p≥1
⊕
i∈Ip
i(1) 6=j
X◦i(1) ⊗B · · · ⊗B X◦i(p),
X(ρ, j) = ξ0B ⊕
⊕
p≥1
⊕
i∈Ip
i(p) 6=j
X◦i(1) ⊗B · · · ⊗B X◦i(p),
and unitaries vi ∈ LB(X,Xi ⊗B X(λ, i)) and wi ∈ LB(X,X(ρ, i)⊗B Xi) by
viξ0 = ξi ⊗ ξ0,
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vi(η1 ⊗ · · · ⊗ ηp) =

η1 ⊗ ξ0 for η1 ∈ X◦i , p = 1
η1 ⊗ (η2 ⊗ · · · ⊗ ηp) for η1 ∈ X◦i , p ≥ 2
ξi ⊗ (η1 ⊗ · · · ⊗ ηp) for η1 /∈ X◦i
wiξ0 = ξ0 ⊗ ξi
wi(η1 ⊗ · · · ⊗ ηp) =

ξ0 ⊗ η1 for ηp ∈ X◦i , p = 1
(η1 ⊗ · · · ⊗ ηp−1)⊗ ηp for ηp ∈ X◦i , p ≥ 2
(η1 ⊗ · · · ⊗ ηp)⊗ ξi for η1 /∈ X◦i .
We can now define ∗-homomorphisms λi : LB(Xi)→ LB(X) and ρi : BLB(Xi)→ LB(X) by
(6) λi(x) = v
∗
i (x⊗ 1X(λ,i))vi, ρi(y) = w∗i (1X(ρ,i) ⊗ y)wi.
Hence, (X,λi ◦ πXi ) forms a C∗-correspondence over B. Further assume that we have a Hilbert
B-module Y and Z ∈ Corr(B,C) for a C∗-algebra C. By using unitaries 1Y ⊗ vi ∈ LB(Y ⊗B
X,Y ⊗B Xi ⊗B X(λ, i)) and wi ⊗ 1Z ∈ LC(X ⊗B Z,X(ρ, i) ⊗B Xi ⊗B Z) we can define ∗-
homomorphisms λYi : LB(Y ⊗B Xi) → LB(Y ⊗B X);x 7→ (1Y ⊗ vi)∗(x ⊗ 1X(λ,i))(1Y ⊗ vi) and
ρZi : BLC(Xi ⊗B Z)→ LC(X ⊗B Z); y 7→ (wi ⊗ 1Z)∗(1X(ρ,i) ⊗ y)(wi ⊗ 1Z).
A direct computation will prove the following proposition.
Proposition 8.1.1. Under the notation above, it follows that[
λi(x)⊗ 1Z , ρZj (y)
]
= δijρ
Z
i ([x⊗ 1Z , y])(PXi ⊗ 1Z)
for x ∈ LB(Xi), y ∈ LC(Xj ⊗B Z), and i, j ∈ I, where PXi ∈ LB(X) is the orthogonal projection
onto Xi = ξ0B ⊕X◦i ⊂ X.
Definition 8.1.2 ([V2]). Let {(Ai, Ei)}i∈I be a family of unital C∗-algebras with nondegener-
ate conditional expectations Ei from Ai onto a common C
∗-subalgebra B containing 1Ai . Let
(L2(Ai, Ei), πi, ξi) ∈ Corr(Ai, B) be the GNS representation for (Ai, Ei). Let (X, ξ0) be the
free product Hilbert module ⋆i∈I(L
2(Ai, Ei), ξi). The reduced amalgamated free product of
{(Ai, Ei)}i∈I over B is given by the pair (⋆B,i∈I(Ai, Ei), E), where ⋆B,i∈I(Ai, Ei) is the C∗-
subalgebra of LB(X) generated by λi ◦ πEi(Ai), i ∈ I and E is the conditional expectation from
A onto B given by Ωξ0 ∈ FX .
We note that L2(A,E) = ξEB ⊕ L2(A,E)◦, where L2(A,E)◦ the orthogonal complement of
ξEB, and πE(B) reduces these subspaces.
Definition 8.1.3. Let {Ai}i∈I be a family of C∗-algebras containing a common C∗-subalgebraB.
Then, the full amalgamated free product of Ai, i ∈ I over B is the C∗-algebra⋆B,i∈IAi, equipped
with injective ∗-homomorphisms ιi : Ai →⋆B,i∈IAi such that ιi(b) = ιj(b) for b ∈ B and i, j ∈ I
and satisfying the following universal property: for any C∗-algebra C and ∗-homomorphisms
πi : Ai → C such that πi(b) = πj(b) for b ∈ B and i, j ∈ I, there exists a unique ∗-homomorphism
⋆i∈Iπi :⋆B,i∈IAi → C such that (⋆i∈Iπi) ◦ ιi = πi for i ∈ I.
8.2. Theorem C and Theorem D. In this subsection we prove Theorem 8.2.1 below, which
contains Theorem C and Theorem D (see Proposition 5.1.6). (We refer to §§4.2 for the definitions
of strong relative nuclearity via C∗-correspondences and central vectors.)
Theorem 8.2.1. Let {(Ai, B,Ei)}i∈I be an at most countable family of unital inclusions of
separable C∗-algebras B ⊂ Ai with conditional expectations Ei : Ai → B. If each triple (Ai, B,Ei)
is strongly nuclear via C∗-correspondence (Zi, πZi) over B such that Zi is countably generated and
admits a B-central vector ζi ∈ Zi with 〈ζi, ζi〉 = 1B, then the canonical surjection from the full
amalgamated free product ⋆B,i∈IAi onto the reduced one ⋆B,i∈I(Ai, Ei) is a KK-equivalence.
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We first establish several technical lemmas based on [Ge1][Ge2]. In what follows, I denotes
a countable set and {(Ai, B,Ei)}i∈I is a family of unital inclusions of separable C∗-algebras
with nondegenerate conditional expectations Ei : Ai → B. Let A := ⋆i,∈I,BAi and Ar :=
⋆i∈I,B(Ai, Ei) be the full and the reduced amalgamated free products, respectively and let
πr : A→ Ar be the canonical surjection.
The next lemma is probably well-known, but we give its proof for the reader’s convenience.
Lemma 8.2.2. If (Z, πZ) is an A-B C
∗-correspondence such that there exists a subspace Γ ⊂ Z
such that πZ(A)Γ is norm dense in Z and satisfying the freeness condition: for any p ∈ N, i ∈ Ip,
and ak ∈ kerEi(k) ⊂ Ai(k), 1 ≤ k ≤ p,
〈η, πZ(a1 · · · ap)ξ〉 = 0 for ξ, η ∈ Γ,
then the πZ factors through Ar.
Proof. It suffices to show that kerπr ⊂ kerπZ . Fix a ∈ kerπr arbitrarily and take a sequence
{an}n ∈ ∗-Alg(Ai, i ∈ I) ⊂ A such that limn→∞ ‖a − an‖ = 0. Since Γ is a cyclic subspace
for πZ(A) we only have to prove that 〈η, πZ(b∗ac)ξ〉 = 0 for all b, c ∈ ∗-Alg(ιi(Ai), i ∈ I) and
ξ, η ∈ Γ. It is known that πr(b∗anc) is a sum of an element bn ∈ B and finitely many elements
having the form of xi(1) · · ·xi(p) for some p ∈ N, i ∈ Ip, and xi(k) ∈ Ai(k) ∩ kerE ⊂ Ar. Since
ξ, η ∈ Γ we now have ‖〈η, πZ(b∗ac)ξ〉‖ ← ‖〈η, πZ(b∗anc)ξ〉‖ = ‖〈η, πZ(ι(bn))ξ〉‖ ≤ ‖ξ‖‖η‖‖bn‖ =
‖ξ‖‖η‖‖E(πr(banc∗))‖ → 0, which implies that πZ(a) = 0. 
Let Zi ∈ Corr(B) be unital faithful and ζi ∈ B′ ∩ Zi be a normal vector, i.e., 〈ζi, ζi〉 = 1B.
Set (Xi, ξi) := (L
2(Ai, Ei) ⊗B Zi, ξEi ⊗ ηi) and (X, ξ0) := ⋆i∈I(Xi, ξi). By the universality
of A we obtain the ∗-homomorphism πX := ⋆i∈Iλi ◦ (πEi ⊗ 1ZI ) : A → LB(X), where λi :
LB(Xi) → LB(X) is as in (6). We also set (Yi, πYi) := (Xi ⊗B Ai, πXi ⊗ 1Ai) ∈ Corr(Ai) and
(Y, πY ) := (X ⊗B A, πX ⊗ 1A) ∈ Corr(A).
Lemma 8.2.3. Under the notation above, there exists a ∗-homomorphism π¯X : Ar → LB(X)
such that πX = π¯X ◦ πr.
Proof. Set Z◦i := Zi ⊖ ζiB and define the closed submodule Λ ⊂ X by
Λ :=
⊕
p≥2
⊕
j∈Ip
(ξEj(1) ⊗B Z◦j(1))⊗B X◦j(2) ⊗B · · · ⊗B X◦j(p).
We will show that the closed submodule Γ := ξ0B⊕
⊕
i∈I(ξEi ⊗B Z◦i )⊕Λ satisfies the condition
in Lemma 8.2.2. Indeed, it is not hard to see that πX(a1 · · · ap)Γ ⊥ Γ for all p ≥ 1, i ∈ Ip,
and ak ∈ A◦i(k). Set X0 := ξ0B and Xp :=
⊕
i∈Ip
X◦i(1) ⊗B · · · ⊗B X◦i(p) for p ≥ 1. We also set
X•i := L
2(Ai, Ei)
◦⊗B ζiB = πX(A◦i )ξ0 and X•p :=
⊕
i∈I X
•
i(1)⊗B X◦i(2)⊗B · · · ⊗BX◦i(p) for p ≥ 1.
Since X =
⊕
p≥0 Xp, it suffices to show that spanπX(A)Γ contains Xp for all p ≥ 0. The case that
p = 0 is trivial. Suppose that p ≥ 1 and Xp ⊂ spanπX(A)Γ. We observe that X•p+1 ⊂ πX(A)Xp
and Xp+1 ⊖ X•p+1 =
⊕
i∈Ip+1
(L2(Ai(1), Ei(1)) ⊗B Z◦i(1)) ⊗B X◦i(2) ⊗B · · · ⊗B X◦i(p+1) ⊂ πX(A)Γ,
which implies that Xp+1 ⊂ spanπ(X)Γ. By induction and Lemma 8.2.2, we are done. 
Lemma 8.2.4 (cf. [Ge1, Proposition 4.2]). Under the notation above, suppose that there exist
Z ′i ∈ Corr(B) and unitary Wi : Xi ⊗B Z ′i → Xi ⊗B Xi satisfying that
(i) Wi(πXi(b)⊗ 1Z′i)W ∗i = πXi(b)⊗ 1Xi for all b ∈ B;
(ii) ξi ⊗ ξi ∈ Wi(ξiB ⊗B Z ′i).
Define φi : Ai → LB(X ⊗B X) by φi(a) = λXii (Wi(πXi (a) ⊗ 1Z′i)W ∗i ) ⊕ τi(a) ⊗ 1X . Then, the∗-homomorphism φ :=⋆i∈Iφi : A→ LB(X ⊗B X) factors through Ar.
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Proof. We set Vi := 1Xi ⊗ vi ∈ LB(Xi ⊗B X,Xi ⊗B Xi ⊗B X(λ, i)). Let Xp, X•i ,X•p and Λ be as
in the proof of Lemma 8.2.3. Define the subspace Γi ⊂ Xi ⊗B X by
Γi := V
∗
i (Wi ⊗ 1X(λ,i)) (ξEi ⊗B Zi ⊗B Z ′i ⊗B X(λ, i)) .
By (ii) the ξ0 ⊗ ξ0 belongs to Γi. Set Γ◦i := Γi ⊖ ξ0 ⊗B ξ0B. We will show that the subspace
Γ := ξ0 ⊗B ξ0B ⊕
⊕
i∈I Γ
◦
i ⊕ Λ ⊗B X satisfies the condition in Lemma 8.2.2. We note that
(7) Γ ⊂
[
X0 ⊕ X1 ⊕
∞⊕
p=2
(Xp ⊖ X•p)
]
⊗B X.
Fix i ∈ I and a ∈ A◦i arbitrarily and show that φ(a)Γ ⊥ Γ. By definition, we have
φ(a) = V ∗i (Wi ⊗ 1X(λ,i))(πEi(a)⊗ 1Zi ⊗ 1Z′i ⊗ 1X(λ,i))(Wi ⊗ 1X(λ,i))∗Vi ⊕ τi(a)⊗ 1X ,
which implies that φ(a)Γi ⊥ Γ. For any j ∈ I with i 6= j the fact that φ(a)Γ◦j ⊂ X•2 and the (7)
implies φ(a)Γj ⊥ Γ. We also have φ(Λ⊗BX) ⊥ Γ by (7). Next, let q ≥ 2 and ak ∈ A◦i(k), 1 ≤ k ≤ q
be arbitrary. Because φ(a1 · · · aq)Γ ⊂
⊕
p≥2 X
•
p we get φ(a)Γ ⊥ Γ by (7).
Finally, we prove that Γ0 := spanφ(A)Γ contains Xp ⊗B X for all p ≥ 0. The case of p = 0 is
trivial. When p = 1, it follows that Xi ⊗B X ⊂ Γ0 since
φ(Ai)Γi = Vi [Wi (πXi(Ai)ξEi ⊗ Zi ⊗B Z ′i)⊗B X(λ, i)] ,
which is dense in V ∗i [Wi(Xi ⊗B Z ′i) ⊗B X(λ, i)] = Xi ⊗B X. Since span(φ(A)Λ ⊗B X) contains⊕
p≥2(Xp⊖X•p)⊗BX , we only have to show that X•p⊗BX ⊂ Γ0 for p ≥ 2. This is done by induc-
tion. Suppose that X•p⊗BX ⊂ Γ0 with p ≥ 2. We then have Xp⊗BX ⊂ Γ0. Since the restriction
of φ(a) on Xp⊗BX equals πX(a)⊗1X for a ∈ A. Thus, X•p+1⊗BX ⊂ (spanπX(A)Xp)⊗BX ⊂ Γ0.
Therefore, by induction we get Γ0 = X ⊗B X . 
Suppose that for each i ∈ I there exists a unitary Ui : Ai⊕Yi → Yi satisfies that Ui(1Ai⊕0) =
ξi ⊗ 1Ai and Ui(b ⊕ πYi(b))U∗i = πYi(b) for all b ∈ B. Note that Y ∼= Yi ⊗Ai A⊕ (X ⊖Xi)⊗B A
for all i ∈ I. We define ψi : Ai → LAi(Yi) by ψi(a) = Ui(a⊕ πYi(a))U∗i and set ψ :=⋆i∈I(ψi ⊗
1A ⊕ τi ⊗ 1A), where τi : Ai → LB(X ⊖Xi) is defined by τ(a) := πX(a)|X⊖Xi .
Lemma 8.2.5. Under the notation above, let Si ∈ πYi(B)′ ∩ LAi(Yi) be the isometry defined by
Ui|0⊕Yi . Then, the isometries ρAi (Si ⊗ 1A) ∈ LA(Y ) satisfy that PA +
∑
i∈I ρ
A
i (Si ⊗ 1A)ρAi (Si ⊗
1A)
∗ = 1Y , where PA ∈ LA(Y ) is the projection onto ξ0B ⊗B A. Moreover, the unitary U :=
PA ⊕
⊕
i∈I ρ
A
i (Si ⊗ 1A) : A ⊕ Y ⊗ ℓ2(I) → Y satisfies that ψ(a) = U(a⊕ πY (a) ⊗ 1ℓ2(I))U∗ for
all a ∈ A.
Proof. We observe that the image of ρAi (Si⊗1A) is
⊕
p≥1
⊕
j∈Ip,j(p)=i
X◦j(1)⊗B · · ·⊗BX◦j(p)⊗BA.
Since these subspaces are mutually orthogonal and span Y ⊖PAY , we get the first and the second
assertions.
To see the second assertion, it suffices to see that ψ(a) = U(λA(a)⊕ πY (a)⊗ 1ℓ2(I))U∗ for all
i ∈ I and a ∈ Ai. Thus, we fix i ∈ I and a ∈ Ai. Recall that ψ(a) = [(Ui(λAi(a)⊕ πYi(a))U∗i )⊗
1A]⊕ τi(a) ⊗ 1A = [(Ui ⊗ 1A)(λA(a) ⊕ πYi(a)⊗ 1A)(Ui ⊗ 1A)∗]⊕ τi(a) ⊗ 1A. Identifying Y with
Y ⊗ Cδi we have
ψ(a)U |A⊕Yi⊗AiA⊗Cδi = ψ(a)(Ui ⊗ 1A)|A⊕Yi⊗AiA
= (Ui ⊗ 1A)(λA(a)⊕ πYi(a)⊗ 1A)|A⊕Yi⊗AiA
= U(λA(a)⊕ πY (a)⊗ 1ℓ2(I))|A⊕Yi⊗AiA⊗Cδi .
By Proposition 8.1.1, we also have
ψ(a)U |(X⊖Xi)⊗BA⊗Cδi = (τi(a)⊗ 1A)ρAi (Si ⊗ 1A)|(X⊖Xi)⊗BA
= (λi(πXi(a))⊗ 1A)ρAi (Si ⊗ 1A)|(X⊖Xi)⊗BA
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= ρAi (Si ⊗ 1A)(λi(πXi(a))⊗ 1A)|(X⊖Xi)⊗BA
= U(λA(a)⊕ πY (a)⊗ 1ℓ2(I))|(X⊖Xi)⊗BA⊗Cδi .
Similarly, for any j ∈ I with j 6= i, identifying Y ⊗ Cδj with Y we have
ψ(a)U |Y⊗Cδj = (τi(a)⊗ 1A)ρAj (Sj ⊗ 1A)
= (λi(πXi(a))⊗ 1A)ρAj (Sj ⊗ 1A)
= ρAj (Sj ⊗ 1A)(λi(πXi (a))⊗ 1A)
= U(λA(a)⊕ πY (a)⊗ 1ℓ2(I))|Y⊗Cδj .
Hence, we get ψ(a)U = U(L(a)⊕ πY (a)⊗ 1ℓ2(I)) for a ∈ Ai. 
We are now ready to prove Theorem 8.2.1.
Proof of Theorem 8.2.1. Let A := ⋆B,i∈IAi and Ar := ⋆B,i∈I(Ai, Ei) and πr : A → Ar be the
canonical surjection. We show that there exists Y ∈ E(Ar, A) such that πr⊗Ar [Y] + idA = 0 and
[Y]⊗A πr + idAr = 0. To simplify the notation we omit the canonical inclusion maps ιi : Ai → A
and ι : B → A. Put (Xi, πXi , ξi) := (L2(Ai, Ei)⊗B Z∞i , πEi ⊗ 1Z∞i , ξEi ⊗ ηi⊗ δ1) and (Yi, πYi) :=
(Xi ⊗B Ai, πXi ⊗ 1Ai) ∈ Corr(Ai). Define (X, πX) ∈ Corr(A,B) by (X, ξ0) := ⋆i∈I(Xi, ξi) and
πX :=⋆i∈I(λi ◦πXi), where λi : LB(Xi)→ LB(X) is the canonical left action and set (Y, πY ) :=
(X ⊗B A, πX ⊗ 1A). We identify Xi with the canonical copy of Xi in X and ξi with ξ0. We also
use the notation that A◦i = kerEi and X
◦
i = Xi ⊖ ξ0B. Since Yi = (L2(Ai, Ei)⊗B ⊗Zi⊗B Ai)∞,
by Theorem 7.2.6, there exist unitaries U (i) ∈ LCAi(CAi ⊕ IYi, IYi) satisfying the following:
(1) the triple Xi = (IYi ⊕̂ IYi, U (i)(λAi ⊗ 1C0[0,1) ⊕ πIYi)U (i)∗ ⊕̂ πIYi , JIYi) forms a Kasparov
Ai-IAi bimodule;
(2) {U (i)t }0≤t<1 satisfies that Ut(λA(b)⊕ π∞X (b))U∗t = π∞X (b) for all b ∈ B and t ∈ [0, 1);
(3) the evaluation U
(i)
1 of U at 1 equals 1Yi ;
(4) the evaluations {U (i)t }0≤t≤1 enjoy that U (i)t (cos(πt)1Ai ⊕ sin(πt)ξi ⊗ 1Ai) = ξi ⊗ 1Ai for
0 ≤ t ≤ 1/2 and Ut(0 ⊕ ξi ⊗ 1Ai) = ξi ⊗ 1Ai for 1/2 ≤ t < 1.
Let τi : Ai → LB(X⊖Xi) be the compression of πX ◦ιi on X⊖Xi. We note that the isomorphism
IY = IYi ⊗IAi IA⊕ (X ⊖Xi)⊗B IA induces
(IY, πIY ) ∼=
(
IY, ⋆
i∈I
(πIYi ⊗ 1IA ⊕ τi ⊗ 1IA)
)
.
Set ψ(i) := U (i)(LAi⊗1C0[0,1)⊕πIYi)U (i)∗ : Ai → LIAi(IYi). By (2) it follows that ψ(i)|B = πYi |B
for all i ∈ I. Hence, by the universality of A we have the ∗-homomorphism
ψ = ⋆
i∈I
(
ψ(i) ⊗ 1IA ⊕ τi ⊗ 1IA
)
: A→ LIA(IY ).
We claim that the triple X := (IY ⊕̂ IY, ψ ⊕̂ πIY , JIY ) defines a Kasparov A-IA bimodule. It
suffices to show that for any a ∈ A, we have ψ(a) − πIY (a) ∈ KIA(IY ). We may assume that a
has the form of a1 · · · ap, where p ∈ N and i ∈ Ip and ak ∈ Ai(k). We then have
ψ(
p∏
k=1
ak)− πIY (
p∏
k=l
al) =
p∑
k=1
(
k−1∏
n=1
ψ(an))(ψ(ak)− πIY (ak))(
p∏
m=k+1
πIY (am)).
This is compact since ψ(ak) − πIY (ak) equals 0 on (X ⊖ Xk) ⊗B IA and equals (ψ(i(k))(ak) −
πIYk(ak))⊗ 1IA ∈ KIAk(IYk)⊗KIA(IA) on IYk ⊗IAk IA.
By (4) each unitary U
(i)
0 : A ⊕ Yi → Yi satisfies that U (i)0 (1A ⊕ 0) = ξi ⊗ 1Ai . Set Si :=
U
(i)
0 |0⊕Yi , which is an isometry in BLAi(Yi). Let ψt be the evaluation of ψ at t ∈ [0, 1]. We
observe that ψ0(a) = ⋆i∈I(U
(i)
0 (LAi ⊕ πYi)U (i)∗0 ⊕ τi ⊗ 1A). By Lemma 8.2.5 the operator
RELATIVE NUCLEARITY FOR C∗-ALGEBRAS 39
U := PA⊕
⊕
i∈I ρ
A
i (Si⊗ 1A) : A⊕Y ⊗ ℓ2(I)→ Y is a unitary satisfying that ψ0(a) = U(λA(a)⊕
πY (a)⊗ 1ℓ2(I))U∗ for all a ∈ A. Thus, we have
X0 = (Y ⊕̂ Y, ψ0 ⊕̂ πY , JY ) = (Y ⊕̂ Y, U(λA ⊕ πY ⊗ 1ℓ2(I))U∗ ⊕̂ πY , JY )
∼=
(
A⊕ Y ⊗ ℓ2(I) ⊕̂ Y, λA ⊕ πY ⊗ 1ℓ2(I) ⊕̂ πY ,
[
0 U∗
U 0
])
.
Since U is a compact perturbation of S :=
⊕
i∈I ρ
A
i (Si ⊗ 1A)LA(Y ⊗ ℓ2(I), Y ), this Kasparov
bimodule is homotopic to
(A ⊕̂ 0, λA ⊕̂ 0, 0)⊕
(
Y ⊗ ℓ2(I) ⊕̂ Y, πY ⊗ 1ℓ2(I) ⊕̂ πY ,
[
0 S∗
S 0
])
.
Since evaluations of Xi’s at 1 are degenerate, so is the one of X . By Lemma 8.2.3 there exists a
∗-homomorphism π¯r : Ar → LA(Y ) such that πX = π¯X ◦ πr. Thus, letting
Y :=
(
Y ⊗ ℓ2(I) ⊕̂ Y, (π¯X ⊗ 1A)⊗ 1ℓ2(I) ⊕̂ π¯X ⊗ 1A,
[
0 S∗
S 0
])
we have 0 = [X1] = [X0] = idA+πr ⊗Ar [Y].
We next prove that [Y]⊗A πr + idAr = 0 in KK(Ar, Ar). Our proof depends on the argument
in [Ge1, Section 4]. We note that [Y]⊗A πr is represented by
Yπr =
(
X ⊗B Ar ⊗ ℓ2(I) ⊕̂X ⊗B Ar, (π¯X ⊗ 1Ar)⊗ 1ℓ2(I) ⊕̂ π¯X ⊗ 1Ar ,
[
0 S∗πr
Sπr 0
])
.
Let π˜r := πr ⊗ idC[0,1] : IA → IAr and consider the pushout of X by π˜r, which is the Kasparov
A-Ar bimodule (I(X ⊗B Ar) ⊕̂ I(X ⊗B Ar), ψπ˜r ⊕̂ (πX ⊗ 1Ar)⊗ 1C[0,1], JI(X⊗BAr)).
We claim that the ∗-homomorphism ψπ˜r factors through Ar. For any a ∈ A we have ‖ψπ˜r(a)‖ =
sup0≤t≤1 ‖(ψπ˜r)t(a)‖. Since (ψπ˜r)t = (ψt)πr : A → LAr(X ⊗B Ar), it is sufficient to see that
the (ψt)πr factors through Ar for every t ∈ [0, 1]. Furthermore, since π¯X : Ar → LB(X) is
injective, it enoughs to show that ψt ⊗ 1X : A → LB(Y ⊗A X) = LB(X ⊗B X) factors through
Ar. Recall that λ
Xi
i : LB(Xi ⊗B Xi) → LB(Xi ⊗B X) is the ∗-homomorphism given by x 7→
(1Xi ⊗ v∗i )(x⊗ 1X(λ,i))(1Xi ⊗ vi). Now we have
ψt ⊗ 1X = ⋆
i∈I
[
ψ
(i)
t ⊗ 1X ⊕ τi ⊗ 1X
]
= ⋆
i∈I
[
λXii (ψ
(i)
t ⊗ 1Xi)⊕ τi ⊗ 1X
]
.
Consider the natural isomorphism Ti : (Ai ⊕ Yi)⊗Ai Xi ∼= Xi ⊕Xi⊗B Xi ∼= Xi⊗B (B ⊕Xi) and
set W
(t)
t := (U
(i)
t ⊗ 1Xi) ◦ T ∗i : Xi ⊗B (B ⊕Xi)→ Xi ⊗B Xi. We then have
ψ
(i)
t ⊗ 1Xi =W (i)t (πXi ⊗ 1B⊕Xi)W (t)∗t .
We note that ξi ⊗ ξi =W (i)t (ξi ⊗ (cos(πt)1B ⊕ sin(πt)ξi)) for 0 ≤ t ≤ 1/2 and ξi ⊗ ξi =W (i)t (ξi ⊗
(0⊕ ξi) for 1/2 ≤ t ≤ 1. Hence, Lemme 8.2.4 says that ψπ˜r factors through Ar.
Thus, there exists a ∗-homomorphism φ : Ar → LIAr(I(X ⊗B Ar)) satisfies that ψπ˜r = φ ◦ πr.
Then Z = (I(X⊗BAr)⊕̂I(X⊗BAr), φ⊕̂(π¯X⊗1Ar)⊗1C[0,1], JI(X⊗BAr)) forms a KasparovAr-IAr
bimodule and satisfies that π∗r (Z) = Xπ˜r . We note that π∗r (Z0) = (π∗r (Z))0 = (Xπ˜r)0 = (Xπ˜r)0,
which consists of the Hilbert C∗-module Ar ⊕ (X ⊗B Ar) ⊗ ℓ2(I) ⊕̂ X ⊗B Ar, the left action
πr⊕ (πX ⊗ 1Ar)⊗ 1ℓ2(I) ⊕̂ (πX ⊗ 1Ar), and the degree 1 operator
[
0 U∗pir
Upir 0
]
. Hence, the evaluation
Z0 is just(
Ar ⊕ (X ⊗B Ar)⊗ ℓ2(I) ⊕̂X ⊗B Ar, λAr ⊕ (π¯X ⊗ 1Ar)⊗ 1ℓ2(I) ⊕̂ (π¯X ⊗ 1Ar),
[
0 U∗πr
Uπr 0
])
.
Since [Z1] = 0 and Uπr is a compact perturbation of Sπr , it follows that 0 = [Z0] = idAr +[Yπr ] =
idAr +[Y]⊗A πr. 
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9. Applications
In this section, we give some applications in KK-theory. The next theorem follows from
Thomsen’s result on full amalgamated free products ([Th, Theorem 2.7]) and Corollary D.
Theorem 9.1. Let A1, A2, and B be unital separable C
∗-algebras, and ik : B → Ak, k = 1, 2
be unital embedding with nondegenerate conditional expectations Ek : Ak → ik(B). Set A :=
(A1, E1)⋆B(A2, E2). Let jk : Ak → A, k = 1, 2 be the canonical embeddings. If each Ai is
nuclear and B is finite dimensional, then for any separable C∗-algebra D there are two cyclic six
terms exact sequences:
KK(D,B)
(i1∗,i2∗)−−−−−→ KK(D,A1)⊕KK(D,A2) j1∗−j2∗−−−−−→ KK(D,A)x y
KK(SD,A)
j1∗−j2∗←−−−−− KK(SD,A1)⊕KK(SD,A2) (i1∗,i2∗)←−−−−− KK(SD,B)
KK(B,D)
i∗1−i
∗
2←−−−− KK(A1, D)⊕KK(A2, D) j
∗
1+j
∗
2←−−−− KK(A,D)y x
KK(A,SD)
j∗1+j
∗
2−−−−→ KK(A1, SD)⊕KK(A2, SD) i
∗
1−i
∗
2−−−−→ KK(B,SD)
In particular, we have
K0(B)
(i1∗,i2∗)−−−−−→ K0(A1)⊕K0(A2) j1∗−j2∗−−−−−→ K0(A)x y
K1(A)
j1∗−j2∗←−−−−− K1(A1)⊕K1(A2) ←−−−− 0
We next discuss KK-equivalence of full and reduced HNN-extensions of C∗-algebras. We refer
to [U1][U2] for the definition of HNN-extensions.
Theorem 9.2. Let B ⊂ A be a unital inclusion of separable C∗-algebras and θ : B → A be
an injective ∗-homomorphism. Assume that there exist conditional expectations E : A → B and
Eθ : A→ θ(B) such that the triple (M2(A), B ⊕ θ(B), E ⊕ Eθ) is strongly nuclear, where
B ⊕ θ(B) =
{[
b1 0
0 θ(b2)
]∣∣∣∣b1, b2 ∈ B} , E ⊕ Eθ : [a1 a2a3 a4
]
7→
[
E(a1) 0
0 Eθ(a4)
]
.
Then the canonical surjection from the full HNN-extension A⋆univB θ onto the reduced one (A,E)⋆B(θ, Eθ)
is a KK-equivalence.
Proof. Let Af and Ar be the full and reduced amalgamated free product M2(A)⋆B⊕BM2(B)
and (M2(A), E ⊕ Eθ)⋆B⊕B(M2(B), E1), where the inclusion B ⊕ B → B ⊕ θ(B) ⊂ M2(A) and
the conditional expectation E ⊕Eθ are as above, and the inclusion ι1 : B ⊕B →M2(B) and the
conditional expectation E1 :M2(B)→ B are defined by
ι1 : (b1 ⊕ b2) 7→
[
b1 0
0 b2
]
, E1 :
[
b1 b2
b3 b4
]
7→
[
b1 0
0 b4
]
.
We also set Bf := A⋆univB θ and Br := (A,E)⋆B(θ, Eθ). By remarks following to [U2, Proposition
3.1] and [U2, Proposition 3.3], there exist two ∗-isomorphism Φf : Af → M2(Bf) and Φr : Ar →
M2(Br) such that σ(2)r ◦ Φf = Φr ◦ πr, where πr : Af → Ar and σr : Bf → Br are canonical
surjections. Since the triple (M2(B), B ⊕B,E1) is also strongly nuclear by Proposition 4.5.2, πr
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is a KK-equivalence. Consider ∗-homomorphisms φǫ : Bǫ → M2(Bǫ) and ψǫ : M2(Bǫ) → Bǫ for
ǫ ∈ {f, r} defined by
φǫ : b 7→
[
b 0
0 0
]
, ψǫ :
[
b1 b2
b3 b4
]
7→ b1,
for b, bi ∈ Bǫ, i = 1, 2, 3, 4. Then we have the following commuting diagrams:
Af Φf−−−−→ M2(Bf) φf←−−−− Bf
πr
y σ(2)r y yσr
Ar Φr−−−−→ M2(Br) φr←−−−− Br
Af Φf−−−−→ M2(Bf) ψf−−−−→ Bf
πr
y σ(2)r y yσr
Ar Φr−−−−→ M2(Br) ψr−−−−→ Br
Let α ∈ KK(Ar,Af) be an element satisfying πr ⊗Ar α = idAf and α ⊗Af πr = idAr . Set
β := Φ−1r ⊗Ar α ⊗Af Φf ∈ KK(M2(Br),M2(Bf)). Then we have idBf = φf ⊗M2(Bf) σ(2)r ⊗M2(Br)
β ⊗M2(Bf ) ψf = σr ⊗Br φr ⊗M2(Br) β ⊗M2(Bf ) ψf and idBr = φr ⊗M2(Br) β ⊗M2(Bf ) σ(2)r ⊗M2(Br) ψr =
ψr⊗M2(Br) β⊗M2(Bf ) ψf ⊗M2(Bf ) σr, hence the φr⊗M2(Br) β⊗M2(Bf) ψf ∈ KK(Br,Bf) is the desired
inverse element of σr. 
We remark that when B = θ(B), the strong nuclearity of (M2(A), B ⊕B,E ⊕E) follows from
the one of (A,B,E). Combining the theorem above with [U2, Proposition 4.12] we obtain the
following six term exact sequence for reduced HNN-extensions.
Corollary 9.3. Let B ⊂ A be a unital inclusion of separable C∗-algebras and θ : B → A be
an injective ∗-homomorphism. Assume that there exist conditional expectations E : A → B and
Eθ : A→ θ(B) such that the triple (M2(A), B ⊕ θ(B), E ⊕ Eθ) is strongly nuclear, then we have
the following six term exact sequence:
K0(B)
(θ1∗−ιB∗)−−−−−−→ K0(A) ιA∗−−−−→ K0((A,E)⋆B(θ, Eθ))x y
K1((A,E)⋆B(θ, Eθ))
ιA∗←−−−− K1(A) (θ1∗−ιB∗)←−−−−−− K1(B)
Here ιB : B → A and ιA : A→ (A,E)⋆B(θ, Eθ) are inclusion maps.
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