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In this study, large-eddy simulation is combined with a turbine model to investigate
the influence of atmospheric thermal stability on wind-turbine wakes. The simula-
tion results show that atmospheric stability has a significant effect on the spatial
distribution of the mean velocity deficit and turbulence statistics in the wake region
as well as the wake meandering characteristics downwind of the turbine. In par-
ticular, the enhanced turbulence level associated with positive buoyancy under the
convective condition leads to a relatively larger flow entrainment and, thus, a faster
wake recovery. For the particular cases considered in this study, the growth rate of
the wake is about 2.4 times larger for the convective case than for the stable one.
Consistent with this result, for a given distance downwind of the turbine, wake me-
andering is also stronger under the convective condition compared with the neutral
and stable cases. It is also shown that, for all the stability cases, the growth rate of
the wake and wake meandering in the vertical direction are smaller compared with
the ones in the lateral direction. This is mainly related to the different turbulence
levels of the incoming wind in the different directions, together with the anisotropy
imposed by the presence of the ground. It is also found that the wake velocity
deficit is well characterized by a modified version of a recently proposed analyti-
cal model that is based on mass and momentum conservation and the assumption
of a self-similar Gaussian distribution of the velocity deficit. Specifically, using a
two-dimensional elliptical (instead of axisymmetric) Gaussian distribution allows
to account for the different lateral and vertical growth rates, particularly in the
convective case where the non-axisymmetry of the wake is stronger. Detailed anal-
ysis of the resolved turbulent kinetic energy budget in the wake reveals also that
thermal stratification considerably affects the magnitude and spatial distribution
of the turbulence production, dissipation and transport terms.
I. INTRODUCTION
A wind turbine extracts energy from the incoming wind, which results in a region behind
the turbine with a strong wind velocity deficit and an enhanced turbulence level with respect
to the upstream flow – a wake. The velocity deficit in the wake decreases with distance, as
faster moving air is entrained gradually into the wake1,2.
Within a wind farm, the wind speed in the turbine wakes does not recover to its upstream
unperturbed value and, thus, the waked turbines produce less energy. For instance, in a
study of power output data from two large offshore wind farms with different streamwise
spacings, 10.5 and 7 rotor diameters, Barthelmie et al.3 reported power reduction up to
40% for the waked turbines with respect to the unwaked ones. In addition to a significant
decrease of the power production, the waked turbines experience an increase in fatigue loads
related to the high turbulence level in the wakes. Therefore, detailed understanding and
accurate prediction of wind-turbine wakes and their effects in wind farms are needed for
optimizing the design of wind farms, specifically for maximizing the energy production and
minimizing the maintenance costs due to fatigue loads.
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2Wind turbines operate in the lowest region of the atmospheric boundary layer (ABL).
As a result, the structure and evolution of wind-turbine wakes are affected by the char-
acteristics of the ABL flow such as the wind speed, wind shear and turbulence levels. In
turn, these ABL characteristics, and thus the turbine wakes, are affected by land/sea sur-
face characteristics, such as the aerodynamic roughness and topography, as well as thermal
stratification. According to the thermal stratification and the dominant mechanisms of
turbulence generation, the atmospheric boundary layer can be classified into three types:
neutral, convective and stable. In the neutral boundary layer (NBL), there is little heating
or cooling at the surface. Hence, the mean potential temperature is approximately constant
with height and turbulence is mainly produced by shear in proximity to the surface. The
neutrally-stratified ABL is observed during relatively short transition periods after sunset,
or in windy conditions with a complete cloud cover. The unstable or convective boundary
layer (CBL) is typically observed during day time, when the surface is warmer than the air.
Under unstable conditions, heat transfer between the surface and the air produces positive
buoyancy, which enhances the turbulent kinetic energy (TKE) and the vertical transport
of momentum, heat and moisture4. Finally, the stably-stratified ABL occurs usually at
night, in response to surface cooling by longwave radiation to outer space5. Under this at-
mospheric condition, turbulence is generated by shear and destroyed by negative buoyancy
and viscosity. As a result, in the stable boundary layer (SBL), turbulence is weaker than
in the neutral and convective cases.
Evidence of significant thermal stability effects on wind-turbine wake structure and power
harvesting has been reported in full-scale field measurements as well as wind-tunnel tests
of down-scaled wind-turbine models. Baker and Walker6 carried out measurements behind
a 2.5-MW wind turbine at Goodnoe Hills, Washington. Their results showed a slower wake
recovery under stable nighttime conditions characterized by relatively lower turbulence lev-
els. Later, Magnusson and Smedman7 investigated the structure of the wakes downwind
of a wind turbine in the Alsvik wind farm during different atmospheric stability condi-
tions. They showed that the velocity deficit is a function of atmospheric stratification,
with larger values in the stable conditions. Barthelmie and Jensen8 estimated wind-farm
efficiency reduction up to 9% in the stable conditions compared with the unstable ones
for the wind-speed range of 9-10 m/s at the Nysted wind farm in the Danish Baltic Sea.
Iungo and Porte´-Agel9 performed wind velocity measurements of the wake downwind of
a 2 MW Enercon E-70 wind turbine with three scanning Doppler wind LiDARs under
different atmospheric conditions. They showed that the wakes recover faster under the con-
vective conditions compared with the neutral cases. Recently, Zhang et al.10 carried out
wind-tunnel experiments of the down-scaled wind-turbine models to investigate the effect of
thermal stability on wind-turbine wakes under the convective and neutral conditions. They
found a smaller velocity deficit (around 15% at the wake center) in the CBL compared with
the wake of the same wind turbine in the neutral boundary layer. Hancock et al.11 also
performed wind-tunnel measurements in the wake of a model wind turbine in neutral and
stable boundary layers. They showed that under the stable condition, characterized by a
lower turbulence level, the velocity deficit decreased more slowly compared to the neutral
case.
Besides field measurements and wind-tunnel experiments of wind-turbine wakes, some
numerical studies have also addressed the effect of atmospheric stability on the evolution of
wind-turbine wakes and the wind-turbine performance. Keck et al.12 studied the effect of
atmospheric stability on wake meandering and the power production by the turbines using
a dynamic wake meandering (DWM) model. By comparing the DWM model results with
the field data of the North Hoyle and OWEZ wind farms, they showed the wake losses were
10% smaller under very unstable conditions compared with neutral ones. In contrast, very
stable stratification led to wake-induced power losses of about 12% higher than those under
neutral conditions. Churchfield et al.13 performed numerical simulations to study the effect
of convective atmospheric turbulence on wind turbine performance. In the simulations,
they placed a second wind turbine 7 rotor diameters downwind of the first one and showed
that the ratio of the power produced by the second turbine downwind relative to that
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neutral one. As illustrated above, atmospheric thermal stability cannot be viewed as a small
perturbation to a basic neutral state. Thus, a detailed comprehension of the variability of
wind turbine wakes under different ABL thermal regimes is crucial.
The present work aims to investigate systematically the effect of ABL thermal stability on
wind-turbine wake characteristics using a recently-developed large-eddy simulation (LES)
framework. In this framework, the Lagrangian scale-dependent dynamic model14 is used
to parameterize the subgrid-scale (SGS) fluxes and the actuator-disk model with rotation
is applied to calculate the turbine-induced lift and drag forces15,16. Numerical experiments
are carried out under different atmospheric stability conditions in order to examine the
effect of thermal stratification on wind-turbine wakes. A short introduction of the LES
framework and the numerical setup is presented in Section II. The spatial distribution
of the mean velocity, turbulence intensity, and turbulent momentum fluxes is shown and
discussed in Section III A. In Section III B, our simulation results are employed to develop a
new analytical model, based on a modification of the recently proposed model of Bastankhah
and Porte´-Agel17, to predict the spatial distribution of the velocity deficit downwind of the
turbine. Detailed analysis of the resolved-scale turbulent kinetic energy (TKE) budget is
presented in Section III C and, finally, a summary and conclusions are provided in Section
IV.
II. LARGE-EDDY SIMULATION FRAMEWORK
A. LES Governing Equations
LES solves the filtered continuity equation, the filtered incompressible Navier-Stokes
equations, and the filtered transport equation for potential temperature:
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where the tilde represents a spatial filtering at scale ∆˜, t is time, u˜i is the instantaneous
resolved velocity in the i−direction (with i = 1, 2, 3 corresponding to the streamwise (x),
spanwise (y) and vertical (z) directions, respectively), θ˜ denotes the resolved potential
temperature, θ0 is the reference temperature. The angle brackets represent a horizontal
average, g refers to the gravitational acceleration, δij is the Kronecker delta, p˜
∗ = p˜/ρ+ 13τkk
is the modified kinematic pressure. fi is a body force (per unit volume) used to model the
effect of the turbine on the flow, ρ is the fluid density, and Fp is an imposed pressure
gradient. qj denotes the SGS heat flux, τij represents the kinematic SGS stress, and τ
d
ij
is its deviatoric (trace-free) part. It should be noted that in the momentum conservation
equation above, the buoyancy effects are accounted for via the Boussinesq approximation
(see Stull4 pp. 81-85).
In LES, all turbulent structures larger than the filter scale (∆˜) are resolved and the
contribution of the unresolved small-scale eddies on the resolved field is parameterized
using a SGS model. A common parameterization strategy in LES consists of computing the
deviatoric part of the SGS stress with an eddy-viscosity model18:
τdij = τij −
1
3
δijτkk = −2∆˜2C2S |S˜|S˜ij , (4)
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qj = −∆˜2C2SPr−1sgs|S˜|
∂θ˜
∂xj
, (5)
where S˜ij = (∂u˜i/∂xj+∂u˜j/∂xi)/2 is the resolved strain-rate tensor whose magnitude is |S˜|,
∆˜ is the filter width, CS is the Smagorinsky coefficient, C
2
SPr
−1
sgs is the lumped coefficient,
and Prsgs is the SGS Prandtl number. Here, we employ the scale-dependent Lagrangian
dynamic models14 to compute the local optimized value of the model coefficients without any
ad hoc tuning. In contrast with the traditional dynamic models19,20, the scale-dependent
dynamic models compute dynamically not only the value of the model coefficients in the
eddy-viscosity and eddy-diffusivity models, but also the dependence of these coefficients
with scale. More details on the formulation of scale-dependent dynamic models for the SGS
fluxes can be found in Porte´-Agel et al.21, Porte´-Agel22, and Stoll and Porte´-Agel14.
B. Wind-Turbine Parameterization
To parameterize the turbine-induced forces, the actuator-disk model with rotation15 is
used. This model is based on blade-element theory and, therefore, it does not require
resolving the boundary-layer flow around the turbine-blade surfaces, which greatly reduces
the computational cost requirements compared with full-scale blade-resolving CFD models.
This theory considers that each blade of a wind turbine can be divided into N blade elements
which are assumed to behave aerodynamically as two-dimensional airfoils and to have no
radial action on the flow. Through this model, both lift and drag forces acting on each blade
element (see Figure 1) are parameterized based on the relative wind velocity, the geometry
of a blade airfoil, and tabulated airfoil data. Unlike the standard actuator-disk model, which
assumes the loads are distributed uniformly over the rotor disk and acting only in the axial
direction, the actuator-disk model with rotation includes the effect of turbine-induced flow
rotation as well as the non-uniform force distribution.
To determine the forces acting on the rotor disk, we consider an element with a differential
size of dA = rdθdr on a cylindrical mesh system. The resulting force per unit rotor area is
given by:
fdisk =
dF
dA
=
1
2
ρV 2rel
Bc
2pir
(CLeL + CDeD), (6)
where B is the number of blades, c is the local chord length, CL and CD are the lift and
drag coefficients, respectively, r is the radial distance between the hub and the center of the
blade element, and eL and eD denote the unit vectors in the directions of the lift and the
drag, respectively. Vrel is the magnitude of the local velocity relative to the rotating blade
and defined as Vrel = (Vx,Ωr − Vθ), where Vx = Vx(r, θ) and Vθ = Vθ(r, θ) are axial and
tangential velocities of the incident flow at the blades, respectively, in the inertial frame
of reference, and Ω is the turbine angular velocity. In Figure 1, α is the angle of attack,
defined as α = ϕ − γ, where ϕ = tan−1(Vx/(Ωr − Vθ)) is the angle between Vrel and the
rotor plane and γ is the local pitch angle. In LESs of flow through wind turbines, the
tangential (Vθ) and the axial (Vx) velocities at the rotor plane are readily available during
the simulation. Hence, the local velocity relative to the rotating blade (Vrel) and the angle
of attack α = ϕ− γ can be computed. Then, the resulting force is obtained using Equation
6. It should be mentioned that in the model based on blade-element theory, the lift and drag
coefficients are obtained from the tabulated airfoil data. As a result, the performance of
this method is sensitive to the input blade section aerodynamic data. Wu and Porte´-Agel23
provided details of the Vestas V80-2MW wind turbine, which is used in this study, in a
simulation of an operational wind farm.
5FIG. 1. A cross-sectional airfoil element.
C. Numerical Setup
The LES code used in this study is a modified version of the one described by Albertson
and Parlange24, Porte´-Agel et al.21, Stoll and Porte´-Agel14, Porte´-Agel et al.16, Wu and
Porte´-Agel15 and Porte´-Agel et al.25. In the simulations, tuning-free Lagrangian scale-
dependent dynamic models are used to model the subgrid-scale turbulent fluxes, and the
turbine-induced forces are parameterized using the above-mentioned actuator-disk model.
Since the Reynolds number of the ABL is very high, near-ground viscous processes are not
resolved, and the viscous term is neglected in the momentum equation.
The domain is divided uniformly into Nx×Ny ×Nz grid points with a spatial resolution
of ∆x × ∆y × ∆z in the streamwise, spanwise and wall-normal directions, respectively.
The grid planes are staggered in the vertical direction, with the first vertical velocity plane
at a distance ∆z from the surface, and the first horizontal velocity plane ∆z/2 from the
surface. The filter width is computed using the common formulation ∆˜ = (∆x∆y∆z)
1/3.
The horizontal domain spans, Lx = 3200m and Ly = 1600m, are parallel and perpendicular
to the mean wind direction, respectively. The height of the computational domain is set to
Lz = 1000m. A constant streamwise pressure gradient is used to drive the flow within the
boundary layer, which has a height of δ. In the present work, we consider different values
for the boundary-layer height (δ) under different stability conditions. This is due to the
fact that the boundary layer is typically deeper under convective conditions and is shallower
under stable ones26. The chosen values for the height of the boundary layer are consistent
with the boundary-layer height observed by Pen˜a et al. 27 at the National Test for Wind
Turbines at Hovsore, Denmark.
The vertical derivatives are approximated with second-order central differences and the
horizontal directions are discretized pseudo-spectrally, which requires periodic boundary
conditions. To avoid the downwind flow affecting the flow upwind of the wind turbine
due to the periodic boundary conditions, a buffer zone upstream the turbine is employed
to adjust the flow from the downwind condition to that of a fully turbulent boundary-
layer inflow condition. The inflow condition is obtained from separate (without turbine)
simulations of fully-developed ABL flows over horizontally-homogeneous flat surfaces15,28,29.
Full dealiasing of the nonlinear terms is obtained by padding and truncation according to
the 3/2 rule30. The time advancement is carried out using a second-order-accurate Adams-
Bashforth scheme31.
The finite-difference scheme in the vertical direction requires specification of boundary
conditions at the top and bottom of the domain. The upper boundary condition is a
stress/flux-free condition. At the bottom surface, the instantaneous wall stress is related
to the velocity at the first vertical node through the application of the Monin-Obukhov
6similarity theory32 as follows33,34:
τi3|w = −u2∗
u˜i
u˜r
= −
(
u˜rκ
ln(z/zo)−ΨM
)2
u˜i
u˜r
, (7)
where τi3|w is the instantaneous local wall stress, u∗ is the friction velocity, zo = 0.05m
is the aerodynamic surface roughness, κ is the von Ka´rma´n constant, and u˜r is the local
filtered horizontal velocity at the first level z = ∆z/2. In a similar manner, the surface heat
flux is computed as:
q3|w = u∗κ(θs − θ˜)
ln(z/zo)−ΨH , (8)
where θs is the surface (ground level) potential temperature. ΨM and ΨH are the stability
corrections for momentum and heat, respectively, and are defined as follows4,35:
ΨM =
{
−4.7 zL for stable conditions,
2 ln[12 (1 + x)] + ln[
1
2 (1 + x
2)]− 2 tan−1[x] + pi2 for unstable conditions,
(9)
and
ΨH =
{
−7.8 zL for stable conditions,
2 ln[ 12 (1 + x
2)] for unstable conditions,
(10)
where L = −(u3∗θ0)/(κgq3|w) is the local Obukhov length, and x = (1− 15 z/L)1/4. In the
present work, we directly specify the values of the imposed pressure gradient (Fp = u
2
∗/δ)
and the surface heat flux (q3|w) such that the incoming flows have the same mean velocity at
the hub height equal to Uhub ≈ 8 ms−1 but different stability conditions. In the simulations,
Vestas V80-2MW wind turbines, with a rotor diameter (D) of 80m and a hub-height (zh) of
70m, are immersed in the flow. Based on the operational records of Vestas V80−2MW wind
turbines reported by Hansen et al.36, the turbines reach a mean angular velocity of 16.1 rpm
when the incoming (upwind) mean wind speed at hub height is Uhub ≈ 8 ms−1. The code is
run for a long-enough time to guarantee that quasi-steady conditions are reached. It should
be mentioned that two different spatial resolutions are used to test the resolution sensitivity
of the simulation results. The key parameters of the various LES cases are summarized in
Table. I.
TABLE I. Key parameters of the various LES cases.
ABL Stability L u∗ q3|w δ ∆x ×∆y ×∆z ∆x ×∆y ×∆z
cases condition (m) (ms−1) (K ms−1) (m) (m3) GR 1 (m3) GR 2
CBL Convective −150 0.46 0.048 750 16× 10× 5 25.6× 16× 8
NBL Neutral ∞ 0.4 0 500 16× 10× 5 25.6× 16× 8
SBL Stable 150 0.31 −0.015 250 16× 10× 5 25.6× 16× 8
III. RESULTS
A. Mean velocity, turbulence intensity and turbulent momentum fluxes
In this section, we present results from the large-eddy simulations of the wake flows behind
the wind turbine under different stability conditions. These results are obtained from the
simulations using the finer grid resolution (i.e, GR 1 in Table I). In order to characterize
the structure of the turbulent wake flow, the spatial distribution of key turbulence statistics
7such as time-averaged streamwise velocity U (ms−1), normalized velocity deficit ∆U/Uhub,
turbulence intensity, and turbulent momentum fluxes are shown. In all the cases, the
incoming wind has the same wind speed Uhub ≈ 8 ms−1 at the hub height but different
mean wind shears and turbulence intensity levels. The main characteristics of the simulated
ABLs under different stability conditions are shown in Figure 2. As expected, under the
stable condition, the mean wind shear is stronger compared with the neutral and convective
cases (Figure 2a). In addition, the negative surface buoyancy fluxes in the stable condition
damps the turbulence, which leads to lower turbulence levels (Iui = σui/Uhub) in all three
directions (Figure 2d-f). Similarly, the kinematic shear stress −u′w′ in the stable condition
is lower compared with the neutral and unstable ones (Figure 2c). These simulated velocity
and temperature fields are then used as inflows to the wind-turbine wake simulations.
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FIG. 2. Vertical profiles of a) the time-averaged streamwise velocity U (ms−1), b) the time-averaged
potential temperature Θ (K), c) the kinematic shear stress −u′w′ (m2s−2), d) the streamwise
turbulence intensity Iu = σu/Uhub, e) the spanwise turbulence intensity Iv = σv/Uhub, f) the
vertical turbulence intensity Iw = σw/Uhub of the incoming ABL flows. The horizontal dotted lines
show the top-tip, hub, and bottom-tip heights.
Figures 3 and 4 display the time-averaged streamwise velocity contours in a vertical x−z
plane through the center of the turbines as well as in a horizontal x − y plane at the
turbine hub height, respectively. The simulation results indicate that atmospheric stability
significantly affects the mean velocity distribution in the turbine wakes. In particular, in
the convective boundary layer, with a higher turbulence level, the wake recovers faster.
This is due to the fact that, in the unstable condition, the positive buoyancy flux at the
surface creates thermal instabilities which enhance the turbulent kinetic energy (TKE) and
the turbulent mixing. In contrast, in the stable condition, the negative buoyancy flux at
the surface damps the turbulence and, consequently, reduces the turbulent mixing. As a
result, it takes a longer distance for the wake to recover (i.e., larger wake region). It is
important to note that, although the streamwise turbulence intensity Iu is lower under
the convective condition compared with the neutral one (Figure 2d), the wake recovery is
faster under the convective condition. It should be mentioned that it is a common practice
to use the streamwise turbulence intensity to describe single-wake behaviour including the
velocity deficit and the width of the wake37,38. These results indicate that the streamwise
turbulence intensity alone is not sufficient to describe the impact of atmospheric stability on
wind-turbine wakes, and the turbulence intensities in all three directions must be considered.
The spanwise and vertical profiles of the velocity deficit ∆U/Uhub through the center of the
wakes are shown in Figure 5, where ∆U = Uinflow−U is the time-averaged velocity deficit,
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FIG. 3. Contours of the time-averaged streamwise velocity U (ms−1) in the middle vertical x− z
plane perpendicular to the turbines for different stability conditions.
x/D
y
/D
 
 
-4 0 4 8 12 16 20
-1
0
1
y
/D
 
 
-1
0
1
y
/D
 
 
-1
0
1
3 4 5 6 7 8
CBL
NBL
SBL
FIG. 4. Contours of the time-averaged streamwise velocity U (ms−1) in the horizontal x− y plane
at the turbine hub height for different stability conditions.
and Uinflow is the time-averaged streamwise inflow velocity shown in Figure 2a. Again we
can see that the magnitude of the velocity deficit increases with increasing the atmospheric
stability for all distances downstream of the turbine. Magnusson and Smedman7 reported
similar trends using the field measurements downwind of a wind turbine in the Alsvik wind
farm during different atmospheric stability conditions.
Besides the velocity deficit, the other critical aerodynamic factor in wind-turbine wakes
is the enhancement of turbulence intensity that is highly related to failure of wind-turbine
components39. As shown before, turbulence in the ABL is non-homogeneous and turbulence
intensity in only one direction may not be enough to describe it. As a result, in order to
consider the turbulence levels in all three directions, we define total turbulence intensity
as TI =
√
1
3 (I
2
u + I
2
v + I
2
w), where Iu, Iv and Iw are the streamwise, spanwise and vertical
turbulence intensity, respectively. Figures 6 and 7 show contours of the total turbulence
intensity in a vertical x − z plane through the center of the turbines as well as in a hori-
zontal x − y plane at the turbine hub height, respectively. To obtain a more quantitative
understanding about the turbine-induced turbulence, both spanwise and vertical profiles of
the turbulence intensity through the center of the wakes are also shown in Figure 8. As
expected, the turbulence intensity has a peak at top-tip level in the middle vertical plane
perpendicular to the turbines and exhibits a dual-peak pattern with larger values near the
two side-tip positions at the hub-height level, which is related to the intense production
of turbulent kinetic energy associated with the strong shear at those locations. It is also
evident that the location and the magnitude of the maximum turbulence intensity is clearly
affected by the stability condition. In particular, the higher turbulence level in the incom-
ing flow leads to also a larger maximum wake turbulence level for the convective condition,
compared with the neutral and stable ones. This is consistent with the faster recovery of
the wake observed in the convective condition. In addition, as can be seen in these figures,
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FIG. 5. Vertical (top) and spanwise (down) profiles of the normalized velocity deficit ∆U/Uhub
through the hub level of stand-alone turbines for the unstable (left), neutral (middle), and stable
(right) conditions.
the magnitude of the turbulence intensity decreases with respect to the downwind distance.
However, under the stable condition, the recovery of the turbulence intensity is much slower
compared with the neutral and convective cases which is mainly related to the lower tur-
bulence intensity of the incoming wind in the stable condition compared with the neutral
and convective ones.
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FIG. 6. Contours of the turbulence intensity TI in the middle vertical x − z plane perpendicular
to the turbines for different stability conditions.
Figures 9 and 10 display contour plots of the vertical momentum flux u′w′ in a vertical
x − z plane through the center of the turbines as well as lateral momentum flux u′v′ in
the horizontal x− y plane at turbine hub height, respectively. These terms are responsible
for the vertical and lateral mean kinetic energy entrainment into the wake. As can be
seen in Figure 9, the turbulent momentum flux has negative values around the upper edge
of the wake and positive values around the lower edge. Similar behaviour is observed in
Figure 10 for the lateral momentum flux whose values are negative around one side and
are positive around the other side. This can be explained by the strong entrainment of the
surrounding boundary-layer flow into the wake. It is also evident that the magnitude of the
momentum flux is higher in the unstable condition compared with the neutral and stable
ones, which leads to a higher mean kinetic energy entrainment into the wake. The higher
mean kinetic energy entrainment into the wake in the convective condition is consistent
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FIG. 8. Vertical (top) and spanwise (down) profiles of the turbulence intensity TI through the hub
level of stand-alone turbines for the unstable (left), neutral (middle), and stable (right) conditions.
with the above-described faster wake recovery in that condition.
In validations of the same LES framework against wind-tunnel measurements, Wu and
Porte´-Agel15,40 showed that our LES framework yields velocity deficit and turbulence inten-
sity results that have little resolution dependence as long as at least 7 grid points are used
to cover the rotor diameter in the vertical direction, and 5 points in the spanwise direction.
In the present work, the grid resolution is chosen such that 16 points in the vertical direc-
tion and 10 points in the spanwise direction cover the turbine rotor diameter. However, in
order to further assess the sensitivity of the simulation results to the grid resolution, we
compare the results obtained from two different spatial resolutions (see Table I). In the new
simulations a similar cell aspect ratios have been used (∆x : ∆y : ∆z ≈ 3.2 : 2 : 1). Figures
11 and 12 show the profiles of the normalized velocity deficit and the turbulence intensity
obtained from the two different grid resolutions. As can be seen in these figures, there is
little grid resolution dependence in the profiles of velocity deficit and turbulence intensity,
which indicates that the grid resolution used in the present study is fine enough to study
the influence of atmospheric thermal stability on wind turbine wakes.
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B. Analytical wake modeling
As shown in Figures 3 and 4, the velocity deficit in the wake has an approximately Gaus-
sian shape after some downwind distances for all the stability conditions. This behavior
was reported in previous numerical and experimental studies by Wu and Porte´-Agel40, Ra-
dos et al.41, Chamorro and Porte´-Agel42, and Zhang et al.10. Recently, Bastankhah and
Porte´-Agel17 developed a new analytical model to predict the wind velocity distribution
downwind of a wind turbine by applying conservation of mass and momentum and assum-
ing a self-similar Gaussian distribution for the velocity deficit in the wake. They tested
the proposed model against high resolution wind-tunnel measurements and LES data of
miniature wind turbine wakes, as well as LES data of real-scale wind-turbine wakes under
neutrally-stratified conditions. In this section, we aim to extend the above-mentioned an-
alytical model to the other atmospheric thermal stability conditions using the LES data
presented in this work.
In the analytical model proposed by Bastankhah and Porte´-Agel17, the velocity deficit
downwind of the turbine is computed as:
∆U
U∞
=
(
1−
√
1− CT
8 (σ/D)
2
)
× exp
(
− 1
2 (σ/D)
2
{(
z − zh
D
)2
+
( y
D
)2})
(11)
where CT is the thrust coefficient of the turbine and σ is the standard deviation of the
axisymmetric Gaussian-like velocity deficit profiles at each downwind distance x. It should
be mentioned that in this model, we only need to have a reasonable estimation of the
expansion of the wake downwind of the turbine (i.e., σ/D).
As mentioned before, the assumption of self-similarity of the velocity deficit is critical
in the above-mentioned analytical model. In order to assess the self-similar behaviour
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of the wake under different stability regimes, in Figure 13 the normalized velocity deficit
(f = ∆U/∆Umax) obtained at different downwind distances (x) is plotted against the
normalized radial distance from the center of the wake (r/r1/2). Here, the wake’s half-
width r1/2(x), defined at each x as
∆U(r=r1/2)
Uhub
= 12
∆Umax
Uhub
, is used as the characteristic wake
width. The figure shows that the normalized velocity-deficit profiles approximately collapse
into a single Gaussian curve except at the edges of the wake. This confirms the validity of
the assumption of self-similar Gaussian shape of the velocity deficit after some downwind
distance (x/D & 4) for all the stability cases.
In Figure 14a, the normalized standard deviation of the Gaussian curves fitted to the
vertical (σz/D) and lateral (σy/D) velocity deficit profiles in the wakes is plotted as a
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”H” and ”V” represent the horizontal and vertical profiles, respectively.
function of normalized downwind distance (x/D) for different cases. This figure shows that
the wake expands approximately linearly in the range of 4 < x/D < 12 for all the stability
conditions. It is also clear that the wake recovers faster under the convective condition,
in both vertical and lateral directions, compared with the neutral and stable ones. In
particular, the growth rate of the wake is more than 2 times larger for the convective case
than for the stable one. This is due to the fact that the higher incoming turbulence enhances
the mixing processes, which results in a faster wake recovery. It is also found that, for all
the stability cases, the growth rate of the wake is larger in the lateral direction compared
with the vertical one. This is mainly related to the fact that the ambient turbulence of
the incoming wind is stronger in the lateral direction than in the vertical one (see Figure
2), which contributes to a higher momentum flux and, consequently, a higher mean kinetic
energy entrainment into the wake in the lateral direction compared with the vertical one
(see Figures 9 and 10). In addition, as will be shown later, this is also consistent with
the meandering characteristics of wake under different stability conditions. It should be
noted that, in the analytical model of Equation 11, it is assumed that the velocity deficit
has an approximately Gaussian axisymmetric shape, and thus, only one value for σ is
needed. However, the results presented here show that the velocity deficit does not show
axisymmetric behavior specially under the convective condition. Hence, we extend the
above-mentioned analytical model by assuming an elliptical (non-axisymmetric) Gaussian
distribution for the wake. Using a two-dimensional elliptical (instead of axisymmetric)
Gaussian distribution allows to account for the different lateral and vertical growth rates
of the wake. Using this assumption, the velocity deficit downwind of the turbine can be
computed as:
∆U
U∞
=
(
1−
√
1− CT
8 (σ/D)
2
)
× exp
(
− 1
2 (σ/D)
2
{(
σy
σ
z − zh
D
)2
+
(σz
σ
y
D
)2})
(12)
where σ =
√
σyσz. Figure 14b shows the the variation of σ/D as a function of normalized
downwind distance.
Figure 15 shows the variation of the normalized velocity deficit, at turbine hub height,
as a function of normalized downwind distance for the extended analytical model and the
LES data. The prediction of the original model proposed by Bastankhah and Porte´-Agel17
(Equation 11) using the growth rate of the wake only in one direction (lateral or vertical) is
also shown. As seen in this figure, the extended analytical model is able to predict reasonably
well the velocity deficit at hub height in the wake under different stability regimes. In
addition, it is observed that considering the growth rate of the wake only in one direction,
either lateral or vertical, leads to underestimation or overestimation of the velocity deficit
at hub height, respectively. From this figure, although the differences are quite small in
the neutral and stable cases, the difference is more noticeable in the convective one. This
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is consistent with the results shown in Figure 14a, where the difference between the lateral
and vertical growth rates of the wake is also larger under the convective condition.
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FIG. 15. Comparison of the original and extended version of Bastankhah and Porte´-Agel’s model
for the normalized velocity deficit at hub height under a) unstable, b) neutral, and c) stable
conditions.
As mentioned before and also shown in Figure 14a, the growth rate of the wake is dif-
ferent in different directions. In order to better understand the relation between the non-
axisymmetric growth of the wake and the wake dynamics, next, we explore the unsteady
behaviour of the wake commonly regarded to “wake meandering”43–45 under different sta-
bility conditions. The meandering can be considered as a series of wake segments in which
the wake center has an offset in the lateral and vertical directions12. Figure 16 shows the
normalized standard deviation of the instantaneous wake center in the lateral and vertical
directions as a function of downstream position. To estimate the center of the wake in-
stantaneously, the following procedure is applied: For each time step and downwind plane,
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a multivariate Gaussian function is fitted to the instantaneous field of the velocity deficit
(see Figure 17). A similar procedure was used by Keck et al.12 to quantify wake mean-
dering by fitting a one-dimensional Gaussian function on the lateral and vertical profiles of
the instantaneous velocity deficit through the hub level. As seen in Figure 16, the wake
meandering in both lateral and vertical directions increases by decreasing the atmospheric
stability. In addition, for all atmospheric stabilities, the wake meandering is weaker in the
vertical direction than in the lateral one. This is mainly related to the fact that the presence
of the ground combined with the vertical gradient of the velocity in the ABL limit the wake
meandering in the vertical direction. This trend is consistent with the one reported by Keck
et al.12 using the dynamic wake meandering model and the results in Figure 14a that show
the growth rate of the wake is larger in the lateral direction compared with the vertical one.
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C. Resolved-scale turbulent kinetic energy (TKE) budgets
Here, the LES results are used to investigate all the terms in the budget of the resolved-
scale turbulent kinetic energy (TKE). The TKE budget analysis can provide valuable in-
16
sights to better understand the energy exchanges between the ABL flow and wind-turbine
wakes.
The resolved-scale TKE budget equation can be written as:
∂
¯˜
k
∂t︸︷︷︸
Storage
≈0
= −¯˜uj ∂
¯˜
k
∂xj︸ ︷︷ ︸
Adv.
−∂u˜
′
j k˜
∂xj︸ ︷︷ ︸
Tt
−∂u˜
′
j p˜
∗′
∂xj︸ ︷︷ ︸
Tp
−∂u˜
′
iτ
d′
ij
∂xj︸ ︷︷ ︸
Tsgs
−u˜′iu˜′j
∂ ¯˜ui
∂xj︸ ︷︷ ︸
Ps
+g
w˜′θ˜′
θ0︸ ︷︷ ︸
Pθ
− u˜
′
if
′
i
ρ︸ ︷︷ ︸
Pt
+τd
′
ij S˜
′
ij︸ ︷︷ ︸
−f
(13)
where
¯˜
k = 0.5u˜′iu˜
′
i is the resolved-scale turbulent kinetic energy, the overbar (
−) denotes
temporal averaging and u˜′i = u˜i − u˜i is the resolved velocity fluctuation. Tt, Tp and Tsgs
represent the transport of the resolved-scale TKE by the fluctuations of velocity, pressure,
and SGS stresses, respectively, and the sum of them is called the turbulent transport term
and defined as: TT = Tt+Tp+Tsgs
46. Ps is the shear production representing the conversion
of mean kinetic energy to resolved-scale TKE, Pθ is the buoyancy production or destruction
depending on the sign of the vertical heat flux, Pt is the rate of the work against the turbine-
induced forces, and f is the SGS dissipation rate which represents the energy transfer of
resolved-scale TKE to the subgrid scales.
Figures 18 and 19 show contours of the turbulent kinetic energy (TKE) and the mean
advection term, respectively, in a vertical x − z plane through the center of the turbines.
As expected, the magnitude of the TKE is higher under the convective condition compared
with the neutral and stable ones. As seen in Figure 18, at top-tip region downwind of the
turbine, the TKE starts to increase, reaches a maximum and then starts to decrease with
downwind distance. Consistent with the previous result, Figure 19 shows that downwind
of the turbine, particularly at the top-tip level, the mean advection term is negative due
to the positive streamwise gradient of TKE, and it becomes positive after the TKE has
reached a maximum and starts to decrease with downwind distance in the far wake. The
location of the maximum TKE has been shown in these figures. These results indicate that
the atmospheric stability significantly affects the location of the maximum TKE downwind
of the turbine. In particular, it is further downwind under the stable condition compared
with the neutral and unstable cases.
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FIG. 18. Contours of the turbulent kinetic energy
¯˜
k (m2s−2) in the middle vertical x − z plane
perpendicular to the turbines for different stability conditions.
Two-dimensional contours of the turbulent transport in the vertical x − z plane are
shown in Figure 20. As seen in this figure, turbulent transport plays an important role in
redistributing the shear-produced TKE away from the shear layer both inward and outward.
Consistent with the previous results, the magnitude of the turbulent transport is larger for
the unstable condition compared with the neutral and stable cases.
Figures 21 and 22 display the two-dimensional contours of the turbulence production and
SGS dissipation rate (energy which is transferred to the subgrid scales) for different stability
conditions. It is clear that the magnitude of the shear production is larger at the turbine-
top level. This significant turbulence enhancement is associated with the combination of
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FIG. 20. Contours of the turbulent transport term TT (m2s−3) in the middle vertical x− z plane
perpendicular to the turbines for different stability conditions.
a strong turbulent shear stress and a large wind shear in the turbine-induced shear layer.
It is also observed that, for all the cases, the magnitude of the dissipation rate is higher
at the top-tip level where the shear production is also largest. It is also found that the
turbulence production and SGS dissipation rates have a peak at the turbine-top level, which
is consistent with the fact that the peak shear stress also happens at this level (Figure 9).
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FIG. 21. Contours of the TKE production Ptotal = Ps + Pθ (m
2s−3) in the middle vertical x − z
plane perpendicular to the turbines for different stability conditions.
IV. SUMMARY
In this study, large-eddy simulation (LES), coupled with a turbine model, was used to
investigate the effect of atmospheric stability on wind-turbine wakes. In the simulations, the
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perpendicular to the turbines for different stability conditions.
tuning-free Lagrangian scale-dependent dynamic models were used to model the subgrid-
scale turbulent fluxes, and the turbine-induced forces (e.g. lift and drag) were parameterized
with the actuator disk model with rotation.
The simulation results show that atmospheric thermal stability has a significant influence
on the spatial distribution of the mean velocity deficit, turbulence intensity, and turbulent
momentum fluxes in the turbine wakes. In particular, the wake recovers faster under the
convective condition compared with the neutral and stable cases. This enhancement in
the wake recovery rate is related to the higher turbulence level of the incoming wind in
the unstable condition, which leads to a higher turbulent entrainment flux into the wake.
For the particular cases considered in this study, the growth rate of the wake is more
than 2 times larger for the convective case than for the stable one. It is also shown that
atmospheric stability has a significant effect on the meandering characteristics of the wake.
Specifically, for a given distance downwind of the turbine, wake meandering is stronger under
the convective condition compared with the neutral and stable ones. In addition, for all the
stability cases considered in this study, the growth rate of the wake and wake meandering
are smaller in the vertical direction compared with the lateral one. This is mainly related to
the the presence of the ground combined with the different turbulence levels of the incoming
wind in different directions. The results indicate that the streamwise turbulence intensity
alone is not sufficient to describe the impact of the atmospheric stability on wind-turbine
wakes, and turbulence intensities in all three directions must be considered.
Inspired by the obtained results, a generalized version of the recently developed analytical
wake model by Bastankhah and Porte´-Agel17 is proposed which is able to account for the
different lateral and vertical growth rates of the wake. The new analytical model is based
on applying conservation of mass and momentum and assuming an elliptical (instead of
axisymmetric) Gaussian distribution for the velocity deficit in the wake. The LES results
confirm that the velocity deficit profile has a nearly self-similar Gaussian shape after some
downwind distance under different stability conditions. In addition, the results show that
the new analytical model is able to accurately predict the velocity deficit in the wake of a
stand-alone wind turbine.
Finally, the LES data were used to analyze the resolved-scaled TKE budget inside the
wake. The results reveals that atmospheric stability significantly affects the magnitude and
spatial distribution of the turbulence production, dissipation and transport terms. It is
found that, for all the cases, the turbulence production and dissipation reach a peak around
the upper edge of the wake, due to the higher wind shear and turbulent fluxes in that region.
Also, the magnitude of the turbulence production, downwind of the turbine, decreases with
increasing atmospheric stability. Moreover, it is shown that the thermal stability has a
great influence on the location of the maximum TKE production and the extent of the near
wake region downwind of the turbine. Particularly, it is further downwind under the stable
condition compared with the neutral and unstable cases.
Future research will address the effect of thermal stratification on the structure and
19
characteristics of wind-turbine wakes and their interaction with the ABL inside wind farms.
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