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1Abstract—As the multi-view data grows in the real world, 
multi-view clustering has become a prominent technique in data 
mining, pattern recognition, and machine learning. How to ex-
ploit the relationship between different views effectively using the 
characteristic of multi-view data has become a crucial challenge. 
Aiming at this, a hidden space sharing multi-view fuzzy cluster-
ing (HSS-MVFC) method is proposed in the present study. This 
method is based on the classical fuzzy c-means clustering model, 
and obtains associated information between different views by 
introducing shared hidden space. Especially, the shared hidden 
space and the fuzzy partition can be learned alternatively and 
contribute to each other. Meanwhile, the proposed method uses 
maximum entropy strategy to control the weights of different 
views while learning the shared hidden space. The experimental 
result shows that the proposed multi-view clustering method has 
better performance than many related clustering methods. 
 
Index Terms—multi-view data; clustering; maximum entropy; 
shared hidden space 
I. INTRODUCTION 
Multi-view data has become more and more common in real 
world. An important characteristic of multi-view data is that 
different views often provide compatible and complementary 
information. For example, a dataset of bank customer can be 
categorized into views of population information, account 
information and consumption information. In different appli-
cation fields, many multi-view algorithms [1-6] have been 
proposed to make full use of multi-view data, such as multi-
view cooperation learning in clustering. In recent years, be-
sides the above theoretical development, multi-view learning 
has many achievements in practical application, especially in 
classification and clustering. In the present study, we focus on 
the challenge that exists in multi-view clustering and propose 
a potential solution that enhances the clustering performance. 
Different from classical single view clustering method, mul-
ti-view clustering method usually integrates information from 
different views and is expected to get better clustering perfor-
mance. Many multi-view clustering methods have been pro-
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posed in relevant literature [1-6] and most of them are classi-
fied into two categories: 
i. Multi-view clustering methods based on single view clus-
tering methods, such as K-means [7, 8], Fuzzy C-means (FCM) 
[9,10], Maximum Entropy Clustering (MEC) [11, 12] and 
Possibilistic C-means (PCM) [13, 14]. Such approach usually 
considers each view independently and treats each of them as 
an independent clustering task, followed by ensemble methods 
[15, 16] to achieve the final clustering result. However, such 
strategy is likely to cause poor results or unsteadiness of the 
algorithm because of potential high deviation of a certain view 
or significant discrepancies between the results of each view. 
ii. Multi-view clustering methods based on algorithms with 
multi-view learning mechanics, such as algorithms designed 
based on space transformation methods [1, 5, 17, 18]. Recent-
ly, Liu et al. [19] presented a novel tensor-based framework 
for integrating heterogeneous multi-view data in the context of 
spectral clustering. Zhang et al. [20] proposed low-rank tensor 
constrained multi-view subspace clustering which regards the 
subspace representation matrices of different views as a tensor 
equipped with a low-rank constraint. The multi-linear relation-
ship among multi-view data is taken into account through their 
tensor-based strategy. In order to deal with large-scale data 
clustering problems, a new robust large-scale multi-view clus-
tering method [21] was proposed to integrate multiple repre-
sentations of large scale data. Li et al. [22] presented partial 
multi-view clustering in the case that every view suffers from 
the missing of some data and results in many partial examples. 
Wang et al. [23] proposed a multi-view learning model to in-
tegrate all features and learn the weight for every feature with 
respect to each cluster individually via new joint structured 
sparsity-inducing norms. Some researchers have proposed 
multi-view clustering ensemble learning that combines differ-
ent ensemble techniques for multi-view clustering [24-26]. 
Among the existing techniques used for constructing the 
shared subspace for multiple views, non-negative matrix fac-
torization has attracted extensive attention. [36] first proposed 
to learn a shared hidden space for multiple views using NMF. 
The method proposed in [37] mainly aimed at tackling the 
problems in the scene of incomplete multiple views, the 
weighted NMF is constructed with the L1,2 regularizations for 
the multi-view clustering. [38] introduced multi-manifold reg-
ularization into the NMF-based multi-view clustering. For the 
application of object recognition, the graph-regularization was 
also introduced into NMF-based multi-view clustering [39]. 
Similar to the method proposed in [38], the correlation con-
straint was considered as well in [40]. Although these methods 
have developed NMF-based multi-view clustering from dif-
ferent aspects, a common disadvantage of them is that the pro-
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cedure of constructing the hidden space is uncoupled with the 
procedure of calculating the clustering centers. 
Different from existing multi-view clustering methods, a 
new shared hidden space learning method is proposed in the 
present study to exploit the relationship between different 
views along with the optimization of the clustering centers. 
This method considers information from different views while 
expecting to find essential attributes of clustering objects for 
more reasonable results. In detail, Non-negative Matrix Fac-
torization (NMF) is used to learn the shared hidden space. 
Based on NMF, the attributes matrix is decomposed into the 
product of basis matrix of single view and coefficient matrix 
shared by different views. Besides, in order to adaptively fuse 
the information for each view, maximum entropy is introduced 
to adjust the weight of each view. Applying the above strategy 
into the classical Fuzzy C-means framework, the algorithm 
hidden-space-sharing multi-view fuzzy clustering (HSS-
MVFC) is proposed. 
The main contributions of this paper can be highlighted as 
follows: 
1) An approach to extract shared hidden information among 
the visible views using non-negative matrix factorization. 
2) A hidden space sharing multi-view fuzzy clustering 
method based on FCM. 
3) Introduction of maximum entropy to adjust the weight of 
each view. 
4) Validation of the proposed HSS-MVFC using extensive 
experiments 
The rest of this paper is organized as follows. Section II 
briefly reviews the concepts and principles of classical FCM 
and NMF. Section III proposes a strategy of hidden space 
sharing multi-view fuzzy clustering. Section IV presents the 
experimental results. Finally, Section V draws conclusions and 
points out some future research directions. 
II. BACKGROUND KNOWLEDGE 
Our study is closely related to both FCM and NMF. The 
framework of FCM is the basic framework of the proposed 
method and that of NMF is used to construct the shared hidden 
view. Besides, some established multi-view clustering meth-
ods based on FCM is also briefly reviewed. 
A. Single View FCM 
FCM is a classical single view clustering method. Given a 
dataset 1 2 1 2{ , ,..., },  ( , ,..., )T dn i dx x x= ∈x x x x R (where n  is the 
number of samples, 1 i n≤ ≤ , d  is the number of attributes), 
the objective of FCM is to find a sample fuzzy partition matrix 
[ ]ij c nu ×=U  (where c  is the number of clusters with 1 i c≤ ≤ and 
1 j n≤ ≤ ) and the central matrix of clusters 1[ , , ]c=V v v , 
1( , , )
T
i i idv v=v  . The objective function of FCM is 
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where iv  is the center of cluster i , jx  represents sample j , 
iju  is the membership of sample j  in cluster i , m  is the fuzzy 
index and 1m > . By Lagrange optimization, we can obtain the 
update rules of iv  and iju  as follow: 
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Using the above update rules, we can obtain the final partition 
matrix and clustering centers. 
Finally, the fuzzy partition matrix of single-view data can 
be obtained by the above optimization strategy. When facing 
multi-view clustering, without considering the relevance be-
tween different views, the most direct way is to use (1) to get 
partition matrix kU (where k  denotes the thk  view, 1 k K≤ ≤ ) 
of each view independently. Then, ensemble learning tech-
nique is introduced to integrate kU  into U  which is a space 
partition matrix with global description capability. 
The above method provides a feasible way for single-view 
clustering when facing multi-view scene. However, it ignores 
the relationship among the multiple views, and hence might 
not get the best clustering performance. 
B. Co-FKM 
As we may know, FCM [9, 10] is a classical fuzzy cluster-
ing methods. Just like many existing multi-view clustering 
methods such as Co-FKM [27], Co-FCM [28] and WV-CO-
FCM [6], the proposed HSS-MVFC method will continue to 
treat FCM as the basic framework. Among those methods, Co-
FKM is a classical multi-view fuzzy clustering technique. A 
brief review of Co-FKM is given as follows. 
Given dataset 1 2{ , ,..., }n=X x x x , ,j kx  denotes the kth view 
data of sample jx . , [0,1]ij kµ ∈  is the membership of ,j kx  in 
cluster i , ,i kv  denotes the center of cluster i , ,ij kd  denotes the 
Euclidean distance of sample j  to center iv  in view k . The 
objective function of Co-FKM is as follows: 
1
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K  denotes the number of views and η  is a cooperative learn-
ing parameter which controls the membership division of each 
view. 
The first term of (4), i.e., 
1
( (U ,V ))K FKM k kk J=∑  is an empirical 
loss term. This term minimizes (U ,V )FKM k kJ  by each view, 
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and can be regarded as clustering by each view independently. 
The second term ∆  in (6) is a penalty term. This term tries to 
make the outputs from different views to be consistent while 
the algorithm is converging, which may help to realize the 
generalization of each view. 
Substitute (6) into (4) and we get the following objective 
function: 
2
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Where 
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η  is a cooperative learning parameter that adjusts the mem-
bership of each view. , ,ij k ηµ  is the weighted mean of current 
view’s membership and the rest views’ membership. 
According to the optimization strategy of classical FCM, 
the update formula of ,ij kµ  and ,i kv  are as follows: 
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where ,ij kd  is the distance of view k . The specific form of 
,ij kd  is , , , , ,( )ij k j k i k j k i kd dist= − = −x v x v . 
The final fuzzy membership partition matrix of each view 
can be obtained using the above update strategy. [18] [29] use 
geometric mean of fuzzy membership obtained by each view 
to reflect the overall division results: 
,ˆ kij ij k
k K
µ µ
∈
= ∏                                                                 (10) 
Spatial partition results of the whole data can be obtained 
by the defuzzification of the results of (10). This spatial parti-
tion results provide a powerful space division reference for 
making decisions about the data. 
The above algorithm realizes the cooperation between each 
view and has better performance when facing multi-view data 
compared with single view clustering algorithms. However, 
the above algorithm still has some remaining challenges. For 
example, the cooperation learning principle is too simple and 
has weak physical interpretation. 
C. NMF 
Non-negative matrix factorization (NMF) is a dimension 
reduction technique. It has a wide application in the field of 
pattern recognition, image engineering and other research 
fields. By using non-negative matrix factorization to extract 
the features of data, the dimension of non-negative data is 
reduced. Given a non-negative data matrix , ,..., =  1 2 NX x x x  
with m  dimensional features and N  samples, NMF aims to 
find two non-negative matrix factors m rR ×+∈P  and r NR ×+∈H  
where r  denotes the dimension after the desired dimension 
reduction, P  and H  denote the basis matrix and coefficient 
matrix respectively, so that ≈X PH , that is, their inner prod-
uct can approximatively represent X . Therefore, NMF can be 
attributed to optimizing the following objective function prob-
lem, i.e. 
min
. . ,
2
F
s t
−
≥ ≥
W,H
X PH
P H0 0
                                                          (11) 
where ⋅
F
 represents the Frobenius norm. 
III. HIDDEN SPACE SHARING MULTI-VIEW FUZZY 
CLUSTERING 
As described earlier, a key problem for multi-view cluster-
ing is how to exploit the compatible information that exists 
between each view. A reasonable hypothesis is that there ex-
ists a hidden view shared by multiple views that reflects such 
information. In this paper, we use NMF to get the shared hid-
den view and propose Hidden Space Sharing Multi-View-
Fuzzy Clustering(HSS-MVFC). The flowchart of the HSS-
MVFC algorithm is shown in Fig.1. 
 
 
 
Fig.1. The flowchart of the HSS-MVFC algorithm 
 
 
A. Shared Hidden Space Learning based on NMF 
To overcome the challenge that single view algorithms are 
unable to make full use of compatible information that exists 
in different views, NMF is used. Based on NMF, each view 
data can be factorized into a base matrix P and coefficient 
matrix. Specifically, this process can be represented as the 
following optimization problem: 
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where K  is the number of views, 1 2[ , ,..., ]k k k kn= x x xX  repre-
sents the thk  view data, n  is the number of samples, 
1 2[ , , , ] k
m rk k k k
r
×= ∈p p pP R  represents the base matrix of view 
k , km  is the number of attributes of view k  in original space, 
r  is the dimensions of view k  data in the low-dimensional 
space( 1 2{ , ,..., , }1 min Kr nm m m≤ ≤ ). 1 2[ , ,..., ]k k k k r nn ×= ∈H h h h R  is 
the coefficient matrix of view k  and || . ||F  represents Frobeni-
us norm. 
For a certain set of multi-view data, although the character-
istic spaces of any two views are different, they describe the 
same instance. Thus, the data from view k  and view j  can be 
regarded as maps from original attributes to view k  and view 
j . The key problem then is how to get the shared hidden 
space data ih . 
As shown in (11), if 1 2= = = =H H H H K , then 
1 2 ... Ki i i i= = =h h h h=  can be regarded as the shared hidden 
feature of sample i . 
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B. Multi-view Adaptive Weighting based on Shannon Entropy 
Most established multi-view clustering algorithms usually 
assume each views’ contributions to the final results are equal. 
However, in reality the weight of different views in a same 
clustering task varies. A more reasonable approach is to assign 
different weights to different views according to their separa-
ble character, but it’s hard to do so manually. To address this 
problem, we introduce maximization of Shannon entropy 
strategy [11] to realize the adaptive weighting. 
Let 
1
1K kk w= =∑  and 0kw ≥ , where kw  represents the weight 
of view k , we can get the weight vector 1( , , )TKw w=w  . The 
weights can be regarded as probability distribution and the 
uncertainty of the distribution can be represented by Shannon 
entropy: 
1
( ) ln
K
k k k
k
f w w w
=
= −∑                                                         (14) 
The Shannon entropy term is used to determine the optimal 
weights for different views. Maximizing ln
=
−∑ 1
K
k ki
w w will 
make kw  close to each other [30], reducing the risk that a cer-
tain view dominates the final output. 
C. Object Function 
The Lagrangian method is used for solving kgp  and kw  in 
(14), and the updating rules are: 
Using the strategies described in section III.A and section 
III.B, based on the framework of FCM, the objective function 
of the proposed HSS-MVFC is as follows: 
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Here, 
[ ]ij c nu ×=U  is partition matrix, 1 , 1i c j n≤ ≤ ≤ ≤ . 
1[ , , ]
k k k
n=X x x  is the kth view data, 1 i K≤ ≤  
1[ , , ]c=V v v  contains centers of the shared hidden space. 
km rk ×∈P R  is the base matrix of view k , where r  represents 
the dimension of the shared low-dimensional space. 
1 2[ , ,..., ]
r n
n
×= ∈H h h h R  is the coefficient matrix shared by 
K  views. 
1 2( , ,..., )
T
kw w w=W  is the weight vector of K  views. 
,λ η  are regularization parameters. 
There are three terms in (15). The first term is used to real-
ize fuzzy cluster based on shared hidden space. The second 
term is used to learn the shared hidden space, and the third 
term is used to realize adaptive control of the importance of 
each view during the hidden space learning process. 
 
 
 
Fig 2 The Framework of HSS-MVFC 
 
D. Optimization Solution 
(15) is a nonconvex optimization problem that can be 
solved by iterative optimization strategy. The optimization of 
(15) can be translated into solving the following five minimiz-
er problems: 
1. Problem 1P : Fix ˆ=V V , ˆk =P P , ˆ=H H  , ˆ=w w  and 
solve 1 ˆ ˆ ˆ ˆ( ) ( , , , , )=P JU U V P H w  
2. Problem 2P : Fix ˆ=U U , ˆk k=P P , ˆ=H H , ˆ=w w  and 
solve 2 ˆ ˆ ˆ ˆ( ) ( , , , , )= kP PV U V P H w  
3. Problem 3P :Fix ˆ=U U , ˆ=V V , ˆ=H H , ˆ=w w  and solve 
3
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solve 4 ˆ ˆ ˆ ˆ( ) ( , , , , )kP P=H U V P H W  
Shared hidden space MVC based on NMF Data 
View 1 
View 2 
View K 
 
−
21 1
F
X P H
 
−
22 2
F
X P H
 
−
2K K
F
X P H
  
=
= =
−
+ −
∑
∑∑
2
1
2
1 1
K
k k
k F
k
c n
li j l
l j
w X P H
u h v
 
 5 
5. Problem 5P : Fix ˆ=U U , ˆ=V V , ˆk k=P P , ˆ=H H  and 
solve 5 ˆ ˆ ˆ( ) ( , , , , )=P Pw U V W H w

 
The solving process of each sub-optimization problem can 
be described as follows: 
1) sub-optimization problem 1P  and 2P  can be regarded as 
solving classical FCM, and the solution of 1P  and 2P  are as 
follows: 
1 1= =
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i i
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2) Sup-optimization problem 3P  is a nonnegative quadratic 
problem and is similar to classical NMF model. Based on the 
strategy used in [31], the following update rule can be used: 
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3) Sup-optimization problem 4P  can use gradient descent to 
optimize H . The approach is to initialize (0)H  and let ( ),( ) ti jH  
represent the element of ith row jth column, where t  is the 
number of iteration update times. The following formula is 
used to update H : 
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4) Set 2|| ||k kk FD −X P H= Sup-optimization problem 5P  can 
be optimized by Lagrangian multiplier strategy and we obtain 
the solution of kw , the Lagrangian function is as follows: 
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By setting the partial derivative of (20a) with respect to kw  to 
0, kw  can be expressed as: 
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Substitute (20b) into the constraint condition in (15), the fol-
lowing equation can be obtained. 
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The analytical solution of kw  can be obtained by substitut-
ing (20c) into (20b), that is,  
1
exp
, 1
exp
k
k K
k
k
D
w k K
D
λ
η
λ
η
′
′=
 −
 
 = ≤ ≤
 −
 
 
∑
                                       (20d) 
Obviously, parameter η  will influence kw , the weight of 
each view. If η →∞ , all weights tend to be equal, i.e., each 
view is treated equally. If 0η → , the most important view will 
play a decisive role and other views are most likely to be ig-
nored. Thus the importance degree of each view can be con-
trolled by adjusting η . 
E. Algorithm Description 
The pseudocode of the proposed HSS-MVFC can be de-
scribed as follows. 
 
TABLE I 
FLOW CHART OF ALGORITHM HSS-MVFC 
Algorithm: HSS-MVFC 
Input:  Multi-view dataset { }, 1, ,k k K=X  ,  
clusters number c ,  
regularization parameters ,λ η   
maximum number of iterations maxt . 
Output: , , , ,kU V P H w , where 1,...k K= . 
Procedure HSS-MVFC: 
1: Generate Nonnegative matrix kP  and H , and clustering center matrix of 
hidden view ( )0V , ( )0 1 /kw K←  and 0t ← . 
2: Repeat: 
3:     Update ( )1t+U  by (17); 
4:     Update ( )1t+V  by (16); 
5:     Update ( )1( ) tk +P  by (18); 
6:     Update ( )1t+H  by (19); 
7:     Update ( 1)t+w  by (20d); 
8:     1;t t← +  
9:     Until (7) reaches a minimum or the number of iterations reaches maxt . 
10: end repeat. 
 
F. Computational Complexity 
The computational complexity of Algorithm HSS-MVFC in 
Table I is analyzed using big O  notation. Based on the above 
discussion, denote the number of views as K , the number of 
samples as n , the dimension of the shared hidden space as 
r  ,the number of clusters as c  and the maximum dimension 
of the original data is m . For the problems 1P  and 2P , the 
computational complexity consists of updating U  and V , 
where the computational complexity for V  is ( )O ncr  and the 
computational complexity for U  is ( )2 2O nc r . For the problem 
3P , the computation complexity P  is ( ( ))2 22O K r n mrn mr+ + . 
For the problem 4P  for updating H , the computational com-
plexity is ( )2 2 2O Kmrn r m r n Krn+ + + . For the problem 5P , 
the computational complexity for w  is ( ( ))2O K mrn m n+ . 
Considering the iterative strategy of the algorithm, set the 
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number of iterations as T , the whole computational com-
plexity is the T times of the sum of computational complexity 
of the above five problems. 
IV. EXPERIMENTS 
A. Experimental Settings 
Extensive experimental results are presented in this section 
to validate the performance of the proposed HSS-MVFC. The 
HSS-MVFC was compared with eight multi-view algorithms: 
MVKKM [32], MVSpec [32] and WV-CoFCM [6], Co-FCM 
[28], Co-FKM [27], TW-K-means [33], JNMF [36], MVKSC 
[41] and two single-view clustering algorithms: K-means and 
FCM. For single-view clustering algorithms, we constructed a 
single-view dataset by combining features from all visible 
views. 
Two evaluation indices are used in this paper to evaluate the 
proposed algorithm. 
1) Normalized Mutual Information (NMI) [8, 34]: 
, ,1 1
1 1
log /
NMI
log / log /
c c
i j i j i ji j
c c
i i j ji j
n n n n n
n n n n n n
= =
= =
⋅ ⋅
=
⋅
∑ ∑
∑ ∑
                         (21) 
where ,i jn  represents the number of samples matching the ith 
cluster with the real j  class, in  represents the number of 
samples contained in the ith cluster, jn  represents the number 
of samples in the real jth class and n  represents the number of 
samples in the whole dataset. 
2) Rand Index (RI) [8]: 
00+ 11RI=
( -1)/2
f f
N N
                                                               (22) 
where 00f  is the number of samples that has different real 
class labels and belongs to different clusters. 11f  is the num-
ber of samples that has the same class labels and belong to the 
same cluster. N  is the number of samples. 
The range of the above two evaluation indices is [0, 1], and 
the closer to 1, the better the performance are. The reported 
evaluation indices are the mean and variance of the results 
obtained from running 10 times under specific parameter set-
tings. Table II shows the parameters of the adopted algorithms 
and the corresponding grid search range. For the algorithm 
JNMF, the parameters are set as the optimal values given in 
the original paper [36]. 
B. Description of Multi-view Datasets 
In the present study, six real world multi-view datasets are 
used to test the proposed algorithm. The detail of these da-
tasets are shown in Table III. 
C. Performance Analysis 
Based on the above datasets, the clustering results of eight 
algorithms are shown in Table IV and Table V. From Table IV 
and Table V we have the following observation: 1) The RI 
indices and NMI indices of HSS-MVFC are the highest in 
most dataset. 2) The mean values of HSS-MVFC are highest 
in all datasets. Thus, compared with classical methods, the 
proposed HSS-MVFC has certain advantages. 
 
 
 
 
TABLE II 
PARAMETERS OF THE ADOPTED ALGORITHMS AND THE CORRESPONDING GRID SEARCH RANGE 
Algorithms Parameters and grid search range 
MVKKM and MVSpec [20] Index p：{1,1.1,…,1.9,2,3,…,6,7}. 
Co-FKM [19] Fuzzy index m : min( , 1) (min( , 1) 2)m n d n d= − − − ，where d ( 3d > ) and ( ) 3n n >  are the dimensions and sample 
numbers, respectively. When 3d ≤ ， m∈ {1,1.1,…,1.9,2,3,…,6,7}. 
Co-FCM [17] Fuzzy index m : same to Co-FKM. 
TW-K-means[23] 
Regularization parameter λ :{1,2,3,...,30}. 
Regularization parameter η :{10,20,30,...,120}. 
MV-Co-FCM [6] Fuzzy index m：same to Co-FKM Regularization parameter λ :{1e-7,1e-6,1e-5,1e-4,1e-3,1e-2,1e-1,1e0,1e1,1e2,1e3,1e4,1e5,1e6,1e7}. 
MVKSC [41] Kernel parameter: {2
-6,2-5,1e-4,2-3,2-2,2-1,20,21,22,23,24,25,26}. 
Regularization parameter: {2-6,2-5,1e-4,2-3,2-2,2-1,20,21,22,23,24,25,26}. 
HSS-MVFC 
Fuzzy index m : same to Co-FKM 
Regularization parameter λ ： λ∈ {2-3,2-2,2-1,20,21,22,23,24,25,26,27,28,2,29,210,211,212,213,214} 
Regularization parameter η：η∈{1e-7,1e-6,1e-5,1e-4,1e-3,1e-2,1e-1,1e0,1e1,1e2,1e3,1e4,1e5,1e6,1e7} 
Low rank parameters r ： r∈{10,20,30,…,100}，if mind  lower than 100，then r∈{10,20,30,…, mind }. 
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TABLE III 
DESCRIPTION OF MULTI-VIEW DATASETS 
Datasets Samples Features Clusters Description 
WebKB 226 3104=2500+215+389 4 
WebKB is composed of web pages 
collected from computer science de-
partment of Washington university 
View1: the text on web pages 
View2: the anchor text in hyperlinks 
View3: the text in its title 
MF 2000 123=76+47 10 Handwritten digits represented by multiple features 
View 1: Fourier coefficients 
View 2: Zernike moments 
Cora 2708 4140=1433+2708 7 Scientific publication classification View1: Content View2: Cites 
Reuters 1200 4000=2000+2000 6 Document classification View1: English View2: French 
WTP 527 38=22+16 13 daily measures of sensors in an urban waste water treatment plant 
View1: Features of input conditions 
View2: Features of output conditions 
Dematology 366 34=12+22 6 Eryhemato-Squamous diseases in dermatology 
View1: Clinical attributes 
View2: Histopathological attributes 
 
TABLE IV  
THE RI INDEX OF EACH ALGORITHM 
Datasets K-means FCM 
MVKK
M MVSpec 
Co-
FKM Co-FCM 
TW-K-
means 
MV-Co 
-FCM JNMF 
MVKS
C 
HSS 
-MVFC 
WebKB 0.4606 (0.1144) 
0.7068 
(0) 
0.7895 
(0.0172) 
0.7080 
(0.0102) 
0.8177 
(0.0001) 
0.7569 
(0.0227) 
0.7890 
(0.0056) 
0.7954 
(0.0091) 
0.6370 
(0.0002) 
0.8196 
(0.0000) 
0.8261 
(0.0040) 
MF 0.9135 (0.0096) 
0.9124 
(0.0076) 
0.9246 
(0.0001) 
0.9246 
(0.0031) 
0.9005 
(0.0022) 
0.9202 
(0.0006) 
0.9235 
(0.0070) 
0.9218 
(0.0015) 
0.9158 
(0.0028) 
0.8762 
(0.0083) 
0.9381 
(0.0016) 
Cora 0.4641 (0.2567) 
0.6670 
(0.0527) 
0.7519 
(0.0051) 
0.4763 
(0.0501) 
0.7437 
(0.0059) 
0.7328 
(0.0071) 
0.5894 
(0.0329) 
0.7240 
(0.0080) 
0.7396 
(0.0146) 
0.7709 
(0.0000) 
0.7615 
(0.0095) 
Reuters 0.5003 (0.2014) 
0.5359 
(0.0243) 
0.6520 
(0.0173) 
0.7776 
(0.0002) 
0.7286 
(0.0115) 
0.7237 
(0.0129) 
0.7399 
(0.0049) 
0.7412 
(0.0063) 
0.7612 
(0.0044) 
0.7450 
(0.0013) 
0.7725 
(0.0021) 
WTP 0.7026 (0.0054) 
0.7063 
(0.0015) 
0.6990 
(0.0012) 
0.7015 
(0.0001) 
0.7080 
(0.0087) 
0.7070 
(0.0021) 
0.7093 
(0.0044) 
0.7074 
(0.0041) 
0.7061 
(0.0056) 
0.6985 
(0.0000) 
0.7165 
(0.0002) 
Dermatol-
ogy 
0.8389 
(0.0605) 
0.9037 
(0.0286) 
0.9169 
(0.0001) 
0.8993 
(0.0001) 
0.9536 
(0.0041) 
0.9556 
(0.0006) 
0.9033 
(0.0407) 
0.9558 
(0.0041) 
0.8785 
(0.0013) 
0.7041 
(0.0140) 
0.9783 
(0.0001) 
Mean 0.6467 0.7387 0.7890 0.7479 0.8087 0.7994 0.7757 0.8076 0.7730 0.7691 0.8322 
 
TABLE V  
THE NMI INDEX OF EACH ALGORITHM 
Datasets K-means FCM 
MVKK
M MVSpec 
Co-
FKM Co-FCM 
TW-K-
means 
MV-Co 
-FCM JNMF MVKSC 
HSS-
MVFC 
WebKb 0.1663 (0.2003) 
0.4648 
(0.0009) 
0.5670 
(0.0219) 
0.4539 
(0.0132) 
0.5915 
(0.0120) 
0.4785 
(0.0282) 
0.5689 
(0.0178) 
0.5519 
(0.0156) 
0.4200 
(0.0001) 
0.5825 
(0.0000) 
0.6385 
(0.0279) 
MF 0.6386 (0.0314) 
0.6256 
(0.0230) 
0.6668 
(0.0021) 
0.6948 
(0.0028) 
0.5254 
(0.0133) 
0.6378 
(0.0024) 
0.6883 
(0.0202) 
0.6724 
(0.0099) 
0.6254 
(0.0165) 
0.4323 
(0.0206) 
0.7426 
(0.0124) 
Cora 0.1056 (0.0755) 
0.0961 
(0.0117) 
0.1961 
(0.0314) 
0.2000 
(0.0106) 
0.1512 
(0.0075) 
0.1322 
(0.0127) 
0.0969 
(0.0317) 
0.2380 
(0.0141) 
0.2976 
(0.0174) 
0.2770 
(0.0035) 
0.2903 
(0.0099) 
Retuters 0.1888 (0.0989) 
0.0978 
(0.0159) 
0.2836 
(0.0012) 
0.3127 
(0.0015) 
0.2585 
(0.0127) 
0.2360 
(0.0186) 
0.2579 
(0.0078) 
0.2680 
(0.0141) 
0.2691 
(0.0075) 
0.1941 
(0.0172) 
0.3523 
(0.0083) 
WTP 0.1943 (0.0224) 
0.1967 
(0.0083) 
0.1102 
(0.0123) 
0.1478 
(0.0001) 
0.1980 
(0.0087) 
0.1950 
(0.0015) 
0.2101 
(0.0165) 
0.1964 
(0.0122) 
0.1809 
(0.0200) 
0.1163 
(0.0000) 
0.2369 
(0.0040) 
Derma-
tology 
0.7709 
(0.0769) 
0.8619 
(0.0441) 
0.8837 
(0.0001) 
0.7721 
(0.0001) 
0.8522 
(0.0041) 
0.8705 
(0.0004) 
0.8428 
(0.0479) 
0.8799 
(0.0020) 
0.7878 
(0.0043) 
0.8910 
(0.0010) 
0.9244 
(0.0001) 
Mean 0.3441 0.3905 0.4512 0.4302 0.4295 0.4250 0.4441 0.4678 0.4301 0.4155 0.5308 
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D. Algorithm Convergence 
Fig. 3 shows the convergence curves of the proposed HSS-
MVFC in each dataset. It is observed that when the number of 
iteration is less than 200, the loss function fell sharply, and 
when the number of iteration is close to 800, the algorithm 
converges. 
 
E. Statistical Analysis 
The main statistical analysis that we performed was Fried-
man test combined with post-hoc Holm test, where Friedman 
test [35] was used to check if the difference among the 11 al-
gorithms is statistically significant. The null hypothesis, which 
says that the clustering performances of all methods were the 
same. The rejection of the null hypothesis means that the clus-
tering performances of the 11 algorithms had statistically sig-
nificant difference. The significance level (α ) is set as 0.05. 
Table VI and Table VII show the rankings of the 11 algo-
rithms based on RI and NMI, respectively, in which a lower 
ranking indicates a better performance. Clearly, HSS-MVFC 
had the best performance. And the p-values of them are both 
lower than 0.05, which means that the 11 algorithms had sta-
tistically significant difference w.r.t. RI and NMI. 
The Holm test [42] was then used to compare the best 
method, i.e., HSS-MVFC with the other 10 algorithms. The 
null hypothesis, i.e., there does not exist statistically signifi-
cant difference between two algorithms, is rejected if the p-
value is below Holm value. The Holm value is calculated with 
( )1kα −  and α  is set as 0.05. For the index RI, Table VIII 
shows that there was statistically significant difference be-
tween HSS-MVFC and K-means, FCM, JNMF, MVKSC, 
MVSpec. For the index NMI, Table IX shows that there was 
statistically significant difference between HSS-MVFC and K-
means, FCM, Co-FCM, JNMF, MVKSC, MVSpec. Although 
the null hypothesis was not rejected for some algorithms as 
shown in Table VIII and Table IX, Tables VI and Table VII 
show that HSS-MVFC still outperformed them slightly. 
V. CONCLUSIONS 
Aiming at multi-view data clustering analysis, a multi-view 
fuzzy clustering method based on shared hidden space learn-
ing is proposed. By introducing the non-negative matrix fac-
torization, the characteristic matrix in each view space is de-
composed into the base matrix and the coefficient matrix, so 
that the multi-view data can be considered as the projection of 
the common data in the hidden space of each view. A new 
multi-view sharing hidden space learning strategy is used to 
find the correlation between different views. In the multi-view 
clustering process, the information of the visible view is con-
sidered in order to achieve the purpose of discovering the es-
sential attribute of the clustering object, and thus obtain more 
reasonable clustering results based on these essential attributes. 
In addition, the multi-view adaptive weighting strategy based 
on Shannon entropy also effectively realizes the adaptive co-
ordination of different views. Our experimental results on 
multiple benchmark datasets show that the proposed method 
has better clustering performance than previous multi-view 
algorithms and related single view algorithms. 
 
TABLE VI 
FRIEDMAN TEST BASED ON RI INDEX 
Algorithm Ranking p-value Hypothesis 
K-means 9.8333 
0.006361 Reject 
FCM 8 
MVKKM 5.75 
MVSpec 6.4167 
Co-FKM 5.1667 
Co-FCM 5.8333 
TW-K-means 5.6667 
MV-Co-FCM 4.5 
JNMF 6.8333 
MVKSC 6.6667 
HSS-MVFC 1.3333 
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Fig.4. Convergence curves of HSS-MVFC 
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TABLE VII 
FRIEDMAN TEST BASED ON NMI INDEX 
Algorithm Ranking p-value Hypothesis 
K-means 9 
0.015895 Reject 
FCM 8 
MVKKM 5.5 
MVSpec 61667 
Co-FKM 5.8333 
Co-FCM 6.8333 
TW-K-means 5.6667 
MV-Co-FCM 4.6667 
JNMF 6.8333 
MVKSC 6.3333 
HSS-MVFC 1.1667 
 
TABLE VIII 
POST-HOC TEST BASED ON RI INDEX 
i Algorithms 0( )iz R R SE= −  p-value Holm= iα  Hypothesis 
10 K-means 4.43898 0.000009 0.005 Reject 
9 FCM 3.481553 0.000499 0.005556 Reject 
8 JNMF 2.872281 0.004075 0.00625 Reject 
7 MVKSC 2.785242 0.005349 0.007143 Reject 
6 MVSpec 2.654684 0.007938 0.008333 Reject 
5 Co-FCM 2.350048 0.018771 0.01 Not Reject 
4 MVKKM 2.306529 0.021081 0.0125 Not Reject 
3 TW-K-means 2.26301 0.023635 0.016667 Not Reject 
2 Co-FKM 2.001893 0.045296 0.025 Not Reject 
1 MV-Co-FCM 1.653738 0.098181 0.05 Not Reject 
 
TABLE IX 
POST-HOC TEST BASED ON NMI INDEX 
i Algorithms 
0( )iz R R SE= −  p-value Holm= iα  Hypothesis 
8 K-means 4.090825 0.000043 0.005 Reject 
7 FCM 3.568592 0.000359 0.005556 Reject 
6 Co-FCM 2.95932 0.003083 0.00625 Reject 
 JNMF 2.95932 0.003083 0.007143 Reject 
 MVKSC 2.698204 0.006971 0.008333 Reject 
5 MVSpec 2.611165 0.009023 0.01 Reject 
4 Co-FKM 2.437087 0.014806 0.0125 Not Reject 
3 TW-K-means 2.350048 0.018771 0.016667 Not Reject 
2 MVKKM 2.26301 0.023635 0.025 Not Reject 
1 MV-Co-FCM 1.827815 0.067577 0.05 Not Reject 
 
 
VI. APPENDIX 
The more detailed derivation process for the optimization 
method is demonstrated as follows. For (16), the derivation of 
2 ( )P V  w.r.t. V  is as follows: 
1
( , , , , ) =
k n n
m m
li i li l
i il
J u h u v
v =
−
∂ ∑ ∑
U V P H w                              (A1) 
1 1
n n
m m
l li i li
i i
u u
= =
= ∑ ∑v h                                                      (A2) 
For (17), the derivation of 1( )P U  w.r.t. U  is as follows: 
1( , , , , ) = || || 0µ− − + =
∂
k
m
li i l i
li
J mu h v
u
U V P H w                     (A3) 
Due to 
1
1,  1
c
li
l
u i n
=
= ≤ ≤∑ , we can conclude that. 
'
2
' 1
( || || )µ
=
= − −∑i li
c
l
m h v                                                    (A4) 
' '
22
1
2
1
|| ||1 ( ) ,     1
|| ||
i l m
li
il l
c
u i n−
=
−
= ≤ ≤
−∑
h v
h v
                               (A5) 
For kth views, the derivation of 3( )kP P  w.r.t. kP is as follows: 
( , , , , ) 2 ( ) 2
k
k T k TJ H H X H= −
∂
U V P H w PkP
                     (A5) 
,( 1) ( )
, ,( )
,
( )
( ) ( )
(( ) )
k T
i jk t k t
i j i jk t T
i j
+
 
←  
  
X H
P P
P HH
                             (A6) 
For (19), the gradient descent method is used to optimize H , 
then the iterative formula is as follows: 
( )
( )
( +1) ( ) 4
,,
,
( )=   1 ,  1∂− ⋅ ≤ ≤ ≤ ≤
∂
t t
i ji j
i j
Pstep j r i nHH H
H
                 (A7) 
where 
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1 1
,
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1 1
( ) 2 (( ) ( ) )
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∂
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− +
∑
∑ ∑
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m
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     (A8) 
and the step is set as follows: 
( )
,
( )
,
1 1
( )
 = 
2 ( ) 2 ( )
= =
+ λ∑ ∑
t
i j
c K
m k T k t
li i j k
l k
step
u w
H
H P P H
                        (A9) 
By substituting (A8) and (A9) into (A7), the update rule for 
H  is as follows: 
( )
,
( 1) ( )1 1
, ,
( ) ( )
, ,
1 1
( ) ( )
( ) ( )
( ) ( ( ) )
             1 ,  1
+ = =
= =
+ λ
=
+ λ
≤ ≤ ≤ ≤
∑ ∑
∑ ∑
C K
m k t
li lj k i j
t tl k
i j i jC K
m t k k T t
li i j k i j
l k
u w
u w
j r i n
V P X
H H
H P P H           (A10) 
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