Let G be an additive finite abelian group with exponent exp(G) = n. For a sequence S over G, let f(S) denote the number of non-zero group elements which can be expressed as a sum of a nontrivial subsequence of S. We show that for every zero-sum free sequence S over G of length |S| = n + 1 we have f(S) ≥ 3n − 1.
Introduction and Main results
Let G be an additive finite abelian group with exponent exp(G) = n and let S be a sequence over G (we follow the conventions of [5] concerning sequences over abelian groups; details are recalled in Section 2). We denote by Σ(S) the set of all subsums of S, and by f(G, S) = f(S) the number of nonzero group elements which can be expressed as a sum of a nontrivial subsequence of S (thus f(S) = |Σ(S) \ {0}|).
In 1972, R.B. Eggleton and P. Erdős (see [2] ) first tackled the problem of determining the minimal cardinality of Σ(S) for squarefree zero-sum free sequences (that is for zerosum free subsets of G), see [7] for recent progress. For general sequences the problem was first studied by J.E. Olson and E.T. White in 1977 (see Lemma 2.5) . In a recent new approach [16] , the fourth author of this paper proved that every zero-sum free sequence S over G of length |S| = n satisfies f(S) ≥ 2n − 1. A main result of the present paper runs as follows. Theorem 1.1. Let G = C n 1 ⊕ . . . ⊕ C nr be a finite abelian group with 1 < n 1 | . . . | n r . If r ≥ 2 and n r−1 ≥ 3, then every zero-sum free sequence S over G of length |S| = n r + 1 satisfies f(S) ≥ 3n r − 1.
We call v g (S) the multiplicity of g in S, and we say that S contains g if v g (S) > 0. A sequence S 1 is called a subsequence of S if S 1 | S in F (G) (equivalently, v g (S 1 ) ≤ v g (S) for all g ∈ G). Given two sequences S, T ∈ F (G), we denote by gcd(S, T ) the longest subsequence dividing both S and T . If a sequence S ∈ F (G) is written in the form S = g 1 · . . . · g l , we tacitly assume that l ∈ N 0 and g 1 , . . . , g l ∈ G.
For a sequence S = g 1 · . . . · g l = g∈G g vg(S) ∈ F (G) ,
we call |S| = l = Σ j (S) , Σ ≥k (S) = j≥k Σ j (S) , and Σ(S) = Σ ≥1 (S) the set of (all) subsums of S .
The sequence S is called
• zero-sum free if 0 / ∈ Σ(S),
• a zero-sum sequence if σ(S) = 0,
• a minimal zero-sum sequence if 1 = S, σ(S) = 0, and every S |S with 1 ≤ |S | < |S| is zero-sum free.
We denote by A(G) ⊂ F (G) the set of all minimal zero-sum sequences over G. Every map of abelian groups ϕ : G → H extends to a homomorphism ϕ : F (G) → F (H) where ϕ(S) = ϕ(g 1 ) · . . . · ϕ(g l ). If ϕ is a homomorphism, then ϕ(S) is a zero-sum sequence if and only if σ(S) ∈ Ker(ϕ).
Let D(G) denote the smallest integer l ∈ N such that every sequence S ∈ F (G) of length |S| ≥ l has a zero-sum subsequence. Equivalently, we have D(G) = max{|S| | S ∈ A(G)}), and D(G) is called the Davenport constant of G.
We shall need the following results on the Davenport constant (proofs can be found in [9, Proposition 5.1.4 and Proposition 5.5. 8 
.2.(c)]).
the electronic journal of combinatorics 15 (2008) , #R117 Lemma 2.1. Let S ∈ F (G) be a zero-sum free sequence.
1. If |S| = D(G) − 1, then Σ(S) = G \ {0}, and hence f(S) = |G| − 1.
If G is a p-group and |S|
Lemma 2.2. Let G = C n 1 C n 2 with 1 ≤ n 1 | n 2 , and let S ∈ F (G).
2. If S has length |S| = 2n 1 + n 2 − 2, then S has a zero-sum subsequence T of length
3. If S has length |S| = n 1 + 2n 2 − 2, then S has a zero-sum subsequence W of length |W | ∈ {n 2 , 2n 2 }.
Proof. We continue with some crucial definitions going back to R.B. Eggleton and P. Erdős. For a sequence S ∈ F (G) let f(G, S) = f(S) = |Σ(S) \ {0}| be the number of nonzero subsums of S .
Let k ∈ N. We define F(G, k) = min |Σ(S)| S ∈ F (G) is a zero-sum free and squarefree sequence of length |S| = k} , and we denote by F(k) the minimum of all F(A, k) where A runs over all finite abelian groups A having a squarefree and zero-sum free sequence of length k. Furthermore, we set f(G, k) = min |Σ(S)| S ∈ F (G) is zero-sum free of length |S| = k} . By definition, we have f(G, k) ≤ F(G, k). Since there is no zero-sum sequence S of length
The following simple example provides an upper bound for f(G, ·) which will be used frequently in the sequel (see also Conjecture 6.2).
Example 1. Let G = C n 1 ⊕ . . . ⊕ C nr with r ≥ 2, 1 < n 1 | . . . | n r and let (e 1 , . . . , e r ) be a basis of G with ord(e i ) = n i for all i ∈ [1, r]. For k ∈ [0, n r−1 − 2] we set
Clearly, S is zero-sum free, |S| = n r +k and f(S) = (k+2)n r −1. Thus we get f(G, n r +k) ≤ (k + 2)n r − 1.
Lemma 2.5.
[15] Let S ∈ F (G) be zero-sum free. If supp(S) is not cyclic, then
Lemma 2.7.
1. F(1) = 1, F(2) = 3, F(3) = 5 and F(4) = 8.
2. If S ∈ F (G) is squarefree, zero-sum free of length |S| = 3 and contains no elements of order 2, then f(S) ≥ 6.
3. F(5) = 13 and F(6) = 19. 3. See [7] .
The proof of the following lemma follows the lines of the proof of [7, Theorem 1.3] .
Lemma 2.8. Let S ∈ F (G) be zero-sum free of length |S| ≥ 2.
}.
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Proof. Let q ∈ N 0 be maximal such that S has a representation in the form S = S 0 S 1 · . . . · S q with S 0 ∈ F (G) and squarefree, zero-sum free sequences S 1 , . . . , S q ∈ F (G) of length |S ν | = 6 for all ν ∈ [1, q] . Among all those representations of S choose one for which d = | supp(S 0 )| is maximal, and set S 0 = g
Assume to the contrary that r 1 ≤ 1. Then either d = 0 or r 1 = . . . = r d = 1, and for convenience we set F(0) = 0. By Lemmas 2.4 and 2.7, we obtain that
Therefore, h(S) ≥ r 1 ≥ 2, and we set g = g 1 . We assert that v g (S i ) ≥ 1 for all i ∈ [1, q]. Assume to the contrary that there exists some i ∈ [1, q] with g S i . Since |S i | = 6 > d, there is an h ∈ supp(S i ) with h S 0 . Since S may be written in the form
and | supp(hg
Clearly, S 0 allows a product decomposition
where, for all i ∈ [1, 5] , T i = g 1 · . . . · g i and q i = r i − r i+1 , with r 6 = 0. Thus we get Lemma 3.1. Let A ⊂ G be a finite nonempty subset.
Proof. 1. Since x + A = A, we have that
Therefore, |A|x = 0. . .·y r−1 )+A) = (y r +B)∪B. We must have y r + B = B. By 1., we have |B|y r = 0, and thus k ≤ ord(y r ) ≤ |B|. Therefore, | (0y 1 · . . . · y r ) + A| ≥ |B| ≥ k. This completes the proof.
) be a sequence of length |S| = k ≥ 2, and set q = |{0} ∪ (S)|.
If T is a proper subsequence of
S such that |{0} ∪ (U )| = |{0} ∪ (T )| for every subsequence U of S with T |U and |U | = |T | + 1, then {0} ∪ (T ) = {0} ∪ (S).
For any nontrivial subsequence
3. Suppose that q ≤ |S|. Then there is a proper subsequence W of S such that {0} ∪ (W ) = {0}∪ (S) and |W | ≤ q −1. Moreover, qx = 0 for every term x ∈ SW −1 .
4. If q ≤ |S| and a i ∈ {a 1 , −a 1 } for some i ∈ [2, k], then we can find a W with all properties stated in (3) such that |W | ≤ q − 2.
Suppose that q ≤ |S|.
There is a subsequence T of S with |T | ≥ |S| − q + 2 such that | supp(T ) | | q. Proof.
holds for every i ∈ [1, l], or equivalently,
2. Let V be a subsequence of S with maximal length such that
, then clearly the result holds. Next, we may assume that V is a proper subsequence. It is not hard to show that V satisfies the assumption in 1.. By 1. we conclude that {0} ∪ (V ) = {0} ∪ (S).
3. Let W be a subsequence of S with maximal length such that
Using the maximality of W , we can easily verify that W satisfies the assumption in 1.. It follows from 1. that {0} ∪ (W ) = {0} ∪ (S). Since for each
, we obtain that x + {0} ∪ (S) = {0} ∪ (S). It now follows from Lemma 3.1 that qx = 0 holds for every x ∈ SW −1 .
Let
, there exists a subsequence W such that |{0} ∪ (W )| − |W | ≥ 2 and {0} ∪ (W ) = {0} ∪ (S). Thus |W | ≤ q − 2 ≤ |S| − 2, and therefore, clearly W is a proper subsequence of S. As in 3., we can prove that qx = 0 holds for every x ∈ SW −1 .
5.
If a i ∈ {a 1 , −a 1 } holds for every i ∈ [2, k], then by 3. we have that qa i = 0 for some i. Since a i = ±a 1 , we have qa 1 = 0 and ord(a 1 ) divides q.
For every term y in T , as shown in 3. we have that
Since the left hand side is a union of some cosets of supp(T ) , we conclude that | supp(T ) | divides |{0} ∪ (U )| = q as desired.
The following result answers a question of H. Snevily, formulated in a private communication to the first author. Corollary 3.3. Let S = a 1 · . . . · a r ∈ F (G), and suppose that ord(a i ) ≥ r holds for every
If q ≤ r − 1, then by Theorem 3.2.3, qa j = 0 for some j = i. Thus q ≥ ord(a j ) ≥ r, giving a contradiction. Therefore, q ≥ r and thus |{a i } ∪ (a i + (Sa
4 Zero-sum free sequences over groups of rank two
Proof. Clearly, we have n ≥ 2m. Let k ∈ [1, m − 2] and let S ∈ F (G) be zero-sum free of length
By Example 1, we obtain that f(G, n + k) ≤ (k + 2)n − 1, and so we need only show that 
n m −1 . Now applying Lemma 2.6 to the sequence R 1 R 2 , we obtain that Case 2:
If ϕ(T ) has a nontrivial zero-sum subsequence of length not exceeding m, then by repeating the argument used in the above case we can prove the result, i.e. f(S) ≥ (k + 2)n − 1. So, we may assume that ϕ(T ) has no nontrivial zero-sum subsequence of length not exceeding m.
Next, consider the sequence T 0 3m−2−|T | of 3m−2 elements in G. Then ϕ(T 0 3m−2−|T | ) is a sequence of length 3m−2 in N = C m ⊕C m . By applying Lemma 2.2.2 to ϕ(T 0 3m−2−|T | ), we obtain that T 0 3m−2−|T | has a subsequence W such that σ(ϕ(W )) = 0 and |W | ∈ {m, 2m}. If |W | = m, then ϕ(T ) has a nontrivial zero-sum subsequence ϕ(W ∩ T ) of length not exceeding m, a contradiction. Therefore, |W | = 2m and
. It follows from Lemma 2.4 , Lemma 2.5 and Lemma 2.6 that
Let G = C n ⊕ C n with n ≥ 2. We say that G has Property B if every minimal zero-sum sequence S ∈ F (G) of length |S| = D(G) = 2n − 1 contains some element with multiplicity n − 1. This property was first addressed in [4] , and it is conjectured that every group (of the above form) satisfies Property B. The present state of knowledge on Property B is discussed in [8, Section 7] ). In particular, if n ∈ [4, 7] , then G has Property B. Here we need the following characterization (for a proof see [9, Theorem 5.8.7] ). Lemma 4.2. Let G = C n ⊕C n with n ≥ 2. Then the following statements are equivalent :
1. If S ∈ F (G), |S| = 3n − 3 and S has no zero-sum subsequence T of length |T | ≥ n, then there exists some a ∈ G such that 0 n−1 a n−2 | S.
2. If S ∈ F (G) is zero-sum free and |S| = 2n − 2, then a n−2 | S for some a ∈ G.
3. If S ∈ A(G) and |S| = 2n − 1, then a n−1 | S for some a ∈ G. 4. If S ∈ A(G) and |S| = 2n − 1, then there exists a basis (e 1 , e 2 ) of G and integers
Lemma 4.3. Let G = C n ⊕ C n with n ≥ 2 and suppose that G satisfies Property B. Let S ∈ A(G) with length |S| = 2n − 1. If T is a subsequence of S such that |T | = n + k,
Furthermore, if W is a zero-sum free sequence over G with |W | = 2n − 3, then
Proof. Let S ∈ A(G) be of length |S| = 2n −
a i ≡ 1 mod n we infer that a 1 , . . . , a n are not all equal to the same number modulo n. Without loss of generality, we may assume that a n−1 ≡ a n mod n. So, for every i ∈ [1, n − 1] we have |(ie 1 + e 2 ) ∩ Σ(V )| ≥ |{ie 1 + (a 1 + . . . + a i−1 + a n−1 )e 2 , ie 1 + (a 1 + . . . + a i−1 + a n )e 2 }| = 2. By Lemma 3.1.2, we have
. Then f(S 1 ) = n + k − l and f(ϕ(S 2 )) = l. By Lemma 2.6, we have
Next, suppose that W ∈ F (G) is zero-sum free of length |S| = 2n − 3. If G \ {0} ⊂ Σ(W ), then f(W ) ≥ n 2 − 1 > n 2 − n − 1 and we are done. So, we may assume there exists g ∈ G \ {0}, such that −g ∈ Σ(W ). Then gW is zero-sum free, and thus, gW (−g − σ(W )) is a minimal zero-sum sequence of length 2n − 1. It follows from the first part of this lemma that f(W ) ≥ n 2 − n − 1 as desired. such that x i x j S is zero-sum free, then x i x j S(−σ(x i x j S)) is a minimal zero-sum sequence. Thus, the result follows from Lemma 4.3.
Next, assume that x i x j S is not zero-sum free for any i, j ∈ [1, 13] . Since x i S, x j S is zero-sum free, we must have
(S). This implies A + A ⊂ −Σ(S). Then
We set H = Stab(A + A). Then, by Lemma 2.3.2, we have
and since H is a subgroup of G, we get |H| ∈ {36, 18, 12, 9, 6, 4, 3, 2, 1}.
If |H| ∈ {18, 36}, then |G/H| ∈ {1, 2}, and thus H ⊂ (A + H) + (A + H). Hence, 0 ∈ H ⊂ A + H + A + H = A + A ⊂ −Σ(S). Therefore, 0 ∈ Σ(S), a contradiction.
We now assume that |H| ∈ {12, 9, 6, 4, 3, 2, 1}. Note that
We have
giving a contradiction. It remains to consider the case that n = 7. Let S 1 be the maximal subsequence of S such that supp(S 1 ) is cyclic. Then N = supp(S 1 ) ∼ = C 7 . Since there are exactly 8 distinct subgroups of order 7 and |S| = 9, we must have f(S 1 ) ≥ |S 1 | ≥ 2. Let S 2 = SS If f(S 1 ) ≥ 3 and q ≥ 7, then by Lemma 2.6 we have that f(S) ≥ qf(S 1 ) + q − 1 ≥ 27 and we are done. If f(S 1 ) ≥ 3 and q ≤ 6, then by Theorem 3.2, |S 2 | + 1 ≤ q ≤ 6, and thus 4 ≤ |S 1 | ≤ 6. Again by Lemma 2.6, we have that f(S) ≥ qf(S 1 ) + q − 1 ≥ (10 − |S 1 |)(|S 1 | + 1) − 1 ≥ 27 as desired.
Next we may assume that f(S 1 ) = 2. Choose a basis (f 1 , f 2 ) of G with f 2 | S 1 . Then,
with a i = 0 for every i ∈ [1, k], and
By Lemma 4.4, we have Σ
Without loss of generality, let a = a 1 = a 2 = a 3 . Since h(S) = 2, we may assume
By Lemma 4.4, we have Σ
Note that a, a+x 1 , . . . , a+x 5 are pairwise distinct, we have f(S) = Σ 6 j=0 r j ≥ 6×4+3 = 27 as desired.
Since a i = 0 for every i ∈ [1, 7] we infer that h 7 i=1 a i = 2. So, we may assume a 1 , a 2 , a 3 , a 4 are pairwise distinct and a 1 +a 2 = 0. Therefore,
Proof. Assume to the contrary that f(G, 9) = 23. By Example 1, there is a zero-sum free sequence S ∈ F (G) of length |S| = 9 such that f(S) = | (S)| ≤ 22. By Lemma 2.1.2, G \ ( (S) ∪ {0}) ⊂ x + H for some subgroup H ⊂ G and some x ∈ G \ H. Therefore,
and hence, |H| ≥ 9. Since |H| divides |G| = 32, it follows that |H| = 16. Therefore, Hence,
Since D(H) ≤ 8 + 2 − 1 = 9 = |S|, we infer that there is at least one term of S is not in H. Let y ∈ S with y ∈ G \ H. Let G = C n 1 ⊕. . .⊕C nr with 1 < n 1 | . . . | n r , r ≥ 2, n r−1 ≥ 3, and we set n = exp(G) = n r . Let S = a 1 · . . . · a n+1 ∈ F (G) be a zero-sum free sequence of length |S| = n + 1. By Example 1, we need only prove that f(S) ≥ 3n − 1. Assume to the contrary that
By Lemma 2.8, we have
Let S 1 be a subsequence of S with maximal length such that supp(S 1 ) is cyclic. We set N = supp(S 1 ) and S 2 = SS −1
1 . As before, we have S = S 1 S 2 , and all terms of S 1 are in N , but none of the terms of S 2 is in N . Clearly,
. Let ϕ : G → G/N denote the canonical epimorphism, and put
By Theorem 3.2, there is a subsequence W 0 of S 2 with |W 0 | ≤ q − 1 such that
From (1) we have that |S 1 | ≥ max{2, 3n+8 17 } ≥ 2. By Lemma 2.6, we can prove that q ≤ |S 2 |. Therefore, |W 0 | ≤ q − 1 ≤ |S 2 | − 1. It follows from Theorem 3.2 that gcd(q, n) > 1 and 2 ≤ q ≤ min{|S 2 |, n − 2}.
Using Lemma 2.4 and Lemma 2.6, we obtain that . Therefore
Hence, q ≤ 12. Next we distinguish cases according to the value of q ∈ [1, 12] . Case 1: 9 ≤ q ≤ 12.
We distinguish subcases according to the value taken by n. Subcase 1.1: n ≥ 15.
Then
. By the maximality of |S 1 |, the subgroup generated by supp(S 2 W 
By (3) we obtain that |S 1 | = 3 and q = 9. In a similar way to above we derive that supp(
By (3) we have that 2 ≥ |S 1 | ≥ 3, a contradiction. Subcase 1.4: n ≤ 10.
By (2), q ≤ n − 2 ≤ 8, a contradiction. Case 2: q = 8.
By (2), n is even and n ≥ 10. We distinguish subcases according to the value of n. Subcase 2.1: n ≥ 21.
By (3),
. Hence,
≥ |S 1 | (since n ≥ 13). By the maximality of |S 1 | we know that the subgroup generated by supp( 
By (3) we have that |S 1 | = 4. As above, we can take W 0 such that |W 0 | ≤ q − 1, and derive that supp(S 2 W −1 0 ) is not cyclic and thus, f(
So, we must have that for every subsequence W of S 2 ,
By Theorem 3.2, there is a subsequence U of S 2 with |U | ≥ |S 2 | − q + 1 such that
Let K = supp(S 1 U ) . It follows from (5) that
As before, write S = T 1 T 2 where all terms of T 1 are in K, but none of the terms of T 2 is in K. Then supp(T 1 ) = supp(S 1 U ) = K, and |T 1 | ≥ |S 1 U | ≥ n + 2 − q. Therefore,
Let ψ : G → G/K be the canonical epimorphism and let
We distinguish two subcases. Subcase 3.1:
where R is a finite abelian group with exp(R) | . By (6) we have |R| | q.
Assume to the contrary, that R is not cyclic. Since |R| | q ≤ 7, we must have R = C 2 2 and
Therefore, R is cyclic. If n = q, since |S 1 | ≥ 2, by Lemma 2.6 we have that f(S) ≥ q|S 1 | + q − 1 ≥ 3q − 1 = 3n − 1, a contradiction. Therefore, n = f q for some f ≥ 2.
Since n + 1 ≤ D(K) − 1 = + |R| − 2, |R| | |q|, | n and n ≥ 2q, we infer that = n and |R| ≥ 3. If |R| < q, then we must have |R| = 3. It follows from Lemma 2.1.1 that f(S) = |K| − 1 = 3n − 1, a contradiction. Therefore, |R| = q ≥ 4 and K = C n ⊕ C q . By Lemma 4.5 and Lemma 4.1, we have that n ∈ {q, 2q}, and therefore, n = 2q. We distinguish subcases according to the value q ≤ 7. Subcase 3.1.1: q ∈ {5, 6, 7}.
From |N ||n, |K| = nq and (6), we obtain that N ∼ = C n and 
holds for every b ∈ {g 0 , g 1 , . . . , g q−1 }.
This proves (8) . Therefore Then S is a zero-sum free sequence of length 9 in K ∼ = C 4 ⊕ C 8 , a contradiction to Lemma 4.6. Subcase 3.2: |T 2 | ≥ 1.
If ϕ(b i ) ∈ {ϕ(b 1 ), −ϕ(b 1 )} for every i ∈ [1, w], then we can take U = S 2 , and this reduces to Subcase 3.1. Next, assume that ϕ(b i ) ∈ {ϕ(b 1 ), −ϕ(b 1 )} for some i ∈ [1, w]. By Theorem 3.2, we can choose W 0 such that |W 0 | ≤ q − 2, so |T 1 | ≥ n + 3 − q.
We first assume that n ≥ 3q − 9. By the maximality of S 1 , we know that K is not cyclic. By Lemma 2.5, f(T 1 ) ≥ 2|T 1 | − 1. It follows from Lemma 2.6 and Lemma 2.4 that the electronic journal of combinatorics 15 (2008), #R117 f(S) ≥ 2f(T 1 ) + 1 + |T 2 | − 1 ≥ 4|T 1 | − 2 + |T 2 | = 3|T 1 | + n − 1 ≥ 3(n + 3 − q) + n − 1 ≥ 3n − 1 (since n ≥ 3q − 9), giving a contradiction.
Next, we assume that n ≤ 3q − 10. It follows from (2) that q + 2 ≤ n ≤ 3q − 10.
Thus, q ≥ 6. Hence, q ∈ {6, 7}. Let λ = |{0} ∪ (ψ(T 2 ))|.
By Theorem 3.2, there is a subsequence X of T 2 with |X| ≤ λ − 1 such that |{0} (ψ(X))| = λ.
Proof of Proposition 1.2. Let exp(G) = n and let S ∈ F (G) be a sequence of length |S| = |G| + n. Suppose that 0 / ∈ Σ |G| (S). Then [9, Theorem 5.8.3] ) implies that G is neither cyclic nor congruent to C 2 ⊕ C n . Thus it follows that n + 1 ≤ D(G) − 1. Therefore the above considerations (applied with k = n + 1) show that |Σ |G| (S)| ≥ f(G, n + 1), and by Theorem 1.1 we have f(G, n + 1) ≥ 3n − 1.
We recall a conjecture by B. Bollobás and I. Leader, stated in [1] .
Conjecture 6.1. Let G = C n ⊕ C n with n ≥ 2 and let (e 1 , e 2 ) be a basis of G. If k ∈ [0, n − 2] and S = e n−1 1 e k+1 2 ∈ F (G), then f(G, n + k) = f(S).
If S is as above, then clearly f(S) = (k + 2)n − 1. Thus [16] , Theorem 1.1 and Lemma 4.3 imply that conjecture for k ∈ {0, 1, n − 2}. We generalize this conjecture as follows (see Example 1). Then we have f(G, n r + k) = f(S) = (k + 2)n r − 1.
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