Abstract. Local refinable finitely generated shift-invariant spaces play a significant role in many areas of approximation theory and geometric design. In this paper we present a new approach to the construction of such spaces. We begin with a refinable function ψ : R → R m which is supported on [0, 1]. We are interested in spaces generated by a function φ : R → R n built from the shifts of ψ.
Introduction
Local refinable finitely generated shift-invariant spaces naturally arise in the theory of (multi)wavelets, splines, finite-elements, and subdivision schemes. In this paper we introduce and begin to develop a method for constructing and studying such spaces.
Let L 1 loc denote the space of all functions f : R → R which belong to L 1 (R) locally; that is, f ∈ L 
Then ψ is refinable and V ⊂ S(ψ).
This has been observed and exploited already by Jia in [J4] , [J5] , and [J6] , where the author studied a given function φ via a basis ψ for S(φ) | . We point out that ψ is necessarily refinable with a two-term mask, a fact which, though surely known to Jia, was not exploited since his results relate to general shift-invariant spaces as opposed to refinable ones.
The simpler structure due to the small supports of ψ and a in Eq. (1.1) has also been recognized by Micchelli et al. in , for example, [M] , [MP1] , [MP2] , and [MS] . In particular, given a univariate refinable function φ with finite mask b, they define a(0) and a(1) by a(ε) := [b(ε+2j−i)] i,j and study φ via the refinable function having mask a (also see [DL] ). Among other things, this was used to provide necessary and sufficient conditions for the convergence of a given subdivision scheme and, in [MS] , to provide a fairly thorough study of regularity for refinable function vectors.
Our approach is different in that the mask a and generator ψ come first. In this paper, we identify all local refinable subspaces S(φ) of S(ψ). The next steps are to provide further characterizations of the properties of S(ψ) in terms of a; to determine when these properties are preserved by a subspace S(φ); and to put these ideas together to construct desirable refinable generators.
Results
Throughout this paper, we assume that a(0), a(1) is a mask for a refinable generator ψ = [ψ 1 , . . . , ψ m ] supported on [0, 1] (in particular, each ψ j is assumed to be in L 1 (R)). We will show that when a(0) is invertible, each local refinable FSI subspace of S(ψ) corresponds to some a(0)-invariant space (for a matrix a ∈ R k×k , a space Γ ⊂ R k is a-invariant if aΓ ⊂ Γ). Our specific statements will require a few more definitions.
We use Z + to denote the set of non-negative integers and R k to denote the set of column vectors of length
is locally finite for any sequence c :
spanned by the right shifts of φ, is a subset of S(φ) + . We say a subspace Λ of R m is preserved by a(0) if a(0)Λ = Λ, and a matrix λ ∈ R m×n is preserved by a(0) if its columns form a basis for a space that is preserved by a(0). Note that a matrix λ ∈ R m×n is preserved by a(0) if and only if a(0)λ = λβ λ for a unique invertible β λ ∈ R n×n . Suppose that λ ∈ R m×n is preserved by a(0). Set (0) := λ and (2j + ε) := a(ε) (j)β
We define the generalized truncated power e λ by e λ := ψ * .
Proposition 2.2. Suppose that λ ∈ R
m×n is preserved by a(0). Then
and (iii) S(e λ ) is a local refinable FSI subspace of S(ψ).
Property (2.2.ii) allows us to unambiguously define, for any Λ preserved by a(0), the space S Λ := S(e λ ) where the columns of λ form a basis for Λ.
Property (2.2.iii) ensures that S(e λ ) = S(φ) for some compactly supported generator φ. A procedure for constructing such φ can be based on the proofs in [BD] .
Theorem 2.3. Suppose V is a local refinable FSI subspace of S(ψ). If
If a(0) is invertible, every a(0)-invariant subspace is, in fact, preserved by a(0) and we have the following corollary-one of the main results of this paper.
Corollary 2.4. Suppose a(0) is invertible. Then V is a local refinable FSI subspace of S(ψ) if and only if
In other words, when a(0) is invertible, every local refinable FSI subspace of S(ψ) is of the form S Λ for some a(0)-invariant space Λ. The a(0)-invariant spaces are easily identified from the Jordan-Canonical form of a(0). By Theorem 2.3, S Λ = S Σ(SΛ) . So, if a(0) is invertible and ψ is linearly independent (meaning the entries of ψ are linearly independent), the local refinable subspaces of S(ψ) are in one-to-one correspondence with the a(0)-invariant spaces Λ satisfying Λ = Σ(S Λ ). By the definitions of S Λ and Σ(V ), Λ is always a subset of Σ(S Λ ); but, as Example 4.2 illustrates, it is often a proper subset. Our next result offers a means for determining Σ(S Λ ) from Λ.
First, define
Let H Λ be the minimal subspace of R 2m that contains
and is {A 0 , A 1 }-invariant, i.e., A ε -invariant for ε = 0, 1. And define
We have the following corollary. (
It is clear that S Λ| is always a subset of span ψ := span{ψ 1 , . . . , ψ m }. We now give a characterization of when these sets are actually equal.
The preceding few results assume that ψ is linearly independent. Corollary 2.9 below characterizes this property in terms of the mask a. Corollary 2.9 is an immediate consequence of Theorem 2.8, which identifies all dependency relations among the entries of ψ and provides the mask for a basis for span ψ (also in terms of a).
To begin with, define W to be the smallest subspace of R 1×m satisfyinĝ 
Then two necessary conditions for the generator ψ to be linearly independent are: N1) 2 is a simple eigenvalue of the matrix T with left eigenvectorψ(0); and N2) all other eigenvalues have modulus strictly less than 2 (cf., e.g., [DM] , [H] , [JS] ).
Theorem 2.8. Suppose T satisfies N1 and N2. Then
(ii) the refinement equation with maskã has a unique solutionψ with ψ (0) =ṽ; (iii)ψ is a basis for span ψ, i.e.,ψ is independent and span ψ = spanψ.
So, one may assume that ψ is linearly independent without loss of generality.
Corollary 2.9. The generator ψ is linearly independent if and only if (i) T satisfies N1 and N2; and
The interested reader is encouraged to see [HJ] for additional results along these lines.
Proofs
Throughout this section, we write φ ⊂ V to mean that the entries of the generator φ are elements of V . We recall some results from [BD] . The topology used in [BD] is that of uniform convergence on compact sets, but the arguments used there also apply to the topology of L 1 loc .
Proof of Proposition 2.1. Suppose σ ∈ Σ(V ). Then there exists
f ∈ V + such that f | = ψσ. Since V is refinable, f (·/2) ∈ V + . But, f (·/2) = ψ(·/2)σ = ψa(0)σ on [0, 1]. So a(0)σ ∈ Σ(V ).
Proof of Proposition 2.2. (i)
(ii) There exists γ ∈ R n×n such that λ = λ γ. Set β := β λ and β := β λ . Then
Since the columns of λ form a basis, γ = β γβ −1 . Define by Eqs. (2.1) and similarly, but with λ in place of λ. Then, (0) = λ = λ γ = (0)γ. Now, suppose 2j + ε > 0 and (j) = (j)γ. Then
It follows that e λ = e λ γ.
(iii) Set V := S(e λ ). Let φ be as in Lemma 3.
Since φ ⊂ V , we have S(φ) ⊂ S(e λ ). Conversely, since e λ ∈ V + = R(φ) ⊂ S(φ), we have S(e λ ) ⊂ S(φ).
The proof of Theorem 2.3 will require the following lemma.
Proof. Let f ∈ V + . We recursively construct a sequence c :
This is the so-called "peeling-off argument" from [BD] . Since f ∈ V + and φ | spans V and S(φ) is the smallest closed shift-invariant space containing φ, S(φ) is a subspace of V . This, in turn, implies that S(φ)
Proof of Theorem 2.3. Let the columns of λ form a basis for Σ(V ). We first show that V + = S(e λ ) + . By Lemma 3.3, it is sufficient to show that e λ ⊂ V + since e λ| = ψλ, which spans V
Since φ | is a basis, the set
is well-defined and satisfies e λ = φ * c.
Since V is a local FSI space, it follows that V = S(ν) for some compactly supported generator ν. Without loss of generality, supp ν ⊂ [0, ∞). Then ν ∈ S(e λ ) and e λ ∈ V , since V + = S(e λ ) + . Therefore V = S(e λ ).
Proof of Theorem 2.5. Define
. Also (with (−1) := 0 for consistency), Eqs. (2.1) give
Since β λ is invertible, the column space of h(j) is equal to the column space of
if and only if there exists an f ∈ S Λ which agrees with ψ(· + 1)u + ψv on [−1, 1], since ψ is independent. It follows that
is preserved by a(0) (it is a(0)-invariant and a(0) is invertible).
Proof of Corollary 2.6. The equivalence of (ii) and (iii) is an immediate consequence of Theorem 2.5. It is also obvious that (iv) =⇒ (ii) =⇒ (i). We prove (i) =⇒ (ii) and (ii) =⇒ (iv).
First, let V be a local refinable FSI subspace of S(ψ) such that Λ = Σ(V ). By Theorem 2.3, V = S Λ . So Λ = Σ(S Λ ), proving (i) =⇒ (ii). To prove (ii) =⇒ (iv), by Lemma 3.3, it is enough to point out that e λ| = ψλ is a basis for S + Λ| = ψΛ.
Proof of Theorem 2.7. Let the columns of λ form a basis for Λ and recall that e λ = ψ * where is given by Eqs. (2.1). Then e λ (· + j) | = ψ (j). Let L be the column space of [ (0), (1), (2)
Clearly Λ ⊂ L, since λ = (0). Also, by Eqs. (2.1) and since β is invertible,
Now, the columns of (0) = λ are in L Λ and, if L Λ contains the columns of (m), then it must contain the columns of (2m + ε)
Proof of Theorem 2.8. Suppose T satisfies N1 and N2. Define v :=ψ(0). Let W ,ṽ, and ã(0),ã(1) be as defined before Theorem 2.8. DefineT :=ã (0) It follows that ψ W (0) = v andψW satisfies Eq. (1.1). SoψW = ψ, proving that σ ∈ W ⊥ =⇒ ψσ = 0. Moreover, since W is of full rank, span ψ = spanψ. Now, let the entries of φ = [φ 1 , . . . , φ j ] form a basis for span ψ. Then there exists V ∈ R j×m such that ψ = φV . Let V be the row space of V , that is,
And, since the entries of φ are linearly independent, V σ = 0 =⇒ V a(ε)σ = 0 for ε = 0, 1. Since σ ∈ R m was arbitrary, it follows that Va(ε) ⊂ V for ε = 0, 1. Lastly, letW be the smallest subset of R 1×k satisfyingṽ ∈W andWã(ε) ⊂W (ε = 0, 1). Then v =ṽW ∈WW andWW a(ε) =Wã(ε)W ⊂WW . So W ⊂WW . This, together with the fact that dim W = rank W = k, implies thatW = R 1×k . Sinceψσ = 0 ⇐⇒ σ ∈W ⊥ ,ψ is independent.
Examples
Example 4.1. We present all local refinable FSI spaces of piecewise polynomials with integer breakpoints and prove the list is complete (cf. [GL] , [LLS] for related results). 
