We study the effect of local decoherence on arbitrary quantum states. Adapting techniques developed in quantum metrology, we show that the action of generic local noise processes -though arbitrarily small-always yields a state whose Quantum Fisher Information (QFI) with respect to local observables is linear in system size N , independent of the initial state. This implies that all macroscopic quantum states, which are characterized by a QFI that is quadratic in N , are fragile under decoherence, and cannot be maintained if the system is not perfectly isolated. We also provide analytical bounds on the effective system size, and show that the effective system size scales as the inverse of the noise parameter p for small p, making it increasingly difficult to generate mesoscopic or even macroscopic quantum states. In turn, we also show that the preparation of a macroscopic quantum state, with respect to a conserved quantity, requires a device whose QFI is already at least as large as the one of the desired state. Given that the preparation device itself is classical and not a perfectly isolated macroscopic quantum state, the preparation device needs to be quadratically bigger than the macroscopic target state.
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I. INTRODUCTION
The last decade has seen increasing efforts to push quantum mechanics to new regimes, and demonstrate quantum features at ever larger scales. There have been significant advances in the control and manipulation of light and matter, and quantum effects have been demonstrated in a variety of systems of up to mesoscopic size (see e.g. [1] [2] [3] [4] [5] [6] ). But will we ever be able to prepare, maintain and confirm truly macroscopic quantum states such as Schrödingers' cat? This is a question that is not only of philosophical interest, but may have impact on the planning and the possibility of realizing future experiments.
It is sort of common knowledge that decoherence destroys quantum features, and that macroscopic quantum states are particularly susceptible. However, this statement is mainly restricted to a variety of examples [7] [8] [9] [10] [11] [12] [13] [14] [15] , and only a few general results have been shown, see e.g. [16] for a review. Some macroscopicity measures are intrinsically connected with the stability of states under decoherence. Ref [17] indeed takes the fragility under decoherence as a measure for macroscopicity. More recent contributions take a different path, and define macroscopicity by other means (see [16] for an overview). However, in some cases it turns out that the very criteria that render a state macroscopic also imply that it is susceptible to noise. One such example is given by the measures of [18] and [19] , which are based on how good one can distinguish two (or more) states that are in a quantum superposition with a classical detector -or similarly how much information one can extract. Intuitively, if a measurement apparatus can extract information to distinguish between states, so can the environment. Hence there exists a specific decoherence process that destroys quantum coherence and thus macroscopicity for all such states. Similar conclusions were obtained in [20] [21] [22] . These statements are however restricted to specific decoherence processes.
As argued in [16, 23] , the variance of a state w.r.t. a local observable A [24] -or more generally the Quantum Fisher Information (QFI), which is the convex roof extension of the variance for mixed states-can serve as a good measure for macroscopicity. In fact many approaches to quantify macroscopicty make directly or indirectly use of the variance, or the corresponding measures are closely related [16] . For a pure quantum state of N particles of the form |ψ ∝ (|A + |D ) -where |A and |D are classical states-, a large variance of O(N 2 ) implies that the expectation values for the two states w.r.t. A are macroscopically distinct -i.e. the two states are very different. In fact all separable states have a variance or QFI of O(N ), while macroscopic quantum states are characterized by a variance or QFI of O(N 2 ). The QFI also plays a central role in quantum metrology, and in fact provides bounds like the Cramér-Rao bound [25] , for the achievable precision in estimating a parameter.
Here we show that there are fundamental limitations to maintain and prepare truly macroscopic quantum states based on the QFI. In particular, we find that any generic local decoherence process that acts independently on the constituents of the multi-particle quantum state renders a state microscopic as the QFI after the noise process is O(N ). This result is obtained by adapting techniques developed in the context of quantum metrology [26, 27] , where channel extension methods allow one to show that a quantum scaling advantage in parameter estimation disappears if one considers generic noise processes [28, 29] by bounding the attainable QFI for any such quantum channel. Similarly, we find that any initial state is mapped to a state with QFI O(N ) w.r.t. any local observable under generic noise processes. The only noise processes for which our methods do not ensure linear scaling of the QFI are some restricted rank 1 channels such as dephasing. Our methods also allow us to obtain upper bounds on the effective size [17] of the system, where the effective size is given by the minimal size of a quantum system that can show the same features as the system in question, i.e. has the same QFI. We consider different types of noise processes and obtain analytic expressions for the bound on the effective size, that scales inversely proportional to the noise parameter p of the single-qubit noise, N eff ∝ 1/p, for small noise (p ≪ 1). This implies that it becomes increasingly difficult to maintain states of larger size.
Furthermore, we also obtain limitations on the preparation process of macroscopic states. We find that, in the typical case where the observable A is the generator of the spatial rotation symmetry and hence a conserved quantity for a closed system, the preparation of a state with a certain QFI requires an apparatus that already needs to have at least the same QFI as the target state. This follows from the equivalent of the processing inequality for the QFI and the simple fact that, for a closed system, any operation commutes with the symmetry. From this one can conclude that the preparation of a macroscopic quantum state with QFI of O(N 2 ) requires an apparatus with a QFI that is quadratic in N . As the preparation apparatus is usually considered to be classical (and not itself in a quantum superposition state), an apparatus of size M will only have a QFI of O(M ), and hence the apparatus needs to be quadratically bigger than the target state, M = O(N 2 ). One may also use our first result to argue that a preparation apparatus will not be perfectly isolated from the environment, and hence the resulting decoherence implies that the QFI of the apparatus is of O(M ). Notice that it was also found that a measurement apparatus that is quadratically larger than the system size is required to successfully confirm the presence of a macroscopic quantum state [30] . Our result extends this observation to the preparation process.
The paper is organized as follows. In Sec. II we introduce the QFI and discuss its role in quantum metrology and macroscopicity. We also review the channel extension method in quantum metrology. In Sec. III we adapt the method to the macroscopicity scenario and show that also in this case, one obtains a linear QFI for all full rank and rank 2 channels. We discuss rank 1 channels as well, and show that only rank 1 Pauli channels may leave the QFI of states to be of O(N 2 ). Using a semidefinite program, we calculate upper bounds on the effective size for finite system sizes, and provide analytic results for several noise channels such as local depolarizing noise or amplitude damping in Sec. IV. Finally, we consider the preparation process in Sec. V and show that for a closed system the QFI with respect to the total spin can not be increased, hence the effective size that one can prepare is severely limited by the size of the device used to prepare it.
II. BACKGROUND AND NOTATION

A. QFI and metrology
Quantum Fisher Information (QFI) is mathematically defined in terms of the Bures metric ds Bures , which is used to measure infinitesimal distances inside the space of density matrices Z(H). Considering a one-dimensional, differentiable parametrization of Z(H) given by some real parameter ϕ ∈ R, the distance between infinitesimally close states ρ, ρ + dρ ∈ Z(H) is,
where dρ =ρdϕ and the QFI F (ρ,ρ) is implicitly defined as,
where ρ = i λ i |i i| is the spectral decomposition of the state ρ. In the context of metrology and macroscopicity, the unitary parametrization ρ(ϕ) = e −iHϕ ρe iHϕ is normally used, where H denotes the time-independent hamiltonian that generates the evolution.
QFI has been widely used in the field of metrology, where some physical parameter of interest ϕ is estimated with some precision ∆ϕ (where ∆ 2 ϕ denotes the Mean Squared Error of the unbiased estimator), bounded by the so-called Cramér-Rao bound [25] , ∆ϕ ≥ 1
where F ρ, dρ dϕ denotes the QFI with respect to the state ρ.
The general quantum metrology scenario consists of N probes, e.g. atoms or photons, that sense the parameter ϕ, so that by measuring the final state one can estimate the value of the parameter. It has been shown that, if the N probes sense the parameter independently, the achievable precision follows the standard scaling (1/ √ N ). This scaling can be improved due to quantum properties such as entanglement, leading to the so-called Heisenberg scaling (1/N ) [31, 32] , which corresponds to a quadratic scaling (O(N 2 )) of the QFI with respect to the system size N . However, this quadratic enhancement of precision cannot be achieved if decoherence is taken into account [33] [34] [35] . In the context of metrology, decoherence arises due to a noisy evolution of the probes. In particular, we focus on the simplified model analysed in [26] , where N parallel, entangled probes sense the parameter. However, the sensing process may be subject to local noise on each probe, so that the global evolution of the state of N probes can be described by the tensor product of the individual quantum channels Λ ⊗N ϕ . In this model, each probe undergoes a noisy evolution described by a quantum operation that is of the form: Λ met ϕ (ρ) = E (u ϕ ρ u † ϕ ). The evolution u ϕ is applied as a unitary rotation that encodes the parameter ϕ. The decoherence process is introduced as a quantum channel E characterized by the Kraus operators k i , which do not depend on the parameter ϕ. Therefore, the complete quantum channel reads
B. Macroscopicity scenario
In the context of macroscopicity, we are interested in the study of macroscopic quantum states themselves, and how the interaction with their surroundings eventually transforms them into classical systems. The main difference from the metrology scenario is that the focus of study is not the system evolution and how the noise interferes in the sensing of a parameter. In fact, we optimize over all the possible local observables. In our scenario, we use the scaling of the QFI as a criteria to determine the macroscopicity of a state after a given noise process Λ(ρ). If the QFI of the state after the noise process still scales as O(N 2 ), the state has preserved its macroscopicity. In particular, we define macroscopic quantum states in terms of the effective size [23] . A macroscopic state of N particles that has gone through some noise channel, may perform as a quantum state with N eff < N particles in a metrological task, i.e. the QFI of the state after the noise may scale as a state with N eff < N particles. The effective size is defined as,
where F (ρ, H) denotes the QFI of the state ρ w.r.t a local observable H. Therefore, we call a state macroscopic if
. Considering this specific macroscopicity scenario, in which some noise process is applied to the initially macroscopic quantum state, the one-probe quantum channel has the form Λ
where a perfect unitary evolution u ϕ is applied after the noise process E(ρ) = i k i ρk † i , described by the Kraus operators k i . Note that a perfect evolution is considered, as it does not represent a real physical process, but the "virtual" evolution on which the QFI of the noisy state E(ρ) depends. This evolution does not affect the analysis of macroscopicity, since we optimize afterwards over all possible local observables. The total channel has the form, (6) where K i (ϕ) = u ϕ k i are the Kraus operators of the total channel, satisfying i K † i (ϕ)K i (ϕ) = 1. This Kraus representation is not unique, as there exist unitary equivalent representations,
where U ϕ = e −iϕh denotes a unitary matrix generated by the hermitian matrix h.
C. Channel extension method
Despite the numerous advantages of the QFI, it is not always possible to analytically compute it, especially when considering some scenarios in metrology, where it is also necessary to maximize the QFI over all possible input states to obtain the maximum achievable precision. However, the channel extension method [34] provides an upper bound (CE bound, where CE stands for channel extension) on the QFI of a N -probe state, based solely on the Kraus operators that describe the noise channel for one probe. Intuitively, by extending the system space -e.g. by adding an ancilla-and making the channel act trivially on this extension, the precision of an estimator can only increase, i.e.
where ρ ext ∈ B(H S ⊗ H A ) denotes the joint state system+ancilla. Based on this idea, the CE bound can be derived for both one-probe and N -probe channels. Considering a setting of N parallel, entangled probes that undergo some local, uncorrelated noise process, the CE bound has the form [34] ,
where ρ 
whereK i (ϕ) = ∂ ϕKi (ϕ). Throughout this work, we make use of bold letters to designate the vector character of the Kraus operators, e.g.K denotes a column vector with K i as its elements. We also remark that the optimization over all possible Kraus representations in eq. (10) is equivalent to a minimization over the possible h matrices (see eq. (7)). This CE bound can be directly applied to the macroscopicity scenario, the only difference being the definition of the Kraus operators, that in this case have the form K i (ϕ) = u ϕ k i (note that the evolution is applied after the noise process).
III. LINEAR SCALING OF QFI
In this section, we apply the methods used in the context of metrology [26, 27] to macroscopicity. In particular, we study the scaling of the QFI bound (10) as a way to quantify the macroscopicity of states that have gone through a decoherence process. We show that all noise processes, except some restricted rank 1 Pauli channels, destroy the macroscopicity of the initial quantum state, as the QFI bound of the decohered state scales at most linearly in N . A sufficient condition for the bound (10) to scale linearly in N is βK = 0, i.e. any noise process that satisfies this condition yields a non-macroscopic state.
In order to study the bound (10) analytically, the expressions for αK and βK in eqs. (11) and (12) need to be written in terms of the variables of interest, i.e. the h matrix and the Kraus operators that describe the given noise process k i .
Considering N -qubit states, the one-qubit evolution u ϕ = e −iϕH can be described as a generic rotation in the Bloch sphere, i.e. H = σ n = n · σ = n 1 σ 1 + n 2 σ 2 + n 3 σ 3 . Given thatK = U ϕ u ϕ k (see eq. (6) and (7)) -where U ϕ acts on the space of Kraus operators and u ϕ acts on the Hilbert space of the one-qubit system-, its derivative is
Hence, the expressions (11), (12) for αK and βK have the form,
Note that we denote αK, βK as α, β for simplicity. We remark that, for the purpose of this work, the free variables -over which we optimize-are the Gauge hamiltonian h, that comes from the unitary equivalence of Kraus representations; and the physical hamiltonian H, that is also optimized in the context of macroscopicity, where we do not deal with any specific physical evolution. The Kraus operators k are fixed depending on the noise process we study.
In the following subsections, we study how initially macroscopic quantum states are affected by different noise processes. Thus, we start by analysing if such processes fulfill the condition β = 0 (QF I = O(N )), which, in turn, means that they destroy the macroscopicity of the initial states.
A. Linear scaling of the QFI bound for general channels
We consider general full rank, rank 2 and rank 1 channels separately to show that all noise processes satisfy the condition β = 0 in eq. (14), except for rank 1 Pauli channels. Thus, the macroscopicity of the initial state cannot be maintained after such noise processes.
For the purpose of this section, it is enough to show that the different channels can fulfill β = 0. Thus, we only need to demonstrate that the term k † hk in eq. (14) spans the whole vector space of Hermitian operators S ≡ span h k † hk = span{½, σ x , σ y , σ z }; so that the hermitian term k † Hk can always be cancelled out (for more details see Appendix B).
The specific cases are analysed in detail in Appendix A (general rank 1 channels), App. C (general rank 2 channels) and App. D (general full rank channels). We obtain that all the noise processes can satisfy condition β = 0 except for rank 1 Pauli channels, which implies that their QFI bound is linear in N . Hence, the macroscopicity of the initial state can survive, in principle, only if it undergoes a noise process described by a rank 1 Pauli channel.
For the rest of channels, we can further analyse bound (10) to get a bound on the effective size (see Sec. IV).
B. Full rank and rank 2 Pauli channels
In this section, we explicitly compute the conditions h should satisfy to fulfill β = 0 for some useful examples such as full rank and rank 2 Pauli channels. Pauli channels are described as,
with Kraus operators {k i = √ p i σ i } i=0,..,r , that is, each transformation described by σ i is applied with probability p i > 0 (thus, i p i = 1).
Let us first consider Full rank Pauli channels (r = 3). We introduce the following notation for the vector k and the h matrix,
With this notation, the condition β = 0 (eq. (14)) reads,
Specifically, the conditions for β = 0 that restrict the h components are:
for i, j, k = 1, 2, 3, where i = j = k and j < k. Re() and Im() denote the real and the imaginary part respectively. These conditions can always be fulfilled with the proper choice of h, since all equations are linearly independent and the number of variables exceed the number of equations. Similarly, we can study rank 2 Pauli channels and get,
These conditions will be useful in the following sections (in particular, in Sec. IV A).
IV. UPPER BOUNDS ON EFFECTIVE SIZE
Provided that β = 0, the linear bound on the QFI has the form,
where the minimization over the possible Kraus representations is, indeed, a minimization over the possible h matrices [36] that satisfy β = 0. In the context of macroscopicity, such a linear bound means that the macroscopicity of the initial N -qubit state cannot be maintained whenever the system is subjected to a generic local noise process. However, we can extract more information from bound (25) . By optimizing over the possible local hamiltonians, a bound on the effective size N eff (Eq. (5)) can be derived,
where ||α|| min = minK ||αK||. The bound N max eff = max H ||α|| min represents the maximum number of particles among which quantum correlations can resist the decoherence action. As a simple example, consider an initial state of N = 1000 qubits with N max eff = 20 after some noise process that fulfills β = 0. The final state is no longer macroscopic, but quantum coherence can be maintained among groups of maximally 20 qubits.
A. Analytical results
In this section, we derive analytical expressions for the bound on the effective size, and in all cases we find that N max eff ∝ 1/p when the noise parameter p is very low. In addition, we derive analytical bounds for amplitude damping and depolarizing channels ∀p.
Throughout this section, we write α in terms of the Pauli basis as α = 3 i=0 a i σ i , with coefficients a i ∈ R obtained by eq. (13) . With this notation, α = a 0 σ 0 +Cσ c , where
C . Hence, its singular values are {|a 0 + C| , |a 0 − C|}, i.e. ||α|| = |a 0 | + a 2 1 + a 2 2 + a 2 3 .
Amplitude damping
The amplitude damping channel is described by the Kraus operators,
where 0 ≤ p < 1. Condition β = 0 leads in this case to a fixed h matrix of the form,
where n = (n 1 , n 2 , n 3 ) denotes the hamiltonian direction.
After substituting in eq. (13), coefficients a i for α = i a i σ i read,
As explained above, the analytic expression for ||α|| is given by ||α|| = |a 0 | + a 2 1 + a 2 2 + a 2 3 . In order to compute the bound on the effective size N eff ≤ max n ||α||, we only need to optimize over the hamiltonian directions. Considering that | n| = 1, the optimal n is obtained by solving ∂||α|| ∂n3 = 0. Since we study the function ||α|| in the region n 3 ∈ [−1, 1], we can distinguish two regimes,
. The bound on the effective size is,
• 0 ≤ p ≤ 1/ √ 2: There are only local maxima at n 3 = ±1, that give the bound,
Local depolarizing noise
Local depolarizing noise is a full rank Pauli channel of the form,
where 0 ≤ p < 0.75 and the Kraus operators are
Due to the symmetry of the channel, ||α|| does not depend on the direction of the hamiltonian H, so w.l.o.g. we can choose n = (0, 0, 1). Thus, the bound on the effective size is directly given by N eff ≤ ||α|| min .
Making use of the numerical methods described in Sec. IV B, we obtain that the optimal h reads,
whose terms are related by the condition β = 0 (eq. (20)):
. Considering also that n = (0, 0, 1), coefficients a i now read,
Optimizing the analytical expression ||α|| = |a 0 | with respect to Re(h 03 ) is straightforward and it leads to the bound
It can easily be seen that for p ≪ 1,
3. Pauli channels with p ≪ 1
In this section, we obtain analytical bounds for full rank and rank 2 Pauli channels considering that the amount of noise applied to the macroscopic state is infinitesimal, i.e. the noise parameters p i ≪ 1 ∀i = 0.
Full rank Pauli channels. E(ρ)
First, we consider the expression for β = 0 in eq. (20) .
and Im(h jk ) ∼ O(1/p) (where p generically denotes the noise parameters, since p 1 ∼ p 2 ∼ p 3 ) in order to get β = 0. We remark that we use the index notation i, j, k = 1, 2, 3, i = j = k, j < k throughout this section. Furthermore, instead of minimizing over the possible Kraus representations, we make an ansatz for the Gauge hamiltonian h to simplify the analysis. In this case, we consider,
where h ij ∈ R ∀i, j and h 0i ∼ O(1/ √ p), h jk ∼ O(1/p) as argued above. Considering this, the terms in h 2 scale as,
Once we have settled the h matrix, we analyse the resulting α term by term (eq. (13)) 
which give ||α|| = a 0 . Taking into account condition (20) , i.e.
, we analytically minimize a 0 over the variables h jk , and we get,
for the optimal value h jk = ni √ pj p k 2(pipj +pip k +pj p k ) . Finally, we analytically maximize over the hamiltonian direction n (subject to | n| = 1) and we get,
where we have assumed w.l.o.g. that p 1,2 > p 3 [37] . The optimal hamiltonian direction is (0, 0, 1). It can easily be seen that the previous result for the depolarizing channel (N max eff
For this analysis, p 0 ≫ p i and p i ≪ 1 for i = 1, 2. Equivalently, other combinations of two Pauli matrices can also be considered.
Analogously, we can apply the previous procedure to rank 2 Pauli channels. As before, we can approximate
where
and h 12 ≃ n3 2 √ p1p2 . Optimizing over the hamiltonian direction, we get
for the optimal direction n = (0, 0, 1). We have shown that for all the analytical cases studied (full rank and rank 2 Pauli channels and amplitude damping), the effective size bound scales as N eff ∝ 1/p when low values of the noise parameter p are considered. This implies that macroscopic quantum states are extremely fragile under decoherence, since, even if the macroscopic state is subjected to a very small amount of noise, a little increase in the noise parameter leads to a decay in the macroscopicity of the system.
B. Numerical results
In order to obtain the upper bound (26), we first optimize over the Kraus representations numerically. Eq. (25) can be transformed into a semi-definite program (SDP) [26, 27] of the form (see Appendix E), minimize t,
where ||α|| min = t 2 min andK = −i(h + H)k (note that we have chosen U ϕ=0 = 1 and u ϕ=0 = 1 w.l.o.g).
Once we get ||α|| min via SDP, we optimize over the possible hamiltonians (H = σ n for qubits) by plotting the parameter ||α|| min for each hamiltonian direction n, so that the optimal direction can be easily visualized. We make use of the stereographic coordinates to map each three-dimensional vector n inside the Bloch sphere onto a point P inside a circle of radius one. Considering that the QFI is symmetric, we only have to take into account the lower half of the Bloch sphere. Thus, the map is a one-to-one correspondence between n and P ,
where n = (n 1, n 2 , n 3 ). We apply these methods to different types of noise processes. The results are presented below.
Full rank Pauli channels
In this section, we present the results obtained for different choices of full rank Pauli channels,
where i p i = 1. The effective size bound N max eff is given by the maximum value of ||α|| min (yellow points in the figures).
We consider a Pauli channel with p 1 = p 2 = p 3 ( Fig. 1) , where p 3 > p 1 > p 2 . Fig. 1a shows the case where a global 0.07% of noise is applied (p 0 = 0.9993), leading to an effective size bound N max eff = 1070. In Fig. 1b , all the noise parameters are increased, giving a bound on the effective size of N max eff = 105 particles, which means that, with a global 0.7% of noise, quantum coherence is maintained among groups of maximum 105 particles inside the initial state of N particles. In Fig. 1c , a global 7% of noise gives N max eff = 9. The optimal hamiltonian direction is close to the y axis in these cases. We show in Fig. 1d how the optimal hamiltonian direction changes to the x axis when the noise parameters are not infinitesimal. is given by the maximum value of ||α||min (yellow points). n optimal is close to the y axis in all the cases considered except for fig. 1d , where the noise parameters are not infinitesimal, and n optimal gets close to the x axis. It can be seen how N 
Rank 2 Pauli channels
We now continue with the study of rank 2 Pauli channels, i.e. E(ρ) = 2 i=0 p i σ i ρσ i , with i p i = 1.
As in the previous section, the values of ||α|| min for each hamiltonian direction n are plotted. The maximum value of ||α|| min (yellow points) is the upper bound on the effective size, N max eff . We consider Pauli channels with p 2 = 0. The effective size bounds are the same (for the same values of the noise parameters) if p 3 = 0 or p 1 = 0 instead. The only difference is the optimal hamiltonian direction (see Fig. 2 ).
In particular, we consider the case where the noise introduced by σ z is much bigger than the σ x (p 3 > p 1 ). It can be seen (Fig. 2a) that, for very low values of the noise parameters (p 1 = 2 · 10 −5 , p 3 = 1.5 · 10 −4 ), the effective size bound is macroscopic (N max eff = 14160), corresponding to hamiltonian directions close to the y axis (0, ±1, 0). If noise parameters increase, the effective size bound rapidly decreases to N max eff = 135 (Fig. 2b) and N max eff = 8 (Fig. 2c) . We show in Fig. 2d how the effective size bound is analogous for rank 2 Pauli channels with p 3 = 0, the only difference being the optimal hamiltonian direction. = 14160, the only difference being the optimal hamiltonian direction.
V. PREPARATION OF MACROSCOPIC QUANTUM STATES
We now step back from the effect of noise on the effective size of quantum states, and consider the limitations on the preparation of macroscopic states in the first place, arising from the finite size of preparation device and fundamental symmetries of nature. Then we come back to the noise, and interpret the results of the previous section in the new light.
Consider a closed system composed of a "reference frame" |RF and a target state |ψ 0 , we call the global state ρ = |ψ 0 ψ 0 | ⊗ |RF RF|. Both the RF and the target subsystems are composite of M and N particles respectively, that we assume to be qubits for simplicity (this is not crucial for the following argument). Define a local observable A tot of the global system as the sum of local observables for the subsystems
where each σ
n acts on the i-th qubit. As the total system is closed it obeys the usual symmetries and conservation laws. In particular, its time evolution commutes with spatial rotations, as the isotropy of space requires the physics of a closed system to be independent of the choice of orientation of the coordinate system. Hence, the operations that can be performed on the system also commute with spatial rotations. The most general operation that can be performed on a quantum system is captured by the notion of quantum instruments: a quantum instrument E acting on N + M qubits is a collection of CP maps E k such that k E k is trace preserving and
where |k is a classical label of the outcome of the instrument. As mentioned above, because the system is closed the isometry of space implies that the rotations around the axis n whose unitary representation is U ϕ = e iϕAtot commute with the operation E
(where U ϕ is formally extended to act trivially on the outcome label |k ). Now consider the average Fisher information of the state after the action of the instrument
with p k = tr E k (ρ) the probability of the outcome k. Because all |k are orthogonal we have
This follows from the block diagonal structure of the state E (ρ) with respect to k and the fact that A tot ⊗ ½ label only acts non-trivially within each block. The QFI in Eq. (52) is the susceptibility of the fidelity
with respect to small deviations of ϕ from zero F ∝ lim ϕ→0
From the symmetry (50) we get
where for the last step we use the processing inequality for fidelity (the fidelity between two states can not decrease under posprocessing E ). From the last inequality we get that the QFI of the initial state can only decrease under manipulations that commute with the observable A tot
Note that this relation holds if one traces out some qubits for some outcomes k, this follows from the fact that the tracing of subsystems also commutes with U ϕ which acts locally on each qubit. To summarise, we have just shown that the QFI of a closed system with respect to an observable A tot , that commutes with the symmetries e.g. is a generator of the symmetries, can not be increased by any kind of manipulations. This is a direct consequence of the "processing inequality for QFI" -a direct consequence of the processing inequality for fidelity.
This limitation on the preparation of macroscopic states allows to shed new light on the results of previous sections. Typically, in experiments the reference frame system (e.g. a laser beam, a magnet, a double slit...) used for the preparation is not well isolated, but rather an open quantum system subject to all kinds of interactions with the environment and decoherence. Consequently, we know from the results of previous sections that its QFI ∝ O(M ) can only scale linearly with its size M . Hence, in order to prepare a macroscopic state of size N , one requires a reference frame system (a preparation device) which is quadratically bigger M ≈ N 2 . We note that similar results have been obtained for the detection of macroscopic states in [30] , where one can also find farreaching quantitative interpretation for this relation.
VI. SUMMARY AND CONCLUSION
Quantum Fisher Information (QFI) has been used in the context of metrology to derive the Cramér-Rao bound for the achievable precision of an estimation protocol. Large scale systems exhibiting quantum properties such as entanglement have been proven to achieve a quadratic scaling of the QFI with the system size N , thus increasing the sensitivity of the parameter estimation over the standard scaling (QFI∼ O(N )) achieved by separable states. As argued in [23] , these different scalings of the QFI can be used to identify genuinely macroscopic quantum states as resource states that improve a metrological protocol.
In this work, we adapt methods used in the field of metrology to study the macroscopicity of N -qubit states that have undergone a given noise process. In particular, we analyse the Channel Extension bound (CE bound), that gives an upper bound on the QFI based solely on the Kraus operators of the local noise channel acting on a single qubit.
We show that general full rank and rank 2 channels (including Pauli channels) present a linear scaling of the QFI bound. With respect to rank 1 channels, only rank 1 Pauli channels such as dephasing maintain a quadratic scaling of the QFI bound. This means that initially macroscopic quantum states are fragile under all local, uncorrelated noise channels except for rank 1 Pauli channels.
In addition, we have studied the bound on the effective size, that is, the minimal system size of a quantum system that performs equivalently to the system of study, i.e. the QFI of the state after the noise may scale as a quantum state with N eff < N particles. Hence, we consider that the state after the noise process is macroscopic if N eff = O(N ).
For all the noise channels considered, the effective size rapidly decays with increasing noise parameter p. Only for very low values of the noise parameter (p → 0), N eff bound can still be of the order of N . We obtain analytic expressions for the N eff bound for depolarizing noise, amplitude damping and full rank and rank 2 Pauli channels with p → 0. In all cases, N eff ∝ 1 p in the limit p ≪ 1.
Finally, we have shown that in a closed system the average QFI of a subsystem with respect to a conserved quantity and after any kind of manipulations can not exceed the original QFI of the total state. Hence the effective size of target state is limited by the QFI of the reference frame state used for the preparation. A preparation device is typically an open system subject to noise, and hence, in lights of the results above, has a QFI scaling linearly with its size. This allows us to conclude that the preparation of a macroscopic state of some size requires a device which is quadratically bigger.
where the variables are: h 00 , h 11 , Re(h 01 ), Im(h 01 ). The set of equations (A5) refers only to variables h 00 and h 11 , whereas the set (A6) refers to variables Re(h 01 ) and Im(h 01 ). We denote them as set1 and set2 respectively. In order to show that β = 0, both set1 and set2 need to have solutions.
According to Rouché-Capelli theorem [38] , a system of linear equations Sx = c is consistent (has at least one solution) if and only if the rank of its coefficient matrix (S) is equal to the rank of its augmented matrix (S|c).
Let us first consider set1, with coefficient and aug- 
where det S 1 = −B. If det S 1 = 0, rank(S 1 ) = rank(S 1 |c 1 ) = 2 so set1 is consistent. If det S 1 = 0, i.e. B = 0, rank(S 1 ) = 1 so the condition rank(S 1 |c 1 ) = 1 needs to be fulfilled. This condition is fulfilled if n 3 (1 − 2A) = 0, that is, either n 3 = 0 or A = 1/2. Similarly, we study set2, that has det S 2 = 2B. As before, if B = 0, set2 is consistent. Otherwise, condition rank(S 2 |c 2 ) = 1 needs to be fulfilled, together with condition n 3 (1 − 2A) = 0, since both set1 and set2 need to be consistent to get β = 0.
Altogether, the options for setting β = 0 are:
· Re(λ 1 ) = 0, λ 2 = 0: Both set1 and set2 are consistent.
· (i) Re(λ 1 ) = 0, λ 2 = 0 or (ii) λ 2 = 0, Re(λ 1 ) = 0: In both cases (i) and (ii), rank 1 Pauli channel is recovered, since the Kraus operator k 1 is of the form
where σ m = m · σ, with m = (
|m| , 0) and |m| = Im(λ 1 ) 2 + λ 2 2 . Or,
In this case, the only possibilities for rank 1 Pauli channels to fulfill β = 0 are that, either the hamiltonian direction is the same as the noise direction (H ∝ k 1 ), or the noise parameters must fulfill the condition |λ 1 | 2 + λ 2 2 = 1/2 (which is equivalent to a measurement in the eigenbasis of (i)σ m or (ii)σ 1 ). If this is so, the system is consistent (in fact, it has infinite solutions).
These cases, where β = 0, correspond to types of noise channels that lead to a linear scaling (O(N )) of the QFI bound. However, in this context of macroscopicity, we are interested in the effective size, that is, we optimize over all the possible "virtual" hamiltonians H. Therefore, the hamiltonian direction can always be chosen to not be parallel to the noise direction.
