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Introduction
The properties of a material begin to scale non-monotonically when the size of bulk
matter is reduced to the nanoscale. Small systems containing tens up to several
hundreds of atoms, called clusters, cover the size range between the atomic and
bulk limit. Most interestingly, the bulk quasi-continuous electronic density of state
is replaced by a discrete energy level spectrum, which, together with a complex
interplay with the structural degrees of freedom, leads to unusual physical and
chemical properties.
Before we go into any details, one may ask the question “what discriminates
a cluster from a nano-particle?” In this thesis we will refer to a cluster when
we know the exact number of constituent atoms. Moreover, the size of a typical
cluster studied in this thesis is smaller than 1 nm and, strictly speaking, one can
not refer to them as nano-particles. We will refer to the latter when the average
size of the particle is in the nanometer range and the properties do not change
significantly upon the addition of only one atom.
This discrimination also separates two opposite approaches to the area of
nanoscience. The field of nano-particles can be seen as a top-down approach in the
ongoing technological miniaturization. In contrast, the field of clusters can be re-
garded as a bottom-up approach, studying the size evolution of material properties
adding one atom at the time. This enables one to determine the unique properties
of a sub-nanometer sized system, elucidating new material properties.
1
2 Introduction
1.1 Brief History of Cluster Physics
Because clusters are such small objects and their properties can vary upon the
addition of a single atom, it is preferable to study them isolated from any perturb-
ing environment. This excludes, for example, deposition on a surface, as this can
change the intrinsic properties significantly. Luckily, this problem was solved even
before the field of cluster physics emerged. The properties of isolated atoms and
molecules were already studied free in the gas-phase under high vacuum conditions.
The combination of a cluster source with existing molecular beam techniques al-
lows us to map their intrinsic properties. The founding fathers of the molecular
beam experiments are Otto Stern and Walter Gerlach, who in 1922 tried to mea-
sure the quantization of orbital angular momentum in silver atoms [1], however,
obtaining instead the irrefutable proof for electron spin.
The field of cluster physics emerged in the 1960’s with the construction of
rather simple cluster sources [2], studying, for example, the ionization potential1
(IP) of small alkali metal clusters. It took until the 1980’s for the cluster field to
take off, when Knight et al. [3] observed that the abundance of certain sodium
clusters in a mass spectrum is higher than for other cluster sizes. The increase in
abundance was asserted to certain magic cluster sizes that are more stable than
others. Moreover, Kroto et al. [4] discovered in 1985 that C60 is a particularly
stable carbon cluster for which the Nobel price in Chemistry (1996) was awarded
jointly to Robert F. Curl Jr., Sir Harold W. Kroto and Richard E. Smalley “for
their discovery of fullerenes”.
In the following years, several groups started to develop techniques to determine
the electronic, magnetic, geometric and chemical properties of e.g. Van der Waals
clusters [5, 6], metal clusters [7, 8], carbon clusters [9, 10], semiconductor clusters
[11–13], superconducting clusters [14] and doped or bimetallic clusters [15, 16].
Below we will discuss a selection of key experiments, as an introduction to the field,
that are relevant to the work presented in this thesis. Additional information can
also be found in the corresponding chapters. In addition, it has to be noted that
clusters can also be deposited on a surface to study the effect of the interaction
with the substrate [17].
1.1.1 Magic Numbers
One of the first observations in the field of cluster physics was the enhanced abun-
dance for certain cluster sizes made from alkali-metal atoms. This was particularly
clear for sodium clusters where, for small sizes, an enhanced stability was obtained
for clusters containing 8, 20, 40, 58, 92, . . . atoms, see Fig. 1.1. The changes in
the abundance was ascribed to the closing of electronic shells, similar to filling
s, p, d, . . . orbitals in an atom. A closed electronic shell enhances the stability of
the particular cluster size. Good agreement was obtained with the ‘jellium’ model,
which ignores the internal details of the cluster, i.e. the geometric arrangement of
1The energy required to remove one electron.
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Figure 1.1: Abundance spectra of small sodium clusters. The enhanced abundance
for certain cluster sizes is ascribed to electronic shell closing. Figure from Ref. 8.
the nuclei, and replaces the actual potential of each nucleus with a ‘jelly-like’
background potential [8].
A different series of numbers was obtained for the stability of larger clusters,
which could not be related to the closing of electronic shells. Figure 1.3 shows a dip
in the abundance spectra for certain cluster sizes that is related to the closing of
geometric shells, i.e. structures with high symmetry. A dip is observed in the mass
spectra because the clusters with a geometrically closed shell are more difficult to
ionize. The magic numbers obtained are closely related to number of atoms in
Mackay-icosahedra, see Fig. 1.2, which is given by [18]
N = 1 +
n∑
p=1
(10p2 + 2), (1.1)
where N is the total number of atoms in the cluster and n is the order of the
icosahedron. Other geometric shells can also be formed apart from the icosahedra.
For example, geometric shells in aluminium clusters in the size range of 200 –
15000 atoms where found to most likely have octahedral symmetry [19].
These examples indicate the importance of understanding the interplay be-
tween the electronic and geometric structure. For small alkali clusters the stabil-
ity seems to be determined by the electronic structure, while for larger clusters
geometric stability is more important. For 3d metal clusters, this interplay can be
4 Introduction
Figure 1.2: Mackay-icosahedra of order n = 1, 2 and 3 containing respectively
N = 13, 55 and 147 atoms.
more complex and will determine the final structure of the cluster and therefore all
its properties. Below we will discuss typical experimental techniques to determine
the electronic, geometric and magnetic properties of clusters.
1.1.2 Electronic Properties
Note that apart from the observation of electronic shell closing in abundance spec-
tra this phenomenon should also be observed in the IP, similar to the electronic
structure of elements in the periodic system. The IP is determined by recording
the ion yield2 as function of UV photon energy. When the UV energy is below
the IP, the photon does not have enough energy to remove an electron, whereas
for UV energies exceeding the IP this is possible. Although this sounds seem-
ingly simple, the determination of the actual IP is not that easy. As for many
techniques, the determination was first borrowed from chemistry. Watanabe [20]
showed that the IP can be extracted by plotting the previously mentioned ion
yield curves on a semi-logarithmic scale (log(ion yield) vs UV energy). When con-
sidering a transition from linear to exponential behaviour, this approach is called
pseudo-Watanabe [21]. An other method is to use a error-fit approximation where
the ion yield is fitted to [22]
f(E) =
1√
pi
∫ ∞
c(E−IP)
e−t
2
dt, (1.2)
where c and IP are fit parameters. Figure 1.4 shows a comparison between the
pseudo-Watanabe and error-fit evaluation for sodium clusters containing up to
22000 atoms. Clearly, both methods reveal a different trend and when extrapolat-
ing the data to the bulk a significant difference in obtained. The pseudo-Watanabe
yields 2.81 eV and the error-fit 3.04 eV. Both values are far above the work function
obtained for polycrystalline sodium, which is 2.75 eV.
This large discrepancy calls for a different approach. Instead of the question:
“Can we extrapolate the IP to the bulk work function?”, we may look at the near-
2The number of ionized clusters.
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Figure 1.3: Abundance spectra of large neutral sodium clusters ionized using 400 or
410 nm light. The enhanced abundance is ascribed to formation of geometric shells
with icosahedral symmetry. Figure from Ref. 8.
threshold photoelectron yield function which is valid for metal surfaces and apply
this to the photoionization yield for clusters. The flux (I) of conduction electrons
leaving a slab of metal after optical excitation using energy hν is derived by Fowler
[23]
ln
(
I
T 2
)
= B + ln (f(x)) with x =
hν − IP
kT
, (1.3)
where T is the temperature, B a parameter containing experimental parameters
and physical constants, f is the integral over the Fermi-Dirac distribution function
for an infinite metallic plane given by
f(x) =

∞∑
n=1
(−1)n+1 e
nx
2n−1
, if x ≤ 0,
pi2
6
+
x2
4
−
( ∞∑
n=1
(−1)n+1 e
−nx
2n−1
)
, if x ≥ 0.
(1.4)
This formalism can be applied to clusters as well [24]. For indium, the thus
obtained ionization energy extrapolates to 4.04 eV in the bulk limit which is in
good agreement with the work function of polycrystalline indium (4.09 eV), see
Fig. 1.5. Another approach, the so-called thermal-oscillator fit, for which we will
not go into details, clearly over-estimates the bulk limit. Fowler’s theory of surface
photoemission will play an important role in this thesis.
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Figure 1.4: Ionization energy for sodium clusters up to 22000 atoms. Two evaluation
methods are used: error function fit (black squares) and pseudo-Watanabe (open
circles). Figure from [22].
Photoelectron Spectroscopy
Further details of the electronic structure can be revealed by measuring the exact
energy of the photoelectrons released in the ionization process. This technique is
called photoelectron spectroscopy (PES) [26]. Anion clusters are size-selected and
irradiated by UV or visible light with fixed photon energy, leading to subsequent
emission of electrons. The kinetic energy of these electrons is recorded and their
corresponding binding energy can be calculated by taking the difference of the
photon energy and the kinetic energy.
Figure 1.6 shows an example of a PES spectrum for Co4
− recorded using a pho-
ton energy of 4.025 eV from a XeCl excimer laser [27], revealing a discrete electronic
density of states. The calculated PES spectrum of a cluster with tetrahedral sym-
metry provides the best match with the experimental data. This example shows
that PES can provide the details of the electronic structure, as well as some initial
insight in the cluster geometry. However, the technique is limited to the structure
of the anion, which can be different from the structure of the neutral cluster [28].
1.1.3 Structural Properties
Because of the delicate interplay between electronic and geometric properties,
a direct probe for a cluster’s structure is desired. The first hints towards the
cluster geometric structure where obtained by determining the maximum number
1.1 Brief History of Cluster Physics 7
Figure 1.5: IP for indium clusters. The circles are determined using the Fowler fit,
the diamonds are obtained using the thermal oscillator fit. Clearly, the correct work
function (WF) is obtained by the Fowler fit method when extrapolating the IP of large
clusters to the bulk limit. The label IP indicates the IP of the atom. Figure from
Ref. 24. The triangles are obtained using a cold laser-vaporization cluster source, for
more details see Ref. 25.
of molecules that would adsorb on the cluster surface. For example, Winter et al.
[29] determined the number of adsorbed ammonia or water molecules on cobalt
and nickel clusters, suggesting an icosahedral growth pattern. However, some
discrepancies were obtained indicating that the binding scheme of molecules to
clusters can be quite complex, and does not allow for unambiguous assignment
of a geometric growth sequence. Nonetheless, such techniques are still used to
reveal the location of, for example, metal dopants in silicon clusters using argon
attachment [30].
Nowadays, several tools are available to probe the geometric structure of a
cluster, i.e. electron diffraction [31], zero-kinetic energy (ZEKE) photoelectron
spectroscopy [32] or vibrational spectroscopy [33]. All techniques rely on addi-
tional support from theory, as the quantities that are measured, respectively the
molecular scattering function and vibrational frequencies, can not directly be re-
lated to the cluster geometry. Moreover, the structural determination of gas-phase
metal clusters is intrinsically complicated due to the large number of structural
isomers, i.e. clusters with a different geometrical arrangement for the same number
of constituent atoms. Figure 1.7 shows an example of the structural assignment
via an experimental vibrational spectrum, assisted by density functional theory
(DFT) calculations. More details on the structure determination of gas-phase
clusters can be found in Chap. 4.
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Figure 1.6: (a) Experimental PES spectrum of Co4
−. (b) Calculated PES spectrum
using tetrahedral symmetry. Figure from Ref. 27.
1.1.4 Magnetic Properties
A third property that is of our particular interest is the magnetic character of a
cluster. This topic has been studied for several decades soon after the first studies
of the IP of alkali clusters. The total magnetic moment of a cluster is usually
measured using the Stern-Gerlach deflection technique. The magnetic moment
is determined by measuring the deflection profile of the specific cluster size in
the molecular beam. A small magnetic moment on the order of 1µB/cluster was
obtained for alkali clusters, while the magnetic moment of transition metal clusters
was found to be much higher, on the order of 2µB/atom. Several studies of nickel,
cobalt and iron clusters were performed and compared to their bulk values [34–
39]. The interpretation of the deflection profiles is not straightforward, several
models addressed this issue [40–44]. Two of these interpretations, namely the
spin relaxation model and the avoided crossing model, which are nowadays used
to explain experimental observations, will be discussed in details in Chap. 6.3.
Although most experiments were focused on attaining the magnetic moments
of intermediate cluster sizes, Apsel et al. [36] recorded the magnetic moments of
nickel clusters down to N=5. Figure 1.8 shows an overview of the results, revealing
an increase by a factor of three compared to the bulk (0.61µB/atom) for Ni5. The
enhancement of the magnetic moment in such systems is mainly ascribed to the
large surface to volume ratio, as the surface (or thin films) of transition metals
usually shows an increase of the magnetic moment compared to the bulk [45].
Although Stern-Gerlach deflection can be used to determine the total magnetic
moment of a cluster, it can not discriminate between spin and orbital momenta nor
is it element specific. In contrast, this is possible using X-ray Magnetic Circular
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Dichroism (XMCD) [46]. Recently, this method has been applied to clusters as well
[47, 48]. However, this technique is limited to charged clusters, while Stern-Gerlach
is only applicable to neutral clusters. Therefore, information obtained using both
techniques can not be compared directly. However, one can speculate that similar
trends can be observed. A detailed discussion of the magnetic properties of cobalt
clusters, measured using both techniques, will be presented in Chap. 6.
py, and trapped-ion electron diffraction have all sub-
stantially added to theunderstandingof thegeometric
properties of free nanoparticles, these methods are
restricted to the investigation of charged species.
We investigated neutral gold clusters in the gas
phase bymeans of vibrational spectroscopy, which
is inherently sensitive to structure. In infrared (IR)
absorption spectroscopy, the number of allowed
transitions is restricted by selection rules, and thus
directly reflects the symmetry of the particle. Far-IR
multiple-photon dissociation (FIR-MPD) spectros-
copy is a proven technique for obtaining the vibra-
tional spectra of gas-phasemetal clusters and, hence,
by comparison with calculated spectra, their geom-
etries (17, 18). It is the only technique for deter-
mining the structure of free metal clusters that is not
limited to charged species. We explored three rep-
resentative sizes of neutral gold clusters. With Au7,
we investigated the structure in a size region in
which the anions and cations are known to adopt
planar structures, andwe thereby addressed a contro-
versy in theoretical studies.WithAu20, we confirmed
that the neutral cluster retains the symmetrical pyr-
amid geometry established for the anion.With Au19,
we directly observed the reduction of symmetry
when one of the corner atoms is removed fromAu20.
Details of the technique of FIR-MPD have
been described elsewhere (17, 19). Neutral gold
clusters are produced by means of laser vaporiza-
tion from a gold rod in a continuous flow ofHe and
Kr (1.5% Kr in He) at 100 K. Under these condi-
tions, complexes of the bare metal clusters with
one or two Kr ligands are formed. The molecular
beam is overlapped with a pulsed FIR beam de-
livered by the Free Electron Laser for Infrared eX-
periments (FELIX) (20). The neutral complexes
are ionized by an F2-excimer laser (7.9 eV per pho-
ton) and mass-analyzed in a time-of-flight mass
spectrometer. Resonance of the FIR light with an
IR-active vibrational mode of a given neutral cluster
may lead to the absorption of several photons. The
subsequent heating of the complex results in the
evaporation of a loosely bound Kr ligand and a
depletion of the corresponding mass spectrometric
signal. Recording the mass-spectrometric signal
while scanning the wavelength of FELIX leads to
depletion spectra, from which absorption spectra
s(n˜) are reconstructed (21).
Figure 1A shows the vibrational spectrum of
neutral Au7 obtained with FIR-MPD of its com-
plex with one Kr ligand. A number of bands were
found in the region between 47 and 220 cm−1,
usually having a full width at halfmaximumof less
than 4 cm−1 (21). This is close to the spectral
bandwidth of FELIX, which is about 2 to 3 cm−1
and nearly constant over the whole tuning range.
The number of peaks implies a rather nonsym-
metric structure for neutral Au7. The geometry of
Au7 was established by comparing the experimen-
tal spectrum with the calculated vibrational spectra
for multiple isomers predicted by density function-
al theory (DFT) calculations within the generalized
gradient approximation (21, 22). We found a pla-
nar edge-capped triangle with Cs symmetry (Iso1)
to be lowest in energy. This structure has been
previously reported as the global minimum (23). A
hexagonal planar structure (Iso2) (24) and a 3D
structure (Iso3) (25) have been proposed as lowest-
energy structure as well, but were computed to
be higher in energy in the present study.
The experimental vibrational spectrum unam-
biguously tested the reliability of the theoretical
methods. The calculated spectra were distinctive in
the range between 150 and 220 cm−1. The peak
positions of Iso1 fit with experimental absorptions
at 165, 186, and 201 cm−1. Only the relative inten-
sities of the bands did not agree completely; the
central band at 186 cm−1 was much more pro-
nounced in the experiment. Figure 1B shows the
calculated absorption spectrum of the complex
Iso1·Kr, in which Kr is bound to the energetically
most favorable position of the Iso1 cluster with a
bond dissociation energy of 0.09 eV. The positions
of the resonances were not changed, but the rel-
ative intensities were substantially affected. The
three bands were then in excellent agreement with
the experiment, and, furthermore, all absorptions be-
tween 50 and 150 cm−1 became more pronounced
(26). The calculations show that all of these vi-
brational modes are highly delocalized and involve
the motion of all atoms in the cluster [see normal
mode displacement vectors for the three highest-
energy vibrations of Au7 (all in-plane) in fig. S3].
In principle, multiple isomers can be present in
the molecular beam, in which case the spectrum
would represent a superposition of their individual
contributions. Iso2 has one strong absorption at
Fig. 1. Vibrational spec-
tra of neutral Au7. (A) The
FIR-MPDspectrumofAu7Kr.
The red dots represent rel-
ative cross sections, s(n˜),
the average of up to~1000
single laser shots at a fixed
frequency, whereas the
black line interconnects a
binomially weighted five-
point runningaverage, thus
accounting for the spectral
bandwidth of the IR laser.
It is compared with the
spectra of four low-lying
isomers (Iso1 to 4) (C to F)
obtained by DFT calcula-
tions. The peak positions
in the experiment are in
best agreement with a pla-
nar structure of Cs symme-
try (Iso1). Including the
Kr ligand in the calcula-
tion does not substantial-
ly change the structure of the cluster or the positions of the resonances (Iso1·Kr) (B), but has an effect on
the IR intensities, which become very similar to those in the experimental spectrum.
Fig. 2. Vibrational spec-
tra of neutral Au19 and
Au20. (A and B) The FIR-
MPD spectra of Au20Kr
and Au19Kr, respectively.
(CandD) Calculated spec-
tra for pyramidal geom-
etries Au20 and Au19 are
in excellent agreement
with the experiment. The
splitting of the degener-
ate resonanceat 148cm−1
for Au20 into two peaks at
149 cm−1 and 166 cm−1
for Au19 is due to the low-
ering of symmetry when
going from the tetrahe-
dron to the truncated
pyramid.
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Figure 1.7: Experimental and calculated spectra for Au19 and Au20. Figure from
Ref. 28.
Figure 1.8: Experimental magnetic moment of nickel clusters (N=5–200). The min-
ima correspond to geometric shell closing of Mackay-icosahedra. Figure from Ref. 36.
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1.2 Materials Studied in this Thesis
In this thesis we limit our studies to two materials. In the first and largest part
of this thesis we investigate the geometric, electronic and magnetic properties
of cobalt clusters. In the remaining part, we focus on terbium. Below, we will
motivate our choice for these systems.
1.2.1 Cobalt
Transition metals, and especially iron, cobalt and nickel, have drawn the attention
of scientists for decades due to their magnetic properties. However, the initial
interest in cobalt was not because of its magnetism. Cobalt has been used to
impart a blue color into glass and ceramics for millennia and was used in jewellery
by the Persians. Although the blue color was initially ascribed to being due to
bismuth, George Brandt showed in 1735 that the color originated from a new
unknown metallic material [49]. The material was named after the ore it was
produced from called ‘kobalt’ (German for subterranean gnome or little devil), as
the ore releases highly toxic arsenic-oxide fumes when heated.
Apart from the usage of cobalt in so called superalloys [50], alloys with high me-
chanical strength and resistance to high temperature, corrosion and oxidation [51],
it is also found in both lithium-ion and nickel-cadmium batteries [52]. Moreover,
cobalt plays a vital role as a catalyst in the Fischer-Tropsch process to produce
hydrocarbons [53]
(2n+ 1)H2 + nCO
Co−−→ CnH(2n+2) + nH2O (1.5)
The efficiency of cobalt as a catalyst has been studied for nano-sized particles [54]
and clusters [55]. The latter reveals that cobalt clusters are highly reactive towards
O2, intermediate reaction rates are observed towards CO and they are found to
be practically inert towards N2.
Our interest in cobalt, and other transition metal clusters, originates from their
magnetic properties. As presented above, see Fig. 1.8, the magnetic moment per
atom increase when the size of the system is reduced. Moreover, by studying
clusters one can characterize or explain physical properties in the bulk. Xu et al.
[39] showed that there is a meta-stable electronic state for both iron and cobalt
clusters with distinct integer electronic valencies, leading to integer values for the
ground state, respectively meta-stable state magnetic moment which is higher,
respectively lower than the bulk magnetic moment. For larger clusters sizes these
two states become degenerate and average out, such that the magnetic moment
converges to values close to the bulk magnetic moment.
For small cobalt clusters, two different trends in the magnetic properties are
obtained. The first reveals a more or less constant magnetic moment as a function
of cluster size [37, 56], while the second obtains a strong increase in moment as
the cluster size is reduced [38, 48].
In order to study this system in more detail, knowledge about their geometric
and electronic properties is required. This is one of the major goals in this thesis. A
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second challenge is to record the magnetic moment for small neutral cobalt clusters
(CoN), as available literature values have a lower limit of N=7. The Stern-Gerlach
deflection setup results presented here will extend this limit to N=4.
1.2.2 Terbium
An other class of magnetic metals that is of our particular interest are the Lan-
thanides. These materials are also referred to as rare-earth metals, however, some
of them are more abundant than gold. Although most of the lanthanide elements
are used as a catalyst [57], they are also found in fluorescent materials and strong
permanent magnets [58, 59]. The stability of the latter originates from the localised
4f electrons, contributing to both a high spin and orbital moment.
Strong fluctuations in the total magnetic moment are obtained for bare and
oxygen doped terbium clusters [60]. This is interpreted as a transition from fer-
romagnetic (parallel) to anti-ferromagnetic (anti-parallel) coupling between the
magnetic moments of the individual atoms. The coupling is determined by the
magnetic exchange interaction, which is mediated by the conduction electrons.
The oxygen dopant does not change the magnetic character significantly, while it
induces a permanent dipole moment and increases the polarizability, thus changing
the electronic character. The dipole moment can quench the magnetic exchange in-
teraction as the conduction electrons become localised. The role of oxygen doping
on the magnetic properties of terbium clusters is therefore not yet fully under-
stood. In the last part of this thesis, we will study the role of oxygen doping
on the ionization dynamics of bare and oxygen doped terbium clusters. This can
provide some insight in the electronic structure.
1.3 Outline of this Thesis
The goal of this thesis is to gain a greater fundamental understanding of the
properties of small magnetic clusters. Some properties of cobalt clusters, such as
their ionization potential and magnetic properties were studied intensively in the
past. However, there are still some gaps in our understanding. One of the main
problems to address is the structure of neutral cobalt clusters. Up till now, there
was no experimental data available to what their true structure is. Therefore,
we performed a combined experimental and computational study, addressing their
geometric, electronic and magnetic properties.
Chapter 2 (Experimental Methods and Details) describes the different cluster
setups that are used along with the experimental methods required to determine
the properties of the cluster. We will start with a description of the two basal
components: the cluster source and the time-of-flight mass spectrometer. There-
after we will describe the setup and methods used to determine the structural
and electronic properties of metal clusters. Moreover, we discuss the setup that is
built to determine their magnetic properties, focusing on the smallest atomic clus-
ters. Finally, we will discuss the femtosecond laser system with the corresponding
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cluster apparatus in the last part of Chap. 2.
Chapter 3 (Computational Methods) discusses the computational details of
DFT, that is used to optimize the structure of a cluster and calculate the cor-
responding vibrational spectrum. Moreover, this method provides the electronic
density of states that is used for further analysis.
Chapter 4 (Structure of Neutral Cobalt Clusters) compares the experimental
vibrational spectra to calculated spectra in order to assign a geometric structure
to a cluster size. From this we will discuss the structural evolution and the spin
moment obtained from calculations. In addition, we compare the results of two
DFT approaches.
Chapter 5 (Vibronic Interactions in Neutral Cobalt Clusters) focuses on the
transfer of energy from the nuclear coordinates to the electronic system. UV
spectra are recorded at specific IR modes to investigated this energy transfer. An
existing model to determine the IP from a photoionization experiments is modified
to probe the electronic structure.
Chapter 6 (Magnetic Properties of Neutral Cobalt Clusters) discusses the re-
sults of Stern-Gerlach magnetic deflection of small neutral cobalt clusters. Two
trends are obtained in literature, one with more or less constant magnetic moment
per atom, and another where the magnetic moment increases with decreasing clus-
ter size. We will present our results, and discuss the obtained trend.
In chapter 7 (Femtosecond Ionization of Oxygen Doped Terbium clusters) we
discuss the results of experiments on strong field ionization of oxygen doped ter-
bium clusters. The threshold ionization intensity and ionization rate is determined
by plotting the ion yield versus laser intensity. The former is compared to the bar-
rier suppression ionization intensity that is calculated from the IP of the clusters.
This thesis is concluded with a summary and outlook, discussing open ends
and future experiments.
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Chapter2
Experimental Methods and Details
The aim of this thesis is to investigate the geometric and electronic structure of
small transition metal clusters, as well as their magnetic properties. Although
this can be summarised in one sentence, cluster production and experimental de-
termination of their properties is non-trivial. One of the challenges is to study
the clusters unperturbed in the gas phase, i.e. in a molecular beam under vacuum
conditions. This chapter is therefore dedicated to the experimental methods re-
quired to produce the clusters of interest as well as the details of the experimental
setups used to determine their structural, electronic and magnetic properties. It
would be of great benefit if all properties could be investigated using one single
cluster setup. However, due to the complexity of each experiment such a hybrid
setup is almost impossible to build. Here, I will first discuss the process of cluster
formation and detection, as the same method is used in all experiments, namely
laser ablation of a sample rod and time-of-flight mass spectrometry. Thereafter,
three experimental setups are discussed which were mainly used in this thesis.
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2.1 General Description of a Cluster Beam Machine
Almost every experiment involving gas-phase clusters contains two basal com-
ponents, see Fig. 2.1. The first component is a source to produce the clusters.
The second is a mass spectrometer to mass-analyse the clusters produced by the
source. Several types of cluster sources are available, each providing a specific
range of cluster sizes, charged state, temperature and beam intensity. Suitable
choices could be: (i) seeded supersonic nozzle source, (ii) liquid metal ion source,
(iii) gas condensation source, (iv) laser vaporisation source, (v) sputter source or
(vi) pulsed arc cluster ion source. An extended overview of these cluster sources
and their differences can be found in Ref. 1. Besides the various choices that
can be made regarding the cluster source, a variety of mass spectrometers can be
used as well. However, for gas-phase experiments the obvious choice is a mass
spectrometer based on the principle of time-of-flight (TOF). Here we use three
different TOF mass spectrometers (TOFMS): a linear, a reflectron and a position
sensitive TOFMS.
2.1.1 Laser Ablation Cluster Source
A laser ablation cluster source has been used in all experiments presented in this
thesis. The main motivation of using such a cluster source is the flexibility towards
different materials. In practice, almost any solid state material can be used to
produce clusters. By tuning the source conditions it could also be possible to
study a broad cluster distribution containing large clusters to study for example
the onset of bulk properties [2]. However, in this thesis we would like to compare
experimental results to ab-initio calculations. To limit computational time it is
preferable to limit ourselves to clusters containing up to tens of atoms which can
also be produced in a laser ablation cluster source.
Figure 2.1: General overview of a cluster experiment. The clusters are created in the
cluster source (CS) by laser (L) ablation of a sample rod (S). The resulting plasma is
quenched by the gas pulse (G) to induce cluster condensation. The cluster beam is
skimmed by skimmer (Sk) and enters the measurement part of the setup. The clusters
are detected by the microchannel plate detector (MCP) in the mass spectrometer
(MS).
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Figure 2.2: A laser vaporization cluster source as proposed by Smalley [4].
The first step of cluster formation is the vaporization of a small fraction of mate-
rial from the target sample rod. A laser beam (Spectra Physics INDI, λ = 532 nm,
τ = 5 ns) is focused upon the target rod. Typical energies used to ablate the
target material are 5–40 mJ/pulse. The second step in the cluster formation is
the quenching of the created plasma cloud by introducing an inert carrier gas like
helium or argon. The purpose of the carrier gas is twofold. First, the hot metal
vapour is cooled such that condensation occurs and clusters start to aggregate.
Second, the inert carrier gas literately carries the clusters through the vacuum
setup. This type of cluster source is referred to as a Smalley-type cluster source
[3, 4], see Fig. 2.2 for an example.
Temperature of the Cluster Source
In order to study the properties of clusters, it is often important that the clusters
are in their ground state. This means the global energy minimum regarding their
structure and with as few as possible (preferably none) vibrational or electronic
excitations. This ensures that experiments conducted with different experimental
setups can be compared without the question if the data was acquired for different
structural isomers. However, for some of the experiments temperature plays a
more important role than for others. For example, for a vibrational spectroscopic
experiment it is sufficient to cool the clusters to ∼77 K as the temperature corre-
sponding to the vibrational modes is on the order of 100 K. On the other hand,
for magnetic deflection experiments it is preferable to set the temperature as low
as possible, as it greatly improves the sensitivity of the detection.
We will start by discussing the modified Nijmegen cluster source [5] which
forms the basis of both the cluster source for the IR vibrational spectroscopic ex-
periments and the multi-photon ionization experiment, both using liquid nitrogen
to cool the source. An extended description of the former can also be found in
Ref. 6. Thereafter we will discuss the cluster source used for the magnetic deflec-
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Figure 2.3: Top view of the modified Nijmegen cluster source. Labels and dimensions
are the same as in Ref 5 with the addition of a 4 mm teflon spacer (T) to thermally
separate the base (B) from the extension tube (E). The extension tube E can now
be cooled using a cooling block (not shown) mounted on the top side of E. The light
grey area indicates the inner cavity where the clusters are formed.
tion experiments, where a cryogenic coldhead is used to cool the source to as low
as 20 K.
Liquid Nitrogen Cooled Cluster Source
The Nijmegen cluster source is comparable to the cluster source as described by
Fielicke et al. [7]. The base (B) of the cluster source is separated from the extension
tube (E) by a 4 mm teflon spacer (T), see Fig. 2.3. This allows for thermal
separation of the base and the extension tube, where the base remains at room
temperature with the aid of a home made temperature controlled heater. The
extension tube, located on the right hand side of the teflon spacer, is cooled by
flowing liquid nitrogen through a copper block attached to the extension tube.
The volume of the cluster source, which defines the central mass and width of
the distribution, can be tuned on both sides of the teflon spacer. The laser enters
the cluster source via an adjustable plunger, movable over 7 mm, allowing the user
to change the volume above the target to tune the mass distribution to the desired
cluster size range. In addition, the length of E can be varied from 10 to 30 mm,
to vary the interaction time with the cold walls of the tube. A trade-off between
an increase in cluster mass and a reduction of overall intensity versus the final
temperature of the clusters has to be made. In the experiments performed for this
study, we used an extension tube of 25 mm.
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Figure 2.4: Schematic overview of the cluster source for the magnetic deflection
setup.
Closed-Cycle Refrigerator Cluster Source
The cluster source used in the magnetic deflection experiment is cooled using a
coldhead powered by a closed-cycle refrigerator (Oerlikon coolpak 2000). The inner
dimensions of the cluster source are chosen such that small clusters are formed.
In addition, to obtain as low a temperature as possible, redundant material of the
cluster source is removed to reduce the heat capacity, see Fig. 2.4, and the stepper
motor is placed outside the vacuum chamber to reduce the heat load.
The critical point in the design of a pulsed cluster source is to make it insensitive
to any temperature-induced expansions or contractions, in other words, that the
pulsed value still opens and closes at low temperatures. To meet this requirement
a General Valve (Parker Series 99) is used combined with a custom made Vespel
O-ring and puppet providing minimal thermal expansion and contraction. This
combination ensures that the pulsed valve remains airtight and a lower limit of
20 K can be obtained.
A closed cycle refrigerator combined with a two-stage cold-head is used to
cool the cluster source. The first stage can reach temperatures of ∼40 K and
it is in contact with the gas line for the carrier gas. This allows us to cool and
simultaneously purify the carrier gas to ensure effective cluster cooling. The pulsed
valve and cluster source are mounted on the second stage of the cold-head which,
in theory, should reach 4.2 K. However, in practice, a lower limit of ∼20 K is
obtained when the system is running, i.e. with carrier gas and laser ablation. The
final temperature of the source is set by a heater which is externally controlled by
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a temperature controller (Lake Shore 332).
The cluster source is designed such that extension tubes can easily be attached
to the cluster source. These can be used as a growth channel or to extent the
residence time in the source, which is shown to be related to the cooling rate of
the clusters [8]. However, the focus lies on small cobalt clusters and therefore such
an extension tube is omitted in the first instance and a nozzle with an opening
diameter of 1 mm is directly attached to the cluster source.
2.1.2 Time-of-Flight Mass Spectrometry
The mass analysis and detection method is an important part of each cluster
experiment. All three setups use a mass spectrometer based on the principle of
time-of-flight of the particles. In general, a charged particle is accelerated by an
electrical field (E), resulting in a force (F ) acting on the particle
F = ma = eE, (2.1)
where m is the mass of the particle and e is the elementary unit charge. After the
acceleration, the clusters enter a field-free region where, at the end, the microchan-
nel plate detector (MCP) is located. Since the electrical field is the same for all
particles, clusters of different mass will experience a different acceleration, which
results in a mass dependent velocity. Therefore, a flight over the same distance
results in a different arrival time at the detector for particles of different mass,
hence the name time-of-flight mass spectrometer (TOFMS).
However, depending on the required mass resolution, several improvements to
the simple design presented above can be made. First, we will describe the two-
stage TOFMS, such as shown in Fig. 2.5. Second, the resolution of the TOFMS can
be improved by additional ion optics, i.e. a reflection. Third, the position-sensitive
TOFMS is discussed as the magnetic deflection experiments require information
of the initial positions of the ions as well.
Linear Two-Stage TOFMS
The simplest ‘usable’ version of a TOFMS consists of two electrical gradients. Full
mathematical derivation of the flight time is beyond the scope of this thesis, more
information can be found in Refs. 9, 10. It can be shown that the flight time is
given by [5]
ttot =
√
2a
ξRE
+
√
2aξRE + 2bξEG −
√
2aξRE
ξEG
+
c√
2aξRE + 2bξEG
(2.2)
where
ξRE =
e(Vx − Vb)
mx
ξEG =
eVb
mb
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Figure 2.5: Geometry of a two-stage linear TOFMS in the Wiley and McLaren [9]
configuration, showing the repeller (R), extractor (E) and ground (G) plates of the
acceleration region, and the microchannel plate detector (MCP). Notation follows
Weinkauf, R. and Walter, K. and Weickhardt, C. and Boesl, U. and Schlag [10],
where x is the distance between the ion source and the extractor, b is the distance
between the extractor and ground, and c is the length of the field free region. The
coloured ellipses indicate particles of different mass. Figure adapted from Ref. 5.
ξRE is the acceleration in the repeller-extractor region, ξEG is the acceleration in
the extractor-ground region and a, b, c,x,Vx and Vb are defined in Fig. 2.5.
The flight time as given by Eq. (2.2) can be expanded as a Taylor series with
respect to the location where the ions are formed (a0).
ttot(a) = ttot(a0) +
dttot(a0)
da
(a− a0) + 1
2!
d2ttot(a0)
da2
(a− a0)2 + . . . (2.3)
The spread in starting positions results in the loss of resolution, which can be
avoided by choosing the parameters such that a number of terms in this Taylor
series are cancelled. A single stage TOFMS using only one gradient electric field
can correct for the linear term which is called first order space focusing [9]. The
addition of a second stage as in Fig. 2.5 cancels the quadratic term in the Taylor
expansion as well and is referred to as second order space focusing. For experiments
with small molecules or clusters a linear two-stage TOFMS is usually sufficient.
In addition, this configuration is the basis of the position-sensitive TOFMS which
will be discussed later.
Ion Optics: Reflectron
The resolution of a TOFMS can be further improved with the aid of additional ion
optics. By including an ion mirror (reflectron), particles with higher kinetic energy
will travel a larger distance compared to particles with lower kinetic energy, see
Fig. 2.6. The initial spread in kinetic energy can thus be compensated by choosing
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Figure 2.6: Schematic overview of a RETOF. The green particle has an initial speed
v1 ≥ v2 which is the speed of the blue particle. Both particles have the same mass.
The green particle will penetrate further into the reflectron, covering a greater distance
than the blue particle resulting in a simultaneous arrival of both particles at the MCP.
the correct gradient electric field in the reflectron [11]. This reflectron time-of-
flight mass spectrometer (RETOF) is typically used in current mass spectroscopic
experiments. In this thesis we use a RETOF in the IR vibrational spectroscopy
experiments, details are available in Ref. 12.
Position-Sensitive TOFMS
In order to record the cluster distribution created by the cluster source and to
perform a magnetic deflection measurement, de Heer and Milani [13] proposed
a position-sensitive TOFMS. This mass spectrometer can, at the cost of mass
resolution, determine the position of the clusters at the entrance of the TOFMS.
Note that this can also be done in a conventional linear or reflection TOFMS,
however, the arrival time would not depend linearly on the starting position as
is the case for the position sensitive TOFMS. The schematics for the position
sensitive TOFMS is the same as for the linear two-stage TOFMS from Fig. 2.5
apart from the width of the extractor, see Fig. 2.7.
It can be shown that the flight time in such a configuration is given by [13]
ttot(x) = KL
√
M
V
[
−S
E
+
√
S2
E2
+
2E
x
+
b√
S2 + 2E/x
+
c
√
S2 + 2ex×
(√
1 +
2
S2 + 2ex
− 1
)
+
1√
2 + 2ex+ S2
]
, (2.4)
where S is the reduced velocity given by
S = Kv
√
M
V
, (2.5)
M is the mass, and −V is the potential of the flight tube (the extractor is at
ground potential), E is the electric field between the repeller and extractor in
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Figure 2.7: Geometry of a position-sensitive TOFMS, showing the repeller (R), ex-
tractor (E) and ground (G) plates of the acceleration region, and the microchannel
plate detector (MCP). Note that the width of the extractor has increased to b com-
pared to the standard linear TOFMS in Fig. 2.5. Notation follows de Heer and Milani
[13], where x is the position of the cluster, b the width of the extractor, c is the
distance between the extractor and ground, and L is the length of the field free re-
gion. The initial spatial distribution of the particles in the extraction region is directly
reflected in the arrival time on the detector, as indicated by the coloured spheres.
units of V/L. The numerical value of K is 1.0195×10−6 for V in volts, S in cm/s,
M in amu and L in cm.
Electro optic simulations using SIMION [14] were performed in order to design
the position-sensitive TOFMS. As shown in Fig. 2.7 the extraction region of the
TOFMS consists of 4 electrically biased plates. The distance between the repeller
and extractor is 30 mm, the width of the extractor b = 9 mm and the distance c to
the ground plate is equal to 20 mm. Figure 2.8 shows the results of a simulation
for cobalt clusters (Co1 to Co10) where the MCP is located 50 cm from the ground
plate. The voltage on the repeller is set at 5000 V and by varying the extractor
voltage from 2500 V to 4500 V one can set the preferred position sensitivity at the
cost of mass resolution. The position sensitivity depends on the mass (m) of the
cluster and scales as
√
m.
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Figure 2.8: Calculation of the position sensitivity using SIMION for Co1 to Co10.
The repeller plate is set at 5000 V and the extractor voltage is varied from 2500 to
4500 V as indicated by the colorbar. The time-of-flight as a function of initial position
is converted to the position sensitivity using a linear fit.
2.2 Structural Characterization of Metal Clusters
The geometric structure of a cluster is of primary importance for all other proper-
ties. However, because the clusters are very small (less than 1 nm) and travel with
high velocity in a dilute molecular beam, we cannot study them using standard
microscopic techniques. Instead, we use IR vibrational spectroscopy to determine
the vibrational modes, which are also a probe, though indirect, for the geome-
try. However, the number of clusters is too low to use conventional absorption
spectroscopic techniques. Therefore we resort to an action spectroscopic method.
2.2.1 Action Spectroscopy
Action spectroscopic methods reveal a property of a cluster via the change of
its mass or charge state due to a resonant excitation. In practice, this is done
by comparing mass spectra with and without an excitation. The mass spectrum
without the excitation serves as a reference. The abundance of a cluster under
consideration is compared to the mass spectrum with the excitation. Note that the
action spectroscopy technique allows us to measure the absorption cross-section of
all the clusters present in the molecular beam simultaneously, without prior mass
selection.
We will start by reviewing the existing action spectroscopic methods for de-
termination of the IR vibrational modes. Although the results presented here are
obtained using two-color IR-UV ionization, other techniques are also discussed
since they were explored in this study.
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IR Resonant Enhanced Multiple Photon Ionization
Several action spectroscopic methods are available to determine the vibrational
modes in gas phase clusters. One of the first introduced methods was IR resonantly
enhanced multiple photon ionization (IR-REMPI) [15]. IR photons are resonantly
pumped into the system thereby exceeding the ionization threshold. Note that
this method can only be applied if the ionization threshold is lower than the
fragmentation threshold and when the absorption cross-section is sufficiently high.
This is one of the limitations of this technique. However, if this requirement is met,
IR-REMPI is a very powerful method to determine the IR vibrational spectrum.
By starting with the neutral species, the system can only be ionized when a
vibrational mode is excited absorbing hundreds of IR photons. Due to the tran-
sition from neutral to charged species this method is background free. However,
as mentioned above, this method could only be used for a few systems like the
fullerene C60 [15, 16] or some refractory metals oxides [17–19] and carbides [20].
The majority of the gas phase clusters have a too low absorption cross-section to
absorb sufficient photons to ionize.
In this work, the IR-REMPI method was tested on both neutral cobalt and
terbium clusters. Neither ionization nor fragmentation as function of IR frequency
was observed for cobalt clusters. This indicates that the absorption cross-section
of the vibrational modes could be very low. Other action spectroscopy methods
had to be explored in order to obtain the desired vibrational spectra. An increase
in ion yield was observed using IR-REMPI on terbium-oxide cluster, however, this
has to be studied in more details and will thus be presented elsewhere.
A derivative of IR-REMPI is IR resonant enhanced multiple photon electron
depletion (IR-REMPED) spectroscopy, where an electron is expelled from a cluster
anion [21]. The electron affinity is generally lower compared to the ionization
potential. Therefore fewer IR photons, typically a factor of 4 to 5, have to be
absorbed by the cluster which reduces the fluence requirements for the IR source.
Note that this technique is not background free as the abundance of anionic clusters
is monitored. Upon the excitation of a vibrational mode the cluster will loose an
electron and deplete the peak in the mass spectrum.
IR Multiple Photon Dissociation Spectroscopy
Many species can be labelled by an inert messenger atom [22–29]. Seeding the
carrier gas with this messenger atom at sufficiently low temperature will result
in the formation of cluster–messenger complexes. An excitation of a vibrational
mode desorbs the messenger atom, resulting in depletion of the cluster–messenger
complex in the mass spectrum (see Fig. 2.9). A vibrational spectrum is constructed
by monitoring the depletion as a function of IR frequency. This method is called
IR multiple photon dissociation (IR-MPD) spectroscopy.
A messenger atom or molecule (M) is weakly (usually with Van der Waals
forces) bound to the surface of the cluster (C). This complex (C ·M) will dissociate
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after the absorption of sufficient IR photons
C ·M hν−→ C +M . (2.6)
The change in the intensity of each mass peak can easily be detected by the mass
spectrometer, see Fig. 2.9(a). The intensity of C · M (IM0 ) is depleted to IMν . It
is important to monitor the increase of IC0 and I
C
ν as well in order to regulate the
IR fluence to avoid fragmentation of the cluster. The absorption cross section (σ)
can ideally be extracted by comparing the relative change in cluster–messenger
intensity
IMν
IM0
= e−σ(ν)n(ν) (2.7)
where n(ν) is the number of photons in the IR beam. Eq. (2.7) can be easily
converted in an analogue of the Lambert-Beer law [30]:
σ(ν) =
1
n(ν)
ln
IM0
IMν
. (2.8)
Note that this method is most effective for clusters with a non-zero dipole
moment, since the messenger is attached by Van der Waals interaction. We have
tried to form the required cluster–messenger complexes for the neutral cobalt and
terbium clusters under investigation in this thesis, however, without success. It
could be that the temperature of 77 K of the growth channel was not sufficiently
low to form the required complexes. It is possible that these complexes do form
for lower temperatures of the clusters source. However, 77 K was the limit for
both cluster setups used at that time. Additionally, it is possible that the weakly
attached messenger is removed in the ionization process. Note that both cationic
cobalt [28] and terbium [29] clusters do form cluster-messenger complexes and
their vibrational spectra can be recorded using the IR-MPD method.
Two-Color IR-UV Ionization
The two-color IR-UV ionization scheme is another extension of IR-REMPI. Ioniza-
tion of the cluster is forced by the additional UV pulse, in the case that a cluster
does not expel an electron upon the absorption of multiple IR photons. Note that
this excitation scheme is in practice not completely background free, as is the case
for IR-REMPI. In an ideal experiment, all clusters of one particular mass are in
the ground state. If the UV energy can be tuned just below the ionization en-
ergy, no clusters will be ionized if the fluence is below the two-photon absorption
limit. However, because these criteria are hard to satisfy, a non zero ion yield will
be observed without the IR excitation, see Fig. 2.9(b). Nonetheless, if the UV
energy is tuned correctly, i.e. just below the ionization energy of the cluster, an
enhanced ion yield will be recorded upon the absorption of IR photons. Similarly
to Eq. (2.8) we can define an absorption cross section for the two-color IR-UV
ionization process, see Chap. 4.2.
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Figure 2.9: (a) Example of an action spectroscopic measurement using IR-MPD
where the cluster (C) and cluster–messenger complex (C · M) abundance is deter-
mined in a reference experiment. In an ideal experiment the peak intensity of a
reference and non-resonant excitation is equal. The action of the resonant excitation
is recorded revealing a depletion of the cluster–messenger complex and an increase
in peak intensity of the cluster, i.e. C · M hν−→ C + M. (b) two-color IR-UV ioniza-
tion scheme where a minuscule amount of ion yield is recorded by ionization using a
UV pulse just below the ionization energy. An increase in ion yield is recorded if a
vibrational mode is excited prior to UV ionization.
The two-color IR-UV excitation scheme was used on molecules [31, 32] and
later Fielicke et al. [33] demonstrated that this excitation scheme can be used on
neutral silicon clusters. This excitation scheme has manifested itself as a viable
method to probe the structure of neutral clusters [34, 35]. In this thesis we use
this scheme to reveal the vibrational modes in neutral cobalt clusters. In addition,
we have recorded UV spectra for IR excited clusters that provide some details of
the electronic structure. The structure of the clusters along with the details of the
IR-UV excitation scheme will be discussed in chapter 4 and the UV dependence
in chapter 5.
Due to the small absorption cross-section for a vibrational transition which
is on the order of 1×10=18 cm=2, a higher power, i.e. photon number density, is
required to excite a vibration. Therefore, we would require about 1018 photons
(∼2 mJ/cm2 at 100 cm−1) to excite a single vibrational mode assuming the beam
is 1 cm2.
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A second requirement for the IR source is the wavelength region. The energies
corresponding to the vibrational modes lie in the far-IR regime and can not be
created at the required intensity and tunability by conventional solid state of gas
discharge lasers. For this study the IR measurements were performed at the FOM
Free Electron Laser for Infrared eXperiments (FELIX) user facility in Rijnhuizen,
The Netherlands1.
2.2.2 Free Electron Laser as an IR Source
The most versatile source of high-intensity far-IR – or THz – radiation is a free-
electron laser (FEL). By exploiting the wiggling motion of free electrons, any
wavelength can theoretically be created. The wavelength of the emitted light by
a magnetic field induced wiggling motion of an electron is given by [36]
λ =
λu
2γ2
(1 + κ2), γ =
1√
1− v2c2
(2.9)
where λu is the undulator period, κ is a dimensionless parameter related to the
magnetic field strength, γ is the Lorentz factor determined by the speed of the
electrons (v). The components of a FEL are schematically shown in Fig. 2.10. An
electron gun emits electrons which are accelerated to relativistic speeds (γ ≈ 40)
by the radio frequency linear accelerator. The electron beam is directed into the
undulator which consists of pairs of magnets of alternating polarity (λu ∼ cm).
The electrons start to wiggle due to this alternating magnetic field, which leads
to the emission of bremsstrahlung (λ = 5-200µm). The initial emission is sponta-
neous and thus incoherent. However, when the radiation is trapped in the optical
cavity, the next bunch of electrons will interact with the emitted photons from
the previous electron bunch, which results in a coherent energy transfer to light.
For optimum amplification of stimulated emission the electron beam is slightly
desynchronized, see Oepts et al. [36].
The repetition rate of the electron beam is reflected in the IR-beam. The elec-
tron macropulse has a typical duration of 5µs, containing a series of micropulses
spaced by 1 ns with a duration of 0.5 to 5 ps. The latter can be adjusted by fine
tuning the length of the cavity. The bandwidth of the IR-beam is close to the
Fourier transform of the micropulse duration and is typically 1% of the central
frequency [36].
2.2.3 Free Electron Laser for IntraCavity Experiments (FELICE)
The pulse energy within the cavity of a laser is many times higher than the pulse
energy that is coupled out. This is the same for a FEL. This additional power
could be used in experiments where very high laser intensities are required, such
as ionization of a molecule by resonant excitation of a vibrational mode [12] or
detachment of an electron from anion clusters [21]. However, it is unimaginable
1Current location of the facility: Radboud University Nijmegen, The Netherlands
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Figure 2.10: Artist impression of a FEL cavity. Electrons emitted by the electron
gun are accelerated to relativistic speeds and enter the undulator. This set of equally
spaced magnets with alternating polarity cause the electrons to deviate and from their
path due to the Lorentz force. The emitted light is trapped in an optical cavity, see
text. The figure is adapted from Ref. 36.
for solid state experiments to be placed in an optical cavity as it would destroy the
working of the cavity. In contrast, gas phase experiments are perfect candidates
to be performed in a cavity as the optical density of the ‘sample’ is negligible, and
does not affect the lasing.
The Free Electron Laser for IntraCavity Experiments (FELICE) was build as
an extension of the FELIX laser facility in order to perform such experiments. A
full description of FELICE can be found in Refs. 6 and 12, we will only review the
important aspects for the experiments performed in this thesis, see Fig. 2.11 for
an overview of the setup.
The clusters are produced in a laser ablation source as described in Chap. 2.1.1.
After expansion into vacuum the clusters enter a differentially pumped vacuum
chamber where charged clusters can be deflected out of the beam using two elec-
trically biased parallel plates. The neutral clusters continue to the interaction
chamber where the molecular beam encounters the FELICE IR-beam at an angle
of 35◦.
The ions formed, either by direct ionization from the IR-beam or by post-
ionization using a UV laser, are detected in a RETOF. The cluster machine oper-
ates at twice the FELICE repetition rate where shots without FELICE are aver-
aged in a reference mass spectrum and shots with FELICE are used to construct
the measurement mass spectrum. The difference between these mass spectra as a
function of IR frequency reveals the vibrational spectrum.
The frequency range that can be covered by FELICE is 100 to 3500 cm−1 with
a macropulse power of 0.5 to 5 J. Note that this frequency range can not be
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Figure 2.11: Schematic overview of the FELICE setup.
covered using one setting for the electron energy. The typical tuning range using
the undulator is a factor of 3 in frequency [6]. The energy of the electrons has to
be changed in order to cover the entire frequency range.
2.3 Magnetic Deflection of Atoms and Clusters
The magnetic deflection setup is discussed in this part of the chapter starting
with a general overview of the experimental setup. Thereafter, we will explain
how the speed of the molecular beam is measured, which is also used to obtain
the effective temperature of the clusters. We continue with a description of the
deflection magnet and calibration of the setup using the position-sensitive TOFMS
and conclude with a short example how the deflection profiles are analysed as they
have to be recorded using multiple excimer positions to cover the entire beam.
2.3.1 Overview of the Experimental Setup
Figure 2.12 shows an overview of the magnetic deflection setup that is build in
our lab. The clusters are created in the cluster source which is cooled using the
coldhead as described in Chap. 2.1.1. The stepper motor rotating the rod is placed
outside the vacuum chamber to reduce the heat load. The clusters are expanded
into vacuum and the beam is skimmed using skimmer 1. An auxiliary mass spec-
trometer is placed immediately after the skimmer to monitor the production of
cations. Additionally, this mass spectrometer is used to debug the setup when no
clusters are observed in the position sensitive mass spectrometer (further down the
stream, not shown). A second skimmer (skimmer 2 ) is used to select the central
part of the cluster beam. The beam then passes the chopper which is used to de-
termine the speed of the cluster beam. The subsequent slit defines the part of the
cluster beam that interacts with the inhomogeneous magnetic field in the magnet.
The remaining component is the position-sensitive TOFMS which is located after
an additional flying distance tube of about 80 cm.
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Figure 2.12: Overview of the magnetic deflection setup showing the cluster source
cooled by the coldhead. The stepper motor is placed outside the vacuum chamber.
The clusters beam is skimmed using skimmer 1 and skimmer 2. The mass spec-
trometer can be used to monitor the production of cations. The chopper is used to
determine the speed of the cluster beam and the slit defines the part of the cluster
beam that interacts with the inhomogeneous magnetic field in the magnet.
2.3.2 Velocity of the Clusters
The velocity of the cluster beam is very important in magnetic deflection exper-
iments. First, it enters the formula to determine the magnetic moment of the
cluster from the measured deflection (see Eq. (2.14) below). Second, it serves as
a reference for the actual temperature of the cluster beam. A chopper is used to
define a starting position of the cluster beam (x1) as the residence time in the
source is not exactly known. The second position (x2) for the determination of
the speed is the excimer laser position in the position sensitive mass spectrometer.
An estimate of the speed of the molecular beam can be obtained by recording the
time difference (∆t) between the chopper and laser used to ionize the clusters,
which is converted to the speed, v = (x2 − x1)/∆t.
The arrival time at the mass spectrometer is fixed and by changing the phase
of the chopper a speed distribution can be obtained, see Fig. 2.13. The cluster
intensity for each flight time is extracted from a mass spectrum by integrating
the signal from Co6 up to Co20. The temperature of the cluster source in this
case is 30 K. The experimental data is fitted to a Gaussian line shape to extract
the mean and the standard deviation. The distance between the chopper and
the center of the mass spectrometer is 1.35 m. For this experiment a velocity of
490.59 ± 35.05 m s−1 was obtained, which is higher than expected for a molecular
beam using a He carrier gas at 30 K (∼350 m s−1). This implies that the clusters
are not yet fully thermalized with the cluster source.
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Figure 2.13: Cluster intensity at mass spectrometer as a function of flight-time which
is varied by changing the phase of the chopper. A Gaussian fit provides the mean and
the spread in arrival time which is converted to the speed.
The speed of the molecular beam is used to obtain an effective cluster temper-
ature
Teff =
mHev
2
2kB
, (2.10)
where mHe is the mass of He, v is the obtained speed from the measurement and
kB is Boltzmann’s constant. This effective temperature is then used to calculate
the upper limit of the magnetic moment for the clusters from the averaged mag-
netic moments according to the Langevin formula (see Eq. (6.15)). Teff is found
to be almost 2 times higher than the cluster source temperature at 30 K. The
latter is used to obtain a lower limit for the magnetic moment, see Chap. 6.4. In
order to investigate this deviation, the speed and thus the effective temperature is
measured for all the source temperatures used in the experiments, see Fig. 2.14.
A higher effective temperature is obtained for all cluster source temperatures, in-
dicating that the clusters are not yet fully thermalized. Therefore, we use both
temperatures to obtain an upper and lower limit for the magnetic moment. Our
goal is to study small clusters and therefore, in order to prevent too much cluster
aggregation, the growth / cooling channel is omitted.
2.3.3 Deflection Magnet
After the cluster beam is skimmed and has passed the chopper, it enters the part
of the vacuum setup where the magnet is located. The deflection magnet is of
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Figure 2.14: (a) Speed of the cluster beam as a function of source temperature. The
obtained speed is clearly higher than expected from a thermalized molecular beam
(solid line). (b) Conversion from speed to the effective temperature of the clusters.
The effective temperature scales as: Tef f = 1.2×Tsource + 23, with Tsource the cluster
source temperature.
the Rabi two-wire design [37] and produces a high gradient magnetic field, see
Fig. 2.15 for a schematic overview. The magnitude of the field in the magnet is
given by
B(x, y) = B0
x20 + a
2√
(x2 + y2 + a2)2 − 4a2y2 (2.11)
where H0 is the magnetic field at x = 1.2a, y = 0. The magnetic field gradient
is almost constant in the region from 1.1a to 1.3a in the x-direction and −0.7a to
0.7a in the y-direction such that the gradient in the x-direction is given by
∂B
∂x
= −α0B, (2.12)
where α0 = 0.984/a. An adjustable rectangular slit with knife edges determines
the area of the cluster beam that will propagate through the magnet and is set to
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Figure 2.15: Schematic overview of the interior of the deflection magnet
(a = 2.35 mm). The difference in curvature of the magnetic poles result in a strong
inhomogeneous magnetic field. The slit (see text) allows a selection of the clusters
(dashed grey area) to travel through the central part of the inhomogeneous field of
the magnet. Vertical lines indicate regions of constant gradient.
an area of 0.5 × 1.5 mm for the experiments with cobalt and up to 0.1 × 1.5 mm
for the calibration with aluminium.
A particle travelling through the inhomogeneous magnetic field will experience
a force (F ) when it has a non-zero magnetic moment (µ)
F = µ¯
∂B
∂x
, (2.13)
where µ¯ is the time-averaged magnetic moment. The force will result in a deflection
perpendicular to the propagation direction, which will be measured in the position
sensitive mass spectrometer. Note that although the force is typically quite small,
i.e. in the order of 1×10−20 N, the clusters still experience an acceleration of about
600 g (in the case of Co). Nonetheless, this force is only exerted for ∼80 µs and
thus a large distance after the magnet is required to observe the deflection. The
clusters are deflected by the magnet of length L and travel for another distance
D, typically on the order of 1 m, after which they are detected. The resulting
deflection x is than
x =
F (DL+ L2/2)
mv2
, (2.14)
which can be rewritten into
x = K
µ¯
mv2
∂B
∂x
, (2.15)
by combining Eq. (2.13) and Eq. (2.14), where K is a constant depending on the
geometry of the setup. Note that although the geometrical constant K can be
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calculated, in practice this parameter is obtained by calibrating the setup using
an atom with known magnetic moment. Moreover, the field gradient is determined
by changing the magnetic field. Therefore, the actual calibration that is carried
out is
x = K ′
µ¯B
mv2
, (2.16)
where K ′ = −α0K.
2.3.4 Setup Calibration
Prior to investigating the magnetic moment of a cluster, the setup has to be
calibrated. First, the position sensitivity of the mass spectrometer has to be
determined. Second, the magnet has to be characterized, such that we can obtain
the geometric constant K, see Eq. (2.15). In general both calibrations can be
performed using aluminium atoms since the magnetic moment is known (1/3 µB,
with J = 1/2 and g = 2/3) and it is relatively easy to produce an intense atomic
beam. However, for the calibration of the position sensitive mass spectrometer, a
deviation from the
√
m scaling-law is obtained at higher masses.
Position Sensitive TOF Calibration
The position sensitivity of the TOFMS is obtained by scanning a collimated laser
beam from the excimer laser across the aluminium atomic beam, and recording the
beam time-of-flight as a function of laser position, see Fig. 2.16. For Vex = 3000 V
a position sensitivity of -59.7 ± 3.5 ns mm−1 is measured. The highest mass reso-
lution was obtained using an extractor voltage of Vex = 3600 V where a position
sensitivity of -26.5 ± 1.1 ns mm−1 was found. For a perfect mass resolution one
would expect the position sensitivity to be exactly zero. It is unlikely that this is
caused by the velocity spread perpendicular to the beam axis, although we obtain
an aluminium atomic beam on the order of 3 mm (FWHM) in width after collimat-
ing it about 1 m upstream to less than 0.5 mm. Therefore, the divergence is not
negligible. However, the approximated speed is about 1 m s−1, which is orders of
magnitude smaller (10−5) that the velocity in the mass spectrometer and is there-
fore not sufficient to explain the observed width and most importantly the linear
dependence. At this time additional SIMION simulations are performed to find
the origin of this anomaly. Note that the deflection profile is the mirror image of
the original intensity distribution as the position sensitivity has a negative slope,
i.e. particles that are ionized closer to the MCP detector arrive later than parti-
cles ionized further away from the MCP detector. However, most importantly, the
arrival time is linear with starting position of the ions. A voltage of 3000 V was
used to calibrate the magnet.
The performance of the position sensitive TOFMS is tested by recording the
position sensitivity as a function of cobalt cluster size. The time-of-flight depends
on the square-root of the mass, see Eq. (2.4). The position sensitivity should then
scale similarly. However, we observe a different dependence which does not scale
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Figure 2.16: Position sensitivity of the position sensitive TOFMS. Two voltages
for the extractor are shown, Vex = 3000 V (open squares) and Vex = 3600 V (closed
circles). The errorbar represent the width (±σ) of the Gaussian used to fit the peak
in the mass spectrum.
with the
√
m for small clusters, but deviates from this scaling law for larger clus-
ters, see Fig. 2.17. As in the case of aluminium, the position sensitivity for every
cluster is determined by plotting the arrival time versus excimer laser position
(Fig. 2.16). The (position sensitivity)2 is plotted versus mass which is supposed to
be linear. However, there is a clear deviation from this linear dependence starting
at Co19. Therefore, a second order polynomial is used to estimate the position
sensitivity up to Co30. From this mass the position sensitivity is no longer guar-
anteed to be accurate, since we then have passed the extremum. The previously
mentioned additional SIMION calculations also address this issue.
Magnet Calibration
The geometrical constant K, or in fact K ′, of the setup can be obtained using
an atom with known magnetic moment. To acquire this parameter a beam of Al
atoms is deflected by the magnet using several magnetic fields and cluster source
temperatures, the latter corresponding to different molecular beam velocities. Fig-
ure 2.18 shows the beam profiles of the Al atomic beam for zero and two non-zero
magnetic fields. When the field is increased the profile first broadens and then
completely separates in mJ = +1/2 and mJ = −1/2 components at 1.29 T.
To determine K ′, the deflection of mJ = +1/2 and mJ = −1/2 states of Al is
recorded as a function of field (0 to 1.29 T) and for several cluster source temper-
atures (30, 50, 70 and 120 K). Figure 2.19 shows the average deflection, defined as
the distance between the two J=1/2 states divided by two, as a function of applied
magnetic field for the Al atomic beam. The inset shows the dependence of the
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Figure 2.17: The square of the position sensitivity of the position sensitive TOFMS
as a function of cluster size. The repeller voltage is set to Vex = 5000 V and the
extractor voltage to Vex = 3000 V. The position sensitivity shows a clear deviation
from linear dependence (fitted up to Co18). The second order polynomial provides a
better estimate.
magnetic field as function of current. When the magnet is forced into saturation a
remanent field of 0.035 T is observed2. The magnetic field starts to saturate above
1 A (0.9 T), which is also observed in the deflection. Note that for low magnetic
fields, the mJ = +1/2 and mJ = −1/2 states are not clearly separated, which
enhances the error for those fields. For higher fields the error is determined by
the error in position sensitivity. By calculating K ′ for the various cluster source
temperatures, i.e. molecular beam speeds, an average value of 27.64 ± 4.61 m is
obtained. The error is mainly determined by the error in the beam velocity and
the error in the position sensitivity.
2.3.5 Construction and Analysis of Deflection Profiles
To some extent the magnetic deflection experiment can also be seen as an action
spectroscopic method. A position sensitive mass spectrum is recorded without
applying a magnetic field, followed by a measurement with magnetic field. The
difference in arrival time between the beam profile with (Ion) and without field
(Ioff) is translated to a difference in position which represents the magnetic deflec-
tion. Although this sounds relatively simple, some procedures have to be followed
before the deflection can be extracted. This is mainly due to experimental arte-
facts. In an ideal experiment the deflection profile is measured in one “shot”. That
is, the excimer beam is sufficiently large to ionize both Ioff and Ion. However, in
2The remanent field is removed in between experiments by alternatively sweeping the current
between positive and negative and converging the amplitude to zero.
42 Experimental Methods and Details
0
20
40
60
80
In
te
n
si
ty
(m
V
)
5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8
Time of Flight (ms)
0 T
0.53 T
1.29 T
Figure 2.18: Beam profile for an aluminium atomic beam for a magnetic field of 0,
0.53 and 1.29 T.
our case the excimer beam is too small to cover the entire beam and therefore Ioff
and Ion have to be recorded in steps.
Two methods are applied and the results will be compared in Chap. 6. Method I
uses only the position sensitivity of the mass spectrometer. Due to the limited size
of the excimer the beam profile is measured in 4 to 6 steps scanning the excimer
across the cluster beam. The number of steps depends on the magnetic field
strength. A high magnetic field at low temperature requires more steps to map the
beam profiles compared to a low magnetic field and high temperature. Method II
uses an excimer beam focussed to a narrow slit. In this series of measurements
the excimer scans the beam profile in many steps which allows us to construct
a deflection profile only from the peak intensity and the excimer positions, thus
ignoring the position sensitivity of the mass spectrometer. Note that the same
information can still be extracted as compared to the Method I only with an
increased number of steps and thus an increased measurement time.
The addition of several position sensitive mass spectra recorded at different
excimer positions is non-trivial. This is mainly due to an unavoidable side peak,
of which the origin remains unclear, which blurs the actual deflection profile, see
Fig. 2.20. Therefore, the mass peak recorded at a single excimer position, is fitted
using a Gaussian line-shape which is then used for further analysis. The deflection
is extracted using three methods:
(i) The side peaks are ignored and the mass spectra are simply added to obtain
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Figure 2.19: Average deflection of mJ = +1/2 and mJ = −1/2 as a function of
magnetic field. The inset shows the magnetic field as a function of applied current
through the magnet.
the overall deflection profile. This profile is fitted to a Gaussian line-shape,
one for Ioff and one Ion. However, the deflection profiles are not always
perfectly symmetric. Therefore, this method leads – in practice – to an
overestimation of the deflection, as the Gaussian fit through Ion overestimates
the center of the actual profile.
(ii) For every excimer position the mass peaks are fitted to a Gaussian line-shape
to remove the side peaks. The fitted profiles are added together to construct
a noise free Ioff and Ion. The difference in weighted average between Ioff and
Ion determines the deflection. It is not possible to use the maximum of the
constructed deflection profiles. This point does not necessarily matches the
central point of the real deflection profile.
(iii) In the previous evaluation method it is possible to under- or overestimate
the weighted average of the deflection profile. By adding overlapping peaks
it is possible that more weight is put on the left-hand side or right-hand
side of the deflection profile. To avoid this inconvenience the third method
determines the weighted average of the central position of the individual
Gaussian line-shapes weighted by their amplitudes.
Figure 2.20 shows the different analysis methods applied to the deflection pro-
files of Co10 using an applied magnetic field of 0.9 T. All the individual mass spec-
tra at a single excimer position are fitted to a Gaussian line-shape, see Fig. 2.20(a)
using one of the excimer positions. This removes the previously discussed side peak
in the mass spectrum as well as the noise. Ioff and Ion are thereafter constructed,
see Fig. 2.20(b) respectively Fig. 2.20(c), as described using above described anal-
ysis methods. Indeed, as described in point (i), adding the individual deflection
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Figure 2.20: Overview of the different analysis methods. (a) Shows Ioff for Co10
for one excimer position. A Gaussian fit is performed to ignore the peak just next
to the mass peak of interest. (b) Individual fits as in (a) but for all used excimer
positions (dashed line). The thick solid line shows the sum of the individual fits and
the thin solid line the sum of the raw data. The sum of the fits effectively subtracts
the unwanted side peak. (c) Same as (b) but for Ion using a magnetic field of 0.9 T.
profile ignoring the side peaks and fitting the result by a Gaussian overestimates
the deflection. This is most likely due to the slight asymmetry in the deflection
profiles. Note that the Gaussian fit through the sum of the raw data is not shown
in Fig. 2.20 to ease the eye. The other two methods (ii and iii) result in a similar
deflection. That is, the values are within each other errorbar which is determined
by the error in the position sensitivity, see Table 2.1.
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Method center Ioff (mm) center Ion (mm) deflection (mm)
(i) -1.45 0.45 1.89(9)
(ii) -1.22 0.35 1.57(8)
(iii) -1.28 0.32 1.60(8)
Table 2.1: Summary of the analysis for the three analysis methods applied to the
data presented in Fig. 2.20.
The magnetic moments presented in Chap. 6 are obtained by averaging the
deflections extracted using analysis method (ii) and (iii). In addition, we compare
the results obtained using Method I and Method II as discussed above. If the
experimental setup works as desired, both methods will result in the same magnetic
moment as a function of cluster size.
2.4 Strong Field Ionization
In the last part of this chapter we will focus on the experimental setup used in
the optical field ionization experiment of oxygen doped terbium clusters. The
energy of a single photon (1.55 eV) from the ultra-short laser pulse cannot ionize
the clusters (IP ≥ 4 eV). Therefore, the system can only be ionized when, within
the pulse duration, either several photons are absorbed to transcend the ionization
energy [38] or the electric field of the laser pulse perturbs the clusters potential
such, that an electron can tunnel through the barrier [39]. An extended review on
laser-driven cluster dynamics can be found in Ref. 40. Here we will first describe
the experimental setup with the multi-purpose mass spectrometer and thereafter
we will give a brief description of the femtosecond amplified laser system.
2.4.1 Overview of the Experimental Setup
The cluster setup built for the strong field ionization experiment consist of a
liquid nitrogen cooled cluster source (see Chap. 2.1.1) and a multi-purpose mass
spectrometer. The distance from the skimmer to mass spectrometer is as small
as possible to maximize the cluster intensity in the extraction region where the
molecular beam and the fs-laser pulse overlap, see Fig. 2.21. The fs-laser pulse can
either enter the vacuum chamber parallel and counter propagating to the cluster
beam (configuration 1) or perpendicular to the cluster beam (configuration 2).
Configuration 1 was used for the experiments described in this thesis. The other
entrance (configuration 2) was used to obtain a reference mass spectrum using an
excimer laser.
46 Experimental Methods and Details
Figure 2.21: Overview of the fs-laser cluster setup. The cluster source and mass spec-
trometer (linear MS) are mounted close together to reduce losses in cluster intensity.
The linear MS is part of a more complex mass spectrometer fitted with a velocity map
imaging (VMI) stack. The femtosecond laser beam can enter either from the rear-end
or from the top such the the beam is counter propagating respectively perpendicular
to the cluster beam.
Multi-Purpose Mass Spectrometer
The mass spectrometer can be used for a variety of experiments as it contains a
linear mass spectrometer, a reflectron, ion optics, a mass gate and a velocity map
imaging (VMI) stack. The latter will be described somewhere else. In this thesis
we use the multi-purpose mass spectrometer to determine the ionization threshold
intensity for oxygen doped terbium clusters by recording the ion yield as a function
of laser intensity, see Chap. 7.
In addition, a second type of experiment is possible using this configuration
where first the clusters are excited by a pump-pulse and sequentially ionized using
a delayed probe-pulse. One can in principle measure the life-time of an electronic
excitation by changing the delay between the pump and probe pulses [41].
2.4.2 Amplified Femtosecond Laser System
The measurements of the ionization threshold of oxygen doped terbium clusters,
presented in Chap. 7, are acquired using an ultra short and high power laser pulse.
By combining three elements: a Mai-Tai-SP femtosecond seed laser, an Empower-
30 pump and the SpitFire Pro-35F-1KXP amplifier, a final pulse of at best 35 fs
is generated at a repetition rate of 1 kHz with an average pulse energy of 4 mJ.
The femtosecond laser system is schematically shown in Fig. 2.22. The Mai-
Tai-SP is a Ti:Sapphire oscillator operating at a repetition rate of 80 MHz pro-
viding 80 fs pulses of 5 nJ and serves as a seed laser for the final laser pulse,
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Figure 2.22: Schematic overview of the femtosecond laser system. The SpitFire
Pro-35F-1KXP amplifies a seed pulse from the Mai-Tai-SP using the power from the
Empower-30 laser. Figure adapted from [42].
thereby determining the central wavelength of the laser pulse at 800 nm. This laser
pulse is amplified using the SpitFire Pro-35F-1KXP which is pumped by the 30 W
Empower-30 3. The latter is an intracavity-doubled diode pumped neodymium-
doped yttrium lithium fluoride (Nd:YLF) laser. The Nd:YLF crystal emits light
at a wavelength of 1053 nm which is frequency doubled using an LBO crystal to
527 nm and is strongly absorbed by the Ti:Sapphire crystal of the SpitFire Pro-
35F-1KXP, bringing the system into population inversion.
The seed beam from the Mai-Tai-SP enters the cavity via a Pockels cell (PC1).
The combination of a thin film polariser, a λ/4-waveplate, a second Pockels cell
(PC2) and a mirror, traps the seed beam in the cavity depending on the state of
PC2. After a sufficient number of round trips the seed beam is amplified about
one million times, and the state of PC2 switches such that the amplified pulse is
allowed to leave the cavity.
The laser beam is directed towards the cluster setup via several mirrors and
the pulse duration is measured using an auto-correlator. The final pulse duration
is recorded to be ∼60 fs, this is due to the optical path of ∼5 m and several optical
elements. The power of the laser pulse is attenuated with neutral density filters
and is measured using a power meter (Spectra Physics 407A). Two types of mass
spectra are recorded, one using the fs-laser and one using the excimer laser to
obtain a reference mass spectrum. The mass spectra using the fs-laser are recorded
320 mJ at 1 kHz and 6 mJ at 5 kHz.
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as a function of laser fluence to construct a power dependence.
2.5 Summary
In this chapter we have described all the experimental details and methods to study
the geometric, electronic and magnetic properties of metal clusters. The cluster
source was described in Chap. 2.1.1 and the time-of-flight mass spectrometers in
Chap. 2.1.2. These two components from the basis of a cluster experiment and
are implemented in the following experiments:
 Two-color IR-UV ionization of cobalt clusters. The vibrational modes of
neutral cobalt clusters are revealed by IR excitation and subsequent UV
ionization. The vibrational excitation increases the internal energy of the
system, and combined with the UV photon, just below the ionization energy
of a cluster, overcomes the ionization threshold. A difference in ion yield is
thus observed when comparing mass spectra with and without IR excitation.
The vibrational spectra are presented in Chap. 4 and the UV dependence in
Chap. 5.
 Stern-Gerlach magnetic deflection of cobalt clusters. The cobalt clusters
are deflected in an inhomogeneous magnetic field and the magnetization
of a cluster is determined by comparing the beam profile with and without
magnetic deflection. The results along with a discussion thereof are presented
in Chap. 6.
 Ionization of terbium-oxide clusters using a femtosecond laser pulse. The ion
yield of terbium-oxide clusters is recorded as a function of laser fluence. We
discriminate between multi-photon and strong field ionization. The results
are discussed in Chap. 7.
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Chapter3
Computational Methods
In this chapter we will discuss the theoretical approach used in this thesis to
calculate the properties of small clusters. The quantum chemical calculations are
performed using Density Functional Theory (DFT). This approach allows us to
optimize the cluster geometry and calculate the geometric, electronic and magnetic
properties. In the chapters thereafter we will use this approach to compare the
experimental results to the computed properties.
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3.1 Introduction
We will start this chapter by briefly comparing model and ab-initio approaches to
determine the structure of a cluster. A computationally cheap method is to use a
many-body potential. In the time that computers were relatively slow, this method
was used to obtain the geometry of nano-sized clusters. Moreover, the many-body
potential approach is still favoured for large clusters, i.e. clusters containing more
than 100 atoms [1].
3.1.1 Many-Body Potential
The Gupta potential was first employed to reconstruct the surface contraction ob-
served from low-energy electron diffraction (LEED) experiments on metal surfaces
and is given by [2]
V =
n∑
i=1
A n∑
j 6=i=1
exp
[
−p
(
rij
r0
− 1
)]
−
η2
n∑
j 6=i=1
exp
[
−2q
(
rij
r0
− 1
)]
1/2
 .
(3.1)
The first part is due to Born-Mayor ion-ion repulsion, such that constants A and q
can be attributed to the compressibility of the system. The latter part of Eq. 3.1
originates from (quantum mechanical) hopping of d electrons, with η being the
effective hopping integral and q its dependence on the interatomic distance [3]. It
is equivalent to a term representing the electronic charge density of the system
induced on site i due to the atoms at site j.
Besides the reconstruction of metal surfaces, the Gupta potential can be used
to optimize the geometry of metal clusters, as they can be interpreted as a system
consisting of only a surface [4, 5]. Combined with genetic algorithms [6] the Gupta
potential became a useful tool in the search for cluster geometries. Rodr´ıguez-
Lo´pez et al. [7] optimized the structure of neutral cobalt clusters, an example
which is of use for this thesis, see Fig. 3.1.
Note that the obtained structures are determined using input parameters from
the bulk system. Therefore, it cannot be excluded that the real geometric structure
might be different. This semi-empirical potential could therefore be considered as
a top-down approach to determine the structure of a cluster.
3.1.2 Ab-Initio Approach
Let us now try to describe the problem from the other limit, from the first principles
of quantum mechanics. Molecular systems can be described by treating the nuclei
and electrons as point sources each possessing kinetic energy. In addition, since
we are discussing nuclei and electrons which are charged particles, we have to
take the Coulomb interaction into account which is the largest contribution to the
energy of the system. This seemingly simple approach, considering the most basic
3.1 Introduction 55
Figure 3.1: Global minima and isomer structures for neutral cobalt clusters N = 4-15.
The global minima are denoted as [1] and the second isomer as [2]. The number below
the structure is the average bond distance (A˚). Figure from Ref. 7.
interactions, leads to the following Hamiltonian
H = Tn + Te + Vee + Vnn + Ven, (3.2)
where Tn and Te are the kinetic energies of the nuclei and electrons given by
Tn = − ~
2
2M
∑
i
∇2i , (3.3)
Te = − ~
2
2m
∑
i
∇2i , (3.4)
where M is the mass of the nucleus and m the mass of the electron. Vee is the
electron-electron repulsion, Vnn the nuclei-nuclei repulsion and Ven the electron-
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nuclei attraction. These interactions are given by:
Vee =
∑
i
∑
j>i
e2
4pi0|ri − rj | , (3.5)
Vnn =
∑
i
∑
j>i
ZiZje
2
4pi0|Ri −Rj | , (3.6)
Ven = −
∑
i
∑
j
Zie
2
4pi0|Ri − rj | , (3.7)
where R and r are the nuclei and electron coordinates respectively and Zi is the
atomic number of nucleus i. We use the Born-Oppenheimer approximation to ob-
tain the electronic part of the system, such that the following reduced Hamiltonian
describes our system:
H = Te + Vee + Ven, (3.8)
To calculate the energy of the system along with the corresponding wavefunc-
tion one has to solve the time-independent Schro¨dinger equation:
Hψ(r,R) = Eψ(r,R), (3.9)
where ψ is the eigenvector (wavefunction of the system) and E the eigenvalue
(total energy of the system) excluding a time dependence in the system. Although
this seems as a rather simple equation it is only analytically solvable for hydrogen.
To (numerically) solve molecular systems containing multiple atoms and many
electrons, approximations have to be made.
3.2 Density Functional Theory (DFT)
DFT is a quantum mechanical computational method that uses the electronic
charge density (ρ(r)) to describe a complex many-body problem. It is used in
physics, chemistry and biology to investigate the geometric and electronic struc-
ture of atoms, (complex) molecules, atomic clusters and condensed matter sys-
tems. This computational method is based on replacing the actual wavefunction
ψ(r1, r2, . . . ) with ρ(r), which reduces the number of variables from 3N for N-
electrons to 3 variables for the charge density [8]. We will follow the approach as
given by W. Koch [9].
The success of DFT is based on two important theorems from Hohenberg and
Kohn [10]. The first theorem states that the external potential Vext(r) is (to within
a constant) a unique functional of the ground state electron density ρ(r). Note
that Vext(r) is, in this case, the Coulomb potential. The energy of our system can
thus be written as a functional of ρ(r)
E[ρ] = Te[ρ] + Eee[ρ] + Een[ρ], (3.10)
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where Te[ρ] is the kinetic energy of the electrons, Eee[ρ] accounts for the electron-
electron interaction and Een[ρ] includes the electron-nuclei interaction. Note that
the latter depends on the details of the system, while the former two terms are
system independent.
The second theorem of Hohenberg and Kohn states that the energy corre-
sponding to any trial density ρt(r), ρt(r) ≥ 0 and
∫
ρt(r)dr = N with N the
number of electrons, gives an upper bound to the true ground state energy (E0).
One of the goals of DFT is thus to minimize E[ρ] to obtain the ground state en-
ergy and density. However, the true form of Te[ρ] and Eee[ρ] are unknown while
Een[ρ] =
∫
Venρ(r)dr.
In order to solve this problem Kohn and Sham formulated fictitious orbitals to
form a non-interacting reference system with kinetic energy TS [ρ], such that the
true kinetic energy is given by T [ρ] = TS [ρ] + Tr[ρ], where Tr[ρ] is the correla-
tion part of the kinetic energy. Similarly, the classical Coulomb energy (J [ρ]) is
separated from the problem, resulting in a generalised expression for the energy
functional
E[ρ] = TS [ρ] + J [ρ] + Een[ρ] + Exc[ρ], (3.11)
thus separating the non-interacting part of the problem, putting all the corrections
to the kinetic energy and Coulomb interaction into Exc[ρ] defined by
Exc[ρ] ≡ (T [ρ]− TS [ρ]) + (Eee[ρ]− J [ρ]). (3.12)
The theory is exact if the form of this exchange-correlation functional is known,
which is unfortunately never the case for realistic systems.
3.2.1 Exchange Correlation Functionals
The reduction of the Schro¨dinger equation with N electrons and 3N variables to a
problem of charge density of only 3 variables has made DFT calculations invalu-
able to both physicists and chemists in solving quantum mechanical problems. The
main problem of DFT is that the form of the exchange-correlation functional is
unknown. One of the main challenges is therefore to choose the correct approxima-
tions for the exchange correlation functional. Accompanying this problem is the
level of complexity of the exchange correlation functional. For certain problems
one needs a high level of accuracy, while other problems allow for a more crude
approach.
Local Density Approximation
The first approximation is the local density approximation (LDA) where the ex-
change correlation functional depends only on the value of the electron density at
the given point in space. In general the local density approximation can be written
as
ELDA[ρ] =
∫
ρ(r)xc(ρ) dr, (3.13)
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with xc the exchange correlation energy density which is a functional of the elec-
tronic density alone. The exchange correlation functional is separated into an
exchange (x) and a correlation (c) part. For a homogeneous electrons gas xc is
known and exact.
The local density approximation can be extended for spin-polarized systems
by separating the charge density in spin-up (ρ↑) and spin-down (ρ↓) densities.
ELSDA[ρ↑, ρ↓] =
∫
ρ(r)xc(ρ↑, ρ↓) dr, (3.14)
This local density approximation does not suffice for molecular systems and is
therefore not used in this study. However, since this approximation is the basal
step in charge density approximations it had to be discussed.
Generalized Gradient Approximation
A most straightforward extension of LDA is to include the gradient of the electron
density (∇ρ) as well,
EGGA[ρ↑, ρ↓] =
∫
ρ(r)xc(ρ↑, ρ↓,∇ρ↑,∇ρ↓) dr. (3.15)
This has been useful in the determination of the structures of many molecular
systems and solids. In this thesis we use the generalized gradient approximation
(GGA) functional introduced by Perdew, Bruke and Ernzerhof [11] which was con-
structed to retain all the properties from the local spin density approximation and
adding the energetically most important features of the gradient-corrected non-
locality. GGA-PBE was the starting point for our calculations since it was used
for cationic cobalt clusters [12]. However, a scaling factor is sometimes needed
in order to compare calculated harmonic frequencies to experimental frequencies.
This is due to an overestimation of the calculated frequencies as DFT neglects
anharmonicities and can underestimate electron correlation effects [13]. A scaling
factor of 0.881 was obtained for cation cobalt clusters in the GGA-PBE approxi-
mation [12].
Figure 3.2 shows an overview of calculated structures using the GGA-PBE
approach for Co2 to Co10 from Ref. 14. Note that some of the results are in agree-
ment with the data from Rodr´ıguez-Lo´pez et al. [7], however, there are differences.
For example, the energetic order for Co7 differs between the two studies. We will
use the candidate structures from both studies as a starting point in our quest to
obtain the true geometries of small cobalt clusters, see Chap. 4.
Meta-Generalized Gradient Approximation
The third class are the so-called meta-GGA functionals. Apart from the local
density and the gradient, meta-GGA functionals include a part that depends on
the kinetic energy density τ ,
Emeta−GGA[ρ↑, ρ↓] =
∫
ρ(r)xc(ρ↑, ρ↓,∇ρ↑,∇ρ↓, τ↑, τ↓) dr, (3.16)
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Figure 3.2: Global minima structures for neutral cobalt clusters and the second isomer
for 2-10 atoms, calculated using GGA-PBE. The numbers below the structure are
cluster size, relative energy with respect to the ground state and magnetic moment.
Figure adapted from Ref. 14.
where the kinetic energy density is defined as
τσ(r) =
occup∑
i
1
2
|∇ψiσ(r)|2 (3.17)
where ψiσ(r) are the occupied Kohn-Sham orbitals. Functionals from this class
are accurate for both molecules and solids [15]. The original meta-GGA functional
from Tao, Perdew, Staroverov and Scuseria (TPSS) provides good surface energies
and atomization energies, however, it predicts too short bond lengths [15, 16]. The
revisited exchange correlation functional revTPSS is constructed to provide good
surface and atomization energies, as does TPSS, and to provide lattice constants
that are as good as GGA exchange correlation functionals [17]. revTPSS is exact
in the one-electron atomic limit as well as for the uniform electron gas. As we
will see in Chap. 4, revTPSS outperforms the GGA approach when calculating
the harmonic frequencies for neutral cobalt clusters.
There are other, more complex functionals that can be used, like the hybrid
functional class where exchange correlation functionals, typically LDA and GGA,
from DFT are combined with a part of the exact exchange from Hartree-Fock
theory. The latter does not use the electronic charge density to solve the quantum
mechanical problem, but tries to find a solution using a single Slater determinant
to approximate the N-body wave-function. However, these functionals are not
used in this thesis since they are computationally too expensive. See Ref. 18 for
more information.
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3.2.2 Basis Set and Approximations
The accuracy of DFT calculations is in part determined by the accuracy of the
basis set used to describe the molecular orbitals. The treatment of molecular
orbitals can be divided in two different classes: Slater-type orbitals (STO) and
Gaussian-type orbitals (GTO). Different calculation packages favour one of these
approaches. Here we use the Amsterdam Density Functional (ADF) set of codes
[19] which uses STO’s as they resemble the true atomic orbitals more closely than
GTO’s. Moreover, a resent study of Gu¨ell et al. [20] indicates that STO’s are
less computationally expensive compared to GTO’s when calculating spin-state
energetics in iron complexes.
Additionally, the accuracy of the description of the molecular orbitals depends
on the particular STO basis set. The minimum number of functions required
to describe the system depends on the type of atoms present. For example, the
carbon atom can be described by two s-functions for the 1s and 2s electrons and
one set of p-functions for the 2p orbitals. Such a basis set is called a Single-Zeta
(SZ) basis. The more sets of functions added to the basis, the more accurate the
description of the molecular orbitals in the cluster. However, larger basis sets come
at a higher (computational) cost. Therefore, a trade of has to be made between
accuracy and duration of the calculations.
Here we use the triple-zeta (TZ) basis set with 2 standard polarized (P) func-
tions and additional d-functions (TZ2P+), the latter addition improves the de-
scription for 3d metals. The polarized functions are higher angular momentum
functions to describe charge polarization and electron-electron correlation effects.
An other approximation can be made when choosing the basis set, that is to put
electrons in the core, only explicitly treating the valence electrons. Typically one
can choose how many electrons are put in the core. Here we treat all electrons
explicitly.
To conclude this section, we have to note that we use the zero-order regu-
lar approximation (ZORA) to include scalar relativistic effects. In general, the
Hamiltonian can be written as
(T + V )φi = iφi, (3.18)
where T is the kinetic energy (see below), V is the potential energy, φi is the i
th
wavefunctions with energy i. The kinetic energy operator T is different within
the Dirac, ZORA or non relativistic (NR) approximation:
TDirac = σ · p c
2
2c2 + i − V σ · p (3.19)
TZORA = σ · p c
2
2c2 − V σ · p (3.20)
TNR =
p2
2m
(3.21)
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where we use the energy independent relativistic correction TZORA. Furthermore,
the TZORA can be split into a scalar relativistic and spin-orbit component. Here
we exclude the spin-orbit contribution and assume that the inclusion only leads to
a small perturbation of the geometric structure. Apart from this, the inclusion of
this term increases computational cost significantly.
3.2.3 Geometry Optimization
It is a priori unknown what the true structure of a cluster is. Therefore, DFT
calculations serve as a tool to optimize the geometry of several candidate struc-
tures probing the potential energy surface. By displacing the atoms of a candidate
structure, the change of the total energy is monitored and the structure is opti-
mized until the energy is at a minimum and the gradient of the energy is below a
user defined threshold value.
The optimization is quite complex, for more details see Ref. 21, and usually
rely on a Taylor expansion of the energy E which is cut after the second order
term:
E = E0 + g
Tx+ xTHx, (3.22)
where x are the atomic coordinates, g is the gradient and H the Hessian1. Close to
a minimum the energy will be quadratic and the best guess for the next displace-
ment is given by the so called Newton-Raphson (NR) step ∆x = −H−1g. The
success depends on the accuracy of the Hessian and for the highest accuracy should
be calculated after every geometry step. However, the most (computational) cost-
effective method is to use an approximate Hessian (Ha) which increases the number
of geometry steps, but overall reduces the computational time [22].
Note that the Taylor expansion is only valid close to a energetic minimum, for
coordinates within a radius τ < |xm − x| where xm are the coordinates in the
minimum. Therefore, the NR step, or quasi-NR step in case of Ha, is only taken
if the NR step is smaller than τ . Otherwise a restricted second order method is
used based on Lagrange multipliers such that the step length is equal to τ .
3.2.4 Vibrational Frequency Calculations
When the gradient of the energy drops below the set threshold value during the
geometry optimization, a candidate structure is considered to be obtained. The
following step will be to calculate the harmonic vibrational frequencies. This is a
critical step in the search for stable isomers. When a cluster or molecule starts to
vibrate, i.e. distort along a normal mode, the energy of the system will increase.
If the energy decreases upon such a distortion, the structure is not stable, for
example it could be a saddle point in the potential energy surface (PES), and an
imaginary frequency is obtained.
1Square matrix containing second order partial derivatives.
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By computing the energy of several slightly distorted clusters and comparing
the computed gradients, one can obtain the force constants and thus the vibra-
tional frequencies
νi =
1
2pi
√
ki
µi
(3.23)
where ki is the force constant and µi is the reduced mass of normal mode i. Note
that the frequencies can be calculated numerically or - in some cases - analyti-
cally. The numerical process is described above, i.e. by distortion of the cluster.
The analytical method is faster, however, it requires that certain derivatives of
the functional are computed and also that this method is implemented within the
available set of codes. Analytical frequency calculation is implemented in ADF for
GGA-PBE, however, not for the Meta-GGA revTPSS exchange correlation func-
tional. Therefore, all vibrational spectra for revTPSS are calculated numerically.
There are 3N-6 normal modes for a non-linear cluster. However, not all vibra-
tional modes will be IR active. The absorption cross-section (σfi) for a transition
from state i to state f is given by Fermi’s golden rule:
σfi =
2pi
~
∣∣∣∣∫ ψf (Q)µ(Q)ψi(Q)dQ∣∣∣∣2 δ(Ef − Ei) (3.24)
where we use the coordinates of the normal mode Q, µ is the dipole moment
operator, and the delta function assures that the transition can only occur if an
IR photon with the correct energy is absorbed. The potential energy surface is
approximated to be harmonic, therefore, by expanding the dipole moment operator
in a Taylor series the absorption cross-section can be written as
σfi ∝
∣∣∣∣ dµdQ
∣∣∣∣2 . (3.25)
3.3 Summary
In this chapter we have introduced the computational methods used in this thesis.
The DFT calculations are used in Chap. 4 to assign cluster geometries based
on a match between the experimental and calculated vibrational spectrum. In
Chap. 5 we will use the calculated DOS to model the UV spectra recorded for IR
excited clusters. The computational results of the spin polarization are compared
to experimental results in Chap. 6. However, note that in the experiment we can
only probe the total magnetic moment and not its spin component.
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Chapter4
Structure of Neutral Cobalt
Clusters1
The results of the two-color IR-UV excitation scheme applied to neutral cobalt
clusters are presented in Chap. 4 and Chap. 5. Here we will present the vibra-
tional spectra for a set of CoN (N=4–16) clusters, from which a number with clear
vibrational resonances are selected (N=4–10,13) and are compared to calculated
vibrational spectra for several structural isomers. In Chap. 5 we will focus on the
UV dependence.
1Adopted from: J. Jalink, J.M. Bakker, D. Kiawi, D. Dieleman, Th. Rasing and A. Kirilyuk
Structure of Neutral Cobalt Clusters via Two-Color IR-UV Ionization, submitted
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4.1 Introduction
Several computational studies have been performed in order to obtain the structure
of neutral cobalt clusters [1–9]. For example, Rodr´ıguez-Lo´pez et al. [4] used a ge-
netic algorithm in combination with the Gupta potential for surface reconstruction
to find the geometric arrangement of atoms in cobalt clusters containing up to 63
atoms, and thereafter used self-consistent tight-binding calculations to obtain the
magnetic properties. See Fig. 3.1 for a subset of their results. Later, Datta et al.
[6] used a DFT approach to optimize the structures containing up to 20 cobalt
atoms, see also Fig. 3.2. More recently, a star-like icosahedral growth pattern is
suggested for intermediate sized cobalt clusters [9]. However, the validity of the
structures can only be tested using an experimental probe of the cluster geometry,
like IR vibrational spectroscopy [10–14] or trapped ion electron diffraction [15].
The structure of charged cobalt clusters was already investigated experimen-
tally. An IR-MPD vibrational spectroscopic technique was used to determine the
structure of cobalt cations ranging from Co4
+ to Co8
+ [13]. The anions are studied
by comparing the experimental photoelectron spectra to calculations [16].
The assignment of a cluster structure based on secondary properties like the
calculated spin moment or, for example, the calculated ionization potential can
be ambiguous. However, as we will see, it might be possible to discriminate small
cobalt clusters based on their electric dipole moment.
4.2 Experimental Details
The experimental details have been described in Chap. 2.2, and will only be out-
lined briefly. A Nd:YAG laser (532 nm) ablates a fraction of the sample rod
(Goodfellow, high purity 99.99% Co) forming a plasma. A pulse of helium gas
is introduced to induce cluster condensation. Subsequently, the clusters aggregate
in a growth channel which is cooled to about 77 K and expand into the vacuum
via a nozzle. The cluster beam is skimmed and enters a differentially pumped
vacuum chamber where the charged clusters are deflected out of the beam using
a set of electrically biased parallel plates. The neutral clusters are transmitted to
the time-of-flight mass spectrometer (RETOF, Jordan TOF products, Inc.) and
overlaps with the tunable IR radiation from FELICE (100 to 500 cm−1) and the
UV light in the extraction region. The time delay between IR and UV was set
to obtain maximum ion yield, approximately at 1µs. The ionization energies for
Co4, Co5 and Co6 are not exactly known, and assigned at 6.2 ± 0.2 eV [17, 18],
see Fig. 4.1. To access this energy range we use an excimer laser (ArF) at a fixed
energy of 6.42 eV. Larger clusters with a lower IP are ionized using a frequency
tripled dye laser. The angle between the cluster beam and the IR and the UV
laser beams is 35° and 90°, respectively. The ionized clusters are detected using
a microchannel plate detector (MCP) and the ion yield is recorded using a data
acquisition card with a time resolution of 2.5 ns.
Two types of mass spectra are obtained in an alternating fashion: with and
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Figure 4.1: Ionization potential of neutral cobalt clusters. Figure adapted from the
experimental data in Ref. 18.
without IR excitation. The latter is a reference for the former containing the IR
response of the clusters. The energy deposited into the cluster upon excitation
of a vibrational mode is redistributed over both nuclear and electronic degrees
of freedom. The increase in the temperature of the electrons corresponds to a
repopulation of electrons across electronic states to higher energy levels. This
can be experimentally observed as an increase in ion yield upon the excitation
of a vibrational mode, see Fig. 4.2. When FELICE is tuned to 195 cm−1, an
enhancement of the ion yield is observed for Co5.
In order to obtain the IR vibrational spectrum of neutral cobalt clusters both
mass spectra, measurement and reference, are recorded as function of IR frequency.
Figure 4.3 shows an example of the obtained vibrational spectrum for Co5. An in-
crease of approximately a factor of 6 is obtained when the IR is tuned to 195 cm−1.
A second mode is present at about 260 cm−1 showing an increase of more than
a factor of 3. However, we would like to extract an absorption cross-section for
the vibrational excitation and compare the relative intensities of the vibrational
modes, see the next section for details.
4.2.1 Interpretation of IR-UV Vibrational Spectra
We will assume that the experiment can be described by the electronic ground state
|0 >, vibrational modes |ν > and the ionized state |I >, see Fig. 4.4. The reference
measurement is displayed on the left, the right-hand side shows the measurement
IR-UV excitation. For the reference experiment we can define
NUV0 = N exp[−σUV nUV ], (4.1)
NUVI = N(1− exp[−σUV nUV ]), (4.2)
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Figure 4.2: Mass spectra of cobalt clusters with (red) and without (black) IR exci-
tation acquired using an ionization energy of 6.42 eV. The ion yield of Co5 shows a
clear enhancement compared to the reference spectrum when, prior to ionization, the
cluster is irradiated with infrared light at 195 cm−1.
where N is the total number of clusters of a single size, NUV0 is the number of
clusters in the ground state after UV ionization and NUVI is the number of clusters
that are ionized by the UV laser. The absorption cross-section for the UV light is
represented by σUV , which depends on the internal energy of the cluster and the IP.
nUV is the number of UV photons. A similar set of equations can be constructed
for the IR-UV excitation, however, keeping in mind that the UV absorption cross-
section for an IR-excited clusters can differ from a cluster in the ground state.
This depends in part on the overlap integrals (Franck-Condon factors) between
the vibrationally excited and final state of the cation. We will go into more details
in Chap. 5.2. For now we define σ1UV for UV ionization cross-section from the
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Figure 4.3: Increase in ion yield normalized by the reference measurement as a
function of IR frequency for Co5.
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Figure 4.4: Schematic representation of the IR-UV excitation scheme. Left: The
energy level scheme for the reference. Right: The energy level scheme for the IR-UV
excitation.
ground state and σ2UV for ionization from the IR-excited state and can write:
N IR−UV0 = N exp[−σIRnIR] exp[−σ1UV nUV ], (4.3)
N IR−UVν = N(1− exp[−σIRnIR]) exp[−σ2UV nUV ], (4.4)
N IR−UVI = N exp[−σIRnIR](1− exp[−σ1UV nUV ]) +
N(1− exp[−σIRnIR])(1− exp[−σ2UV nUV ]) (4.5)
where N IR−UV0 is the number of clusters in the ground state after the IR and
subsequent UV ionization, N IR−UVν is the number of clusters in the vibrational
state after subsequent UV ionization and N IR−UVI is the number of clusters ionized
by the IR-UV excitation. The gain in ion yield as function of IR frequency ν can
then be written as
Iν
I0
∝ N
IR−UV
I
NUVI
= β + (1− β) exp[−σIR(ν)nIR] (4.6)
where the proportionality factor is determined by the detection efficiency and β,
which governs the details for the UV ionization, is defined by
β =
1− exp[−σ2UV nUV ]
1− exp[−σ1UV nUV ]
(4.7)
Note that if the IR absorption cross-section is 0, σ1UV = σ
2
UV and the ratio
defined in Eq. (4.6) and β are equal to 1. We can further discriminate three
different cases, see Fig. 4.5: i) The ion yield does not change upon the excitation of
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Figure 4.5: Normalised ion yield as defined by Eq. (4.6) for β = 5, 1, 0.1. An increase
in ion yield compared to the reference measurement is obtained when β ≥ 1 and a
decrease is observed when β ≤ 1.
a vibrational mode (Iν/I0 = 1). This implies that the ionization cross-section σ
2
UV
after vibrational excitation is the same as σ1UV resulting in β = 1. ii) An increase
in ion yield is observed (Iν/I0 > 1). This is the case for the experiments presented
here. The UV absorption cross-section increases due to the vibrational excitation,
such that σ2UV > σ
1
UV leading to β > 1. iii) A decrease in ion yield is observed
(Iν/I0 < 1), which implies that σ
2
UV < σ
1
UV and thus β < 1 after vibrational
excitation. In the latter case one can think of, for example, a change in geometric
structure to an isomer with higher ionization energy. This would ensure that
ionization after vibrational excitation becomes more difficult. This process, the
decrease in ion yield, was observed in experiments for Fe13. It is difficult to extract
the absorption cross-section from Eq. (4.6), because β is unknown. Therefore we
will present the IR spectra as (Iν − I0)/I0. More details of the UV dependence
will be presented in Chap. 5.
4.3 Computational Details
We use DFT calculations using the Amsterdam Density Functional set of codes
[19] in order to assign the experimental vibrational spectrum to a cluster geom-
etry. Several cluster geometries are considered starting with previously obtained
candidate structures [4, 6]. The geometries are optimized using the revisited
Tao-Perdew-Staroverov-Scuseria (revTPSS) exchange-correlation functional in the
meta-generalized gradient approximation (meta-GGA) [20]. The TZ2P+ basis set
is used to accommodate for the open shell structure of cobalt and apply scalar
(ZORA) relativistic corrections. The calculations are done for different spin po-
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larizations and the structures are relaxed until the energy gradient drops below
at least 5 × 10−4 Hartree/A˚. No symmetry restrictions are applied during the
geometry optimization. The calculated charge density is analytically integrated to
obtain the electric dipole moment of the cluster. After geometry optimization we
calculate the harmonic frequencies to ensure that the geometries are true minima.
A scaling factor is sometimes needed in order to compare calculated harmonic
frequencies to experimental frequencies, see also Chap. 3.2.1. Here we apply a
frequency scaling factor of 0.80 to all calculated frequencies in order to obtain a
match with the experimental spectrum. The scaled zero-point energy (sum over
vibrational modes) is included in calculating the energy differences between iso-
mers.
In addition, calculations using the Perdew-Bruke-Ernzerhof (PBE) exchange-
correlation functional in the generalized gradient approximation (GGA) were per-
formed [21]. This functional was used to calculate the vibrational frequencies
(scaling factor = 0.881) to assign the structure for cobalt cation and investigate
the nature of argon bonding to the cluster [13]. However, the use of this functional
resulted in a clear mismatch for Co4 and small discrepancies for larger clusters,
see Chap. 4.5.5. In addition, some tests on Co4 to Co6 were performed using the
unrevisited TPSS exchange correlation functional. However, the best results were
obtained using revTPSS. All structures are optimized as a function of spin polar-
ization, see Chap. 4.5.4. Below we will present the calculated vibrational spectra
for the lowest energy structures.
4.4 Results
The IP for Co4, Co5 and Co6 are not exactly known [18]. All three are assigned at
6.2 ± 0.2 eV. To exceed this relatively high energy we used an ArF excimer laser
at a fixed energy of 6.42 eV. Because the UV energy is fixed, the signal-to-noise
ratio in the experimental spectra can differ from one cluster to the other. The
two-color IR-UV ionization scheme is most efficient using a UV energy close to
the ionization energy of the cluster, see Chap. 5. As we will see below, for Co4
and Co6 this mismatch between the IP and UV energy is such that the technique
is applicable, but the signal-to-noise is poor and thus the vibrational spectra that
are recorded with the excimer laser are not corrected for the IR pulse energy.
Instead, the IR pulse energy (grey line) is plotted behind the experimental data
for completeness (see, Fig. 4.7–4.9). Correcting for low power at the low energy
side tilts the spectrum and complicates interpretation.
The remaining clusters have a lower IP, ranging from 5.73 to 5.98 eV, and are
ionized using a frequency tripled dye laser (5.66 to 5.76 eV). These spectra are
corrected for the fluence of FELICE. An overview of the experimental spectra is
presented in Fig. 4.6. Vibrational modes can be distinguished up to Co10 and
for Co13. The remaining cluster sizes show broad features which complicates
comparison to calculated spectra of candidate structures and are therefore not
included in this discussion.
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Figure 4.6: IR Infrared spectra of Co4 to Co16 measured using the IR-UV excitation
scheme. The line is a running average through the data represented by the dots.
Co4
Structures with tetrahedral and rhombic symmetry have been tested as possible
candidates for Co4. The anion was found to be a tetrahedron with a bond length
of 2.25 ± 0.2 A˚ [16] (bulk: 2.51 A˚ [6]). A tetrahedron is also assigned to the cation
[13]. This tetrahedral symmetry was also suggested to be the lowest energy state
for the neutral species in DFT calculations [6]. However, the calculated vibrational
spectrum for the tetrahedral structure (4b) does not match the experimental spec-
trum, see Fig. 4.7.
The calculated vibrational spectrum of a planar rhombus, isomer 4a, with
an average bond length of 2.23 A˚ does match the experimental spectrum and is
therefore assigned as the ground state structure for Co4. Note that, in contrast to
previous DFT calculations using and GGA-PBE approach, the rhombic structure
is lower in energy than the tetrahedron. The two vibrational modes correspond to
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Figure 4.7: Infrared spectra of Co4 and calculated vibrational spectra for two struc-
tural isomers. The text within the subfigures provide isomer, energy relative to the
ground state in meV and spin polarization. The calculated modes are convoluted with
a Gaussian lineshape functions with a width of 7 cm−1 to allow comparison with the
experimental spectra. The grey line is the IR pulse energy.
the motion of the two central atoms moving perpendicular to or along the direction
of the other two atoms. The calculated spin moment of 2.5µB/atom is significantly
higher than in the bulk (1.55µB/atom). This is most probably due to the reduced
coordination number of 2.5 leading to restricted hybridization of 3d and 4s orbitals.
The coordination number of cobalt in the bulk is 12 for hexagonal close packed
crystal structure. The assignment of the rhombic structure is in agreement with
recent calculations on bimetallic cobalt-nickel clusters where also undoped cobalt
clusters were studied [8].
Co5
For Co5 we consider two isomers that were also suggested in previous compu-
tational studies [4–6], see Fig. 4.8. Isomer 5a is a trigonal bipyramid with D3h
symmetry and isomer 5b is a tetragonal pyramid. Note that the structures are in
principle optimized without symmetry restrictions. However, this led to a slightly
distorted trigonal bipyramid for which the calculated vibrational spectrum does
not match the experimental spectrum, see the grey calculated spectrum in Fig. 4.8.
Breaking the symmetry occurs when the symmetric structure has a degenerate
electronic ground state and is known as a Jahn-Teller distortion [22]. However,
the calculated experimental spectrum for the distorted trigonal bipyramid does
not provide a satisfactory match with the experiment. The symmetry was there-
fore restricted to D3h leading to an almost perfect match between calculated and
experimental spectrum.
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Figure 4.8: Infrared spectra of Co5 and calculated vibrational spectra for two struc-
tural isomers. See text for the grey spectrum of isomer 5a. See caption of Fig. 4.7.
Based on the match between experimental and calculated vibrational spectra
we assign the (symmetry restricted) isomer 5a as the ground state structure of
Co5. This is in agreement with previous calculations [4, 6]. The bond length of
the triangular basis is 2.24 A˚ and the distance between the capping atoms and
the plane of the triangle is 1.72 A˚. The distortion of the non symmetry restricted
trigonal bipyramid is small, i.e. the longest bond between the capping atom and
an atom in the trigonal basis is 2.60363 A˚ while the shortest is 2.60245 A˚. The
distance from the plane to the capping atoms is 1.57 A˚. The bicapped triangle with
hexagonal symmetry is thus elongated with respect to the non symmetric counter
part. Both structures, symmetrical or not, have a spin moment of 2.6µB/atom.
There are no experimental results available for the anion system. Note that for the
cation cluster a similar, however distorted, bipyramid was assigned as the ground
state structure [13].
Co6
Figure 4.9 shows the experimental and computational results for Co6. Experi-
ments on cations [13] and calculations for neutral cobalt clusters [4–6, 8] suggest a
tetragonal bipyramid (isomer 6a) as a candidate for the ground state structure for
neutral Co6. A second stable isomer is a capped trigonal bipyramid (6b), which
has been suggested as isomer before [4, 5]. A pentagonal pyramid was found for
the anion [16]. However, the geometry optimization of the pentagonal bipyramid
led to a distortion, resulting in isomer 6b2.
2This was observed for spin multiplicity 16. The pentagonal pyramid was not found to be
stable for spin multiplicity 14.
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Figure 4.9: Infrared spectra of Co6 and calculated vibrational spectra for two struc-
tural isomers. See caption of Fig. 4.7.
The experimental spectrum of Co6 shows a clear resonant vibrational mode at
approximately 248 cm−1 and a second mode at just above 300 cm−1. Because, the
width of the peak is below what we observe for other transitions and no modes
are observed above 300 cm−1 for all cobalt clusters studied, we have to discard the
high energy mode and consider it as an experimental artefact. Therefore, we assign
6a as the ground state structure of Co6 as the calculated spectrum provides the
best match with the experimental spectrum. The average bond length for isomer
6a is 2.25 A˚ and is in a reasonable agreement with the previously calculated bond
length of 2.27 A˚ [6].
Co7
Co7 is suggested to be either a capped tetragonal bipyramid (isomer 7a) [6] or
a pentagonal bipyramid (isomer 7b) [4]. The cation is found to resemble isomer
7a [13]. Here we do not obtain a conclusive match between experimental and
calculated spectrum, see Fig. 4.10. The experimental spectrum reveals one single
mode indicating high symmetry. However, the IP of Co7 is relatively high, 5.98 eV
see Fig. 4.1, compared to the UV energy used to record the vibrational spectra (up
to 5.76 eV). Therefore, we hypothesize that not all vibrational modes are revealed.
However, it can be speculated that the mode near 240 cm−1 matches the calculated
spectrum of isomer 7b better than the spectrum for isomer 7a, based on the width
of the feature in the spectrum. Nonetheless, additional experiments are required
to provide a conclusive match.
76 Structure of Neutral Cobalt Clusters
0
0.2
0.4
0.6
100 200 300 400 500
Frequency (cm−1)
0
1
2
3
IR
in
te
ns
it
y
(E
xp
.:
ar
b.
un
it
s,
C
al
c.
:
km
/m
ol
)
0
2.5
5
7.5
7a
0 meV
15 µB
7b
104 meV
15 µB
Figure 4.10: Infrared spectra of Co7 and calculated vibrational spectra for two struc-
tural isomers. The text within the subfigures provide isomer, energy relative to the
ground state in meV and spin polarization. The calculated modes are convoluted with
a Gaussian lineshape functions with a width of 7 cm−1 to allow comparison with the
experimental spectra. The grey line representing the IR pulse energy is omitted as the
spectrum is corrected for the IR fluence.
Co8
A bicapped octahedron (isomer 8a) and a tricapped triangular bipyramid (isomer
8b) are suggested as candidate structures for Co8 [4–6] with isomer 8a as the
ground state structure. Co8
+ is also suggested to be similar to isomer 8a [13].
Figure 4.11 shows the experimental and computational results for Co8. The av-
erage bond length of isomer 8a is 2.29 A˚, which is similar to the average bond
length of isomer 8b. Moreover, both structures have the same spin moment of
2µB/atom.
The calculated vibrational modes of isomer 8a provides a more satisfactory
match than the modes for isomer 8b. Note that the high frequency modes are
not clearly separated, which is most likely due to power broadening. However, we
assign isomer 8a, the bicapped octahedron, as the ground state structure for Co8.
Co9
Previous computational studies on neutral Co9 supply two candidate structures.
Datta et al. [6] suggests a tricapped octahedron (isomer 9a) and Rodr´ıguez-Lo´pez
et al. [4] obtains a bicapped pentagonal bipyramid (isomer 9b). Unfortunately, no
information is available for the charged species. Figure 4.12 shows the experimental
spectrum for Co9 along with the calculated vibrational spectra for isomer 9a and
9b. Both isomers have vibrational modes in the range of 100 to 300 cm−1, the
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Figure 4.11: Infrared spectra of Co8 and calculated vibrational spectra for two struc-
tural isomers. See caption of Fig. 4.10.
same range where the modes in the experiment are found. The main difference
between isomer 9a and 9b is the intensity of the vibrational mode just below
200 cm−1. Although the experimental spectrum does not resolve all vibrational
modes, suggesting that it is subjected to power broadening, the two main peaks of
isomer 9b are not reflected in the experimental spectrum. Therefore we assign the
more compact isomer 9a, with an average nearest neighbour distance of 2.29 A˚ as
the most likely geometric structure for Co9 over isomer 9b which is larger with an
average nearest neighbour distance of 2.32 A˚. The spin moment, 1.89µB/atom,
is the same as obtained in previous computational studies. However, this value is
lower than recent results using XMCD on cobalt cation clusters3.
Co10
For Co10 we have considered a tetracapped octahedron (isomer 10a) and a tri-
capped pentagonal bipyramid (isomer 10b). The number of vibrational modes
starts to increase rapidly due to the increasing number atoms in the cluster. This
is clearly reflected in the width of the experimental features. The calculated vibra-
tional spectrum of isomer 10b provides the best fit with the experimental spec-
trum. The vibrational modes at the low frequency side of the spectrum account
for a constant offset in experimental spectrum. The features near 200 cm−1 are
clearly present in the experimental spectrum. However, the highest energetic mode
appears to be overestimated for the frequency and underestimated in intensity.
The average nearest neighbour distance of 2.3 A˚ is in good agreement with pre-
vious calculations. Datta et al. [6] also obtained this average bond length although
3Even when including the loss of one electron.
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Figure 4.12: Infrared spectra of Co9 and calculated vibrational spectra for two struc-
tural isomers. See caption of Fig. 4.10.
the details of the calculations are different4. Rodr´ıguez-Lo´pez et al. [4] obtained
the same geometric structure although with large average bond length (2.42 A˚).
This could be due to the computational method using the many-body Gupta po-
tential. The calculated spin moment of 1.8µB/atom is low compared to other
clusters in this size range and is significantly lower than the reported magnetic
moment of 2.45µB/atom from Rodr´ıguez-Lo´pez et al. [4]. Datta et al. indicates
that this is most likely due to the change in growth pattern from octahedral based
structures for smaller clusters and the icosahedral growth pattern for Co10. At
this point we cannot rationalize the energetic order of isomer 10a and 10b. All
other computational studies indicate that the tricapped pentagonal bipyramid is
lower in energy than the tetracapped octahedron.
Co13
The 13-atom cluster is a special case. It is the first cluster size where a geometric
shell is closed for both icosahedral and cuboctahedral structures. Therefore, many
studies aim to find the geometric arrangement of a 13-atom cluster, especially for
transition metals. Chang and Chou [23] report a buckled biplanar conformation
for 4d transition metals using a pseudo-potential DFT method using a GGA func-
tional. Piotrowski and Piquini [24] studied both 3d, 4d and 5d transition metal
13-atom clusters assigning a hexagonal biplanar structure to Co13 that was also
obtained by Aguilera-Granja et al. [9]. Here, we have compared the structure for
smaller cobalt clusters to geometries reported by Datta et al. who indicate that
Co13 favours a distorted hexagonal structure over an icosahedral symmetry.
4GGA-PBE versus MetaGGA-revTPSS used here.
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Figure 4.13: Infrared spectra of Co10 and calculated vibrational spectra for two
structural isomers. See caption of Fig. 4.10.
There is yet no experimental evidence whether Co13 is icosahedral, hexago-
nal biplanar or adopts another structure. Cationic Co13 is suggested to be an
icosahedron based on reaction kinetics with benzene and benzene-d6 (C6D6) [25].
However, octahedral symmetry was assigned for Co13
+ based on collision induced
dissociation with xenon atoms [26]. This again stresses the importance of IR
vibrational spectroscopy as a probe for the structure of small isolated clusters.
Here we have calculated the vibrational spectra for an icosahedron (isomer
13a) and hexagonal biplanar (isomer 13b) structures and compared them to the
experimental spectrum, see Fig. 4.14. Note that the distorted hexagonal structure
by Datta et al. is omitted due to persistent negative frequencies. It is therefore
regarded to be a saddle point in the potential energy landscape and not a (local)
minimum. The lowest calculated isomer is the icosahedron (13a). The hexagonal
bilayer is 129 meV higher in energy. Moreover, a good match is obtained between
the experimental spectrum and the calculated spectrum for the icosahedron. Note
that a small increase in ion yield is also observed in the spectral region of 160-
250 cm−1, however, this is interpreted as being within the noise level. Only one
clear resonance is obtained at 193 cm−1, which is in good agreement with the
calculated vibrational spectrum.
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Figure 4.14: Infrared spectra of Co13 and calculated vibrational spectra for two
structural isomers. See caption of Fig. 4.10.
4.5 Discussion
The discussion is split into several parts. First we will review the geometric prop-
erties as a function of clusters size. Then we will shortly compare the structure
for differently charged species, mainly focusing on Co4 as information is available
for the anion, neutral and cation cluster.
Many studies assign a geometry to a cluster based on properties like the cal-
culated energy differences, ionization potential, magnetic moment or electronic
details extracted from photoelectron spectra. Here we will argue that such an
assignment is in general less reliable as these properties do not directly reflect
the geometric arrangement of the atoms. However, the calculated dipole moment
might still provide a hint towards the geometry of a cluster.
We will review the calculated magnetic properties of the clusters, although
limiting the discussion to the spin moment. Geometry optimization including spin-
orbit coupling is desired, however, these calculations are computationally expensive
and might only include minor corrections to the structure. Studies that do focus on
the orbital contributions use a model Hamiltonian for several candidate structures
[28]. This discussion will be continued in Chap. 6.
To conclude we will compare the performance of the GGA-PBE exchange corre-
lation functional to the Meta-GGA revTPSS by comparing the calculated spectra
for Co4 and Co13. For the former we obtain clear differences that would change the
assignment of the ground state structure. Co13 is discussed to illustrate that the
two computational approaches do not differ too much for large clusters regarding
the calculated frequencies, however, the corresponding intensities can be different.
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Structure NN NNN CN
Co4
Rhombus 2.23 3.65 2.5
Tetrahedron 2.28 — 3.0
Co5
Bicapped triangle (D3h) 2.30 3.43 3.6
Bicapped triangle (C1) 2.32 3.14 3.6
Square pyramid 2.24 3.06 3.2
Co6
Bicapped square 2.25 3.18 4.0
Capped trigonal bipyramid 2.31 3.56 4.0
Co7
Capped tetragonal bipyramid 2.29 3.55 4.3
Pentagonal bipyramid 2.33 3.58 4.6
Co8
Bicapped Octahedron 2.29 3.55 4.5
Tricapped triangular bipyramid 2.29 3.72 4.5
Co9
Tricaped octahedron 2.29 3.60 4.7
Bicapped pentagonal bipyramid 2.32 3.90 5.1
Co10
Tricapped pentagonal bipyramid 2.30 3.86 5.0
Tetracapped octahedron 2.30 3.83 5.0
Co13
Icosahedron 2.39 4.03 6.5
Hexagonal bilayer 2.32 4.15 5.5
Table 4.1: Average nearest neighbour (NN) and average next nearest neighbour
(NNN) distances in A˚ and coordination number (CN) for all isomers. Nearest neigh-
bours are atom within a radius of 2.91 A˚ (slightly below the average of the first and
second nearest neighbour distance in bulk cobalt (3.03 A˚), however, it is the same as
the criteria used by Datta et al.). The next nearest neighbours are within a radius
of 2.91-5.82 A˚. The coordination number is given by the average number of nearest
neighbour atoms.
4.5.1 Structural Evolution
The average nearest neighbour, next nearest neighbour and coordination number
for the discussed clusters are presented in Table 4.1. Generally, the nearest neigh-
bour bond length increases with clusters size. However, the reported values are
still noticeably below the hcp bulk limit of 2.51 A˚ for the nearest neighbour dis-
tances. The next nearest neighbour distances are comparable to or above the hcp
bulk value of 3.54 A˚.
An increase in the next nearest neighbour distances is to be expected as the
coordination number is much lower than for bulk hcp cobalt (12). Therefore, the
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Figure 4.15: Energy per iteration (red) and RMS energy gradient within the clus-
ter (blue) during structural optimization of a distorted rhombus for Co4
− with spin
multiplicity 11. The geometry distorts to tetrahedral symmetry after a few geometry
steps. The inserted structures represent the geometry at step 0, 6 and 25.
bonding of the outer atoms is weaker increasing the overall size of the cluster
compared to the bulk system. The increase in size corresponds to an decrease in
hybridization between the 3d and 4s electrons, resulting in an increase in contri-
bution of the spin moment. The latter will be discussed later, in Chap. 6.
4.5.2 Charge Dependent Geometry
The structure of a cluster can vary for different charge states [12]. However, it is
challenging to compare structures as function of charge state when different exper-
imental techniques, i.e. vibrational spectroscopy and photoelectron spectroscopy,
and computational methods, i.e. different functionals and calculated properties, are
involved. Nonetheless, for Co4 there is structural information for three charged
states: anion, neutral and cation. For Co4, both the anion and cation show tetra-
hedral symmetry. This structure is also assigned to the neutral species based
on calculations using the GGA-PBE approach [3]. In contrast, we find that the
rhombus is energetically more favourable than the tetrahedron. Moreover, the
experimental vibrational spectra indicate that the rhombus is the ground state
structure. It can be speculated that removal or addition of one electron distorts
the neutral rhombus to a tetrahedron.
Calculations for the anion indicates that the rhombus it not a stable geometry
for Co4
−. Several distorted rhombic structures are optimized, however, a distor-
tion to the tetrahedron is obtained, see Fig. 4.15. Calculations for the cation are
in agreement with the results of Gruene et al. [12]. The tetrahedron (SP=7) is
lower in energy than the rhombus (SP=11).
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Note that for Co5, Co6 and Co8 the cation and neutral species show a simi-
lar structure. However, structural information for more cluster sizes and charge
species is required in order to speculate about the size range where the removal or
addition of one charge carrier significantly changes the structural conformation of
cobalt clusters. Unfortunately, no data is available for charged species for larger
clusters, i.e. from Co9.
4.5.3 Structural Assignment Based on Secondary Properties
The structure determination of a cluster is not straightforward. For many clus-
ter sizes and materials it therefore remains unknown what their true structure is.
Because of this problem, many computational studies assign or compare the geo-
metric structures solely based on the match between calculated and experimental
values for a single parameter, e.g. the magnetic moment. However, this can be
ambiguous. Moreover, the experimental magnetic moment is the total magnetic
moment, whereas the calculations are limited to the spin moment alone. The com-
parison of experimental and calculated magnetic moment would be more robust
when there is a strong dependence of the magnetic moment on the cluster size.
However, this is not the case for cobalt clusters.
In contrast, the calculated electronic dipole moment, which depends on the
structure of the cluster, is found to fluctuate strongly for several isomers. It can
therefore be considered as an additional experimental probe for the structure.
Note that this is not the case for all cluster sizes. The calculated dipole moments
are negligible for the two isomers of Co4. Nonetheless, a discrimination based
on electric dipole moment is possible for all other cluster sizes, see Table 4.2.
Unfortunately, to the best of our knowledge electric deflection experiments on
such small cobalt clusters have not yet been performed.
4.5.4 Magnetic Properties
This section is called magnetic properties even though only the spin polarization
used in the DFT calculations is considered here, for more detail on the model see
Chap. 6. The spin polarization represents the effective population of 3d electrons.
Therefore,
mS = 2µB
SP
2
(4.8)
where 2 originates from the Lande´ g-factor and we divide the the spin polarization
(SP) by 2, since every electron has spin 1/2. Figure 4.16 shows the calculated
energy as function of spin polarization for the ground state structures obtained in
this study. Note that the optimization did not converge for all spin states. How-
ever, the results are in agreement with previous calculations by Datta et al. [6], see
Table 4.3. Note that the latter structures are assigned based on the energetic order
of several candidate structures using DFT calculations using the GGA-PBE func-
tional. Although both studies obtain a different structure for Co4, the magnetic
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Structure Dipole moment (D)
Co4
Rhombus 0.00
Tetrahedron 0.00
Co5
Bicapped triangle (D3h) 0.00
Bicapped triangle (C1) 0.04
Square pyramid 1.14
Co6
Bicapped square 0.00
Capped trigonal bipyramid 0.12
Co7
Capped tetragonal bipyramid 0.34
Pentagonal bipyramid 0.07
Co8
Bicapped Octahedron 0.00
Tricapped triangular bipyramid 0.37
Co9
Tricaped octahedron 0.16
Bicapped pentagonal bipyramid 0.44
Co10
Tricapped pentagonal bipyramid 0.12
Tetracapped octahedron 1.18
Co13
Icosahedron 0.01
Hexagonal bilayer 0.39
Table 4.2: Calculated electronic dipole moment by analytic integration of electronic
densities.
moment is the same. For Co13 this is not the case. The distorted hexagon ob-
tained by Datta et al. has a significantly lower spin moment than the icosahedron
presented here.
The nearest neighbour bond distances are not that large compared to the bulk.
However, the next nearest neighbour bond distances are larger, reducing the over-
lap of 3d and 4s electronic shells for the outer electrons. Therefore, the magnetic
contribution of the surface atoms is larger than for atoms within the cluster. A
good example to demonstrate this issue, is to calculate the spin density (spin↑
-spin↓) within Co13, see Fig. 4.17. The spin density is up to 7.5% higher for the
surface atoms compared to the bulk-like atom in the center.
As discussed, it is impossible to compare the calculated spin moments to the
total moments from Stern-Gerlach deflection experiments. Note that, when com-
paring the calculations to values reported by Xu et al. [29] and Knickelbein [30] a
reasonable agreement is obtained. However, comparison with other data sets, for
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Figure 4.16: Calculated energy difference with respect to the ground state as a
function of spin polarization for Co4-Co10, Co13.
Cluster Calculated Spin Moment (µB/atom)
This work Datta et al.
Co4 2.50 2.50
Co5 2.60 2.60
Co6 2.33 2.33
Co7 2.14 2.14
Co8 2.00 2.00
Co9 1.89 1.89
Co10 1.80 1.80
Co13 2.38 1.92
Table 4.3: Calculated spin moment for the ground state structure presented here in
comparison with previous results by Datta et al. [6]. The only difference is observed
for Co13.
example from Payne et al. [31], indicates that the spin-only moment is insufficient,
and the orbital moment should also be included. This discussion will be continued
in Chap. 6.5.
4.5.5 Performance of Functionals
As discussed in Chap. 3, the quality of DFT calculations depend on the approxi-
mations that are made. The choice of the exchange correlation functional is quite
important. Figure 4.18 shows the calculated vibrational spectra using GGA-PBE
and Meta-GGA5 revTPSS. Let us focus on Co4 first, see Fig. 4.18(a). GGA-PBE
suggests that the tetrahedral structure is lower in energy. However, the vibrational
5Abbreviated in Fig. 4.18 as MGGA.
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Figure 4.17: Calculated spin density (spin↑-spin↓) for Co13.
spectrum of this structure does not match the experiment. One could argue, when
only looking at the calculated spectrum for GGA-PBE, that the mode just be-
low 200 cm−1 in the experimental spectrum can be interpreted as noise and thus
the tetrahedral structure provides the best match. However, from the calculated
spectrum for the rhombus, one can speculate that two modes in the experiment
is a possibility and that they are overestimated by theory. Calculations using the
Meta-GGA revTPSS exchange correlation functional were performed to address
this issue and have shown that the vibrational mode just below 200 cm−1 is no
experimental artefact. Moreover, the rhombus is lower in energy than the tetra-
hedron. Both experimentally observed modes are calculated for the rhombus. In
addition, the absorption cross-section for the low frequency mode is significantly
smaller than for the high frequency mode. This corresponds with our observations
in the experiment. The calculated vibrational modes for the tetrahedron do not
match the experiment. The positions of the modes are much lower than observed
in the experiment, and the difference in frequency does not match either.
The difference between GGA-PBE and Meta-GGA revTPSS become smaller
for larger clusters. Figure 4.18(b) shows that both functionals calculate the modes
in the same spectral region for Co13, however, with different IR intensities. At
first, when only considering the calculated spectrum using GGA-PBE, one can
doubt the assignment of the icosahedral structure, as the intensity of the frequen-
cies does not match the experiment. However, the calculated intensities are highly
dependent on the choice of both functional and basis set [32, 33]. Therefore, one
should rely more on the calculated frequencies than the corresponding intensities.
The additional calculations for Co13 using the Meta-GGA revTPSS exchange cor-
relation functional removed our doubt and we are confident that the corresponding
structure should indeed be the icosahedron.
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Figure 4.18: (a) Comparison of calculated spectra for two isomers using GGA-PBE
(blue) and Meta-GGA revTPSS (red) with the experimental spectrum for Co4. (b)
Same comparison of functionals for Co13.
4.6 Conclusion
In summary, we have determined the structure of small neutral cobalt clusters
(N=4-6,8-10,13) via two-color IR-UV spectroscopy. The experimental vibrational
frequencies are compared to calculated harmonic frequencies of several isomers.
The calculations are done using the revTPSS exchange correlation functional in
the meta-GGA approximation which is found to out-perform the more frequently
used GGA-PBE approach. In contrast to previous calculations, Co4 is found to
be a rhombus and not a tetrahedron, indicating that conclusions solely based on
calculated energetic order is difficult. Comparison between experimental and cal-
culated physical properties is thus of great importance. Furthermore, we obtain
the following structures: Co5 is a trigonal bipyramid, Co6 a tetragonal bipyra-
mid, Co8 a bicapped octahedron, Co9 a tricapped octahedron, Co10 a tricapped
pentagonal bipyramid and Co13 is found to be an icosahedron. In addition, we dis-
cuss that experimental determination of the electric dipole moment could provide
additional structural information.
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Chapter5
Vibronic Interactions in Neutral
Cobalt Clusters1
In this chapter we use the IR-UV excitation scheme, similar to Chap. 4 but now
to probe the electronic structure of neutral cobalt clusters. The energy selectively
deposited in a vibrational mode of the cluster flows, in part, to the electronic sys-
tem exciting the electrons to empty states above the Fermi level. This leads to
a UV-photon energy dependent modification of the ionization probability. There-
fore, this spectroscopic technique can be used to probe the electronic excitation
spectrum. As a follow up, we propose a time-resolved experiment where one should
be able to make a movie of this energy transfer from the nuclear motion to the
electrons.
1Adopted from: J. Jalink, J.M. Bakker, Th. Rasing and A. Kirilyuk Channeling Vibrational
Energy to Probe the Electronic Density of States in Metal Clusters, submitted
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5.1 IR-UV Excitation Scheme in Molecular Systems
Photoionization spectroscopy focuses on the determination of the IP of a cluster,
i.e. the amount of energy required to remove an electron. The IP provides some
initial insight in the electronic structure of a cluster and is determined by moni-
toring the ion yield as a function of UV photon energy, see also Chap. 1.1.2. The
higher the IP, the more tightly the electrons are bound to the system. As with
atoms, this can provide information on electronic (sub) shell closing. The atoms
with highest IP’s are the noble gas atoms, with completely closed electronic shells.
As proposed in Chap. 4.2.1, if a cluster is vibrationally excited, the UV ab-
sorption cross-section will change, resulting in a lower ionization energy. Experi-
mentally this is observed as an increase of the ion yield compared to the unexcited
cluster. Here we will first look at two literature examples where the UV depen-
dence of the IR excitation is studied. The first example is on phenol, the second is
sodium solvated in water clusters. In addition, we will discuss MgO clusters where
the mechanism of the IR-UV excitation process is also discussed, however, no UV
spectra are recorded.
5.1.1 Phenol
Ishiuchi et al. [2] investigated the vibrational frequencies (νIR) corresponding to
OH stretching in phenol. The method is similar as discussed in Chap. 4 how-
ever, they use a UV energy which is half the ionization potential (IP) of phenol.
Therefore, two UV photons have to be absorbed in order to ionize the molecule.
Figure 5.1 shows the UV spectra close to half the IP. The ion yield for non-excited
phenol is zero below a UV energy of 12 IP and thereafter starts to increase. Clearly,
the ion yield becomes non-zero when, prior to the UV pulse, the molecules are
vibrationally excited. It seems that there is a lower limit where the IR excitation
is visible, which corresponds to about 12 (IP− νIR).
The increase in ion yield is explained in terms of an increase in overlap of
the wavefunctions (Franck-Condon overlap) between vibrational excitations in the
neutral molecule and the cation. The number of ionization channels increases
upon the excitation of a vibrational mode, increasing the ion yield observed in
the experiment. The saturation of the ion yield in the IR+UV trace is due to the
saturation of the number of ionization channels.
The increase in ion yield is thus considered to be purely due to the vibrational
excitation. Electronic excitations within this system can be neglected as the energy
difference between the highest occupied molecular orbital (HOMO) and the lower
unoccupied molecular orbital (LUMO) is too high (several eV’s).
5.1.2 Solvated Sodium Atoms
The second system where the UV dependence of the IR-UV excitation scheme is
investigated, is for a sodium atom solvated in a water cluster [3]. In contrast to
the previous example where the UV had to fulfill a double resonance condition,
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Figure 5.1: UV spectrum of IR excited and non-excited phenol. The ion yield for
IR excited phenol is visible close to energies corresponding to 1
2
(IP − νIR), where
νIR =3656 cm
−1. Figure from Ref. 2.
here the UV energy is tuned such that a single photon can ionize the complex.
Figure 5.2 shows the ion yield as a function of dye laser wavelength for the IR
excited and non-excited complex. The relative increase in ion yield is highest
when the UV energy is tuned “just” below the IP (∼60 meV at 400 nm).
Unfortunately, the UV dependence was not studied in any detail for this system.
Therefore, we can only speculate about the width of the energy window where the
vibrational excitation is visible. As for phenol, the electronic excitations are again
much higher in energy compared to the vibrational modes. Therefore, it can be
speculated that the excitation mechanism is due to vibrational excitations alone.
5.1.3 MgO clusters
Haertelt et al. [4] recorded the vibrational spectra of MgO hexagonal nanotubes
and cages using the IR-UV excitation scheme at a UV energy of 7.87 eV. Although
the UV mechanism is not explicitly studied, Haertelt et al. conclude that the
increase in ion yield can be due to vibrational excitations alone. Figure 5.3 shows
a calculation of the internal energy of (MgO)9 using the Beyer-Swinehart algorithm
[6]. The fraction of cluster with an internal energy of more than 0.25 eV increases
from 2% to 67% after absorption of 5 IR photons at 500 cm−1.
The increase in ion yield is, as also concluded by Ishiuchi et al. [2], due to an
increase in Franck-Condon overlap between the neutral and cation structure. A
higher internal energy results in an increase in the number of ionization channels
and thus in an increase in ion yield.
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Figure 5.2: Ion yield (solid lines) for sodium solvated in water clusters with and
without IR excitation (OH-stretch). The dashed line indicates the relative increase in
ion yield as a function of dye laser wavelength. Figure from Ref. 3.
Figure 5.3: Calculation of the internal energy for (MgO)9 clusters at 100 K in black
and after an average absorption of 1 respectively 5 IR photons at 500 cm−1 in red and
blue. Figure from Ref. 5.
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Figure 5.4: Electronic level structure of a molecular-like system (left) and a metal-like
system (right). Several vibrational modes are excited due to intramolecular vibrational
relaxation (IVR) after the absorption of n IR photons. In the metal-like case, this
energy is also redistributed over several electronic states due to electron-phonon (el-
ph) coupling.
5.2 IR-UV Excitation Scheme in Metal Clusters
So far we have seen that the increase in ion yield when using the IR-UV excitation
mechanism in molecular systems can be considered to be due to vibrational exci-
tations alone. However, the details of the energy level structure for metal clusters
can differ from the molecular-like structure. An overview of these two characteris-
tic energy level structures is displayed in Fig. 5.4. On the left we see the electronic
level structure of a molecular system. For simplicity we have limited ourselves to
the HOMO with corresponding vibrational levels. The second state is the LUMO
which cannot be accessed by vibrational excitation, as the HOMO-LUMO gap is
too large. Several vibrational modes are excited due to intramolecular vibrational
relaxation (IVR) after selective resonant excitation of one vibrational mode, ab-
sorbing n photons, increasing the energy of the system due to ‘climbing’ of the
vibrational density of states. This excitation of other vibrational modes, opens
the additional ionization channels as the total Franck-Condon overlap between
the vibrational excited system and the cation increases. Thus an increase in ion
yield is observed when the UV photon removes an electron leaving the molecular
system in its ionized state.
The electronic level structure of a metal-like cluster is displayed on the right
hand-side in Fig. 5.4. Several IR photons are resonantly absorbed and redistributed
via IVR. However, the gap to the first electronic state is relatively small to non-
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existent. Therefore, several electronic states can be excited due to electron-phonon
coupling, as the internal energy of the system increases. In molecular systems or
clusters this is also referred to as vibronic coupling. The number of ionization
channels also increases, as compared to the purely vibrational case in the molecular
picture. Moreover, the electronic states are now populated as well. The focus of
the following discussion will be on the question, whether the subsequent ionization
with a tunable UV pulse with an energy close to the ionization threshold is able
to probe the population of these electronic states, and thus to probe excitations
within the density of states of gas-phase clusters.
5.2.1 Cobalt Clusters
In Chap. 4, the IR-UV excitation scheme was used to reveal the vibrational modes
in neutral cobalt clusters. Here, we will use the same scheme to record UV spectra
at several IR frequencies that correspond to the previously recorded vibrations.
First we will introduce the specific cluster sizes used in this study. Thereafter we
will present and discuss the UV spectra.
Co9, Co10, Co13 and their IR modes
In many cases it is preferable to start from the smallest clusters, as these are easier
to calculate and thus to understand their behaviour. Unfortunately, we cannot
study small cobalt clusters, i.e. Co4 to Co6, due to their high IP. These clusters
can only be ionized, in the one photon ionization limit, by the ArF excimer laser
which has a fixed photon energy of 6.42 eV. The cluster IP’s that are accessible
by a dye laser and for which we have observed clear vibrational resonances are
Co9, Co10 and Co13. Figure 5.5 provides an overview of the experimental and
calculated vibrational spectra for these clusters, that were already presented in
Chap. 4.4. The vertical lines indicate the IR frequencies at which the UV spectra
will be recorded.
Note that the information obtained in this experiment is not limited to Co9,
Co10 and Co13, as we apply an action spectroscopic measurement on all the clusters
in the molecular beam. However, only in these clusters the selected IR frequencies
will resonantly pump the vibrational modes. A response in other cluster sizes is
also observed, however, the resonant conditions are not fulfilled and the increase
in ion yield cannot be compared to the results obtained for Co9, Co10 and Co13.
Therefore we limit the discussion to these cluster sizes.
Experimental UV Spectra
In contrast to IR-UV vibrational spectroscopy, here we monitor the relative in-
crease in ion yield with and without IR excitation ((I − I0)/I0) with the IR fre-
quency fixed at an IR active mode, while the UV probe energy is scanned. Thus a
UV spectrum is recorded, see Fig. 5.6. Note that the x-axis is inverted for reasons
that will become clear later. Unfortunately, there is only one vibrational mode
available for Co13, for the other two clusters there are at least two modes. The
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Figure 5.5: Experimental and calculated vibration spectra of (a) Co9, (b) Co10 and
Co13. The vertical lines indicate the IR frequencies where the UV spectra are recorded.
data suggest that the gain is confined to an energy window that depends on the
cluster size. This is in good agreement with our previous assumption that the
energy of the UV pulse should be just below the ionization energy of the cluster
to reveal a vibrational mode. However, in contrast with the observation in phenol,
the window is not limited to the energy corresponding to the frequency of the
vibrational mode. This is due to multi-photon absorption, and is also suggested
by Haertelt et al. The window for Co13 is the largest. An increase in ion yield is
still observed at an energy of 350 meV above the IP, see below.
The UV spectrum for Co9 (see Fig. 5.6(a)) clearly indicates that a too high
value of the UV photon energy results in a zero gain. This means that both
the vibrationally excited and non-excited clusters are ionized. It is therefore of
importance to tune the UV energy correctly to reveal a vibrational mode. Let us
define the IP of the cluster, to the first order, as the energy where the gain goes
to zero at the high energy side of the UV spectrum. The corresponding ionization
energies for Co9, Co10 and Co13 are than 5.79, 5.91 and 5.97 eV respectively. These
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values are all higher than the previously reported values by Yang and Knickelbein
[7] of respectively 5.73, 5.83 and 5.74 eV. We will get back to this topic later in
this chapter.
The UV energy has to be on the order of 0.1 eV below the IP in order to observe
the vibrational transition with maximum detection efficiency. Note that not only
the size of the energy window is different, the shape of the UV spectra clearly
depends on the particular cluster. Moreover, as suggested in Fig. 5.4, the gain in
ion yield may depend on the details of the electronic structure. We will discuss
the shape of the UV spectra using Fowler’s theory of surface photoemission, see
Chap. 1.1.2.
Figure 5.6: UV spectra of (a) Co9, (b) Co10 and (c) Co13 for different IR excitations.
The gain in ion yield is observed in the energy regions indicated by the blue window.
The entire window is observed for Co10, while for Co9 and Co13 we could not cover
the entire spectral window.
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5.3 IR-UV Spectroscopy as a Probe for Electronic Excitations
We will use Fowler’s theory of surface photoemission as a starting point to create
a model to analyse the UV spectra obtained using the IR-UV excitation scheme.
Fowler’s theory provides good values of the IP in the bulk limit, i.e. when the
clusters are assumed to be equivalent to an infinite metallic plane. Although this
sounds somewhat contradicting, it is the treatment of the electrons using Fermi-
Dirac statistics that leads to an accurate determination of the ionization energies.
A direct improvement of the model would be to include a non-unity density
of states. Fowler ignores the electronic level structure of the system of interest.
Therefore, using a similar formalism as Fowler’s, we include the calculated density
of states (DOS). Excitations of electrons in this model are thus confined to the
electronic levels given by the DOS.
5.3.1 Model I: Fowler
The UV spectra of IR excited and non-excited clusters are compared by studying
the relative increase in ion yield as a function of UV probe energy. Therefore,
the formula for fitting the data to the Fowler model is rather simple. The main
parameter that changes upon the IR excitation is the internal energy and thus the
temperature of the cluster. From Eq. (1.3) we can derive the ratio of the ion yield
for the IR excited and non-excited cluster that we call the gain (Gf):
ln
(
I1
T 21
)
− ln (f(x1)) = ln
(
I2
T 22
)
− ln (f(x2))
I1
T 21 f(x1)
=
I2
T 22 f(x2)
Gf =
I1
I2
=
T 21 f(x1)
T 22 f(x2)
, (5.1)
where we have used the fact that the parameter B from Eq. (1.3) does not change
upon the excitation of a vibrational mode as it only contains experimental pa-
rameters and physical constants. The increase in ion yield in Eq. (5.1) can be
interpreted as the relative change of f(x), the integral over the Fermi-Dirac dis-
tribution. This model thus predicts that the change in ion yield is due to redistri-
bution of electrons across energy levels, that in turn depends on the temperature
of the electronic system.
Figure 5.7 shows the results of Eq. (5.1) fitted to the data for Co10. We have
included a global scaling factor to match the amplitude. This accounts for the
non-unity excitation probability. Furthermore, both I1 and I2 in Eq. (5.1) include
a small offset to include ionization from a hot fraction or multi-photon ionization.
The left hand-side of the figure (high UV energy) corresponds to electronic states
below the Fermi level and the right hand-side (low UV energy) corresponds to
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Figure 5.7: UV spectra of Co10 for the IR frequencies of 238, 193 and 254 cm
−1. The
dashed line is a fit using Gf . The x-axis is inverted such that left-hand-side corresponds
to electronic states below the Fermi level and the right-hand-side with states above
the Fermi level. The arrows indicate the calculated IP per UV spectrum.
electronic states above the Fermi level. The temperature of the non-excited clusters
is taken to be 77 K which is the temperature of the growth channel mounted to
the cluster source. The temperature for the IR excited cluster is provided through
the fit and ranges from 813 to 1103 K depending on the mode that is excited. The
second fit parameter is the IP of the clusters, which is indicated by the arrow. The
calculated IP’s for the three modes are averaged, in order to obtain an estimate
for the Co10, which results in 5.906(4) eV.
Note that the fit predicts an energy window where the vibrational mode can
be observed. This indicates that the IR-UV excitation scheme, for metal clusters,
leads to an increase in electronic temperature. However, the model underestimates
the increase in ion yield at the high energy side of the UV spectrum. Further-
more, the data suggests some underlying structure that is not explained using Gf .
Therefore we will attempt to extend the model using the calculated DOS from
DFT calculations.
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5.3.2 Model II: Fowler + DOS
The details of the DOS are included using a similar approach as Fowler’s. The ion
yield (I) corresponding to an excitation of a photon carrying energy hν is assumed
to be proportional to the occupation of electron levels in the DOS (D()),
I(E,T ) ∝
∫ ∞
E
D()F (,T ) d, (5.2)
where E = IP−hν and F (,T ) the Fermi function. An increase in internal energy
results in the population of electrons above the Fermi level which corresponds
to a decrease in appearance energy of the cluster. Note that the directionality of
allowed k-states to escape from the cluster is in this case ignored. For nanoparticles
this issue of directionality is not yet fully resolved [11, 12], however this topic goes
beyond the scope of this thesis.
The change in electron population can be visualized by measuring the UV
ionization spectra at two different temperatures. The ratio of the UV spectra
results in a gain spectrum defined by
G(hν) =
I1(hν,T1)
I2(hν,T2)
=
∫∞
E
D()F (,T1) d∫∞
E
D()F (,T2) d
, (5.3)
where the relative population of electrons within the DOS is defined by the two
temperatures T1 and T2. The profile of G will reveal the details of the DOS and
can vary drastically with the cluster size.
Figure 5.8 shows the results of the fit with G to the experimental data. Clearly,
an improvement over pure Fowler’s model is visible. We have accommodated the
fit function with a global scaling factor and offset, similar to the Fowler fit. The
DOS used in the calculations corresponds to the most likely geometric structure
obtained in Chap. 4.4. G (solid lines) describes the data significantly better at
lower electronic temperature compared to Gf (dashed lines) and allows for verifica-
tion of the calculated DOS (dash-dotted line). The electron levels are convoluted
by a Lorentzian function (Γ = 15 meV) to account for electron level broadening
due to electron-phonon (vibronic) interactions [13].
First observation is the discrete character of the DOS with a band gap of
0.28 eV. This is in good agreement with the assumptions made in Chap. 5.2. There
is a HOMO-LUMO gap, however, it is at least one order of magnitude smaller than
in most molecular systems. Therefore, energy deposited in a vibrational mode can
dissipate, via electron-phonon coupling, to the electronic system.
The second, and maybe peculiar observation at first, is that the gain is highest
when the UV energy is tuned to the center of the band gap. Note that at 77 K
hardly any electrons are excited to the LUMO. This is due to the width of the
Fermi function which is proportional to kT . At 77 K this is 7 meV, which is much
lower than the band gap, while at the calculated temperature of about 600 K
(kT =52 meV). This is sufficient to populate electrons in the LUMO. Therefore,
when scanning the UV energy from low to high, we will first ionize electrons from
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Figure 5.8: UV spectra of Co10 for the IR frequencies of 238, 193 and 254 cm
−1. The
dashed line is a fit using Gf , as in Fig. 5.7. The arrows indicate the calculated IP per
UV spectrum. The solid lines are fits using G where the calculated DOS (dash-dotted
line shaded in grey) is taken into account. The calculated Fermi energy is indicated
by coloured vertical dash-dotted lines.
the LUMO or higher electronic states that are populated. When we approach the
band gap, the population for the excited cluster starts to increase with maximum
population difference at the band gap. The relative population difference starts
to decrease when the UV energy crosses the band gap, leading to a decrease in
gain. Note that the integral of Eq. (5.2) is still larger for an electronic system at
elevated temperatures as electrons from farther below the HOMO are excited to
higher electronic states. This explains the non-zero gain just before the UV energy
approaches the HOMO. The gain disappears completely when the UV energy is
sufficiently high to access electrons in the HOMO.
The IP corresponds to the energy difference between the HOMO and the vac-
uum level. For Co10 we obtain a value of 5.96(1) eV. As indicated before this value
is higher compared to previous studies of Yang and Knickelbein [7] and is most
likely due to the exclusion of thermal smearing. When this is excluded, one would
expect a value which is somewhere in between the HOMO and LUMO. This is the
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Figure 5.9: (a) UV spectra of Co9 for the IR frequencies of 238 and 254 cm
−1. (b)
UV spectra for Co13 at 193 cm
−1. See caption of Fig. 5.8 for more information.
case as the previously assigned value of 5.83 eV lies in the center of the band gap.
Figure 5.9 shows the results for Co9 and Co13 for both the Fowler (Gf) and
DOS (G) based models. As for Co10, G reproduces the shape of the UV spectra
better than Gf . However, the calculated temperature using G is relatively low
for Co9. This is quite surprising as the band gap is rather large: 0.35 eV. One
would therefore simply expect a higher excitation temperature than for Co10, as
excitation to higher energy corresponds to the absorption of more IR photons. This
would correspond to an increase in temperature compared to Co10. However, the
global scaling factor is two times lower than for Co10, suggesting that the exchange
of energy between the vibrations and electrons, i.e. electron-phonon coupling, is
more efficient in Co9 compared to Co10. Therefore, the electronic temperature is
calculated to be lower than for Co10. The IP of Co9 is 5.909(2) eV according to
G, while Gf obtains 5.826(2) eV. This is again higher than the reported value of
5.73 eV by Yang and Knickelbein, see Chap. 5.5.2.
The electronic excitations for Co13 extend quite far above the HOMO which
corresponds to a high electronic temperature. As observed previously, Gf predicts
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an electronic temperature that is much higher than obtained using G. The line-
shape of Gf suggests that the electronic levels are filled very far above the HOMO,
i.e. out of the range of the graph. However, as suggested by the last data point on
the right hand-side, the gain should drop to zero above 5.5 eV. Correspondingly,
no electrons reside at higher energies above the Fermi level, i.e. low UV energy,
and therefore the calculated electronic temperature is lower. The IP calculated by
G is 5.99(1) eV and Gf gives 5.969(4) eV for Co13.
5.4 Interpretation using Vibrational Density of States
In principle, the observed UV spectra could also be interpreted as due to the re-
population of the vibrational states alone, as is the case for the molecular systems
discussed in section 5.1. To investigate this possibility, we tried to fit the data
using this hypothesis. The vibrational density of states (vDOS), which can be
approximated to be continuous already at low internal energies for metal clusters,
is populated according to Boltzmann statistics. Therefore, probing the vDOS at
two temperatures (with and without IR excitation) results in probing the Boltz-
mann distribution at two temperatures. Figure 5.10 shows a fit when treating this
approach on equal footing as Fowler’s theory of surface photoemission, see sec-
tion 5.3.1. A fit using the Boltzmann distribution to populate the vDOS reveals
more or less the same behaviour as Fowler’s and is probably due to the asymptotic
behaviour towards UV energies close to the IP. Note that the details of an excita-
tion at an energy higher than the IP, thus probing states below the Fermi level,
cannot simply be added to this model. One would need specific information of
the DOS to vibrationally populate electronic states below the Fermi level, which
is actually – to some extend – implemented in Fowler’s approach.
Although model II provides a better match between experimental and calcu-
lated UV spectrum, it has to be noted that the details of the final state, i.e. the
cation, are ignored. Here we have assumed that there are sufficient vibronic levels
available to allow the ionization process to occur. This is most probably valid due
to the high DOS. However, one would also like to include the details of the vi-
bronic structure of the cation, as one cannot guarantee that the vibrational modes
are the same for electronic excitations or the cation. In principle, it is possible to
calculate the vibronic levels structure by calculating the vibrational frequencies for
several excited electronic levels. This has to be done for the cation as well. Note
that the geometry of the cation can differ from the neutral structure. When all
vibronic levels are obtained, one can in principle calculate Franck-Condon overlap
integrals in order to see which transition are allowed. In addition, this will provide
the cross-section for the excitations.
However, this procedure is extremely computationally expensive. First, one has
to find the geometry of the cation, preferably using information from experiments.
Second, one has to include at least 10 electronic levels per geometry, i.e. 5 above
and 5 below the Fermi level. That means that at least 20 frequency calculations
have to be performed. Moreover, as we are interested in excitations, one has to
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Figure 5.10: A fit similar as for Fowler’s theory of surface photoemission, however,
using Boltzmann statistics to populate the vDOS.
use time-dependent DFT calculations to perform such a calculation. Note that
the meta-GGA revTPSS functional used here is not implemented in the ADF
package to perform frequency calculations for electronic excitations. Therefore,
this approach is excluded from the present discussion.
5.5 Discussion & Outlook
In this chapter we have used IR-UV spectroscopy to probe the electronic structure
of neutral cobalt clusters and discussed the excitation mechanism. In contrast to
observations in molecular systems where only vibrational modes are populated,
electrons are excited to unoccupied electronic levels in metal-like clusters. The
UV spectra can, to some extent, be described assuming an increase of electronic
temperature alone (model I) without any knowledge of the electronic structure.
However, model II used the calculated DOS which improves the match between
modelled and experimental spectrum significantly. We will discuss the difference
in obtained electronic temperature and IP in the remaining part of this section
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and conclude proposing a future experiment.
5.5.1 Difference in Excitation Temperatures
To validate the electronic temperatures, the number of absorbed IR photons can
be estimated from the vibrational density of states, calculated using the Beyer-
Swineheart algorithm. For example, for Co13 we use a temperature of 2000 K
that corresponds to the temperature in model II. The internal energy is calculated
to be 5.33 eV. This corresponds to the absorption of approximately 300 pho-
tons at 143 cm−1. Considering the 1 GHz micropulse repetition rate and the 5 µs
macropulse pulse duration, the absorption of 300 photons would approximately
correspond to 1 photon every 17 micropulses, assuming full interaction time. A
single micropulse contains approximately 4× 1018 photons cm−2 [14]. Therefore,
considering the absorption cross-section for Co13 of 5 × 10−18 cm2, it is more
than reasonable to assume an absorption of 300 photons within the time of the
macropulse. The large difference in electronic temperatures derived for Co9 and
Co10 on the one hand and Co13 on the other hand can be rationalized from a diff-
ent IR absorption cross-section (cf. Fig. 5.5). In addition, it can be speculated that
larger clusters exhibit more favourable vibrational relaxation properties, assisting
in a faster energy redistribution.
5.5.2 Determination of the Ionization Potential
As described in Chap. 1.1.2, the IP of the clusters is determined by analysing the
ion yield as a function of UV photon energy. However, the details of the electronic
structure can complicate this analysis. Although Prem and Kresin [9] recently
showed that the ion yield can be described using Fowler’s theory of surface photo
emission, it still assumes that the DOS is continuous and flat. In addition, here we
have shown that model II, using the calculated DOS, improves the match between
model and experiment.
Table 5.1 shows an overview of the IP’s determined by the models used here
and the data available in literature. The values by Yang and Knickelbein are deter-
mined by a threshold fit. This approach does not include the thermal smearing of
electrons and therefore we can speculate that this method determines the average
of the highest populated and lowest unpopulated electronic states. As discussed
before the previously assigned values for Co9 and Co10 lie within the band gap
of the calculated electronic structure. The efficient exchange of energy between
the vibrations and electronic excitations result in the thermal population of the
LUMO in Co13, resulting in an underestimation of the IP.
5.5.3 Outlook: Time-Resolved IR-UV Excitations
In this chapter we have seen that it is possible to observe the exchange of en-
ergy between the nuclear coordinates (vibrations) and the electronic degrees of
freedom. Therefore, we would like to propose to measure the energy exchange
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Cluster Model I Model II Ref. 7
Co9 5.826(2) 5.909(2) 5.73(5)
Co10 5.906(4) 5.96(1) 5.83(5)
Co13 5.969(4) 5.99(1) 5.74(5)
Table 5.1: Ionization potential of Co9, Co10 and Co13 as determined by the two
models used here. The values obtained by Yang and Knickelbein are provided as well.
All values are in eV, the error is specified in the brackets.
corresponding to direct electron-phonon coupling, tracking the energy flow from a
single IR excited mode to the electrons. This process should be measurable, be-
cause the characteristic time scales of electron-phonon coupling [15] and IVR [16]
differ by an order of magnitude, respectively ∼2 and ∼50 ps. The results of such
an experiment would provide insight in the direct exchange of energy between a
single vibrational mode and the electrons. Such information could for example be
used to predict heat- and electrical transport in nano-structures as well as in the
design of superconductors.
Indirect studies of the mode-dependent electron-phonon coupling is possible
by combining for example PES and ab-initio calculations [17]. Note that it is
possible to gain insight in the vibronic structure of molecules deposited on a surface
using scanning tunneling microscopy (STM). Electrons that tunnel through such
a deposited molecule can excite vibrational modes [18]. However, a direct mode
dependent probe of the electron-phonon coupling is not yet available for gas phase
systems.
5.6 Summary
In this chapter we have shown that the IR-UV excitation scheme can be used to
probe the details of the electronic structure in neutral cobalt clusters. Energy that
is selectively deposited, is redistributed over other vibrational modes via IVR as
well as over the electronic states due to electron-phonon coupling. The excitation
of electrons can be modelled using Fowler’s theory of photoemmission. However,
here we have shown that this model can be extended by including calculations of
the DOS which provides a more accurate fit to the experimental data. Moreover,
it allows for verification of the calculated DOS.
Although this model is subjected to assumptions, more accurate calculations
including the detailed vibronic structure and calculations of the Franck-Condon
factors is for now too computationally expensive. We would like to motivate theo-
retical and computational scientists to perform such calculations now that exper-
imental technique and data are available. In addition, we suggest a time-resolved
pump-probe experiment which could allow to measure the electron-phonon cou-
pling for a single vibrational excitation.
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Chapter6
Magnetic Properties of Neutral
Cobalt Clusters
In this chapter we will focus on the magnetic properties of small cobalt clusters.
The total magnetic moment is measured using the Stern-Gerlach magnetic deflec-
tion technique as described in Chap. 2.3. However, before discussing the obtained
results we will first briefly introduce the present understanding of magnetism in
metals. We will mainly limit our discussion to 3d-transition metals. Thereafter
we will present the magnetic structure of bulk cobalt and compare the magnetic
properties for different crystallographic structures and continue to cobalt surfaces
and nano-particles. We will discuss two models that describe how to retrieve the
magnetic properties of clusters from experimental deflection profiles. Finally, we
will provide an overview of the studies on cobalt clusters available in literature
and present and discuss our results.
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6.1 Magnetism in Metals
The phenomenon of magnetism is already long known. In Ancient Greek and Chi-
nese societies it was observed that certain materials attract or repel each other and
the first compass was made already during the Han Dynasty (206 BC – 220 AD).
Lodestone suspending from a wire was used for navigation already in the 11th
century by the Chinese, and was converted to the dry-compass in medieval times
in Europe around 1300.
The basic Features of our present understanding of magnetism was formed
by Mott, Slater and Stoner, who created models taking the 3d electrons and the
band structure of solids into account. Although many experimentally observed
phenomena could be explained in the following theoretical works, no first-principle
theory can yet completely describe the behaviour of transition metals as well as
their oxides. In the remaining part of this section we will provide a very brief
introduction, on the most basic level, of the magnetic interactions in 3d transition
metals. First we will discuss exchange, which is the dominant magnetic interaction.
Then we will discuss the crystal field and the spin-orbit interactions, that lead
to magnetocrystalline anisotropy which determines the favoured direction of the
magnetic moment with respect to the crystal lattice.
6.1.1 Exchange Interaction
The direct exchange interaction is the strongest of magnetic interactions and can
be described by the Heisenberg model. The model evaluates the interaction of
individual spins (si) with other spins (sj) given the strength of the exchange
interaction (Jij) between si and sj . The effective Hamiltonian for the many-
electron problem can then be described by
H = −
∑
i 6=j
Jijsi · sj (6.1)
where Jij = Jji is the exchange integral.If the exchange integral is positive, parallel
alignment of si and sj (ferromagnetism) is favoured, while negative Jij leads to
antiparallel alignment (antiferromagnetism).
Note that the Heisenberg model provides a basic qualitative description of
magnetic structures. However, the Heisenberg model can not explain the non-
integer values for the magnetic moment obtained for itinerant electron systems,
like iron, cobalt and nickel. This is due to their electronic wave functions that can
extend over multiple atomic radii. The Stoner model, see below, provides values
for the spin moment that are of the same order as values obtained in experiments.
The magnetic moment in bulk transition metals is significantly lower than one
would expect from the atomic limit. The atomic magnetic moment is given by
m = (2s+ l)µB/~. Since 2s and l are integer values, so is the magnetic moment in
units of ~. For example, the cobalt atom has an [Ar]3d74s2 electronic configuration.
This results in a spin moment of 3 µB and an equal orbital contribution, such that
the total moment per atom is equal to 6 µB. However, when the magnetic moment
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Figure 6.1: Schematic representation of the Stoner model for the 3d electrons. The
spin up and spin down are represented by semi-circles, respectively minority and ma-
jority spin bands, separated by an energy level ∆ex due to the exchange interaction.
The electron bands are filled up to the Fermi energy (EF) and the imbalance between
the population leads to fractional magnetic moment (see text).
of bulk cobalt is measured a value of 1.715µB/atom is found [2]. Note that this -
in part - depends on the crystal structure which we will discuss later.
It is clear that the magnetic moment in the atomic picture cannot be extrap-
olated to the values obtained in the bulk. It is not only much lower, in addition,
non-integer values are obtained. Similar observations are obtained for iron and
nickel.
Stoner Model
When atoms form a crystal lattice, their electronic wave functions strongly overlap,
resulting in broad energy bands. The exchange interaction results in different
energies for the bands with spin up and spin down. Because of the common Fermi
level, this difference results in the imbalance between different spins and thus leads
to a net magnetic moment. A very schematic representation of the band structure
for 3d transition metals is shown in Fig. 6.1. The two spin states are separated in
a minority (spin up) and majority (spin down) band, which are filled up to the
Fermi energy (EF), for T=0.
The magnetic moment of the system is defined by the net imbalance of electrons
populating the majority and minority bands. The number of electrons in a band
(N↑ and N↓) can be calculated by integrating the density of states (D↑(E) or
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D(E)↓)
N↑ =
∫ EF
−∞
D↑(E)dE. (6.2)
An equal definition can be constructed for N↓. The magnetic moment is given by
the difference in occupation of the spin bands.
|m| = µB(N↓ −N↑) (6.3)
Note that due to hybridization of 3d and 4s electrons the total number of electrons
in the d band is slightly reduced. Moreover, our sketch of the band structure
as semi-spheres is not valid for the real band structure of transition metals. In
practice it can be quite complex and it is the goal of density functional theory
and other ab-initio calculations to accurately describe the density of states. The
Stoner model thus explains the observation of the fractional magnetic moment in
bulk transition metals.
6.1.2 Crystal Field Interaction
The orbitals within the same electronic shell (e.g. 3d of 4f) are degenerate for a
free ion. However, when an atom is arranged in a crystal lattice it will feel the
electrostatic field of its neighbours. This interaction is called the crystal field inter-
action, or ligand field interaction. Consider the 5 spherical harmonics: Y2,0,Y2,±1
and Y2,±2 which represent the angular part of the 3d atomic wave functions. The
crystal field interaction only allows molecular orbitals that are linear combinations
of these spherical harmonics, for example dxy =
i√
2
(Y2,−2 +Y2,+2). In a simplistic
picture one an interpret this as a superposition of two circular waves with opposite
directions, thus leading to a net orbital moment that is zero (“quenched”).
The crystal field splitting energy (∆CF ) can be quite high, on the order of
1-2 eV, for the magnetic electrons in transition metals, as they participate in the
bonding. The symmetry of the crystal structure will determine which orbitals are
energetically favoured over others. For example, the dx2−y2 and d3z2−r2 orbitals
point towards the ligand positions in a system with octahedral crystalline symme-
try. The energy of these ligands are higher compared to the other d orbitals, due
to the electrostatic repulsion.
6.1.3 Spin-Orbit Interaction
Another contribution to the total magnetic moment arises from the rotation of
the electron around the nucleus. It is the quantum mechanical analogue of a ring
current, that results in a magnetic field perpendicular to the ring. The magnetic
moment originating from its spin, interacts with this field. In other words, the
spin of an electron interacts with the orbital moments of this electron. The total
angular momentum J is given by the sum of the spin S and the orbital angular
momentum L
J = L+ S, (6.4)
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where the interaction between spin and orbital moment, the spin-orbit coupling,
is given by
Hso = ξL · S, (6.5)
where ξ is the spin-orbit coupling constant. This interaction leads to an energy
splitting depending on the spin (s) and orbital (l) quantum numbers as 2L · S =
J2−L2−S2, and determines which of all possible states corresponding to L and
S is lowest in energy (3rd Hund’s rule).
The coupling of the spin and orbital momentum, together with the crystal field
interaction, results in a coupling of the spin system with the lattice, allowing them
to exchange energy and angular momentum. This coupling was demonstrated
by Einstein and De Haas [3], showing that the reversal of the magnetization in
a suspended bar causes it to rotate. Moreover, this also results in a favoured
direction for the magnetic moment with respect to the crystal lattice. This is
called magnetocrystalline anisotropy and will be discussed in the next section.
6.1.4 Magnetocrystalline Anisotropy
The preferred orientation of the magnetic moment with respect to the crystal
lattice is due to both the crystal field and the spin-orbit interaction. The crystal
field creates anisotropic orbitals, forcing the electrons to populate orbitals with
a certain symmetry, and the spin-orbit coupling provides a link between the spin
and orbital systems.
In the limit that the crystal field splitting is much larger than the spin-orbit
coupling, the magnetocrystalline anisotropy energy (∆EMA) is given by the change
of the spin-orbit interaction energy (∆Eso) when the magnetization is rotated from
its preferred direction, the easy axis, to the unpreferred direction, the hard axis.
∆EMA = ∆Eso = 〈Hso〉hard − 〈Hso〉easy = ζ[〈L · S〉hard − 〈L · S〉easy] > 0, (6.6)
as the easy axis is lower in energy than the hard axis. This energy difference
becomes an important parameter as ∆EMA can become smaller than the thermal
energy kBT , causing the direction of the magnetization to flip direction randomly,
see Chap. 6.3.
6.2 Magnetic Properties of Cobalt
In the this section we will briefly review the magnetic properties of bulk cobalt,
cobalt thin films containing just a few monolayers and nano particles deposited
on a platinum surface. The reduction of the dimensions of our system is shown to
result in the increase of the orbital momentum as the motion of the electrons is
unquenched.
6.2.1 Bulk Cobalt
In the bulk, cobalt can crystallize into four different structures, of which two
are meta-stable. Cobalt has a hexagonal close packed (hcp) structure with high
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Lattice Total Moment Spin Moment morb/mspin
(µB/atom) (µB/atom)
hcp [2] 1.71 1.55 0.099
fcc [7, 8] 1.75 1.56 0.122
bcc [4, 9] 1.53 — —
-Co [5] 1.70 — —
Table 6.1: Total magnetic moment, spin moment and ratio of orbital and spin mo-
ment for hcp, fcc, bcc and -cobalt. The bcc crystal structure is a meta-stable phase,
synthesized by molecular beam epitaxial growth on (110) GaAs. -Co is produced
using a solution-phase chemistry process.
magnetic anisotropy at T=0. Above 450 K a magnetically soft structure appears
having a face centred cubic (fcc) lattice. Apart from the two naturally occurring
packings, a bcc crystal structure can be synthesized by molecular beam epitaxial
growth [4] and a more complex structure called -Co can be synthesized using
a solution-phase chemistry process [5]. The latter structure relaxes back to hcp
or fcc crystalline structure by annealing the sample [6]. The spin moment for
hcp-Co and fcc-Co are comparable, respectively 1.55 and 1.56µB/atom and the
orbital contribution to the magnetic moment is quenched to ∼10% of the bulk
spin moment [2, 7], see Table 6.1. The Curie temperature (TC) of cobalt is equal
to 1388 K and is only known for the fcc crystal lattice as it is higher than the
transition temperature from hcp to fcc phase.
6.2.2 Cobalt Thin Films
As discussed above the orientation of the orbital moment depends on the crys-
tal structure. Therefore, when reducing the size of the system in one dimension
to a 2D surface, one can expect a difference in the in-plane and out-of-plane or-
bital contribution. This can be studied experimentally by recording the spin and
orbit contributions to the magnetic moment resolved by angle dependent X-ray
Magnetic Circular Dichroism (XMCD) of a Au/Co/Au wedge, see Fig. 6.2. For
7 monolayers and thicker there is no significant difference between the in-plane
and out-of-plane orbital moment, the orbital moment is isotropic. However, when
the thickness of the cobalt slab is reduced, the component of the orbital moment
perpendicular to the slab increases. The orbital moment becomes anisotropic.
Moreover, the magnitude of the orbital moment increases from a bulk value of
0.16µB/atom to ∼0.2µB/atom for 3 monolayers, an increase of 25%.
The orbital moment anisotropy originates from the preferential direction of the
d orbitals forming the crystal structure. The energy difference due to the ligand
field between orbitals in-plane (∆E||) and the energy splitting of orbitals out-of-
plane (∆E⊥) determines the preferential orientation. An in-plane orientation is
observed when ∆E|| > ∆E⊥ and an out-of-plane easy axis when ∆E⊥ > ∆E||.
For only a few monolayers it can sometimes be rationalized that the bonds are
6.2 Magnetic Properties of Cobalt 117
Figure 6.2: (a) Schematic overview of the 2D cobalt wedge ranging from 3 to 12
monolayers. (b) Orbital moment (in-plane and out-of-plane) as a function of cobalt
thickness. (c) Spin moment as a function of cobalt thickness. Figure from [10], details
in Refs. 11, 12.
preferably formed by orbitals in the plane of the surface. Therefore the motion
of the electrons is restricted to the plane of the slab, giving rise to an in-plane
current, and thus an orbital moment out-of-plane.
The overall direction of the magnetic moment (spin + orbit) is thus determined
by the energy difference between the macroscopic shape anisotropy and the mag-
neto crystalline interface anisotropy. The former prefers in-plane alignment1 and
the latter an out-of-plane one, in the case of an Au/Co interface. When the size
of the system is reduced, so does the relative contribution of the shape anisotropy
as it scales with the volume magnetization. Therefore, the orientation of the total
magnetic moment for a 2D cobalt slab of a few monolayers is out-of-plane.
6.2.3 Cobalt Adatoms and Islands on a Surface
In the previous section we have seen that the spin-orbit interaction gives rise to
magnetic anisotropy by connecting the spin moment to the crystal lattice. In
addition, the Au/Co interfaces possess an out-of-plane easy axis and an increase
of the orbital moment by 25%. Here we will see an increasing contribution of the
orbital moment when placing adatoms and islands of cobalt on a surface.
Figure 6.3 shows the increase of the orbital contribution as a function of a
decreasing number of atoms in a cobalt island on a Pt (111) surface. The value
for cobalt islands containing around 40 atoms (0.3 ± 0.05) is above the previously
reported value for 3 monolayers (∼0.2µB/atom). However, the orbital moment
1See chap. 11.2.1 in Ref. 10.
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Figure 6.3: Orbital moment determined via XMCD of cobalt adatom and small islands
deposited on a surface of Pt (111). Figure adopted from Ref. 13.
increases significantly for islands containing 5 atoms or less and is due to the
reduced coordination number. The highest reported value is for a single cobalt
atom giving rise to an orbital contribution of ∼1.1µB/atom. Nevertheless, this is
still almost a factor of 3 less than for a free cobalt atom.
Note that for the orbital moment of free cobalt clusters (8≤N≤22) in the gas
phase the reported values are about a factor of 2 higher than for the cobalt islands
shown in Fig. 6.3. This is most likely due to the interaction of the cobalt islands
with the Pt surface.
6.2.4 Previous Work on Magnetism in Cobalt Clusters
Several studies have been performed to determine the magnetic moment of cobalt
clusters [14–20], mainly focussing on intermediate or large cluster sizes. The mag-
netic moment found for the intermediate cluster sizes (25<N<200) ranges from
2 to 2.5µB/atom [16, 18] and for large clusters (N>400) the magnetic moment
converges to the bulk value [15]. A different situation is found for the magnetic
moments of small clusters containing up to 30 atoms. Figure 6.4 shows an overview
of the experiments conducted in the past. Payne et al. [18] obtains significantly
higher magnetic moments compared to Knickelbein [17] and Xu et al. [16] No clear
evidence is found for this discrepancy apart from the possibility of systematic er-
rors. For larger cluster sizes, not shown here, the reported moments of Payne et al.
are structurally 0.2µB/atom higher compared to Xu et al. Nonetheless, this does
not explain the observed increase in magnetic moment for clusters containing less
than 20 atoms. Knickelbein obtains magnetic moments comparable to Xu et al.
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Figure 6.4: Magnetic moments of small cobalt clusters. All data sets apart from
the grey circles are determined by Stern-Gerlach deflection. Peredkov et al. [20] used
X-ray Magnetic Circular Dichroism to determine the magnetic moments of cobalt
cations. The two data sets from Payne et al. [18] are recorded using different cluster
source conditions. The data of Knickelbein and Xu et al. can be found in Ref. [17]
and [16] respectively.
Peredkov et al. [20] determined the magnetic moment using X-ray Magnetic
Circular Dichroism (XMCD). Instead of the Stern-Gerlach deflection method,
XMCD exploits the imbalance between spin↑ and spin↓ electrons in the 3d shell.
By exciting core-electrons to empty states in the 3d shell a difference in X-ray
absorption efficiency for left- and right-handed circular polarized light allows the
spin and orbital magnetic moment to be probed separately.
Both spin and orbital moments are higher than in the bulk. The spin moment
is comparable to the observations of Xu et al. and Knickelbein, see Fig. 4 of Ref. 20
and Chap. 6.2.5. The total moment measured by XMCD is comparable to Stern-
Gerlach measurement of Payne et al. as seen in Fig. 6.4. There is no clear reason, as
indicated before, why there is such a discrepancy between different Stern-Gerlach
experiments. The Stern-Gerlach data of Payne et al. indicate an increase of the
total magnetic moment for Co20 and smaller clusters. This increase in magnetic
moment is also obtained for the cobalt cations, which is in part due to the increase
in orbital moment for Co11 and smaller. This could imply a further increase of
the orbital moment for Co7 to Co3. We will discuss this possibility in Chap. 6.5.
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Figure 6.5: Magnetic moment of cobalt cations probed using XMCD. The filled circles
represent the spin (mS) and orbital (mL) moment after Langevin scaling from 20 K
and 7 T. The magnetic spin and orbital moment of bulk are indicated by the dashed
lines along with the magnetic moment of small cobalt islands on Pt (open circles).
Additionally the moments of Co1, Co1
+ and Co2 are indicated (diamonds). Figure
from Ref. 20.
6.2.5 Magnetic Properties of Cobalt Clusters from Theory
Several theoretical studies have been conducted in order to explain the observations
in Stern-Gerlach deflection experiments [21–24] or to determine the properties of
metal dimers [25, 26]. Most of the studies regarding the evolution of magnetism in
clusters, limit themselves to Density Functional Theory (DFT) calculations using
the spin polarization as a representation of the magnetic moment. In some cases,
for example by Rodr´ıguez-Lo´pez et al. [21], the magnetic properties are determined
using a tight-binding model. Figure 6.6 presents an overview of the outcome of
these studies as well as our results from Chap. 4. The experimental spin moment
from Peredkov et al. [20] for CoN
+ is included for comparison. Clearly, calculations
using DFT provide a lower limit for the spin moment.
In all studies the magnetic moment converges to about 2µB/atom which is more
or less in agreement with the experimental data of Xu et al. [16] and Knickelbein
[17], keeping in mind that orbital momentum is ignored in these calculations.
Datta et al. [22] reports an upgoing trend in the spin moment for Co10 to Co4. This
trend is also obtained by our own DFT calculations. However, the calculated spin
moment for Co13 is higher than reported in other theoretical studies. Although the
calculations of Rodr´ıguez-Lo´pez et al. [21] are still limited to the spin-only moment,
a clear upgoing trend towards smaller cluster sizes is observed, indicating that Co4
almost retains its full atomic spin moment. Unfortunately, no literature data from
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Figure 6.6: Overview of theoretical studies of the magnetic moment of cobalt clusters.
Datta et al. [22], Aguilera-Granja et al. [24], Dong and Gong [23] and the results from
Chap. 4 use the spin polarization from DFT calculations. Rodr´ıguez-Lo´pez et al. [21]
uses a genetic algorithm to optimize the structures in combination with tight-binding
calculations to extract the magnetic moment.
experiments is available covering this range.
The ground state of Co2 from theory is found to be a
5∆ or 5Σ state depending
on the exchange correlation functional used in the DFT calculations [25, 26]. It
thus leads to S = 2 and L = 2 or L = 0, such that mS = gµBS = 4 µB (g ≈ 2 for
transition metals) and mL = µBL = 0 or 2 µB. The spin moment is in agreement
with the DFT calculations. However, the value of the orbital contribution remains
unclear. We will come back to this point later in Chap. 6.5. First we will introduce
the available methods to extract the magnetic properties from a Stern-Gerlach
deflection experiment and present our experimental results.
6.3 Magnetization of Superparamagnetic Particles
When the dimensions of a system are reduced the anisotropy energy can diminish
such that the thermal energy, the energy associated with a certain temperature
(E = kBT ), is comparable to this anisotropy energy allowing the magnetization to
spontaneously flip from one direction to the other. This is called the superparam-
agnetic limit. The particle retains its ferromagnetic character, however, the time
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averaged magnetic moment is zero in the absence of an applied magnetic field.
It can be shown that a large assemble of equal magnetic moments µ in thermal
equilibrium follows the Langevin function to determine its magnetization,
M = µ
(
coth
(
µB
kBT
)
− kBT
µB
)
(6.7)
where M is the measured magnetization and µ is the magnetic moment formally
defined by µ = gµBJ where J is the total angular momentum and B the applied
magnetic field. Note that for the Brillouin function should in principle be used for
small values of J . Eq. (6.7) reduces to
M =
1
3
µ2B
kBT
(6.8)
in the low-field limit and is referred to as the Langevin-Debye limit. In the high
field limit M = µ. However, the superparamagnetic interpretation is only valid if
there is an external bath for the spin relaxation process to occur. The angular mo-
mentum changes when the magnetization is trying to align itself with the external
field in order to reduce its energy [3]. For a bulk system this bath is represented
by the phonon system.
Although the magnetization of small transition metal cluster can be fitted to
the Langevin function, it remains unclear if it is allowed to do so. An atomic
beam splits into 2S + 1 equally spaced beamlets when it is subjected to a mag-
netic field gradient. This can be interpreted as the individual isolated Zeeman
levels of the atoms that pass through the inhomogeneous magnetic field. In con-
trast, experiments show that a cluster deflects towards the high field and - clearly -
the interpretation of individual isolated Zeeman levels does not longer hold. There
are two main theories to explain this deflection towards the high magnetic field.
One uses the spin relaxation where the cluster acts as its own bath. The sec-
ond treats the cluster as an isolated system and the magnetic response is due to
avoided crossings between spin-rotation coupled levels in the Zeeman diagram. An
overview of these two models is provided below, following the argumentation given
by their authors.
6.3.1 Spin Relaxation Model
The spin relaxation model assumes that the energy level spacing between rovibra-
tional states is small enough such that the use of the Langevin function is justified.
Sufficient rotational, vibrational and electronic excitations are present such that
they can serve as a heat bath for the angular momentum to interact with. Knick-
elbein [27] uses a general case to explain the magnetic deflections towards high
field. The system is treated as a freely rotating, nonlinear (polyatomic) molecule
possessing a nonzero electronic spin. The system is well defined in zero field where
the total angular momentum is given by J = R + S, the sum of rotational (R)
and spin (S) angular momentum. In very low fields, where J is a good quan-
tum number, an applied magnetic field will split the degenerate levels into 2J + 1
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energetically ordered Zeeman-like levels. In the absence of an external torque,
assuming that the spin is not coupled to the molecular framework, an atom-like
deflection is expected.
However, according to Knickelbein [27], for sufficiently large magnetic fields J
is not longer a good quantum number and R and S precess independently around
the magnetic field. This is analogous to the Zeeman high field limit or Paschen-
Back limit for atoms. The Zeeman energy can then be expressed as
E(MS ,MR) = (gspinMS + grotMR)B + γMSMR (6.9)
where gspin and grot are the spin and rotational g factors, MS and MR the spin
an rotational quantum number and γ is the spin-rotational coupling parameter.
Thus, the high field limit approaches the simple spin-only case where each of the
2S + 1 levels is split in 2R + 1 closely packed levels as gspin ≈ 103grot. In the
high field limit both R and S are good quantum numbers, and an external torque
would be required to change one of the quantities. Note that conservation of angu-
lar momentum is also obtained when MS and MR change simultaneously obeying
the selection rule ∆MS = −∆MR. Thus, spin relaxation is allowed when a spin
flip is compensated by a change in rotational state. The use of the superparam-
agnetic approximation where the magnetization is given by the Langevin function
is therefore justified.
The particles are free to rotate and therefore spend more time aligned with the
external field, reducing the overall energy of the system. Thus, a net deflection
toward the high field region of the magnet is expected. The experimental observa-
tion of this deflection toward high field is, according to Knickelbein, evidence that
the spin relaxation model can be applied to ferromagnetic nano-particles for the
high-field case. Intermediate magnetic field can perturb the Zeeman splitting due
to spin-rotation coupling and avoided crossings in the Zeeman diagram. However,
Knickelbein does not explain how to determine the magnetic moment in this case.
6.3.2 Avoided Crossing Model
In order to understand the observed magnetic deflection of a small free magnetic
cluster in a magnetic field, Xu et al. [28] developed the avoided crossing model.
This model evaluates the magnetic moment as a result of the adiabatic interaction
between rotations and spins in the Zeemann-diagram. Full mathematical treat-
ment and motivation can be found in Ref. 28. Consider the following Hamiltonian
in order to investigate the interaction between a superparamagnetic cluster and a
magnetic field
H = H0 +HSR +HB (6.10)
where H0 contains all the interactions within the cluster such as electronic excita-
tions, vibrations and rotations, HSR describes the coupling between the rotations
and spin and HB describes the interaction with the applied magnetic field. First
consider no interaction between spins and rotations. The magnetic states of a
cluster with total spin S will split due to an applied field in 2S + 1 states, see
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Figure 6.7: Pictorial explanation of the avoided crossing model. (a) Splitting of
2S +1 = 5 spin states originating from a single rotational state. (b) Several rotational
states are populated where each of the spin states are split by the magnetic field. (c)
Avoided crossing of spin-split rotational states from (b). (d) Net effect of many
avoided crossings, resulting in a downward trend. Bmag indicates the magnetic field
of a possible measurement, see text. Image adapted from Ref. 16 and 29.
Fig. 6.7a. However, in addition, the cluster can be in any of the rotational states.
This is depicted in Fig. 6.7b. As the magnetic field is increased almost all spin-split
rotational levels will cross. The Hamiltonian for two approaching levels (i, j) can
then be written as
H =
(
Ei ∆SR
∆SR Ej
)
(6.11)
where Ei,j are the energies in the case that spins and rotations are not coupled
and ∆SR describes the spin-rotation coupling. If the change in magnetic field is
slow enough, the crossings are avoided and a cluster should follow the levels as
indicated in Fig. 6.7c. Due to the many avoided crossings a net downward trend
is observed for all spin states, see Fig. 6.7d, explaining the single sided deflection
observed in the experiments.
The magnetization is by definition the change in energy with field
M ≡ −∂E
∂B
, (6.12)
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therefore the magnetization measured in a deflection experiment is equal to the
slope of the levels at the magnetic field strength used in the experiment (Bmag).
In the low field approximation this slope is given by [28]
Mcluster =
2
3
g(µBS)
2Bmag
ρ(E)
∂ρ(E)
∂E
, (6.13)
where g is the gyromagnetic ratio and ρ(E) is the density of states. Note that an
experiment records the deflection of an ensemble of cluster and therefore Eq. (6.13)
has to be averaged over the magnetization distribution, surprisingly resulting in
M =
1
3
µ2B
kBT
, (6.14)
the low-field limit of the Langevin function. Similarly, the high-field limit of the
avoided crossing model also results in the same result as the high-field limit of the
Langevin function. However, the broadening of the magnetization distribution is
more accurately described by the avoided crossing model. See Ref. 28 for more
information on this topic.
6.3.3 Spin Relaxation versus Avoided Crossing Model
Both the spin relaxation and avoided crossing model provide an explanation for the
deflection of the cluster beam towards the high field. The spin relaxation model
justifies the use of the superparamagnetic model for clusters, as a conservation of
angular momentum is sustained by the changes in the electronic, vibrational or
rotational state of the cluster. Xu et al. [28] argues that the spin relaxation model
cannot be used because of the assumptions that are made to derive the Langevin
function. The Langevin function is derived using a canonical ensemble where the
particle should be in contact with a heat bath and of well defined temperature with
which it can exchange both energy and angular momentum. However, it can be the
case that no vibrational or electronic excitations are present, as the temperature
at which the clusters are created is lower than the energy corresponding to a
vibrational excitation. Note that the lowest (calculated) vibrational mode is on
the order 100 cm−1 that corresponds to a temperature of 144 K. Therefore, almost
all particles will be in their vibrational ground state during a deflection experiment.
The avoided crossing model is proposed to be a more general model fixing the
inconsistencies in the assumptions that “justify” the use of the spin relaxation
model. However, note that Payne et al. [18] does not observe cluster-size depen-
dent broadening which is a feature of the avoided crossing model, and thus they
can explain their experimental findings using the spin relaxation model. They
argue that the rotational degrees of freedom are more likely to be frozen out due
to the supersonic expansion than the vibrational degrees of freedom. However,
Kuebler et al. [30] showed that the deflection pattern of oxygen molecules can be
explained in terms of spin-rotation coupling where ∼98% of the molecules are in
the rotational ground state (R=1 at Trot = 3.5 K). In addition to the rotational
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ground state, no vibrations are excited as the vibrational frequency of ∼1600 cm−1
corresponds to a temperature of more than 2300 K which is well above the tem-
perature at which the experiment was performed. This thus favours the avoided
crossing model over the spin relaxation model as no excitations were present in
the oxygen molecules and magnetic deflection was observed.
Nonetheless, both models obtain the same high and low field approximation
providing the same values for the magnetic moment of small clusters. Knickelbein
[27] notes that the use of the superparamagnetic approximation is not longer valid
when the number of spins is too low. The use of the Langevin-Debye limit will
result in an overestimation of the magnetic moment of 10% for S=4 which reduces
to 4% for S=10. Note that this is a smaller error than reported for clusters in this
size range which we will now discuss.
6.4 Results of Magnetic Deflection of Small Cobalt Clusters
The magnetic moments of cobalt clusters ranging from Co4 to Co30 are measured
using the Stern-Gerlach deflection technique. The deflection is recorded using the
position sensitive time-of-flight mass spectrometer as described in Chap. 2.1.2.
Single-sided deflection was observed for all clusters at all temperatures and mag-
netic fields used in this study, see Fig. 6.8 where Teff=74.8 K (source temperature
of 50 K) and 0.44 T. This contradicts the observation of Knickelbein who recorded
(nearly) symmetric locked moment broadening for cobalt clusters smaller than
Co10.
Note that the deflection for smaller clusters is larger than for bigger clusters.
This ultimately results in a higher magnetic moment per atom for small clusters
compared to large ones, because the deflection scales as M/m where M is the total
magnetization and m the total mass of the cluster, see also Eq. (2.15).
6.4.1 Determination of the Magnetic Moment
The deflection is translated to the magnetic moment, using the Al-atom calibra-
tion. In the low field limit the magnetic moment is determined by the Langevin-
Debye function (see Eq. (6.14)), regardless of the interpretation of the magnetiza-
tion of small clusters. These deflection profiles are recorded for several magnetic
fields and multiple temperatures. Therefore a fit of
3kBM = µ
2B
T
(6.15)
will provide an average value for the magnetic moment µ. This method is demon-
strated in Fig. 6.9 using the temperature extracted from the speed of the cluster
beam. The error bars are taken quite rigorously, i.e. two main errors determine
the final error bar. The first part in the error results from the calibration pa-
rameter, depending on the spread in Al-velocity and error in position sensitivity
and second, the error in deflection that in turn is also dependent on the spread
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Figure 6.8: Deflection profiles for Co5 to Co20 at Teff =74.8 K using a magnetic field
of 0.44 T. Dashed blue is field off, solid red is field on.
in cluster-velocity and the error in position sensitivity. One can argue that the
errors are counted twice. However, for completeness this maximum error is shown.
The final error on the magnetic moment is determined by the error in the fit using
Eq. (6.15) by simple linear regression.
6.4.2 Method Independent Magnetic Moments
As described in Chap. 2.3.5, the deflection can be recorded using two methods.
Method I: The position sensitivity of the mass spectrometer is used to map the
deflection. Method II: The excimer beam is scanned across the beam in many
steps (200µm steps) and the position of the excimer beam is used to construct the
deflection profile. Note that, using Method II, the mass spectrometer can either
be in position sensitive mode, or in mass resolution mode. The deflection profile
can thus be constructed in two ways, using the position sensitive mode of the mass
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Figure 6.9: Magnetization of Co10 as a function of B/T for several magnetic fields (◦:
0.22 T, : 0.44 T, ♦: 0.63 T, M:0.78 T, : 0.9 T, N: 1.0 T) and temperatures (blue:
57.9 K, red: 74.8 K, black: 110.3 K). A fit using Eq. (6.15) determines the value for
the magnetic moment.
spectrometer. This way one can verify if any errors are made during the position
sensitivity calibration. Figure 6.10 shows the comparison between the magnetic
moments using either the position of the excimer beam (squares) or the position
sensitive mass spectrometer (circles). The total magnetic moment is calculated
using the effective temperature calculated from the cluster speed (solid symbols)
and the temperature of the cluster source (open symbols). Note that extracting
the data using both methods is not a necessity, however, when building such a
setup is it a reassurance that both methods provide the same trend.
Note that the magnetic moments for the larger clusters are smaller as compared
to the results of Payne et al. [18], and slightly lower than the observed moments
of Xu et al. [16] and Knickelbein [17]. This is most likely due to the decrease in
overall cluster intensity for that size range. The reduced cluster intensity makes
it more difficult to fully map the deflection profiles since the edges are almost
within the noise level, and since a slight asymmetry is observed, this might lead
to an underestimation of the deflection. Moreover, only few data sets were used
to retrieve the magnetic moment of clusters larger than Co25 as they were not
always present in the cluster beam. Therefore, the reported values for Co26 to
Co30 should be interpreted as a lower limit of the magnetic moment.
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Figure 6.10: Comparison of the magnetic moments for cobalt clusters using either
the excimer position (black squares) or the position sensitive mass spectrometer (open
circles) to reconstruct the deflection profile. Small deviations are present, however,
the trend is the same.
6.5 Discussion
Figure 6.11 gives an overview of our experimental data (average of the data pre-
sented in Fig. 6.10 for the two temperatures) together with literature data shown
in Fig. 6.4. The trend that we observe is comparable to the data of Payne et al.
[18] and Peredkov et al. [20], namely an increase in magnetic moment with re-
duced cluster size. However, it is difficult to exactly know the cluster temperature,
therefore we present our final results as a region (represented by the grey area in
Fig. 6.11) where the actual value of the magnetic moment should be according to
our measurements.
The increase of about a factor of 3 in total magnetic moment is not uncommon
for small transition metal clusters. Apsel et al. [31] showed a similar increase in
magnetic moment for nickel clusters. For example, the reported magnetic moment
for Ni5 is 1.8µB/atom while the bulk value is 0.6µB/atom. The strong increase
compared to the bulk is explained in terms of a reduced overlap between 3d and 4s
electrons, due to a decrease in coordination number. Therefore, the small nickel
clusters are allowed to retain almost their full atomic spin value of 2µB/atom.
A higher magnetic moment than just the atomic spin moment is obtained for
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Figure 6.11: Comparison of the magnetic moments between results obtained here and
literature values. The upper line of the grey area represents the moments calculated
using the effective temperature from the cluster speed, the lower limit is calculated
using the cluster source temperature.
the cobalt clusters presented here, suggesting a large contribution of the orbital
moment. We will discuss this possibility in section 6.5.2.
6.5.1 Possible Experimental Artefacts
Because several experiments in the literature reveal different trends and final val-
ues, we will discuss several possible causes of this discrepancy: the cluster velocity
which can depend on the cluster size, fragmentation upon ionization and the in-
ternal temperature for both the vibrational and rotational states.
Size Dependent Cluster Velocity
The cluster velocity is determined using a chopper to perform a flight-time mea-
surement between two defined positions. Because the deflection depends on v2 an
accurate determination of the speed is important. Moreover, the speed can differ
from one cluster size to the other, resulting in an error when using the average
beam velocity. Figure 6.12 shows the velocity of the clusters as a function of mass
at a cluster source temperature of 30 K. Although a difference between clusters is
obtained, the fluctuations are much smaller than the error (not shown) which is
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Figure 6.12: Speed of the cluster beam as a function of cluster size at a cluster
source temperature of 30 K. The average speed is obtained using the same for-
malism as in Fig. 2.13. The solid line represents a linear fit with negligible slope
(−0.525 m s−1 atom−1).
on the order of 40 m s−1. We do not expect that this size dependent cluster speed
can account for the increase of magnetic moment for small cobalt clusters, since
the total variation in speed from Co6 to Co15 is on the order of 1%.
Fragmentation
An other possibility for a perturbation of the measured deflection is fragmentation
of the clusters when the UV fluence is too high. This would result in the mixing
of cluster sizes in the mass spectrum. A cluster typically looses one atom upon
fragmentation, therefore the recorded deflection profile of cluster size N+1 is mixed
into the profile for cluster size N. However, this blended deflection profile would
result in an underestimation of the magnetic moment, and not an overestimation,
as a part of the profile now contains information of heavier clusters for which the
deflection is smaller, assuming that the two magnetic moments are comparable.
Cluster Temperature
For an isolated system one can define at least three temperatures: translational2
(Ttrans), vibrational (Tvib) and rotational (Trot) temperature. When a molecular
beam is formed by supersonic expansion Trot and Ttrans can be significantly lower
than Tvib [32]. The latter is usually assumed to be more or less equal to the
2Related to the relative speed difference within the molecular beam. Not to be confused with
the temperature related to the global speed of the beam.
132 Magnetic Properties of Neutral Cobalt Clusters
cluster source temperature, while the former two depend on the expansion condi-
tions such as pressure and type of carrier gas [33]. This difference in temperature
complicates the analysis of the data, as it remains unclear which interpretation,
the spin-relaxation or the avoided-crossing model, is valid. The spin-relaxation
model uses the vibrational temperature to determine the magnetic moment, while
the avoided crossing model uses the rotational temperature. Note that Xu et al.
[28] assumes that the rotational cooling is negligible due to quasi-effusive nature
of the expansion in their clusters source, allowing them to use the cluster source
temperature for the analysis.
The details of the expansion are – in part – determined by the pressure differ-
ence between the cluster source (P0) and the vacuum chamber background pressure
(Pb). The expansion is considered to be subsonic when the ratio P0/Pb is lower than
2.1, leading to restricted rotational cooling [34], and supersonic when this ratio
exceeds this value, resulting in rotational cooling. The latter is (almost) always
the case in a cluster beam experiment. It is thus of utmost importance to know
Trot, when the avoided-crossing model should be used to extract the magnetic
moment. However, exact experimental determination of Trot for clusters is practi-
cally impossible as the rotational level spacing is on the order of 4×10−4/N5/3 eV
[28].
If we assume that Trot determines the magnetization, we can obtain a hypo-
thetical estimation of the error in temperature using Eq. (6.14), assuming that
the magnetic moment is hypothetically more or less constant with cluster size
(∼2.5µB/atom). Then, we obtain an overestimation of the temperature of a fac-
tor of 2.6, as (∆µ)2 = ∆T and the magnetic moment is about 4µB/atom for N≤8,
when using the cluster source or beam velocity to determine the temperature. Note
that it is possible that Trot can also depend on the cluster size. The temperature
dependence could be investigated further by combining the magnetic deflection
experiment with IR vibrational excitations. By selectively exciting vibrational
modes during magnetic deflection, one would expect a decrease in deflection if
the vibrational temperature determines the magnetization and no change if it is
determined by the rotational temperature, assuming the latter is not altered by
the vibrational excitation.
We will discuss the thermalization of clusters in the XMCD experiment, that
are trapped in a storage cell after supersonic expansion, to finalize this discussion
of cluster temperature. The clusters are cooled by a cold He gas pulse for several
seconds, such that we can assume that the clusters are thermalized with the He gas.
Therefore, we might assume that the magnetic moments from this measurement
are not subjected to incorrect scaling. An increase in magnetic moment with
decreasing cluster size is observed (see Fig. 6.11), which is in agreement with the
observations here. The implication of this trend will be discussed in section 6.5.2.
We will use the cluster source temperature and the temperature from the speed
measurement to determine the magnetic moment, as these are all that can be
determined.
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6.5.2 Implications of Observed Trends
The contribution to the total magnetic moment can be separated in two parts:
spin and orbital moment. Therefore, this final section of the discussion is also
split into two. First we will discuss the spin moment which is the main contribu-
tion in the bulk system. Secondly, we will look into the contribution of the orbital
moment, which is quenched in the bulk and starts to increase when the size and
dimensionality is reduced. Unfortunately, the Stern-Gerlach deflection experiment
does not discriminate between spin and orbital contributions. Therefore, we rely
on the observations in experiments here and in experiments using XMCD. Ad-
ditionally we will look at results from calculations using DFT and tight-binding
calculations, which provide the spin moment.
Spin Moment
The qualitative trend in the experimental data for the magnetic moment of cobalt
cluster is comparable to the calculated spin moment from DFT and tight-binding
calculations. An increase in (spin) moment is observed when the size of the system
is reduced (compare Fig. 6.6 and 6.11). The spin moment, as calculated by Datta
et al. [22], saturates at about 2µB/atom for larger clusters. This is comparable
to the observations of Peredkov et al. [20], a slight decrease from Co8
+ to Co10
+
followed by a more or less constant moment, although higher than the reported
value in Chap. 4 and by Datta et al. Note that we have to keep in mind that
the data from Peredkov et al. are for cations, while all other data are for neutral
clusters.
Good agreement is obtained when comparing the trend in tight-binding cal-
culations of Rodr´ıguez-Lo´pez et al. [21] to our experimental data. An increase in
spin moment is observed for clusters smaller than Co10. When combining the spin
moment of 2.99µB/atom for Co4 for tight-binding calculations with the orbital
moment of about 1µB/atom for small clusters as measured by Peredkov et al.
[20], a value is obtained that matches our estimation for the lower limit for Co4.
Note that this results in a orbit to spin moment ratio of at least 0.3, while for
larger clusters, respectively the bulk this value is about 0.2–0.25, respectively 0.1.
The magnetic moment for the smallest cobalt clusters is surprisingly high.
As mentioned before, and indicated in Fig. 6.5, the magnetic moment for the
cobalt atom is 6µB/atom and for Co2 3µB/atom. Note that the latter is obtained
from theoretical investigations and not from experiments. Nonetheless, this would
indicate a spin moment of 2µB/atom and an orbital contribution of 1µB/atom in
the dimer. Now let us return to the introduction of this chapter. The magnetic
moment of a system containing transition metal atoms is, in part, determined be
the number of uncompensated spin in the 3d orbital and thus also by the 3d4s
hybridization. That is the overlap of 3d and 4s orbitals. Therefore, the increase in
magnetic moment should partially be explained in terms of a decrease in overlap
of these orbitals. Figure 6.13 shows the photoelectron spectra for anion cobalt
clusters [35]. Well separated features from 3d and 4s electrons are observed up to
Co6. Clearly, the features from the 3d and 4s electrons are further separated for
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Figure 6.13: Photoelectron spectra of CoN
− clusters at 355 nm. The labels s and d
indicate the detachment features predominantly from 4s and 3d electrons, s/d labels
indicate mixed 3d and 4s states. The integer number in the graphs represents the
cluster size. Figure adapted from Ref. 35.
smaller clusters, suggesting an increase in spin moment for them, which is indeed
observed here.
The hybridization of 3d and 4s orbitals increases from Co6 to Co15 which could
explain the decrease in magnetic moment. Note that the spin moment measured
by Peredkov et al. [20] does indicate a reduced spin moment for Co9-Co12, Co14
compared to Co16 to Co19 where also a reduced 3d-4s hybridization is observed.
This interpretation is also consistent with the observations of Payne et al. [18]. In
contrast to an increase for Co16 to Co19, we observe a decrease in total magnetic
moment with increasing cluster size. However, note that the orbital contribution
is not taken into account, complicating this discussion.
Datta et al. [22] observes a change in growth pattern from Co14, which is
icosahedral to a hexagonal close packed structure (hcp) for Co15 to Co20. The
change of structure could influence the magnetic properties as the coordination
number changes, from 6.5 for Co14 to 5.5–6 for the hcp structures. Furthermore,
the average bond length of the hcp cluster is smaller than for the icosahedron. Note
that these structures are not experimentally verified. Complete 3d4s hybridization
is observed from Co20 to Co30, see Ref. 35 for the complete data set, which suggests
that the increase in magnetic moment compared to the bulk is mainly due to the
elevated orbital contribution due to the reduced size of the system. This is in
agreement with experiments presented before on cobalt monolayers [11, 12] where
the spin moment is more or less constant.
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Figure 6.14: Graphical representation of the HOMO occupied with a spin-up elec-
tron. Only the real part of the complex wavefunction is shown (blue = positive,
red = negative). The spin-down state is empty due to the exchange splitting and lies
above the Fermi level.
Orbital Moment
We have seen in Chap. 6.2.2 and 6.2.3 that the orbital contribution can significantly
increase when reducing the dimensions of the system. For 2D cobalt an increase up
to 25% is observed while for small cobalt island on a surface an increase of ∼400%
compared to bulk is not uncommon. Moreover, an additional increase in orbital
moment by factor of 2 is reported when comparing the results for small clusters on
a surface to free (cation) clusters. This stresses the importance of understanding
spin-orbit coupling in small clusters.
Although spin-orbit coupling is neglected in our calculations in Chap. 4, we
can still use the information obtained in the calculations to speculate about the
contribution of the orbital moment. We will use Co4 as an example, since it has
a simple planar geometry. Note that completely filled orbitals do not contribute
to the orbital moment. Therefore, we look at the highest electronic state with
spin-up. This orbital is partially filled, because the energy of this orbital for the
spin-down electron lies above the Fermi level. Figure 6.14 shows the shape of this
orbital, which also happens to be the highest occupied molecular orbital (HOMO).
The orbital is in the plane of the 4 cobalt atoms, therefore restricting the
motion of the electrons to this plane. The shape of the HOMO suggests a large
magnetocrystaline anisotropy and the spin-orbit coupling giving rise to a non-zero
orbital moment out-of-plane. However, it is impossible to assign a value to the
orbital moment based on these observations. Calculation that address the orbital
contribution in metal clusters do obtain an increase compared to the bulk. The
difference between total moment from the experiment and calculation spin moment
for nickel clusters is quit well explained by the orbital contribution [36]. However,
the high orbital moment for cobalt cations of about 1µB/atom observed in XMCD
136 Magnetic Properties of Neutral Cobalt Clusters
experiments, can not yet be fully explained by theory [37]. The unquenching of
the orbital moment for the smallest clusters discussed here should be investigated
in future work, both experimentally and theoretically.
6.6 Conclusions
In this chapter we reviewed the magnetic properties of small cobalt clusters. Sev-
eral studies have been conducted in the past which can be roughly separated in
two categories. In the first, the values of the magnetic moments are obtained
which are close to the spin moment as recorded by XMCD experiments. In the
second, higher magnetic moments are reported which seem to increase towards
reduced cluster size. Here we have shown that our data is consistent with the
second category, however, a clear explanation of the difference between the two is
lacking. It might be due to the expansion conditions of the molecular beam.
We report an increase of the total magnetic moment for very small cobalt clus-
ters (≤Co15), using the cluster source temperature and the temperature extracted
form the molecular beam speed. This increase might be explained by the increase
of the orbital momentum. As the size of the clusters is reduced the orbital moment
becomes unquenched leading to a significant contribution. For large clusters the
ratio between orbital and spin moment is estimated to be on the order of 0.2–
0.25, whereas this increases to at least 0.3 for the smallest clusters studied here
assuming a maximum contribution of 3µB/atom for the spin moment.
The increase of the magnetic moment for smaller clusters is observed in three in-
dependent experiments using different techniques to extract the deflection profiles.
The explanation of the observed increase with reduction of the cluster size could
be tentatively explained considering the photoelectron spectra of CoN
− where a
reduced hybridization of the 3d and 4s electrons is observed for clusters smaller
than Co20. Further investigation using XMCD of cobalt clusters in the size range
of Co2 to Co8 could unravel the mystery, whether the increase in magnetic moment
is indeed due to the unquenching of the orbital contribution as we suggest here.
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Chapter7
Femtosecond Ionization of Oxygen
Doped Terbium Clusters1
High-power femtosecond (fs) laser pulses have opened new scientific areas to ex-
plore. In particular, clusters and molecules can be ionized non-resonantly due to
the strong electromagnetic field of a high power laser pulse. The electron can
either tunnel through the perturbed Coulomb barrier, or be removed through a
non-resonant absorption process. Here, we present a study of the threshold in-
tensity at which TbNOM clusters ionize using a 60 fs amplified laser pulse with a
central wavelength of 800 nm. The line-shape of the ion yield curves will provide
insight into in the ionization mechanism, revealing that the ionization process of
TbNOM is accompanied by barrier suppression ionization.
1Adopted from: J. Jalink, J. Bowlan, Th. Rasing, G. Meijer, A. Fielicke and A. Kirilyuk
Probing the Electronic Details of Lanthanide Clusters: Ionization Potential and Strong Field
Ionization of Terbium Clusters, in preparation
141
142 Femtosecond Ionization of Oxygen Doped Terbium Clusters
7.1 Introduction
Ultra-short high-power laser pulses provide access to ultrafast charge dynamics in
small clusters and molecules. For example, using low laser intensity, Maier et al. [1]
showed that electronic excitations in sodium clusters have a characteristic decay
time of 1-2 ps. At very high laser power other phenomena can be studied like
Coulomb explosion [2], high harmonic generation [3], high kinetic energy ion [4]
and electron [5] emission as well as X-ray generation [6]. We will first mention
the mechanism of ionization and briefly discuss some experiments conducted on
atoms and clusters.
7.1.1 Multi-photon and Strong Field Ionization
Two main processes can be identified when a short high-power laser pulse interacts
with a cluster (or atom). The first is vertical excitation of an electron such that
one or multiple photons are absorbed over several optical cycles, see Fig. 7.1 (a).
This multi-photon ionization (MPI) mechanism is dominant for low or intermediate
laser intensities and is characterized by the ionization rate, of order η, as Γη = σηI
η,
where ση is the corresponding cross-section and I is the laser intensity [7]. The
second process is strong field ionization (SFI) where the intensity of the laser pulse
is sufficiently high to perturb the Coulomb barrier and allows the electron to escape
by tunnelling through or jumping over the suppressed barrier, see Fig. 7.1 (b).
Keldysh Parameter
The MPI and SFI excitation regimes can be separated by calculating the Keldysh
parameter [8]
γ =
√
IP
2Φp
, (7.1)
where IP is the cluster ionization potential and Φp is the ponderomotive potential
Figure 7.1: Schematic representation of a) multiphoton ionization and b) strong field
ionization.
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Figure 7.2: a) It as a function of sequential IP for He, Ne, Ar, Kr and Xe. b)
Comparison of measured and calculated values for It. The solid line indicates a perfect
fit. Figures from Ref. 8.
of the laser field. The latter is the average kinetic energy of an electron in a laser
field, given by
Φp(eV) =
e22
4mω2
= 9.33× 10−14Iλ2, (7.2)
where  is the electric field strength, ω the laser frequency, the constant 9.33×10−14
has the dimension [s] in units of eV, I is the laser intensity in W/cm2, λ is the
wavelength in micron. The MPI process dominates for γ  1 and SFI when γ  1.
In the latter case the optical field is strong enough to overcome the electron binding
energy within one laser cycle. For example, the barrier suppression ionization
(BSI) threshold intensity for an atomic system, resulting in the charged state q is
given by [8]
IBSI =
pi2c230
2e6
IP4
q2
≈ 4× 109 (IP[eV])
4
q2
[W/cm2], (7.3)
and is an example of a quasi-static single active electron (QS-SAE) model. It is
derived by superimposing the Coulomb potential with a static electric field. An
increase of the external field results in a decrease in the Coulomb barrier. IBSI is
the laser intensity at which the height of the suppressed barrier is equal to the IP
of the atom.
Figure 7.2(a) shows an overview of the threshold ionization intensity (It) versus
sequential IP for noble-gas atoms using a laser pulse of 1 ps at a wavelength of
1 µm. The measured values are in good agreement with a fit using Eq. (7.3), see
Fig. 7.2(b). For more details see Ref. 8.
Smits et al. [9] investigated the It for single and double charged nickel clusters,
and obtained values (in the article called saturation intensity Isat) were found to
be much higher than predicted from BSI. Figure 7.3 shows a comparison between
the experimental data and the calculated threshold ionization intensities. The
QS-SAE models thus seem to fail when trying to predict the behaviour of metal
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Figure 7.3: It for single (a) and doubly (b) charged nickel cluster as a function of
size. Solid line is the It calculated using a classical conducting sphere and the dashed
line using QS-SAE treatment. Figure adapted from Ref. 9.
clusters, indicating that the processes in clusters are more complex and diverse
than in noble-gas atoms.
7.1.2 Oxygen Doped Terbium Clusters
In this chapter we will investigate the ionization process of oxygen doped terbium
clusters. Measurements of single oxygen doped terbium clusters reveal an increase
in dipole moment and static polarizability (α) compared to undoped terbium clus-
ters, while their magnetic properties do not significantly change [10]. This could
indicate that magnetism is – in part – decoupled from the electronic structure, as
in the bulk the magnetic exchange interaction is mediated through the conduction
electrons. In the oxygen doped clusters these electrons are partly localized due
to the permanent dipole moment, which thus would be expected to quench the
exchange interaction.
The increase in α, on the other hand, indicates that the oxygen dopant allows
for a more efficient coupling between the electrons and the laser field than the
undoped clusters. We will record both the ionization rate and threshold intensity
for multiple oxygen dopants on small terbium clusters to investigated the ionization
mechanism. The results are presented in section 7.3, however, we will briefly
introduce the experimental setup first.
7.2 Experimental Setup
The experimental setup has been described in Chap. 2.4 and will only be outlined
briefly. The oxygen doped terbium clusters are created by ablating a fraction of
an oxidized terbium rod using the second harmonic (532 nm) of a Nd:YAG laser.
A pulse of helium gas is introduced to induce cluster condensation. The clusters
expand into vacuum through a nozzle and are subsequently skimmed entering the
extraction region of the mass spectrometer. Here, clusters either interact with
a fs laser pulse from the amplified laser system as described in Chap. 2.4.2 or
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Figure 7.4: Ion yield of Tb2O as a function of fs-laser intensity (red). The stability
of the cluster source is monitored by recording the ion yield using an excimer laser
(blue).
are ionized using an ArF excimer laser to produce a reference mass spectrum.
The mass spectra are recorded in an alternating fashion in order to correct for
fluctuations in the cluster intensity.
The ion yield is recorded as a function of fs laser intensity, which is altered using
neutral density filters. The pulse duration is measured using an auto-correlator
and is 60 fs. The beam is focused (f = 35 cm) about 5 Rayleigh lengths (1.6 cm)
before the extraction region, therefore the beam diameter is approximated to be
200 µm. The power is measured before and after a measurement point using a
power meter (Spectra Physics 407A).
7.3 Results
Figure 7.4 shows the ion yield of Tb2O as a function of the laser intensity. The
single-photon ion yield (blue) is recorded using the ArF excimer laser and is used to
normalize the ion yield recorded using fs-ionization (red), see below. The first two
points in the latter data set are below the detection limit of our MCP, and therefore
assigned to 3× 10−3 which is considered as the noise level. This threshold value is
set for all cluster sizes individually as we normalize the data and their abundance
varies.
Note that an intersection with zero is impossible to obtain on a log-log plot.
We can discriminate four regimes in the ion yield curve as shown in Fig. 7.5. i)
No clusters are ionized at too low laser pulse intensities. ii) The ion yield starts
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Figure 7.5: Normalized ion yield of Tb2O as a function of fs-laser intensity. The
dotted line indicates the threshold of ionization. Four regimes can be indicated: no
ionization, increase in ionization, saturation and fragmentation.
to increase from the threshold value. iii) All clusters are ionized and the ion yield
saturates. iv) The clusters fragment when the laser intensity is too high. This is
at about 50 TW/cm2 for Tb2O.
7.3.1 Ionization Rate
We will start by investigating the ionization rate η from the ion yield curves, see
Fig. 7.6. Because the number of data points is limited, we confine our discussion
to a single fit through the data labelled ‘increase in ion yield’. A higher intensity
resolution is required to speculate about separate regimes within this region. A
rate of 3 is expected for the clusters and 4 for the bare atom in the MPI limit, as
the photon energy is 1.55 eV, while the IP is about 4.1 eV (N≥3) and 5.86 eV for the
clusters [11], respectively the atom. However, the extracted rate for some clusters
deviates from the MPI limit. The observed rate for the Tb atom is about 3 and for
the bare terbium cluster the rate lies in the range of 1.3–2.4. The ionization rate is
lowest for the bare cluster, when comparing η for sequential oxygen doping. This
provides a first indication that the details of the electronic structure are changed
upon oxygen doping. However, η changes non-monotonically with oxygen doping,
complicating the interpretation of their specific influence.
The reduction of η from the MPI limit indicates that the ionization process
is not a ‘clean’ multi-photon absorption process and could be assisted or domi-
nated by BSI. In the next section we will investigate It to further investigate the
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Figure 7.6: Ionization rate for TbNOM clusters. The first point in every data series
corresponds to M=0, the data thereafter corresponds to an integer increase in M.
ionization mechanism.
7.3.2 Threshold Intensity
We define the It at a normalized intensity of 0.01, see Fig. 7.5. Figure 7.7 shows
the It for TbNOM clusters. While a separation between bare and doped terbium
clusters was observed for η, this discrimination is more difficult to make for It.
There appears to be no clear correlation between η and It. For example, we
observe an increase in η when doped by one oxygen atom, while this is not strictly
the case for It. For N=2 and 3 a drop in It is observed for single and double oxygen
doping, while for N≥4 this is no longer the case. Moreover, the increase in It for
Tb2O3 and Tb3O4 can not be related to η.
Note that the obtained values for It are in good agreement with the calculated
IBSI using the available values for the cluster’s IP [11] and the atomic IP, see the
red triangles in Fig. 7.7. This suggests that the height of the barrier, i.e. the IP,
is dominant in the determination of It and that the ionization process is due to or
assisted by BSI.
7.3.3 Calculated Keldysh Parameter
The third hint for the ionization mechanism is provided by the Keldysh parameter
(Eq. (7.1)) and can be calculated when both It and the IP are available, see Fig. 7.8.
Because we use It, the presented values are upper limits for γ and scale as 1/
√
2I.
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Figure 7.8: Upper limit for the Keldysh parameter for TbNOM clusters for N,M=1,0
and N,M=3-6,0-1 calculated using It and their IP, thus assuming barrier suppression
ionization.
Therefore, in the intensity region used to determine the threshold (where I>2It),
γ is at least a factor of 2 lower than the presented values in Fig. 7.8.
The separation between the MPI and SFI regimes is only meaningful when
either γ  1 or γ  1. For values of γ ∼ 1 we can only speculate which mecha-
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nism is dominant and thus have to consider this as a regime where, based on the
Keldysh parameter, both mechanisms contribute to the ionization process, pos-
sibly favouring SFI as γ < 1. This thus explains the deviation of the ionization
rate η from purely MPI. This is in agreement with previous observations where a
decrease in ionization rate was observed when crossing from the MPI to the SFI
regime [7].
7.4 Discussion
7.4.1 Ionization Mechanism
We have recorded the ion yield as a function of fs-laser intensity to record the
ionization rate and the threshold ionization intensity of oxygen doped terbium
clusters. The ionization rate indicates that the ionization mechanism is not purely
due to MPI, as η is below the rate expected from their IP. However, for the bare
terbium clusters we obtain an η close to 1, suggesting that they ionize within one
optical cycle, and thus via SFI. For the doped clusters this is not that clear, as
the do not ionize within a single optical cycle, η ≈ 2− 3.
However, the calculated IBSI from their IP are in agreement with the It recorded
here. This indicates that the ionization mechanism is mostly due to SFI, although
η is larger than 1. Moreover, the calculated Keldysh parameter might indicate
that SFI is favoured over MPI as γ < 1.
From this we can conclude that it is most likely that the bare terbium clusters
ionize via SFI. For the doped clusters we observe an increase in η compared to
the bare clusters, indicating that the electronic structure indeed changes upon the
doping with oxygen. This is in agreement with previous measurements [12]. For
these clusters we can conclude that the ionization process is assisted by SFI as η is
lower than expected from MPI, and It is in agreement with the barrier suppression
ionization intensity.
7.4.2 Prediction of the IP for TbNOM
Because the BSI model predicts It close to the measured values, we vice versa
use the It to calculate the IP’s for TbNOM clusters, see Fig. 7.9. As commonly
observed, the IP of the clusters, apart from TbO, lies in between the atomic value
and the bulk limit. The IP of TbO is higher than for Tb, which is most likely due to
the usually strong electron affinity of oxides. The work function of terbium-oxide
is unknown and therefore not displayed.
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Figure 7.9: Calculated IP for TbNOM using Eq. (7.3) in blue. Measured IP using
photoionization yield spectroscopy is shown in red [11]. The atomic IP is shown as a
white square. The dashed line indicates the bulk work function for Tb.
7.5 Summary
We have investigated the ionization mechanism for small oxygen doped terbium
clusters using high intensity fs laser pulses. The ionization rates for the bare
terbium clusters indicate that the ionization mechanism is due to strong field ion-
ization rather than multi-photon ionization. The ionization threshold intensities
are well predicted for bare and doped terbium clusters using the assumption of
barrier suppression ionization. The Keldysh parameter is smaller than 1 in the
intensity region where the threshold intensity is measured, which might be an ad-
ditional indication of strong field ionization. However, assignment would be less
ambiguous if γ  1.
The threshold intensity calculated by barrier suppression ionization using avail-
able IP of TbN and TbNO is in good agreement the values obtained here. There-
fore, we can use this model to predict the IP’s of TbNOM clusters. These IP’s are
in good agreement with typical IP recorded for clusters, i.e. in between the bulk
and atomic limit.
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Summary and Outlook
The properties of a piece of metal do not change significantly whether its size
1 cm3 or 1 m3. However, when the size is reduced to a system containing only a
few atoms, called a cluster, their properties can no longer be extrapolated from
the bulk. This size range is therefore called the non-scalable regime, where the
properties of every individual cluster size has to be investigated separately. An
introduction to this theme and its relation to the subject of this thesis was given
in Chap. 1.
Because we are interested in their intrinsic properties, the clusters are studied
isolated in the gas-phase, free from any perturbing environment. An overview of
such an experimental approach is presented in Chap. 2. Moreover, this chapter also
describes the details of three experimental setups that were used to study different
cluster properties, namely: their geometry, electronic structure and magnetism.
In the first part of this thesis we focus on the structural characterization of
small cobalt clusters via IR vibrational spectroscopy, measured using a two-color
IR-UV excitation scheme. The vibrational modes lie in the far-IR regime, there-
fore the experiments were performed using the Free Electron Laser for IntraCav-
ity Experiments (FELICE) at the FELIX FOM facility (then in Rijnhuizen, The
Netherlands). The modes are revealed as a change in the ion yield (the number of
ionized clusters) by comparing mass spectra with and without the IR excitation.
Because the vibrational modes do not directly reflect the geometry, ab-initio cal-
culations are performed to make a link between the vibrational spectrum and the
geometry itself. The details of these calculations are discussed in Chap. 3.
We show that Co4 is rhombic in contrast to previous calculations suggesting a
structure with tetrahedral symmetry (Chap. 4). The largest cluster under consid-
eration is a 13-atom cluster. In cluster physics, this is regarded as a special case as
it is the first cluster size where a geometric shell can be closed (see Chap. 1.1.1). In-
deed, we obtain an icosahedron that matches such a closed geometric shell. Apart
from the geometry, DFT calculates the magnetic properties as well, even though
limited to the spin moment. An increase in magnetization is observed as the size of
the system is reduced. The IR vibrational spectrum could not be recorded for all
cluster sizes, because the ionization potential is size-dependent and a key param-
eter in the IR-UV excitation scheme. Therefore, future experiments could cover
more UV energies in order to record the vibrational spectra for larger clusters.
Moreover, this technique is relatively new to the field of cluster physics and has
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not yet been applied to other transition metal clusters.
The two-color IR-UV excitation scheme was also used to study electronic ex-
citations. The results are presented in Chap. 5 with the IR frequency fixed at one
of the vibrational modes. The electron-phonon coupling (called vibronic coupling
in molecules and clusters) allows for energy transfer from the excited vibrational
mode to the electrons, promoting them to unoccupied levels in the electronic den-
sity of states (DOS). This redistribution is probed by varying the UV photon
energy. The UV spectra reveal distinct features as a function of cluster size. The
spectra are modelled using the calculated details of the DOS, thus making a link
to the electronic structure. As a follow-up we propose to perform a time-resolved
experiment to measure the energy flow from the vibrations to the electrons.
In Chap. 6 we have investigated the magnetic properties of cobalt clusters using
a home-built Stern-Gerlach deflection setup. The purpose of this study was two-
fold. First, previous experiments were mainly focused on intermediate and large
cluster sizes (N=20–400). Therefore, the magnetic moments below Co7 were un-
known. Second, the existing experimental data could be separated in two trends:
a more or less constant magnetic moment per atom, and an increase in magnetic
moment per atom with reduced cluster size. Here we have shown that our results
match the latter trend. Moreover, we have measured the magnetic moment down
to Co4. The difference in the two trends can probably be related to the inter-
nal temperature of the clusters, which is difficult to estimate and depends on the
expansion conditions when leaving the cluster source. In addition, it remains un-
clear which mechanism, the avoided-crossing or spin-relaxation model (with cor-
responding temperatures, respectively rotational and vibrational), describes the
actual deflection during the experiment, see Chap. 6.3. This issue might be re-
solved by a combined magnetic deflection and IR spectroscopic experiment, where
the vibrational temperature can selectively be increased using an IR vibrational
resonance. A clear understanding of this mechanism is vital for future deflection
experiments.
In the last part of this thesis we have studied the ionization mechanism of oxy-
gen doped terbium clusters, see Chap. 7. We were able to distinguish multi-photon
ionization (MPI) from strong field ionization (SFI). The former is characterised
by absorbing an integer number of photons that is characteristic for its ionization
potential. A clear deviation from the multi-photon ionization rate is obtained
for bare terbium clusters. For the oxygen doped clusters this is less clear, sug-
gesting that the electronic character is changed. However, the threshold intensity
can be explained for both systems using a barrier suppression SFI model, indeed
suggesting that the ionization mechanism is due to the strong laser field. Future
experiments could provide more insight by using a higher resolution in laser inten-
sity. Moreover, one could think of a pump-probe technique to study the dynamics
of the ionization mechanism.
Samenvatting en Vooruitzicht
De eigenschappen van een stuk metaal veranderen niet wezenlijk of je nu een
stuk van 1 cm3 of 1 m3 bekijkt. Echter, de eigenschappen van een systeem met
slechts enkele atomen, genaamd een cluster, kunnen niet meer vanuit de vaste
stof worden gee¨xtrapoleerd. Dit regime wordt dan ook het niet schaalbare regime
genoemd, waar de eigenschappen van elke individue¨le clustergrootte apart moet
worden bestudeerd. Een introductie in dit vakgebied en van dit proefschrift is
gegeven in Hfdst. 1.
Aangezien we ge¨ınteresseerd zijn in de intrinsieke eigenschappen van clusters,
worden ze ge¨ısoleerd in de gas-fase, vrij van elke verstorende omgeving bestudeerd.
Een overzicht van een dergelijke experimentele aanpak is gepresenteerd in Hfdst. 2.
Daarnaast bespreken we in dit hoofdstuk de details van drie experimentele op-
stellingen die gebuikt zijn voor het bestuderen van de eigenschappen van clusters,
namelijk: hun geometrie, elektronische structuur en magnetisme.
In het eerste deel van dit proefschrift gaan we in op het karakteriseren van
de geometrische structuur van kleine kobalt clusters. Deze wordt bepaald via IR
vibratie spectroscopie, waar we gebruik maken van een twee-kleuren IR-UV exci-
tatie schema. Omdat de vibratie overgangen in het ver-infrarood liggen, gebruiken
we de Free Electron Laser for IntraCavity eXperiments (FELICE) van de FELIX
FOM faciliteit (destijds in Rijnhuizen, Nederland). De vibrationele modes wor-
den onthult als een verandering in de ‘ion yield’ (het aantal ge¨ıoniseerde clusters),
door massaspectra met en zonder IR excitatie te vergelijken. Omdat deze vibra-
tionele modes niet direct uitsluitsel geven over de geometrie, maken we gebruik
van ab-initio berekeningen die een link maken tussen de vibratie spectra en de
daadwerkelijke geometrie. De details van deze berekeningen zijn terug te vinden
in Hfdst. 3.
We hebben laten zien dat de geometrie van Co4 rhombisch is, in tegenstelling
tot eerdere berekeningen die een structuur met tetrahedrische symmetrie toe-
kenden (Hfdst. 4). Het grootste cluster dat is bestudeerd is Co13. Dit is in de
cluster-fysica een interessant formaat, aangezien er een geometrische schil kan
worden gesloten (Hfdst. 1.1.1). En inderdaad, we hebben een icosae¨der gevonden
die overeenkomt met het sluiten van een dergelijke geometrische schil. Naast de
geometrie kan DFT ook de magnetische eigenschappen berekenen, alhoewel geli-
miteerd tot het spin moment. We vinden een toename in magnetisch moment per
atoom wanneer het aantal atomen in het systeem afneemt. De IR vibratie spectra
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konden helaas niet voor alle clustergroottes worden bepaald, doordat de ionisatie
potentiaal afhankelijk is van het aantal atomen in het systeem en een sleutelrol
speelt in het IR-UV excitatie schema. Toekomstige experimenten zouden meer
UV energie¨n kunnen testen, zodat de vibratie spectra van grotere clusters ook
kan worden gemeten. Daarnaast is deze techniek relatief nieuw in het veld van de
cluster-fysica en zou dus ook op nog meer systemen kunnen worden toegepast.
Het twee-kleuren IR-UV excitatie schema is ook gebruikt om elektronische ex-
citaties te bestuderen. De resultaten van dit onderzoek zijn beschreven in Hfdst. 5
waar we de IR frequentie vast hebben gelegd op een vibratie overgang. De elektron-
fonon koppeling (genaamd vibronische koppeling in moleculen en clusters) zorgt
er voor dat energie kan worden uitgewisseld tussen vibrationele modes en de elek-
tronen, zodat deze naar onbezette niveau’s in de elektronische toestandsdichtheid
worden gee¨xiteerd. Deze herverdeling kan worden bestudeerd door de UV ener-
gie te varie¨ren. De UV spectra onthullen verschillende kenmerken als functie van
clustergrootte. Deze spectra worden gemodelleerd met behulp van de berekende
toestandsdichtheid, waardoor we een link kunnen maken met de elektronische
structuur. Als vervolgexperiment stellen we voor om de overdracht van energie
van de vibraties naar de elektronen tijdsopgelost te meten.
In Hfdst. 6 hebben we de magnetische eigenschappen van kobalt clusters bestu-
deerd met behulp van een zelf ontworpen Stern-Gerlach deflectie opstelling. Het
doel van deze studie was tweeledig. Als eerste, in reeds uitgevoerde experimenten
lag de nadruk op cluster met een gemiddeld tot groot aantal atomen (N=20-400).
Hierdoor waren de magnetische momenten voor clusters kleiner dan Co7 nog niet
bekend. Als tweede, de bestaande experimentele data kan worden gesplitst in
twee trends: een min of meer constant magnetisch moment per atoom en een
toename in magnetisch moment per atoom voor kleinere clusters. Hier hebben we
laten zien dat onze data overeenkomt met de tweede trend. Bovendien hebben
we het magnetisch moment tot Co4 bepaald. Het verschil in de twee trends kan
wellicht worden gerelateerd aan de interne temperatuur van de clusters. Deze
is lastig af te schatten en is sterk afhankelijk van expansie condities wanneer de
clusters de clusterbron verlaten. Daarnaast blijft het voor nu onduidelijk welk
mechanisme, het ‘avoided-crossing’ of ‘spin-relaxation’ model (met bijbehorende
temperatuur, respectievelijk rotationeel en vibrationeel), verantwoordelijk is voor
de deflectie tijdens het experiment, zie ook Hfdst. 6.3. Dit probleem kan mogelijk
worden opgelost door een gecombineerd magnetisch deflectie en IR spectroscopisch
experiment uit te voeren, waar de vibrationele temperatuur selectief kan worden
verhoogd door gebruik te maken van een vibrationele resonantie. Een helder inzicht
in dit mechanisme is essentieel voor toekomstige deflectie experimenten.
In het laatste deel van dit proefschrift hebben we het ionisatie mechanisme
van zuurstof gedoteerde terbium clusters bestudeerd, zie ook Hfdst. 7. Het was
mogelijk om ‘multi-photon ionization’ (MPI) te onderscheiden van ‘strong field
ionization’ (SFI). De eerste wordt gekenmerkt door het absorberen van een geheel
aantal fotonen die direct gerelateerd kan worden aan de ionisatiepotentiaal. Een
duidelijke afwijking van de ‘multi-photon ionization rate’ is gevonden voor pure
terbium clusters. Voor zuurstof gedoteerde terbium clusters is deze afwijking min-
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der duidelijk, wat suggereert dat het elektronische karakter is veranderd door de
dotering. Echter, de drempel intensiteit voor ionisatie kan voor beide systemen
worden verklaard door gebruik te maken van het barrie`re suppressie SFI model.
Dit suggereert dat de ionisatie wordt bepaald door het intense laser veld. Toekom-
stige experimenten zouden meer inzicht kunnen bieden door gebruik te maken van
een hogere resolutie in laser intensiteit. Daarnaast zou men in de toekomst een
‘pump-probe’ techniek kunnen ontwikkelen die de dynamica van het ionisatiepro-
ces kan bestuderen.
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