We first prove the condition for two sequences of strictly positive integers to be a number system. Then, we construct number systems based on the cardinalities of subgroups of the signed permutation groups. After that, we etablish one-to-one correspondences between the elements written on those new number systems and the signed permutations. Those natural correspondences are etablished by means of the new introduced statistic number of i-inversions of the signed permutations. By the way, we give an application of our results on cryptography.
Introduction
In this article, N represents the set of positive integers including 0. Let us first introduce the studied groups. Let n ∈ N * . We write S n for the group of the permutations of the elements of [n] . Recall the notation of an element σ of S n : σ = 1 2 . . . n σ(1) σ(2) . . . σ(n) .
We write B n for the group of the signed permutations of the elements of [n] . The elements π of B n are those having the form π = 1 2 . . . n ǫ 1 σ(1) ǫ 2 σ(2) . . . ǫ n σ(n) with σ ∈ S n and ǫ i ∈ {±1} (i ∈ [n]). It is clear that S n is a subgroup of B n . Another subgroup of B n is D n , the group of the even signed permutations of the elements of [n] . It consists on the elements π = 1 2 . . . n ǫ 1 σ(1) ǫ 2 σ(2) . . . ǫ n σ(n) of B n such that {i ∈ [n] | ǫ i = −1} ≡ 0 mod 2.
We have |S n | = n!, |B n | = 2 n n! and |D n | = 2 n−1 n!.
Let {e 1 , e 2 , . . . , e n } be the set of the standard basis vectors of the vector space R n . The group B n acts on R n by signed permuting the basis vectors:
ǫ i λ i e σ(i) with λ 1 , . . . , λ n ∈ R.
Recall that B n can be seen as the Coxeter group B n with root system Φ n = {±e i , ±e i ± e j | 1 ≤ i = j ≤ n}, and positive root system Φ + n = {e k , e i + e j , e i − e j | k ∈ [n], 1 ≤ i < j ≤ n}.
We use this root system to define the statistic number of inversions inv on B n :
One can read another definition of inv in the article of Reiner [4, 2. Preliminaries]. Let us remark that for the statistic inv on S n , we just need to consider the set {e i − e j | 1 ≤ i < j ≤ n}, and find again the classical definition of the number of inversions
Let n ≥ 2. We continue with the definition of the alternating group A n . Its elements are the permutations
Then, we finish with the last group F n which is the group of signed even permutations of the elements of [n] . It consists on the elements
of B n such that inv π ≡ 0 mod 2. We have |A n | = n! 2 and |F n | = 2 n−1 n!. Let us consider the following subset of Φ + n defined by Φ + n,i = {e i , e i + e j , e i − e j | i < j ≤ n}.
(
We define the new statistic number of i-inversions on B n by
Example 1.1. In Table 1 , we see the corresponding 1-inversions and 2-inversions of the eight elements of B 2 :
Now, we introduce the enumeration part of this article. A number system is a framework for representing numerals. Let q ∈ N * . Classical enumeration systems express all numbers n of N in the form
Such representations are, for example, used in number theory to find exotic congruences. In those representations, the integer q and the set {0, 1, 2, · · · , q − 1} are constant. We consider more general number systems in this article. Let (Q, c) be a number system. We use the notation convention
From the following theorem, we can deduce if a pair of positive integer sequences forms a number system or not. 
Cantor has also given a condition for a pair of positive integer sequences to be number system with tools of formal power series [2, §.2.]. We deduce the following number systems:
is a number system, and we call it signed factorial system,
) is a number system, and we call it even signed factorial system,
• (S, s) is a number system, and it is called factorial system, Table 2 , we see the representations of some numbers in the factorial, even factorial, signed factorial, and even signed factorial basis.
The factorial system (S, s) has first been studied by Laisant [3, Numération factorielle]. Instead of considering (D, d) in Corollary 1.4, we could also define the signed even factorial system (F, f) = (F i ) i∈N * , (f i ) i∈N * with
Even if (D, d) and (F, f) seem to represent the same number system, we will understand the importance of the distinction between them in the next theorem. We now establish the connection between the introduced groups and number systems. Let (Q, c) be a number system. We write Table 2 : Representation of positive integers in the classical 10, the factorial, even factorial, signed factorial, and even signed factorial basis.
There is a one-to-one correspondence between the elements of B n and those of < B 0 , B 1 , . . . , B n−1 > with respect to the i-inversions. This bijection is given by
.
There is a one-to-one correspondence between the elements of Z n and those of < Z 1 , Z 2 , . . . , Z n−1 > with respect to the i-inversions. This bijection is given by
Let n ≥ 3. There is a one-to-one correspondence between the elements of A n and those of < A 2 , A 3 , . . . , A n−1 > with respect to the i-inversions. This bijection is given by a n :
The case of S n , (S i ) i∈N * , (s i ) i∈N * has already been investigated by Laisant [3, Permutations, et leur classification]. The construction of the Lehmer code is based on this case. We give another proof of the existence of this bijection in this article.
Let us remark that B n , S n , D n , F n , and A n are the only known subgroups of B n whose elements are in i-inversion respecting one-to-one correspondence with the positive integers. We even conjecture that there exists no other subgroup of B n having this property.
Example 1.7. In Table 3 , we see the elements of B n , S n , D n , F n , and A n corresponding to 0, 1, . . . , 11. We just write Table 3 : The elements of B n , S n , D n , F n , and A n corresponding to 0, 1, . . . , 11.
To finish, Theorem 1.6 has a direct application on cryptography. We work, for example, with the signed permutation groups and their corresponding number system. Let
We extend the bijection b n to the bijection b : B → B. We choose a cryptography key κ ∈ B.
be the message to be crypted. The encrypting function ε is defined in the following way:
We obtain the crypted message c = b b −1 (m) • κ . The decrypting function δ is defined in the following way:
This article is organised as follows: In Section 2 we write the demonstration of Theorem 1.3, and in Section 3 we write the demonstration of Theorem 1.6.
Number Systems for Integers
In this section, we prove the condition for (Q, c) to be a number system. That means for a suitable fixed sequence (Q i ) i∈N , we need to determine if the sequence (c i ) i∈N is appropriate, and conversely. Lemma 2.1. Let (Q, c) be a number system and n ∈ N with 
Proof. Suppose that (Q, c) is a number system. It is obvious that we must have Q 0 = 1. From the second inequality of Lemma 2.1, we deduce that
From the first inequality of Lemma 2.1, we deduce that the only possibility is the equality
Then one can uniquely construct every positive integer by induction:
We can proceed to the demonstration of Theorem 1.3:
Proof. From Lemma 2.2, we deduce that (Q, c) is a number system if and only if Q 0 = 1 and
To express a positive integer n in the number system (Q, c), one proceeds with the following manner: Divide n by c 0 + 1, and let γ 0 be the rest r 0 of the expression n = r 0 + (c 0 + 1)q 0 .
Divide q 0 by c 1 + 1, and let γ 1 be the rest r 1 of the expression
Continue the procedure by dividing q i−1 by c i + 1, and taking γ i = r i in the expression q i−1 = r i + (c i + 1)q i until q k = 0 for some k ∈ N. Then, we have
Correspondences with Subgroups of B n
In this section, we prove the correspondences respecting the i-inversions between the natural numbers and the elements of the groups described in Section 1.
On the Signed Permutation Groups
We prove the signed permutation part of Theorem 1.6.
Proof. Use the definition of the number of i-inversions (Equation 1 and Equation 2).
Lemma 3.2. Let n ≥ 1 and i ∈ [n]. We have inv i (B n ) = {0, 1, . . . , 2(n − i) + 1}.
Proof. We deduce that from Lemma 3.1. Let r be the function defined by r :
Proof. We use Lemma 3.1 and Lemma 3.3. Let a = k ∈ {π(i + 1), π(i + 2), . . . , π(n)} |π(i)| > k :
• If π(i) < 0, then inv i (π) = 1 + a + 2(n − i − a) and
Letb n be the functionb n :
defined recursively as follows:
Let x 1 , . . . , x n be n variables. We have to replace each variable in x 1 > x 2 > · · · > x n with the corresponding σ(i) and each variable in (ǫ 1 , ǫ 2 , . . . , ǫ n ) with the corresponding sign. If γ 0 = 0, then ǫ n ← 1, else ǫ n ← −1. We put x n ← σ(n). For ǫ n−1 and σ(n − 1):
• If r(n − 1, γ 1 ) = 1, then x n−1 ← σ(n − 1), else x n−1 ← σ(n) and x n ← σ(n − 1).
For ǫ i and σ(i):
Else, for all j ∈ {n − i + 1, . . . , n − a} we do x j−1 ← x j , and we put x n−a ← σ(i).
Letσ =x 1 >x 2 > · · · >x n be the obtained inequality andǭ = (ǭ 1 ,ǭ 2 , . . . ,ǭ n ) the obtained signs. Fromσ andǭ, we can deduce π.
From the constructions of b n andb n , Corollary 1.4, and Lemma 3.2, we deduce the following lemma:
Lemma 3.5. Let n ∈ N. We have b −1 n =b n .
Lemma 3.5 proves the signed permutation part of Theorem 1.6.
On the Permutation Groups
We prove the permutation part of Theorem 1.6. Lemma 3.6. Let n ≥ 1 and i ∈ [n − 1]. We have inv i (S n ) = {0, 1, . . . , n − i}.
Proof. We deduce that from Lemma 3.1.
Recall the function
Lets n be the functions
We aim to determine σ = 1 2 . . . n σ(1) σ(2) . . . σ(n)
We have to replace each variable in x 1 > x 2 > · · · > x n with the corresponding σ(i).
If γ 1 = 0, then x n ← σ(n − 1) and x n−1 ← σ(n). Else x n ← σ(n) and
From the obtained inequalityσ =x 1 >x 2 > · · · >x n , we can deduce σ.
From the constructions of s n ands n , Corollary 1.4, and Lemma 3.6, we deduce the following lemma:
Lemma 3.7. Let n ∈ N * . We have s −1 n =s n . Lemma 3.7 proves the permutation part of Theorem 1.6.
On the Even Signed and Signed Even Permutation Groups
We prove the even signed and signed even permutation part of Theorem 1.6. Lemma 3.8. Let n ≥ 1 and i ∈ [n − 1]. We have
Letd n be the functiond
We aim to determine π = 1 2 . . . n ǫ 1 σ(1) ǫ 2 σ(2) . . . ǫ n σ(n) .
We have to replace each variable in x 1 > x 2 > · · · > x n with the corresponding σ(i) and each variable in (ǫ 1 , ǫ 2 , . . . , ǫ n ) with the corresponding sign. For ǫ n−1 and σ(n − 1):
• if γ 1 = 1, then ǫ n−1 ← 1, x n−1 ← σ(n − 1) and x n ← σ(n),
• if γ 1 = 2, then ǫ n−1 ← −1, x n−1 ← σ(n − 1) and x n ← σ(n),
• else ǫ n−1 ← −1, x n ← σ(n − 1) and x n−1 ← σ(n).
•
From the constructions of d n andd n , Corollary 1.4, and Lemma 3.8, we deduce the following lemma:
Lemma 3.9 proves the even signed permutation part of Theorem 1.6.
The construction off n is practically the same as the construction ofd n . The only difference is the determination of ǫ n . Forf n , one determines ǫ n with the following way:
If inv 1 . . . n − 1 n ǫ 1 σ(1) . . . ǫ n−1 σ(n − 1) σ(n) ≡ 0 mod 2, then ǫ n = 1, else ǫ n = −1. Then, we obtain π and the following lemma:
Lemma 3.10. Let n ∈ N * . We have f −1 n =f n .
Lemma 3.10 proves the signed even permutation part of Theorem 1.6.
On the Even Permutation Groups
We prove the even permutation part of Theorem 1.6.
Lemma 3.11. Let n ≥ 2 and i ∈ [n − 2]. We have inv i (A n ) = {0, 1, . . . , n − i}.
Recall the function a n : A n → < A 2 , . . . , A n−1 > σ → inv 1 (σ) : inv 2 (σ) : · · · : inv n−2 (σ) [A] .
Letā n be the functionā n : < A 2 , . . . , A n−1 > → A n γ n−1 : · · · : γ 3 : γ 2 [A] → σ defined recursively as follows:
We aim to determine σ = 1 2 . . . n σ(1) σ(2) . . . σ(n) .
We first need an intermediate permutation τ . We take τ (n − 1) < τ (n) that means x n ← τ (n − 1) and x n−1 ← τ (n). For τ (i): Let a = r(i, γ n−i ). We have a ∈ [n − i] ∪ {0}. If a = n − i, then x i ← τ (i). Else, for all j ∈ {n − i + 1, . . . , n − a} we do x j−1 ← x j , and we put x n−a ← τ (i).
From the obtained inequalityτ =x 1 >x 2 > · · · >x n , we deduce the permutation τ . If If inv τ ≡ 0 mod 2, then σ = τ . Else σ is the permutation obtained from τ by permuting the values of τ (n − 1) and τ (n).
From the constructions of a n andā n , Corollary 1.4, and Lemma 3.11, we deduce the following lemma:
Lemma 3.12. Let n ∈ N \ {0, 1}. We have a −1 n =ā n .
Lemma 3.12 proves the even permutation part of Theorem 1.6.
