We give an explicit combinatorial product formula for the parabolic Kazhdan-Lusztig polynomials of the tight quotients of the symmetric group. This formula shows that these polynomials are always either zero or a monic power of q and implies the main result 
Introduction
In 1979, Kazhdan and Lusztig [15] introduced a family of polynomials, indexed by pairs of elements in a Coxeter group W , which play an important role in various areas of mathematics, including the algebraic geometry and topology of Schubert varieties and representation theory (see, e.g., [1, p. 171] and the references cited there). These celebrated polynomials are now known as the Kazhdan-Lusztig polynomials of W (see, e.g., [1] or [12] ).
In 1987, Deodhar [7] developed an analogous theory for the parabolic setup. Given any parabolic subgroup W J in a Coxeter system (W , S), Deodhar introduced two Hecke algebra modules (one for each of the two roots q and −1 of the polynomial x 2 − (q − 1)x − q) and two families of poly-By an (integer) partition we mean a sequence of nonnegative integers λ = (λ 1 , . . . , λ k ) such that λ 1 λ 2 · · · λ k . We call the non-zero λ i the parts of λ. We identify a partition λ with its diagram (i, j) ∈ P 2 : 1 i k, 1 j λ i .
We find convenient to draw the diagram of a partition λ rotated counterclockwise by 45 degrees with respect to the French convention (this is sometimes called the Russian convention). So, for example, the diagram of (3, 2, 2, 1, 1) is the following:
We call the elements of P 2 , and hence of λ, cells. Expressions such as "to the left of ", or "directly above", always refer to these rotated diagrams. The level of a cell (i, j) ∈ P 2 is lv((i, j)) = i + j. We denote by P the set of all integer partitions. It is well known, and not hard to see, that P, partially ordered by set inclusion, is a lattice, usually called Young's lattice (see, e.g., [27, §7.2 
]).
Given a rectangular partition (n m ), we identify any partition λ ⊆ (n m ) with the lattice path obtained by following the upper boundary of its diagram, which consists of n up ((1, 1)) steps and m down ((1, −1)) steps. We denote such a path with a UD-word (that is, a word in the alphabet {U, D}) with n + m letters, n of which are U. For example, given (3, 2, 2, 1, 1) ⊆ (4 5 ), we have (3, 2, 2, 1, 1) = = UDDUDDUDU.
Let λ ⊆ (n m ) and let a 1 a 2 . . . a n+m be the associated UD-word. We say that j ∈ [n + m − 1] is a peak (resp. valley) of λ if (a j , a j+1 ) = (U, D) (resp. (a j , a j+1 ) = (D, U)). For any j ∈ [n + m], we denote d λ ( j) = |{k ∈ [ j]: a k = U}|.
Let λ, μ be partitions, with μ ⊆ λ. Then λ \ μ is called a skew partition. Given a (skew) partition η, we denote by |η| the number of its cells. The conjugate of η is η = {( j, i) ∈ P 2 : (i, j) ∈ η}. A (skew) partition η is self-conjugate if η = η. A skew partition η is connected if it is "rookwise connected", so that, for instance, (2, 1) \ (1) is not connected. We say that a skew partition is a border strip if it contains no 2 × 2 square of cells. For brevity, we call a connected border strip a cbs. Given a skew partition λ \ μ, the outer border strip θ of λ \ μ is the set of all cells of λ \ μ such that there is no cell of λ \ μ directly above it (see Fig. 1 : the outer border strip of the skew partition is shaded in dark grey). Given a skew partition λ \ μ ⊆ (n m ), for any j ∈ [n + m], we denote d λ\μ 
(the "thickness" of λ \ μ at j). Note that this definition of d λ\μ is equivalent to the one given in [2] , right before Lemma 4.2. We follow [27, §7.2] for any undefined notation and terminology concerning partitions.
We now recall some notions introduced in [2] . A cbs θ is Dyck if it is a "Dyck path" (see, e.g., [27, p. 173] ), which means that no cell of θ has level strictly less than that of the leftmost or the rightmost of its cells. In particular, in a Dyck cbs the leftmost and rightmost cells have the same level. A skew partition is defined to be Dyck in the following inductive way:
(1) if λ \ μ is not connected, then λ \ μ is Dyck if all of its connected components are Dyck; (2) if λ \ μ is connected and non-empty, then λ \ μ is Dyck if the outer border strip θ of λ \ μ is a Dyck cbs and (λ \ μ) \ θ is Dyck;
(3) the empty partition is Dyck.
If λ \ μ is a Dyck skew partition, the depth of λ \ μ, denoted by dp(λ \ μ), is defined in the following way:
(1) if λ \ μ is not connected and η 1 , . . . , η k are its connected components, then dp(λ \ μ) = dp(η 1 ) + · · · + dp(η k ); (2) if λ \ μ is connected and non-empty and θ is its outer border strip, then dp(λ \ μ) = 1 + dp (λ \ μ) \ θ ;
(3) dp(∅) = 0.
For example, the skew partition λ \ μ in Fig. 2 is Dyck, with dp(λ \ μ) = 8.
Let λ be a partition. If x is a peak or a valley of λ, we denote byx the cell immediately below x or above x, respectively. Then we set λ x = λ \ {x}, if x is a peak of λ, λ ∪ {x}, if x is a valley of λ,
The operator (·)
x is clearly an involution.
We now recall two results of [2] that we will use in Section 3 (note that here x is a positive integer, whereas in [2] x and y are cells). [2, Proposition 4.1] .) Let λ \ μ be a Dyck skew partition and let x be a peak of λ. Then x is either a peak or a valley of μ. [2, Theorem 4.3] .) Let λ \ μ be a skew partition and let x be a peak of both λ and μ. Then, the following are equivalent:
Proposition 2.1. (See

Theorem 2.2. (See
(1) λ \ μ is Dyck; (2) 
⎪ ⎩ dp λ \ μ x − dp(λ \ μ) = 1, dp λ (1); (3, 2, 2, 1) = = (3, 2, 2, 1, 1), 3 = UDD • UDDUDU.
Note that a 1-superpartitions contained in (n m ) can also be thought of as a cover relation in the interval [∅, (n m )] of Young's lattice.
We follow [12] for general Coxeter group notation and terminology. In particular, given a Coxeter system (W , S) and u ∈ W we denote by (u) the length of u in W , with respect to S, and we let D(u) = {s ∈ S: (us) < (u)} be the set of (right) descents of u.
We denote by e the identity of W , and we let
we let W J be the parabolic subgroup generated by J and 
therefore parabolic Kazhdan-Lusztig polynomials of type q are alternating sums of ordinary KazhdanLusztig polynomials. On the other hand, it is known (see Propositions 2.12 and 3.4, and Remark 3.8 in [7] ) that if W J is finite then
Another relation between parabolic and ordinary Kazhdan-Lusztig polynomials is given in [7, 
Our purpose in this paper is to study the parabolic Kazhdan-Lusztig polynomials for the tight quotients of the symmetric group. These quotients have been introduced by Stembridge in [28] who classified them for finite Coxeter groups [28, Theorem 3.8] . For the symmetric group, the non-trivial tight quotients are obtained by taking either
. The parabolic Kazhdan-Lusztig polynomials for the maximal quotients have been studied in [2] . In this paper we complete the study for all tight quotients, generalizing the results in [2] .
Tight quotients and superpartitions
In this section, we explain the connection between the tight quotients of the symmetric groups and superpartitions with fermionic degree equal to 1.
Fix n ∈ P and i ∈ [2, n − 1] and note that, by Proposition 2.6, we have 
Condition (1) )) is a 1-superpartition written as a pair of partitions: as said in the previous section, it is more convenient for us to use the other notation). 
It is easy to construct directly the UD-word associated with v.
. . a n , where
On the other hand, note that 
n and the set of 1-super-
Conversely, given a 1-superpartition (λ, r),
as follows. Let λ k be the circled part of λ (so that r = λ k +k and λ k < λ k+1 ).
Then we set
It is easy to check that the two maps just defined are inverses of each other, so they are bijections. By Proposition 2.6, we have that (v) = |Λ(v)|, since v j = 0 for all j ∈ [i + 1, n]. P As a consequence of Proposition 3.2, we have that the number of 1-superpartitions contained in
The following result is a refinement of Proposition 3.1, and shows how to construct directly the dotted UD-word associated with v.
and the result follows as in the proof of Proposition 3.1. P
The next result shows that the descents of v correspond to the peaks of Λ(v), and describes the effect of multiplying v by a generator 
Proof. This follows from Proposition 3.3, by distinguishing the eight possible cases depending on whether v( j) and v( j + 1) are greater than, equal to, or smaller than i. 
If (1) holds, then, by Proposition 3.3, we have that λ = μ x , for some valley x of μ different from r, and t = r. In this case, the cover relation is weak.
If (2) (1), (2) or (3), so the result follows. P Given two 1-superpartitions (λ, r) and (μ, t), we say that (λ, r) dominates (μ, t) if μ ⊆ λ and, if r < t (resp. r > t), there are no down steps (resp. up steps) of the paths λ and μ, strictly between the two circles, on which the two paths coincide. 
Dyck superpartitions
In this section, we introduce and study the main new combinatorial concept of this work, namely Dyck superpartitions, which plays a fundamental role in the main result.
If (λ, r) and (μ, t) are two 1-superpartitions such that μ ⊆ λ, we call (λ \ μ, r, t) a skew 1-superpartition. We will usually write (λ, r) \ (μ, t) rather than (λ \ μ, r, t).
is admissible with respect to (k, l) if either i k + 1 and j = l + 1, or j l + 1 and i = k + 1. We can now define the main combinatorial concept of this work.
Let (λ, r) \ (μ, t) be a skew 1-superpartition, and θ be the outer border strip of λ \ μ. We define (λ, r) \ (μ, t) to be Dyck in four steps:
We may therefore assume thatr =t. 2. If λ has a peak strictly between r and t then (λ, r) \ (μ, t) is not Dyck.
If λ has no peaks strictly between r and t thent ∈ λ \ μ. Let λ \ μ (1) , . . . , λ \ μ (k) be the connected components of λ \ μ indexed so thatt ∈ λ \ μ (1) . Then:
is Dyck if and only if:
Finally, if λ \ μ is connected, then: (4) and l θ (resp., r θ ) is the valley of λ \ θ immediately below the leftmost (resp., rightmost) cell of θ ; or (ii) θ is not Dyck,r is admissible with respect tot, and λ \ μ t is Dyck.
is Dyck if and only ifr =t.
Let (λ, r) \ (μ, t) be Dyck. We define the depth of (λ, r) \ (μ, t), denoted dp((λ, r) \ (μ, t)), in the following way.
1.
Ifr =t then dp((λ, r) \ (μ, t)) = dp(λ \ μ). 2. Ifr =t and λ \ μ (1) , . . . , λ \ μ (k) are the connected components of λ \ μ indexed as above then dp (λ, r) \ (μ, t) = dp (λ, r) \ μ (1) , t + k i=2 dp λ \ μ (i) .
3.
If λ \ μ is connected and θ is its outer border strip then dp (λ, r) \ (μ, t) = dp
where r has the same meaning as in (4) .
Four examples of Dyck skew 1-superpartitions are shown in Fig. 3 . For all of them, dp((λ, r) \ (μ, t)) = 8.
The following result characterizes Dyck skew 1-superpartitions in terms of Dyck skew partitions and will be used often in the sequel. (1) , t) and λ \ μ (2) , . . . , λ \ μ (k) are Dyck and dp (λ, r) \ (μ, t) = dp (λ, r) \ μ (1) , t + k i=2 dp λ \ μ (i) .
If k > 1 then we conclude by induction that either λ \ μ (1) or λ \ (μ (1) ) t are Dyck and dp (λ \ r) \ μ (1) , t = dp(λ \ μ (1) ), if λ \ μ (1) is Dyck, dp(λ \ (μ (1) 
t is Dyck, and the result follows. We may therefore assume that λ \ μ is connected. Let θ be the outer border strip of λ \ μ. We have two cases to consider.
is Dyck where r has the same meaning as in (4) .
Then, by our induction hypotheses, 
Therefore θ is also the outer border strip of λ \ μ t so, since θ is Dyck, λ \ μ t is Dyck and we are done.
(ii) θ is not Dyck,r is admissible with respect tot, and λ \ μ t is Dyck.
Then λ \ μ t is Dyck and we are done.
Conversely, suppose that λ has no peaks strictly between r and t and that either λ \ μ or λ \ μ t is Dyck. We proceed by induction on |λ \ μ|, the result being easy to check if |λ \ μ| = 0. So assume |λ \ μ| 1. Ifr =t then λ \ μ = λ \ μ t so λ \ μ is Dyck and we are done. We may therefore assume thatr =t. Then, since λ has no peaks strictly between r and t,t ∈ λ \ μ. Let λ \ μ (1) , . . . , λ \ μ (k) be the connected components of λ \ μ indexed so thatt ∈ λ \ μ (1) . Then λ \ μ (2) , . . . , λ \ μ (k) are Dyck and either λ \ μ (1) or λ \ (μ (1) ) t is Dyck. If k > 1 then by our induction hypothesis (λ, r) \ (μ (1) , t) is Dyck and we are done. We may therefore assume that λ \ μ is connected. Let θ be the outer border strip of λ \ μ. We then have two cases to consider.
Then θ is Dyck (for if λ \ μ is not Dyck then λ \ μ t is andt / ∈ θ , so θ is also the outer border strip of λ \ μ t ). We claim that there are no peaks of λ \ θ strictly between r and t. In fact, note first that, since θ is Dyck, the only peaks of λ \ θ that are not peaks of λ are (possibly) l θ − 1 and r θ + 1. If l θ r r θ then l θ < r < r θ so l θ < t < r θ and our claim follows since r = r in this case. If r > r θ then, since λ has no peaks strictly between r and t, andr =t, all the steps of λ between r θ and r are down and l θ t r θ so our claim follows since r = r θ in this case. Similarly if r < l θ . This proves our claim. Hence, by our induction hypotheses, (λ \ θ, r ) \ (μ, t) is Dyck and the result follows.
(ii)t ∈ θ and λ \ μ is not Dyck.
Then λ \ μ t is Dyck and the outer border strip of λ \ μ t is θ \ {t}. Let θ L and θ R be the two connected components of θ \ {t} (possibly one of them is empty). Then θ \ {t} is Dyck so θ L and θ R are Dyck cbs's. Therefore
, where r θ L and l θ R denote the rightmost (resp., leftmost) cell of θ L (resp., θ R ). Hence θ is not Dyck. Furthermore, since λ has no peaks strictly between r and t, we have that all the steps of λ between r and t are up (resp., down) if r t (resp., r t). Hencer is admissible with respect tot and the result follows. P It is useful to know, in the statement of Theorem 4.1, when both λ \ μ and λ \ μ t are Dyck. The following result answers this question, and is used in the proof of the main result of this section. 
Then λ (1) \ μ and λ (1) \ μ t are both Dyck, so, by the induction hypothesis, t is a peak of λ (1) . But this implies that t is also a peak of λ. P Then, the following are equivalent:
Furthermore, if these conditions are satisfied, then
Proof. If x is strictly between r and t, then |y − t| > 1, so t = t. In this case, by Theorem 4.1, none of the four skew 1-superpartitions mentioned in the theorem is Dyck (both λ and λ
x have a peak strictly between r and t), and we are done. Thus we only have to consider two cases: x < r, t (the case x > r, t being similar) and t = x < r (the case r < x = t being similar). Moreover, if λ has a peak different from x strictly between r and t, again none of the four skew 1-superpartitions is Dyck, and we are done. So we may assume that there are no peaks of λ strictly between r and t, which means that the path associated with λ is decreasing (resp. increasing) between the two circles if t < r (resp. r < t).
We will prove that (1) implies (2), (4), and the identities involving the depth and then, conversely, that either (2) or (3) implies (1).
We start with the case x < r, t, for which y = x is a peak of both λ and μ. Suppose that (λ, r) \ (μ, t) is Dyck. Then, by Theorem 4.1, either λ \ μ or λ \ μ t is Dyck. In both cases, λ has no peaks strictly between r and t , since either t = t or t = t − 1.
If λ \ μ is Dyck, then, by Theorem 2.2, λ \ μ x is Dyck, and dp(λ \ μ x ) = dp(λ \ μ) + 1, so by Theorem 4.1 we conclude that (λ, r) \ (μ x , t ) is Dyck and dp((λ, r) \ (μ x , t )) = dp(λ \ μ x ) = dp(λ \ μ) + 1 = dp((λ, r) \ (μ, t)) + 1, as desired.
If λ \ μ t is Dyck then it cannot be t = x + 1, because in this case the peak x of λ is neither a peak nor a valley of μ t , contradicting Proposition 2.1.
x is Dyck and dp(λ \ (μ t )
x ) = dp(λ \ μ
t is Dyck. Therefore,
is Dyck and dp((λ, r) \ (μ x , t )) = dp(λ \ (μ x ) t ) + 1 = dp(λ \ μ t ) + 2 = dp((λ, r) \ (μ, t)) + 1, as desired.
Suppose now that t is a peak of λ. Then t > x + 1, so t = t, and, by Proposition 4.2, both λ \ μ and λ \ μ t are Dyck. Hence, by Theorem 2.2 (applied to λ \ μ and x), exactly one of λ x \ μ and λ x \ μ x is Dyck and dp(λ \ μ) = dp(λ x is Dyck and dp((λ, r) \ (μ, t)) = dp(λ \ μ) = dp(λ x \ μ) − 1 = dp((λ
is Dyck, while dp((λ, r) \ (μ, t)) = dp(λ \ μ) = dp(λ Dyck and dp((λ x , r) \ (μ, t)) = dp(λ x \ μ) = dp(λ \ μ) + 1 = dp((λ, r) \ (μ, t)) + 1. On the other hand,
is not Dyck, since the peak x + 1 of λ x is strictly between t = x and r. If t > x + 1, then t = t and λ x has no peaks strictly between r and t = t. Also, since λ \ μ t is not Dyck, neither x is Dyck, and dp((λ x , r) \ (μ, t)) = dp(λ
Dyck so the result follows from (6). 
t is Dyck and dp λ \ μ t = dp(λ
t is Dyck, dp(λ
t is Dyck. 
t is Dyck, and this implies, as above, that λ \ μ is Dyck and dp((λ, r) \ (μ y , t )) = dp(λ \ μ) + 1 = dp((λ, r) \ (μ, t) x \ μ is Dyck and dp(λ x \ μ) = dp(λ \ μ) − 1. By Theorem 2.2 (applied to λ x \ μ and y),
we have that λ
x \ μ y is Dyck and dp(λ x \ μ y ) = dp(λ x \ μ) + 1. Now note that the peak x + 1 of λ x is strictly between t = x and r, so (λ x , r) \ (μ, t) is not Dyck, whereas λ x has no peaks strictly between t = x + 1 and r, so, by Theorem 4.1, (λ x , r) \ (μ y , t ) is Dyck and dp((λ x , r) \ (μ y , t )) = dp(λ x \ μ y ) = dp(λ \ μ) = dp((λ, r) \ (μ, t)), as desired. We conclude this section with some technical results that we will use in the proof of the main theorem. We first introduce some notation.
Given a partition λ ⊆ (n m ), we denote by d(λ) the length of the Durfee square of λ (largest square partition contained in λ). Note 
is self-conjugate, we set 
Consider the rectangular partition (n m ). If λ ⊆ (min{n, m})
min{n,m} , then we set
where the sum is componentwise. 
where (a, b) is such that
In this case, dp n
There are 3 · 2 min{n,m}−1 such 1-superpartitions (μ, r).
Proof. It is not hard to check, by induction on n 2, that if r ∈ {n − 1, n, n + 1} and μ is of the form (7) 
In particular, dp(((n (a, b, c) , r − n + 3 ∈ (3, 3, 0), 1 , (3, 2, 1), 2 , (3, 2, 1), 4 , (2, 1, 1 
((1, 0, 0), 2)}, and the result again follows.
Furthermore, since s(λ) 3, we have that d(λ)
n − 3. Therefore, dp(((n m−1 , n − 2), n − 1) \ (μ, r)) = 1 if and only if either d(λ) = n − 3 and dp(( (3, 3, 1) , 2) \ ((a, b, c) , r − n + 3)) = 1, or d(λ) = n − 4 and dp (((3, 3, 1) , 2) \ ((a, b, c) , r − n + 3)) = 0. Then, the result follows from the first part. P 
Proof. The proof follows the same line as that of Proposition 4.6, except that (a, b, c) ∈ {(3, 2, 1),
is not Dyck. We omit the details. P 
Proof. It is easy to see that, if (λ, r) satisfies one of the conditions (i), (ii) and (iii), then (λ, r) \ (∅, m) is Dyck. 
In the second case m − 1 and m + 1 are both peaks of λ, so necessarily r = m. P
Parabolic Kazhdan-Lusztig polynomials
In this section, using the results in the two previous ones, we prove our main result (Theorem 5.1) and derive some consequences of it, including the formula for the maximal quotients found in [2] and new identities for the ordinary Kazhdan-Lusztig polynomials and for their leading terms. 
Λ(vs) \ Λ(w) is a Dyck cbs. Thus, in all cases, we conclude that Λ(vs) \ Λ(w) is a Dyck cbs. Since Λ(vs) has a valley at p vs ( j) and Λ(w) has a peak at p w ( j), this implies that p vs
(For simplicity, in this proof we omit to write the superscripts "[n − 1] \ {i − 1, i}" and "q" on the polynomials.)
Note that, by (3),
We have now three cases to consider.
r (u) . Hence, by (10) ,
is not Dyck and the result follows from (9) .
is not Dyck and the result again follows from (9).
(ii) us < u. By Proposition 3.4, Λ(u) has a peak at p u ( j) and the result follows from Theorem 4.4 (applied (9) and our induction hypothesis since, by Proposition 3.
, r(u)) and the result follows immediately from (9), our induction hypothesis, and Theorem 4.4 (applied to 
We have two cases to distinguish. where   (a, b, c) , r(u) − r + 3 ∈ (3, 3, 2), 3 , (3, 3, 1), 2 , (3, 2, 2), 4 , (3, 2, 1), 2 ,   (3, 2, 1), 4 , (3, 1, 1), 3 , (2, 1, 0), 3 , (2, 0, 0), 2 ,   (1, 1, 0), 4 , (1, 0, 0), 2 , (1, 0, 0), 4 , (0, 0, 0) , 3 .
Since these cases are all analogous, we treat only three of them.
Suppose that ((a, b, c) , r(u) − r + 3) = ((1, 0, 0) , 2). Then p u (r − 1) = r so, by Proposition 3.4, us < u and Λ • (us) = (λ↓ (k h ) , r) . Hence, by Propositions 4.5, 4.6 and 4.7, dp(
are not Dyck, and dp(
. Hence, by (11) and our induction hypothesis,
and the result follows. 
are all Dyck, and dp(
. Therefore, by (11) and our induction hypothesis, we have
and the result follows since dp( 
are not, and dp
. Therefore, by (11) and our induction hypothesis,
and the result follows since dp(
are not Dyck, then the result follows immediately from (11) and our induction hypothesis. 
is not Dyck. Therefore, by (11) and our induction hypothesis, we have that
If ((a, b, c) , r(u) − r + 3) = ((3, 2, 0), 1) then, by Proposition 3.4, u > us and, by Proposition 4.7, 
We treat only one of these cases. (3, 3, 2), 3 , (3, 1, 1), 3 , (3, 2, 2), 4 , (3, 1, 0 In view of the geometric interpretation given in [14] of P
would be interesting to have a geometric proof of Theorem 5.1. We note the following simple consequence of Theorem 5.1 which seems to be difficult to prove directly.
Proof. Since (k, k + 1) is a descent of v, it follows from Proposition 3.4 that Λ(v) has a peak at k + 1 (resp., 
(q).
We therefore conclude that is Dyck and dp(Λ • (v) \ Λ • (u)) = dp(Λ(v) \ Λ(u)) so the result follows from Theorem 5.1. P
We conclude by deriving two consequences of our main result for the ordinary Kazhdan-Lusztig polynomials.
The next result follows immediately from (1) and Theorem 5.1 but we feel that it should be stated explicitly. It is of interest to know which Kazhdan-Lusztig polynomials attain the maximum possible degree and, in that case, if the leading coefficient equals 1 (see, e.g., [1, Chap. 6] , [13, 20, 21, 23] (see also [22] ). The result then follows from Theorems 5.1, 4.1 and the definitions of Dyck and depth of a Dyck skew partition. P
