Robustness of complex networks has been studied for decades, with a particular focus on network attack. Research on network repair, on the other hand, has been studied only very lately, given the even higher complexity and absence of an effective evaluation metric. A recently proposed network repair strategy is self-healing: This method aims to repair networks for larger components at a low cost only with local information.
Introduction

1
Many systems can be modeled as complex networks, where nodes represent elements of the system and links represent the relationship between elements. Examples include, but are not limited to, social 1, 2 , economic 3, 4 , traffic [5] [6] [7] , biological 8, 9 and technological networks 10, 11 . Complex networks are often vulnerable under disruptions, e.g., caused by natural disasters or human intentional attacks 12, 13 . Therefore, research on network robustness and resilience has gained significant attention 14, 15 . Most researchers focus on network robustness, aiming to simulate network percolation processes; with the result that networks are often rather vulnerable [16] [17] [18] [19] . One example of a high-impact network failure is the power grid break-up in Northeast of the U.S and parts of Canada on August 14th, 2003, which resulted from only a few power station failures. Another example is the air transportation delay occurred in Beijing on July 21st, 2012 caused by a rainstorm, which led to a widespread cascading failure of air traffic. Small events can leads to wide-ranging (cascading) failures.
Network repair, the inverse problem of network attack, is less studied, albeit the quick recovery of network functionality is a tremendous challenge. During a network disruption, either nodes or links can be attacked. Similarly, for network recovery, new links could be added between unaffected nodes or damaged nodes can be repaired 20, 21 . After a *Corresponding author. Tel.: +86 10 82338036.
E-mail address: wandelt@buaa.edu.cn careful review of relevant research, we find that most researchers choose to attack nodes in a network and repair networks based on adding links. The latter, mostly because adding links between existing nodes should be much easier than building a new node. Under realistic condition, attacked nodes are often disabled forever, or even though they can recover from damage, the process is also very time-consuming, in which period the whole network would be influenced significantly. Therefore, the problem we study here is that under disruption, nodes in the networks would be attacked and that in the recovery process, we generate links between surviving nodes.
In this paper, we discuss a very recently proposed network repair strategy, self-healing 22 . This strategy repairs networks only using local information with the goal to obtain a larger size of the giant component (GC-size) and at the same time limits the cost of the repair. The cost here is defined to be the sum of the shortest path lengths of the added links in the original network and this definition is used in the evaluation section in our paper. However, this twofold goal of self-healing makes it a multi-objective optimization problem. Thus far, the optimality of self-healing has not been analyzed, i.e., the question, how much does the exploitation of local information affect the repair quality? Motivated by this point, we propose a shortest-path related network repair evaluation metric. The new evaluation metric is based on the shortest path length (SPL) of all node pairs in the network. In the new evaluation metric, the shortest path length between two nodes from different components is defined, since in traditional complex network theory, the shortest path length exists only between two connected nodes, no matter they are connected directly or indirectly. Besides, because of its constraint that only local information is needed, self-healing may not guarantee the repair quality. To assess the limitation of self-healing, global information is exploited in a new greedy ranking repair strategy. Experiments on real-world and random networks show that the new metric can evaluate the optimality of self-healing very well, and that the greedy ranking repair strategy restores networks' functionality in terms of the new metric.
The major contributions of this paper are summarized as follows: 1. We discuss the optimality of a recent network repair strategy, self-healing. Motivated by the limitation of self-healing, we create a new shortest-path related evaluation metric of network repair, which can measure the connectivity between all node pairs. 2. Based on the new evaluation metric, we propose a greedy ranking repair strategy, and provide an efficient implementation. 3. We evaluate the optimality of self-healing and the effectiveness of our strategy on six real-world networks and three kinds of random networks. Our results show that self-healing's optimality can be substantially improved in terms of the new metric. This paper is structured as follows. In Section 2, we introduce the recently proposed network repair strategy self-healing. The limitation of this repair strategy is also discussed in this section. In Section 3, evaluation metrics of network repair are presented. A new evaluation metric and a greedy ranking strategy are proposed, and we make an improvement on the general strategy. In Section 4, both the optimality of self-healing and the effectiveness of our strategy are evaluated on six different real-world networks and three kinds of random networks. The conclusion and future work of this paper are presented in Section 5. 2 In this section, both the details and limitation of self-healing will be discussed. Introduction of self-healing i s presented in Section 2.1. The limitation is classified into three aspects: non-deterministic network repair (S ection 2.2); constraints of local information and shortest path length (Section 2.3); redundancy of ineffective links (Section 2.4)
Self healing
Introduction of self-healing
Self-healing is a very recently proposed strategy to repair complex networks. This strategy detects the level of the damage only relying on local information accessible to each node (its degree), and makes new connections with low cost. Therefore, in self-healing, each surviving node decides by itself whether it needs to generate a new link with another node. The process of self-healing can be divided into three parts:
1 Figure 1 , the process of self-healing on an example network is shown. Figure 1 An obvious advantage of self-healing is that it can repair networks very fast because only local information is needed. However, at a cost of the good response speed, the quantity of self-healing could not be guaranteed in terms of its evaluation metrics. 
Non-deterministic network repair
Because of the limitation of self-healing, when one node decides to generate a new link, it can only select a surviving node randomly from the network. This selection criterion leads to very non-deterministic results, which make it confusing to identify whether a result is effective or not. To prove the randomness of self-healing, self-healing is evaluated on the same network (celegansneural, introduced in Section 4.1) for ten times to see how unstable the number of links and cost of the repair are, when the attack range changes. Here the attack range means the percentage of the attacked nodes' number to the total original network nodes' number, and the rest of this paper uses attack range with the same meaning.
Self-healing repairs the same network (celegansneural) for ten times when the attack range varies from 0 to 50%, and the results are shown in Figure 2 . The results are considerably non-deterministic, and the extreme range of the results is more than 25%. As we can see from the figures, both in terms of the number of links and the repair cost, the range of the evaluation results increases with larger attack range. Since different evaluations of self-healing may get very different repair decisions, it is not convincing for practical application. 
Constraints of local information and short path length
Though only relying on local information is the superiority of self-healing, the absence of global informa tion should influence the effectiveness of the repair significantly. As we can see in Figure 1 , even in this v ery small network, self-healing could not guarantee its effectiveness. Without global information, each node may not recognize which nodes are more important to be linked. Therefore, only local information is not en ough for a satisfying repair quality, and global information is necessary.
Redundancy of ineffective links
Since self-healing aims to repair a network for a larger GC-size at a low cost, it can be seen as a redundant link if the nodes of this link are already in the same component. This kind of links cannot increase the GC-size of the network. In other words, the resource of this link could be used in a more effective way. To show this deficiency of self-healing, it is used to repair two real-world networks (adjnoun and celegansneural, introduced in Section 4.1) to see the percentage of redundant links. Figure 3 is the evaluation results of self-healing on two different networks, one containing 112 nodes and another with 297 nodes (adjnoun and celegansneural). The charts both show the percentage of redundant links when the attack range varies from 0 to 50%. As the charts report, self-healing in both networks generates a high percent of re-dundant links. In the first network with 112 nodes, the percentage of redundant links can be up to 100% of the total added links and only two points are below 10%. From 0 to 25% of the attack, nearly all the percentage of redundant links is more than 70%. Regarding another network with 297 nodes, nearly 80% of the first 50% attacks have more than 60% redundant links. Though the redundancy may strengthen the connectivity of some connected components, this is not the goal of self-healing, while its goal should be larger GC-size and low cost.
Greedy ranking repair strategy
Considering the limitation of self-healing discussed in Section 2, we attribute the unsatisfying results to the evaluation metrics used and the absence of global information. To simplify the problem, we want to modify the multi-objective optimization problem into a single-objective one. Therefore, in this section, we first concentrate on a new evaluation metric for network repair, and during the repair process each node should get global information. Based on the new evaluation metric, a greedy ranking repair strategy and an improvement on the strategy are proposed. 
Consideration on evaluation metrics
First and naturally, one part, GC-size, is selected from the evaluation metrics of self-healing. When the ev aluation metric is only GC-size, there is the optimal repair strategy, and the number of added links should b e the number of components minus one. Links only need to be generated between components with the larg est two GC-sizes after each repair of one link. For instance, Figure 4 shows the optimal repair process base d on GC-size. In Figure 4 (c) a series of components are sorted according to their sizes. If the network is supposed to be repaired for larger GC-size, links only need to be generated between each component, and a fter adding only three links such as the orange dashed shown in Figure 4 (d), the network would be fully c onnected. Even though the network is fully connected, the functionality of the network may not recover fro m damage. For example, in terms of the shortest path length of some node pairs which can represent the ef ficiency of the network, the shortest path length of node m and node e could at most be 7 with optimal G C-size repair strategy, while the network only has 11 nodes totally. Besides, there could be varieties of repai r strategies to make the network fully connected, but the functionality of the network would be quite differe nt when different links are generated, which also makes it confusing to determine the optimal repair strateg y.
Secondly, we consider to using the average shortest path length to be the evaluation metric. However, as the traditional definition in complex network theory, the shortest path length is only defined between two connected nodes. After some attempts on evaluation metrics, we come up with the total connectivity of the network to be the evaluation metric, which includes the influence of all the connections of node pairs in the network, no matter they are connected or disconnected. The connection of two connected is defined to be the shortest path length, while the connection between two disconnected nodes to be a constant. Considering that the definition should correspond to the reality, this kind of connection should not be shorter than or equal to the diameter of the original network, because if so, transportation between these two nodes would be achieved by other ways instead of this network before attack. Thus, we set the connection of two nodes from different components to be: ( , ) Connection n n means the connection between 1 n and 2 n . Though the formulation of the new metric is all related to the connection in the network, the new metric is indeed influenced by the GC-size of the network. Because the connection between two unconnected nodes is longer than the diameter of original network, which should be much larger than two nodes' SPL from one component of an attacked network, if there are two relatively large components in the network, the optimal repair link would be one between these two components to change many connections between components into connections within the same component. Since the new evaluation metric can also stand for the efficiency of a network, it conforms to realistic requirements. In addition, we want to concern on the average shortest path length (ASPL) as well as the GC-size. Since the shortest path length is defined in a fully connected network, we can only use the average shortest path length of the giant component to represent that of the whole network. Because of the different measurement units, the values of both GC-size and average shortest path length should be normalized. Therefore, we make a weighted sum of these two normalized values to be the evaluation metric as follows:
where 1
w and 2 w are the weights of GC-size and ASPL respectively. It is easy to normalize GC-size since the value is already between 0 and 1, while the process of the normalization for ASPL is quite difficult. The maximum of ASPL could not be determined easily. If the maximum is changed according to different topological structures, it is obviously unfair for different kinds of repair strategies, because for a network with a fix number of nodes, the maximum should be the same. Finally, we set the value to be  
/ 3 n 
, where n is the number of nodes in the network. This value is calculated according to the worst situation in terms of ASPL for a network of n nodes, which is a line network, and the ASPL of a line network with n nodes is   1 / 3 n  . However, after some evaluations of this metric, we found that the ASPL influences so much on the weighted sum that the optimal repair strategy of this evaluation metric nearly repairs networks only for the smallest ASPL of the giant component, which would ignore GC-size. After the considerations on the evaluation metrics, we select the total connectivity to assess the quality of network repair.
Greedy ranking repair strategy based on total connectivity
After confirming our new evaluation metric, we consider to propose a new network repair strategy, which would behave well in terms of the new metric. The problem to be solved then is that when we want to generate a fixed number of links to an attacked network, which links should be generated to make the total connectivity of the network minimum. However, obtaining the optimal solution to this problem is NP-hard. For a network containing n nodes, if we want to generate m links to make the total connectivity to be minimum, the computation complexity to get the optimal result is   For each combination, the total connectivity needs to be computed to check its effectiveness. Computing the total connectivity needs to consider all node pairs in the network, so the order of magnitude to compute the total connectivity for one time is 2 n . Therefore, the computation complexity to get the optimal result is   We have tried to find the optimal results for a very small network (karate, introduced in Section 4.1) containing 34 nodes at the length of 4 optimal links, whose running time is already nearly 6 hours.
Forced by the long running time, we propose a greedy ranking repair strategy to get a relatively optimal solution to the problem. In the greedy ranking repair strategy, we divide the problem of m optimal links into m separated selections of one optimal link. Therefore, when m links are supposed to be generated in a network, we first sort all the candidate links according to the metric values (total connectivity) of the network with the specific one candidate link. Then we add the optimal one link to the network, and refresh the candidate links. We redo the two preceding steps until we finally add m links to the network. The computation complexity of this greedy ranking repair strategy is
On . This value can be derived as follows:
For each one optimal link, 2 n l        candidate links need to be compared (the order of magnitude is 2 n ). For each one candidate link, the total connectivity of the network with the candidate link should be computed for one time, and the order of magnitude to compute the total connectivity for one time is On .
In our repair strategy, we do not calculate all node pairs' connectivity because the software package used has an efficient method to get the average shortest path length (ASPL) of each component in the network. Thus, we calculate the total connectivity according to the formulation as follows: is the diameter of the original network, which is used for the connection between two unconnected nodes in the network. In order to make the process of the greedy ranking repair strategy more clear, the pseudo code is presented in Algorithm 1. In this paper, all shortest path lengths are computed with NetworkX 1.9.1, which is a Python library for studying graphs and networks
Speed-up greedy ranking repair strategy
Though the greedy ranking repair strategy is much faster than the real optimal repair strategy, the computation complexity is still need to be optimized. The most natural idea to simplify the strategy is to avoid some tries on obviously ineffective links. Because the greedy ranking repair strategy needs to consider all node pairs in the network, we try to avoid some links, which can be easily identified not in the optimal repair links. In this speed-up strategy, we check the candidate links in order, and record the best one link and the total connectivity with this temporary best one link. When we check a new link, we estimate the upper-bound effectiveness of this new link to the whole network, and if this new link is better than the temporary best one, we compute the total connectivity of the network with this new link to check whether this new link is really better than that one.
The pseudo code of the speed-up strategy is shown as follows. The process of the strategy is divided into three parts: compute total connectivity of a network, Algorithm 2; select the best one link to be added, Algorithm 3; select fixed number of best links, Algorithm 4. The improvement of speed-up strategy comes from the second part.
Limited by the formulation of the effectiveness' upper-bound estimation, the speed-up strategy can only avoid some redundant computation before the network is fully connected. Because all links need to be checked before its effectiveness is really evaluated, the running time would be a bit longer than that of greedy ranking repair strategy after the network is fully connected. More improvement on the strategy in terms of computation complexity is our future work. 
Effectiveness of greedy ranking repair strategy on a small example network
Because the speed-up strategy only avoids some links with poor effectiveness, the results of greedy ranking repair strategy and speed-up strategy are the same. Figure 5 shows the best three links with our repair strategy on the small attacked example network used in Section 2. The orange links are the added links. We can see that even though our evaluation metric is the total connectivity, the repair in this example network is also the optimal repair in terms of GC-size, which confirms that the new links between components are also important in terms of our metric Table 1 : Basic properties for the 6 networks used in our study. ASPL stands for average shortest path length. CC represents cluster coefficient. Figure 6 : Real-world networks used in the evaluation. The size of nodes is proportional to its degree in the network. The graph layout was created with the force-directed algorithm Fruchterman-Reingold.
Experimental evaluation
In this section, the optimality of self-healing and the effectiveness of the greedy ranking repair strategy are compared on six real-world networks and three kinds of random networks. The attack strategy during disruption is chosen according to degree, which means nodes with higher degree are attacked first. The relation between total connectivity and number of added links and that between total connectivity and cost of the repair are discussed in this section. In addition to the effectiveness of each strategy, the running time of each strategy is also reported at the end of each type of networks. All experiments are conducted on a laptop with Intel(R) Core(TM) i7-4610M CPU @ 3.00GHz processor and 4.00GB main memory. All implementations of network repair strategies were implemented in Python on Fedora 23. Figure 7 : All figures show the total connectivity when the number of added links changes. Greedy ranking repair strategy and self-healing are evaluated on six real-world networks at two different attack ranges. Blue points represent the results of greedy ranking repair strategy. Self-healing is evaluated for 1000 times, and the gray points are the self-healing results. The red points are the averages of the results of self-healing. The upper bound of greedy strategy's link number is determined according to upper bound of self-healing's link number on the same network for 1000 times. Table 1shows basic properties of the 6 real-world networks used in our study and Figure 6 are the visualizations of the 6 networks, where the size of a node is proportional to its degree. All networks are available for downloading at https://networkdata.ics.uci.edu/index.php. We can see from the table and figures that the structures of these 6 networks are quite diverse To evaluate the optimality of self-healing and the effectiveness of greedy ranking strategy, we attack two different numbers of nodes on each of the 6 real-world networks and then repair them with both strategies. For self-healing, we change the parameters of self-healing and record all the results for 1000 executions, given that the outcome of self healing is non-deterministic. We vary parameter c q from 0.1 to 0.9, and at the same time, vary max r from 2 to 5.
Evaluation on real-world networks
For the greedy ranking repair strategy, we gradually increase the number of to be added links. The upper bound of greedy strategy's link number is fixed to the maximum of self-healing's link number on the same network. Figure 7 reports the total connectivity as the number of added links changes. As we can see from the figure, in terms of number of added links and the total connectivity, the greedy ranking repair strategy obtains much better results than self-healing. For all 12 scenarios of our 6 networks, greedy ranking repair strategy's total connectivity is less than self-healing. Nearly for all the networks, greedy ranking repair strategy's total connectivity decreases sharply in the first stage, and when the number of added links become similar to the high-parameter ( max 0.8, 4 c r q  ) self-healing results' link numbers, the slope of the total connectivity decreases. The large ranges of self-healing results also underline its strong non-deterministic behavior. It should be noted that in football network, the results of self-healing and greedy ranking repair strategy are very close, because the dense of football network is pretty high and even optimal results cannot decrease the total connectivity a lot. Figure 8 : All figures show the total connectivity when the cost of added links changes. Greedy ranking repair strategy and self-healing are evaluated on six real-world networks at two different attack ranges. Blue points represent the results of greedy ranking repair strategy. Self-healing is evaluated for 1000 times, and the gray points are the self-healing results. The red points are the averages of the results of self-healing. The upper bound of greedy strategy's link number is determined according to upper bound of self-healing's link number on the same network for 1000 times. Table 2 : All running time for one link with greedy ranking repair strategy and running time of self-healing Figure 8 shows the relation between the cost and total connectivity of both self-healing and greedy ranking repair strategy's results. As we can see, though the goal of our network repair strategy is not related to the cost of the repair, greedy ranking repair strategy's results are also better than self-healing's results in terms of cost, because more information is used. In terms of repair cost, self-healing' results are much more stable than those in terms of link numbers.
When it comes to running time, because the running time of greedy ranking repair strategy is almost linear as the increase of link numbers, the running time of only one added link with greedy ranking repair strategy is shown. Table  2 reports all the running time of one link in all networks with greedy ranking repair strategy and running time of self-healing. Self-healing has a big advantage in terms of running time compared with greedy ranking repair strategy. Figure 9 : All figures show the total connectivity when the number of added links changes. Greedy ranking repair strategy and self-healing are evaluated on six real-world networks at two different attack ranges. Blue points represent the results of greedy ranking repair strategy. Self-healing is evaluated for 1000 times, and the gray points are the self-healing results. The red points are the averages of the results of self-healing. The upper bound of greedy strategy's link number is determined according to upper bound of self-healing's link number on the same network for 1000 executions. For the WS networks, because most connections between surviving nodes are longer than max r , self-healing could not generate many links even with relatively high probabilities.
Evaluation on random networks: ER, BA, WS
In this part, the repair strategies are evaluated on three types of random networks (ER, BA and WS). For each type of random network, we set node number to be 100 and for each network the attack ranges are 20% and 30%. The introduction of these three types of random networks is following:
1. Erdos-Renyi network (ER). In our experiment, we choose the ( , ) G n p model. In this model, the network consists of n nodes, which is connected randomly. Each edge is linked in the network with probability p independent from every other edge. And all networks with n nodes and m edges here have equal probability:
In our evaluation, we set p to be 5%, 10% and 15%.
2. Barabasi-Albert network (BA). BA network, whose degree distribution follows a power law, is absolutely different from ER network. In this network model, there are also 2 parameters in it: n (number of nodes) and m (number of edges generated by one new node). The new added node has a linear preferental ()
where ki means degree of node i. In our evaluation, the parameter m is 2, 3 and 4 respectively. 3. Watts-Strogatz network (WS). In WS network model, there are 3 parameters in it: n (number of nodes), m (initial number of each node's neighbors) and p (probability of each node rewiring). We set m to be 2 and p to be 10%, 20% and 30% in our evaluation. Similar to the evaluation on real-world networks, Figure 9 shows the total connectivity as link number differs. Under all conditions of random networks, greedy ranking repair strategy's results are better than self-healing. We can see that for ER networks, when the parameter setting is 10 or 15, which means each edge is linked with probability of 10% or 15% in the network, the trends of the two strategies' results are similar to that of football network, because these two parameter settings make the networks' dense so high that even the optimal repair could not decrease the total connectivity a lot. For WS networks, because the attacked networks have many components and the connection between components is pretty long (nearly all the candidate links' distance is longer than the threshold max r ), self-healing can hardly decrease the total connectivity. This point also highlights that only local information cannot repair networks effectively. Figure 10 reports the total connectivity as the cost changes. Greedy ranking repair strategy behaves better even in terms of cost, which is similar to the results of real-world networks. As shown in the WS networks, because of the constraints of self-healing, even with large parameters, it cannot decrease the total connectivity a lot.
Running time of random networks is shown in the way similar to that of real-world networks. Since the running time of greedy ranking strategy in random networks is still linear to the number of links, the running time of only one link with our strategy for each network is shown in Table 3 . Because the WS networks have more components, speed-up strategy is more effective in these networks in terms of running time.
Conclusions and Future Work
In this paper, we discussed the recently proposed network repair strategy self-healing and its optimality. Motivated by the limitation of this strategy, a new metric is devised to evaluate network repair process and, according to this metric, a greedy ranking repair strategy and an improvement on the strategy are designed. The optimality of self-healing and the effectiveness of our strategy were evaluated on six real-world networks and three types of random networks with different parameters. Our results show that self-healing can be significantly improved by exploiting global information. This leads towards an interesting sweep point for research between local and globally optimal repair. Table 4 reports the effectiveness of self healing for real-world networks. The value we choose to compare in this table is the area between the trend line of the connectivity value and x-axis, which is the accumulated effectiveness of the strategy. As the table shows, the results are recorded as original connectivity, greedy ranking connectivity and self-healing connectivity. Each value represents the area between the trend line of the connectivity points and the x-axis, while the connectivity points of self-healing are the average values of 1000-time executions. The ranges of all these three kinds of area on the x-axis are the maximums of the self-healing link numbers. Therefore, the unit of these values is " * number connectivity ". The red digits represent improvement, defined as follows: Im (%) ( ) /( ) provement SelfHealingConnectivity GreedyConnectivity OriginalConnectivity GreedyConnectivity  
The value of Im (%) provement should be between 0% and 100%. When Im (%) provement is close to 100%, it means that self-healing repairs the network ineffectively; when Im (%) provement is close to 0%, it means that self-healing's result is nearly optimal. It is shown that all values of the improvement are more than 40% in the 12 networks; 6 of them are more than 50%; 2 of them are more than 60%. The results show that self-healing's optimality can be improved significantly, by possibly exploiting non-local information. In conclusion, this paper leads to an effective evaluation metric on network repair, and sheds light on optimality of network repair strategies. Table 4 : Accumulated effectiveness of greedy ranking repair strategy and self-healing is shown. The self-healing connectivity is obtained by the average values of 1000-time results. And the red digits means the improvement our strategy make beyond self-healing.
Air transport networks are often vulnerable against emergencies or extreme weather, which are impractical to escape from. Therefore, an effective and efficient repair strategy is significantly important for the transport networks to restore their function. This paper developed an evaluation metric to assess the functionality of the networks and presented a greedy ranking strategy to help networks heal from the damages.
Our work can be improved in the following aspects: 1. Our current greedy ranking repair strategy checks all the candidate links, but only one link would be selected once, so there is no need to try each candidate link. Though the speed-up ranking strategy can avoid some ineffective links, but the speed-up process is only effective before the network is fully connected. Therefore, we have two choices to avoid more links: a) make a more accurate estimation formulation, because current estimation formulation is very natural to come up with; b) develop another technique for recognizing ineffective candidate links after the network is fully connected. 2. Simplify the criterion when evaluating each candidate link. For current strategy, the criterion is to calculate the total connectivity after adding the candidate links. Since most of current running time is spent on this process, if we want to improve the running time of our strategy, the criterion must be simplified. Therefore, we will try to find a new criterion with similar effectiveness of the total connectivity, but with significantly reduced computation complexity.
