The purpose of this paper is to derive the stochastic expansion of self-normalized-residual functionals stemming from a class of diffusion type processes observed at high frequency, where total observing period may or may not tend to infinity. The result enables us to construct some explicit statistics for goodness of fit tests, consistent against "presence of a jump component" and "diffusion-coefficient misspecification"; then, the acceptance of the null hypothesis may serve as a collateral evidence for using the diffusion type model. Especially, our test procedure clarifies how to remove the bias caused by plugging in a diffusion-coefficient estimator.
Introduction
Statistical model diagnostics are often done through suitable residual statistics. What we address in this paper is to derive a stochastic expansion of self-normalized-residual functionals related to a class of diffusion type models observed at high frequency. Our main result enables us to perform handy goodness of fit tests.
We begin with background of the present study, with mentioning some previous related works. Consider parametric estimation problem of the diffusion model dX t D a.X t ;˛/dt C b.X t ;ˇ/dw t ;
where the coefficients .a; b/ is supposed to be known except for the finite-dimensional parameter Â WD .˛;ˇ/ 2 ‚ R p , based on a discrete-time sample .X 0 ; X t n 1
; X t n 2
; : : : ; X t n n / with t n i D ih n for the sampling step size h n ! 0. What we really have over the interval OE0; T n , where T n WD t n n , is just an Euler-Maruyama approximation process
In principle, the process X .n/ can be defined for any process X , and sample paths of X n are piecewise constant and right-continuous ( Figure 1) . A fundamental statistical problem is to estimate Â based on the sample .X .n/ t W t 2 OE0; T n /, for which we know several results.
Suppose that nh 2 n ! 0 and that there exists a true value of Â 0 2 ‚. Then there exist several results concerning how to construct an p n-consistent estimator of Â 0 . The most important one is the Gaussian QuasiMaximum Likelihood Estimator (GQMLE) defined to be any O Â n D . Ǫ n ; Ǒ n / 2 argmax M with . I ; †/ denoting the Gaussian density with mean vector and covariance matrix †, and b˝2 WD bb L X ih n jX .i 1/h n D x N x C h n a.x;˛0/; h n b˝2.x;ˇ0/ :
Under the ergodicity of X as well as regularity conditions on .a; b/, the GQMLE can be asymptotically normal and efficient with the optimal rates (of regular estimators) p nh n and p n for˛andˇ, respectively (cf. [8] and [14] , and also [27] as well as the references therein); this means that we can estimate the true value ofˇmore quickly than that of˛. Under weaker assumption nh p n ! 0 for some p 2, [27] proposed some adaptive estimation procedures, which exhibits computational stability in optimizing the quasi-likelihood function M ? n , and derived the convergence of moments in addition to the asymptotic normality; the optimal rate in estimating .˛;ˇ/ is the same as above; see also [28, 29] . Furthermore, the GQMLE admits a variant: any O Â n 2 argmax M n , where
log X t i I X t i 1 ; h n b˝2.X t i 1 ; Â/ :
This contrast function can be used for X of the form dX t D a.X t /dt C b.X t ; Â /dw t ;
where the drift coefficient a is now regarded as an unknown nuisance element. The drift coefficient can be even more general if, for example, nh n Á 1, so that X is not even Markovian. Under suitable conditions, the GQMLE via M n is p n-consistent, and even asymptotically mixed normal; cf. [7] . As seen above, the p n-consistency in estimating diffusion coefficient is nowadays a well established fact with which, together with specific distributional results, we can proceed to conventional statistical analyses such as prediction problem.
We have to be careful, though. The p n-consistency of diffusion-coefficient estimation with the GQMLE, hence the asymptotic efficiency in estimation, can be broken by several kinds of model misplacement. Let us mention below two of them.
Presence of any jump component in the driving Lévy process.
Suppose the driving Wiener process w is extended to have jumps: dX t D a.X t ;˛/dt C b.X t ;ˇ/dZ t ;
where Z is a a centered Lévy process having the unit covariance matrix at time 1; we refer the readers to [23] for a systematic account of Lévy processes. In [19, 20] , we revealed that the local Gaussian approximation of the same form as in (3) can still lead to an asymptotically normally distributed estimator when T n ! 1 as n ! 1, however, the rate of convergence being the slower p T n . That is to say, the presence of a jump component in the driving noise process can slow down the diffusion-coefficient estimation, and in particular, e.g, the GQMLE becomes invalid as soon as lim sup n T n < 1. See [19, 20] for details of the asymptotic behavior of the GQMLE for (5), or, more generally,
where J is a centered pure-jump Lévy process.
A pure-jump X may visually look like a diffusion process, when connecting discrete-time sample by segments. Figure 2 shows typical sample paths of X of (5), where the driving Z is set to be a Wiener process or a pure-jump Lévy process such that L.Z 1 / is the centered symmetric normal inverse Gaussian distribution (see [2] ) with the probability density
with values ı D 5; 10, and 20, where K 1 denotes the modified Bessel function of third kind with index 1. In this case, we can prove that L.Z 1 / tends in total variation to the standard normal distribution as ı ! 1. Figure 2: Sample-path plots of a stochastic process X of (5), where Z is a Wiener process or a normal inverse Gaussian Lévy process.
When dealing with "wild" data where observed time series sometimes exhibits sudden big fluctuations, we can do a "pre-cleaning" of a data set by removing data with the biggest increment in absolute value, after detecting the presence of jumps. As a result, estimation performance via a diffusion type model would get more stable and reliable.
Misspecification of the diffusion coefficient.
Recently, [26] revealed the following interesting phenomenon: when using the Gaussian quasi-likelihood function M ? n in estimating X of (1) under misspecification of the diffusion coefficient, the p n-consistency no longer holds true; here, the misspecification means that x 7 ! b.x;ˇ/ does not coincide with the true diffusion coefficient for everyˇin the parameter space ofˇ. In this case, M ? n can be used to estimate the quasi-true value ofˇ, which minimizes certain divergence between the true data-generating model and statistical model (1), the resulting rate of convergence being the slower p T n as before.
In either case, using the p n-rate results on the diffusion-coefficient estimation may result in a wrong statistical decision or serious prediction inaccuracy.
From statistical point of view, it is desired to have a goodness of fit test procedure which settles the model misplacement problem we have seen above. Let us mention some previous studies on this issue.
When T n ! 1.
As for jump detection, we know the jump-detection filter approach, cf. [24, 25] and the references therein. Jump-detection statistics must be powerful tool when the threshold is suitably chosen. However, the threshold tuning parameters involved are often not so straightforward to optimize. This more or less diminishes its practical utility. Indeed, [24] demonstrated that an inappropriate choice of the threshold can cause seriously bad estimation performance.
We emphasize that, apart from the jump-filtering approach, not much is known about practical tools for detecting such model misplacement in the large-time asymptotic. We refer the reader to [17] for the asymptotic behavior of Jarque-Bera type statistics of ergodic stochastic differential equation models of the form
where Z is a Lévy process, providing a practical goodness of fit test statistics detecting any jump component. This approach was later extended to deal with the more general setup (5) in the in the subsequent paper [19] , where it has been revealed that the state dependence of the dispersion coefficient b requires a kind of bias correction of the test statistics.
Of course, if we presuppose that the model has a.s. continuous sample paths, the filtering approach in principle does nothing for the diffusion-coefficient misspecification problem.
When lim sup n T n < 1.
In this case, there is a large literature on jump detection through the use of several kinds of multipowervariation statistics. Because long-time behavior of the model is then no longer relevant and only localin-time variation of the process comes into the picture, the bounded-T n asymptotics typically allows us to deal with a rather general Itô semimartingale model of the form, e.g.,
where denotes the random measure characterizing the jumps of X and Q is its predictably compensated version; see [11] for a comprehensive account of asymptotic behavior of power variations. For example, we refer to [1] , [3] , [22] as well as the references therein, to mention just a few of them. For a diffusion type process, [6] considered a goodness-of-fit test for the diffusion coefficient function based on a predictably weighted power variation statistics.
Unfortunately, it is not so obvious whether or not the methodologies keep to hold even when T n ! 1; in this case, it should be essential to specify or suppose how the model behaves over a long period of time.
Now, the primary aim of this paper is to propose a test statistics for detecting both presence of a jump component and diffusion-coefficient misspecification simultaneously within a more general model framework than (4) . We are concerned here with a class of functionals of the self-normalized residuals, extending and refining the previous results [17] and [19] . The asymptotic behavior of self-normalized processes has been extensively investigated in the literature of applied probability; we refer the reader to the recent monograph [5] for a systematic account on this subject. It will be seen that the self-normalized residuals work well in our framework to produce an asymptotically model-free result under the null hypothesis of a diffusion-type process, providing a practical recipe for a goodness of fit test.
Section 2 presents our model setup. In Section 3, we obtain the fundamental stochastic expansion, which provides the asymptotic null distribution of our statistics. Finally, we provide some consistency results for our goodness of fit test procedure in Section 4.
We end this section with some notation and conventions. Throughout this paper, asymptotics are taken for n ! 1 unless otherwise mentioned, and the following notation is used.
The r-dimensional identity matrix is denoted by I r . @ m a stands for the bundled mth partial differential operator with respect to a vector-valued variable a D ¹a .i/ º. Whenever no confusion arises, we abbreviate @ m .k/ as @ .k/ for the partial differentiation with respect to the kth variable.
We will often use the multilinear-form notation:
The correspondences of indices of M and u k will be clear from each context. Some of u k may be missing in "M OEu 1 ; : : : ; u K ", so that the resulting form again defines a multilinear form; for example, M OEu 3 ; : : 
Model description and assumptions
Our basic model setup is as follows. We are given a filtered probability space . ; F; F D .F t / t2R C ; P /, on which defined is the d -dimensional stochastic process
where: X 0 is an F 0 -measurable random variable; w is the r-dimensional standard Wiener process independent of X 0 ; A is a càdlàg adapted R d -valued process; Y is an adapted càdlàg R d 0 -valued process, whose sample paths will be supposed to be smooth enough;
d˝Rr is a measurable function; finally, the process Z is an adapted process possibly depending on .w; X; Y /. The process Y may be regarded as an extraneous randomness driving time evolution of X .
We suppose that a discrete-time sample
is available, where the sampling time points t n i fulfil that, for simplicity, t 
while T n may or may not be bounded. Suppose that T n is non-decreasing and T WD lim n!1 T n exist (possibly 1).
From now on, we will often suppress the sample size "n" from notation, such as t i D t n i and h D h n ; this common rule of notation will be applied to most variables appearing in what follows. We will write:
for an array . ni / of random variables and a real sequence .a n /; and
We now impose basic assumptions on the underlying data-generating model (6).
Assumption 2.1 (Regularity on the data generating model (6)).
2. Especially when Z Á 0, we have
For example, we may take Y t D t, for which (6) has a time-inhomogeneous diffusion coefficient, although this may be stringent in case where T n ! 1, because the long-time behavior of X then becomes somewhat cumbersome. Observe that under Assumption 2.1, if Z Á 0, we also have
For the data generating process (6), we consider the partly parametrized model of the form
where: a is a càdlàg adapted
p is a bounded convex domain; and the other ingredients are the same as in (6). (10)).
Assumption 2.2 (Regularity of the statistical model
1. The function .x; Â / 7 ! b.x; y; Â / is of class
‚/ for each y, and inf x;y;Â jb > b.x; y; Â/j > 0.
Remark 2.3. We remark that several extensions of the model setup would be possible.
The equidistant sampling is put just for simplicity of exposition and is not essential. It can be relaxed to some extent as long as 0 Á t 0 < t 1 < < t n with max i Än .
Furthermore, a relaxation of the conditions on Y would be possible in compensation for more specific structural assumption on Y ; e.g. if Y is a diffusion process with a specified coefficients, then we would be able to explicitly incorporate the concrete structure into the stochastic expansion of O i around i (see the proof of Theorem 3.1).
It is not essential that the state space of X is the whole R d , which we implicitly supposed. For instance, we have no essential change in the proofs of main results when there exists a domain S X¨R d such that P .X t 2 S X for each t 2 R C / D 1.
We now consider testing hypothesis
(read "OE0; T " as "OE0; 1/" if T D 1) against the complement hypothesis: "not H 0 ", i.e.
That is to say, we want to test whether or not the underlying model is a diffusion-type model with a correctly specified diffusion coefficient, against either misspecification of the diffusion coefficient or presence of a "contaminating" component Z. It will be seen that our test statistics introduced later can be used to detect, at least, diffusion-coefficient misspecification and presence of jump component at once under both T n ! 1 and lim sup n T n < 1. Nevertheless, we should keep in mind that the test, when rejecting the null hypothesis, does not directly tell us which one is, or both, the power source.
For convenience of notation, we let 
Based on the available sample .X t i / iÄn , we consider a class of "residual" statistics of the form
where O Â n is a .X t i W i Ä n/-measurable random mapping. In the forthcoming result, the mapping O Â n under H 0 may be any p n-consistent estimator of Â 0 .
Remark 2.4. Obviously, the form of O i in (13) leaves local-mean adjustment out of consideration. A more natural form of the residuals would be
where O m 1 ; : : : ; O m n should be .X t i W i Ä n/-measurable. It will be seen that, under the condition (7), we may indeed ignore local-drift effect, i.e. we may set O m i Á 0; as is well known, this is due to the fact that the fluctuation in small time caused by the diffusion term B is more active than that caused by the drift term A. Nevertheless, if the rate of h ! 0 gets slower (e.g., nh q ! 0 only for some q > 2), we would need to incorporate more refined adjustments of both drift and diffusion parts in the construction of the residuals; see Kessler [14] , and also Uchida and Yoshida [27] , how to construct an asymptotically efficient explicit estimator in such cases. We note that it is possible to deal with (14) in our framework with some additional mild conditions on O m i .
We observe the formal approximation for small h under H 0 :
If O Â n gets close to the true value Â 0 , the residual sequence .O i / is expected to asymptotically behave like an i.i.d. N r .0; I r /-random variables . i /, where
and then define the self-normalized residuals:
where O S 1=2 n denotes the symmetric positive-definite square root matrix of O S 1 n ; it will be seen that O S n p ! I r under H 0 , so that O S 1=2 n does exist with probability tending to 1. We will denote by N n , S n , and N i the . j /-based counterparts of N O n , O S n , and O N i , respectively. Obviously, the variables O N i (resp. N i ) are invariant under constant affine transformation with respect to O i (resp. i ).
In the i.i.d. model where we observe i , hence N i , directly, we know many examples of statistics admitting a specific limit distribution under the normality, each of which may have both merits and drawbacks: among others, see Henze [10] and Mecklin and Mundfrom [21] , especially the former for an extensive review concerning affine-invariant tests for the multivariate normality, with a special attention to the consistency.
For later reference, let us here mention two of them.
Univariate Jarque-Bera statistics for population normality:
where 2 .k/ stands for the chi-square distribution with k degrees of freedom. See [13] for details.
Mardia's multivariate sample kurtosis:
This statistics was originally introduced by [18] , and applied to testing the population multivariate normality. See also [9] and the references therein.
We now consider what will happen when N i are replaced by our residuals O N i of (16). The issue was previously studied in [19] in case of the univariate ergodic Lévy driven stochastic differential model (5). We will refine and extend them by looking at a stochastic expansion of the statistics taking the form
for a suitable function f W R r ! R r 0 . Note that the left-hand sides of (17) and (18) lie within the range of (19).
Remark 2.5. It would be also meaningful to look at asymptotic behavior of the statistics
For instance, the choice g.x; y/ D .x > y/ 3 entailing E¹g. 1 ; 2 /º D 0 corresponds to Mardia's multivariate sample skewness [4, 18] . See [15] for a formulation of the Jarque-Bera type test statistics for multivariate normality in the i.i.d. model framework.
Asymptotics under the null hypothesis
Throughout this section, we suppose the hypothesis H 0 of (11). We will obtain the fundamental stochastic expansion of O T n .f /.
Stochastic expansion
The following theorem quantifies how we can approximate O T n .f / by a partial sum of an iid random variables, specifying a possible non-negligible bias correction.
Theorem 3.1. Suppose that Assumptions 2.1 and 2.2 hold true, and that f is of class C 2 .R r / with derivatives of at most polynomial growth at infinity. Suppose in addition that
Then, we have the asymptotic expansion
where the bias-correction term is given by
and where
with the constants
.kl/ f;3
The proof is given in Section 3.3.
It follows from (20) and the central limit theorem that, given an f , the easily computable statistics
under H 0 , the limit being free of the underlying model. Although we have a choice about O Â n , the most important one is the GQMLE defined as any minimizer of
which stems from the local Gaussian approximation (15); as mentioned in the introduction, it is the condition (7) that makes it possible to ignore the drift coefficient in the contrast function. Some further remarks are in order.
Since O N i is invariant under affine transformation of O i , we do not need to estimate Â in case where 4 . This implies that we do not need a bias correction for Mardia's multivariate sample kurtosis (18):
This result is very easy to use and practical.
As in [16] , it is possible to derive the functional version of (22): specifically, denoting by O T ? n .f / t , t 2 OE0; 1, the variant of O T ? n .f / with " P n i D1 " therein replaced by "
in the space of R n .f / is constant, we can further strengthen the invariance principle (24) to the (F-)stable convergence in law, denoted by L s !, which is stronger than the mere weak convergence: there exists an extension . 0 ; F 0 ; P 0 / of the original probability space . ; F; P / on which w 0 can be realized to be independent of F, and we have
for every bounded continuous function g on the Skorohod space and every bounded F-measurable random variable H ; see [12] and [11] for detailed accounts of the stable convergence in law. In particular,
for any sequence of F-measurable random variables F n and F fulfilling that F n p ! F . See Section 3.2 for a further discussion in this direction, concerning the possible random bias when lim sup n T n < 1.
In the statistical model, the drift coefficient a may be an infinite-dimensional nuisance parameter, which implies that the statistics O T ? n itself is unable to be used to test a drift-coefficient misspecification.
On the univariate case
Let us take a closer look at the case of r D 1, where
An application of Itô's formula gives 1 h
so that the bias-correction term (21) takes the form
Especially if d D 1, the last expression becomes
If nh Á 1 (i.e., h D n 1 ) and
then the stable convergence in law of O T ? n .f / implies that the statistic O T n .f / without bias correction asymptotically obeys the normal random-mean mixture (recall that w 0 in (25) is independent of F, which is essential here):
Let us further specialize the situation to weak convergence of a high-moment partial sum process of selfnormalized residuals, which corresponds to the choice f D .p k ; p kC1 / W R ! R 2 with
This type of statistics was considered in [16] for a GARCH model, while in their framework, different from ours, it turned out that no bias correction is needed. Let k D 2m C 1 3 be odd and denote by l the lth moment of the standard normal distribution. Then, easy computation gives
This form of bias has already been derived in [19] 
By means of the central limit theorem, the asymptotic variance of H. i I p l / is given by
see also [16] . Furthermore, we can see that the H. i I p k / and H. i I p kC1 / are asymptotically independent. Hence, as for (28), we have
The variable O T n .p k / may be asymptotically biased when k 3 is odd. From (26), we have 
where
Proof. We introduce the variables
both of which are
Let x i 1 .u/ WD X t i 1 C .X s X t i 1 /u, 0 Ä u Ä 1, with a similar one for y i 1 .u/. Looking at B i , we apply Taylor's expansion to obtain
Under the present assumption, we have
We now take a closer look at B X i , substituting (6) with Z Á 0:
Combining the equations (32) to (35) yields (31).
We abbreviate (31) as
Lemma 3.3. The following stochastic expansion holds true:
Proof. By Lemma 3.2 and the central limit theorem, we have
We also apply Lemma 3.2 to derive
which combined with (36) gives the desired stochastic expansion.
In the sequel we let
Lemma 3.4. The following stochastic expansion holds true:
Proof. Write the stochastic expansion of Lemma 3.
from which together with Lemma 3.2 we derive
:
Let us look at the middle term in the rightmost side in more detail.
Below we will utilize this stochastic expansion several times without mention. Also for later use, we here mention the following version of Sobolev inequality (recall that p WD dim.‚/): for q > p and a random field u 2 C 1 .‚/, there exists a universal constant C > 0 such that
First we look at N n . Since
Now, Burkholder's inequality for martingale-difference arrays gives
so that (38) together with (39) and the linearity of
(This type of "Sobolev-inequality argument" for estimating Â -wise martingale terms will be repeatedly applied below.) We have thus obtained
Next we turn to Ä n , for which it is enough to look at the term n
1/ by means of the central limit theorem for martingale-difference arrays. Moreover, we can apply the Sobolev-inequality argument as before to conclude that n
Substitute (40) and (41) into (37) to derive the desired stochastic expansion.
Let us now recall the statistics (19) , where f of class C 2 .R r / is given. As lim inf n T n > 0 (recall (7)), we have
Lemma 3.5.
Proof. The lemma follows on proving
This is because n
1/ according to Lemma 3.4. We begin with ' 1;n .f /. Direct computation gives
where we note that the
Using this expression, we derive (43) as follows:
where the first equality is due to the Burkholder inequality, and the second one to Taylor's expansion with
Next, we observe that
Here, the last equality follows on invoking the expression (39) with mimicking the subsequent Sobolevinequality argument. On the other hand, by the law of large numbers and the fact that
where ı kl is defined to be 1 and 0 if k D l and k ¤ l, respectively. The proof is thus complete. Now, (42) and Lemma 3.5 gives (20) , completing the proof of Theorem 3.1.
Asymptotics under the alternative hypothesis: consistent test for goodness of fit
Throughout this section, we suppose the hypothesis H 1 of (12).
In the previous section, we have obtained the asymptotic distribution of O T ? n under H 0 . We now proceed to look at the consistency issue in testing H 0 against the alternative hypothesis H 1 ; recall that we want to consistently test whether or not the underlying model has a correctly specified diffusion-coefficient without any jump component. As soon as cov¹H. 1 I f /º is invertible, we get the chi-square approximation under H 0 :
We reject H 0 in favor of H 1 whenever observed value of O Q ? n .f / is large. The consistency follows provided that we have (under H 1 )
for every c > 0; we denote this convergence by O Q ? n .f / p ! 1. In order to derive the consistency, we need to impose some conditions on the probabilistic structure of the process Z, on the relation between the true diffusion coefficient B.x; y/ and the diffusion-coefficient model b.x; y; Â /, as well as on the function f .
The consistency may be validated in various ways and several different kinds of conditions would be possible to formulate. For instance, if
under H 1 and if p h O T n .f / has a nonzero limit in probability (possibly˙1),
then (47) immediately follows:
In order to keep the presentation concise, we here confine ourselves to the following specific situation.
The process Z in (6) is supposed to be of the form
where B 0 and C are R d˝Rr -valued and R d˝Rr 00 -valued F-adapted càdlàg process, respectively, and J is a nontrivial pure-jump Lévy process in R r 00 ; here, we put the diffusion term in Z just for including cases of pure-jump X through taking B 0 D B.
We have two specific choice of f in mind: Then, trivially it suffices to look at f .x/ D P 4 .x/ WD jxj 4 , r 1, in proving (47).
The first consistency result deals with the presence of a non-null jump component. (a) sup n sup iÄn ® E.jC t i j q / C E.jB
1 / is positive definite, and E.jJ 1 j q / < 1 for every q > 0.
(c) The eigenvalues of
are a.s. bounded away from 0 and 1, uniformly in Â 2 ‚ and n large enough.
does not tend in probability to 0 uniformly in Â 2 ‚.
Then the consistency (47) holds true for f .x/ D P 4 .x/.
Proof. Without loss of generality, we may and do set d D r D r 0 D 1. We will prove (49) under the present assumptions.
First, by means of Burkholder's inequality,
A s ds C R t i t i 1 B s dw s C i Z together with (13) . Also, by partly applying the Sobolev-inequality argument as before,
Then, it follows that every subsequence of
C o p .1/ has a further subsequence convergent to a positive definite (possibly random) matrix with all the entries being finite. Hence, in what follows we may suppose that O S 1 n is finite and bounded away from 0. Now, it follows from (51) that
In view of the orthogonality between
s dw s and
so that the leading term of .nh/ It is expected from the proof of Theorem 4.1 that using O T ? n .P k / for a larger even k leads to higher power, since we would then have O T
However, at the same time, a larger k can cause a larger size distortion under H 0 due to use of higher-order sample moment. From this viewpoint, it seems reasonable in practice to set k D 4.
Note that Theorem 4.1 solely utilized the structure of Z without reference to possible diffusion-coefficient misspecification. This implies that we cannot prove the consistency by Theorem 4.1 in case where Z Á 0 with diffusion-coefficient misspecification. The second consistency result provides a way to deal with such cases; there, the precise meaning of the "diffusion-coefficient misspecification" is clarified by the condition (b). (a) sup n sup iÄn E.jB t i j q / < 1 for every q > 0.
p h/ by the Sobolev-inequality argument just like the previous proof. The sample covariance matrix is then computed as
Moreover, since 
Hence (49) follows from the condition (b) applied to (54). As before, we note that the above argument works regardless of T < 1 or T D 1.
Remark 4.3. Let us observe that the condition (b) becomes pretty simple when the processes are one-dimensional. Then we may continue (54) as follows:
where we used (53) in the last equality. Thus (49) follows if
In view of Schwarz's inequality, the last condition is fulfilled if the ratio function .x; y/ 7 ! B.x; y/=b.x; y; Â / is not constant for Â 2 N ‚. We thus have a very simple condition for the consistency.
Finally, let us apply Theorem 4.1 to observe finite-sample performance for testing the presence of jumps in a concrete setting.
Under H 0 , our test statistics is then defined to be the Jarque-Bera type statistics (see (27) and (29)):
or, the sample-kurtosis statistics
Moreover, as was remarked in [19] , we may also utilize the bias-corrected sample-skewness statistics:
For simulation purpose, we set the following model as a true data generating process:
where Z is a centered Lévy process. Then we consider the hypotheses:
H 0 W Z is the standard Wiener process, H 1 W Z is the normal inverse Gaussian Lévy process such that L.Z t / D NIG.ı; 0; ıt; 0/.
We will set T n Á 1, and ı D 5, 10, and 20.
Empirical size and power are tabulated in Tables 1 and 2 Table 2 : Empirical powers based on 3000 independent simulated values of the sample kurtosis 1 24 O Q ? n .p 4 / for h n D n 1 . Figures 3 and 4 shows the histogram concerning the asymptotic null distribution of the statistics, where we observe reasonable fit.
We also conducted simulations in case where h n D n 0:6 so that T n ! 1. Moreover, we observed performance of testing a diffusion-coefficient misspecification with the null model being both under h n D n 1 and h n D n 0:6 . In these trials, we observed quite similar tendencies to the above results, hence omit the details. 
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