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Abstract: In business, industry and government agencies, anticipating future be-
havior that involves many critical variables for nation wealth creation is vitally
important, thus the necessity to make precise decision by the policy makers is re-
ally essential. Consequently, an accurate and reliable forecast system is needed to
compose such predictions. Accordingly, the aim of this research is to develop a
new hybrid model by combining a linear and nonlinear model for forecasting time
series data. The proposed model (GRANN ARIMA) integrates nonlinear Grey
Relational Artificial Neural Network (GRANN) and linear ARIMA model, com-
bining new features such as multivariate time series data as well as grey relational
analysis to select the appropriate inputs and hybridization succession. To validate
the performance of the proposed model, small and large scale data sets are used.
The forecasting performance was compared with several models, and these include:
individual models (ARIMA, Multiple Regression, Grey Relational Artificial Neural
Network), several hybrid models (MARMA, MR ANN, ARIMA ANN), and Arti-
ficial Neural Network (ANN) trained using Levenberg Marquardt algorithm. The
experiments have shown that the proposed model has outperformed other mod-
els with 99.5% forecasting accuracy for small-scale data and 99.84% for large-scale
data. The empirical results obtained have proved that the GRANN ARIMA model
can provide a better alternative for time series forecasting due to its promising per-
formance and capability in handling time series data for both small and large scale
data.
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1. Introduction
Predicting the future is important for the organization to plan or adopt the nec-
essary policies. Forecasting can assist them to make a better development and
decision-making for the country. There are various forecasting techniques available
in the academic literature. However, the selection of these techniques normally
depends on the availability of data, the quality of available models and some pre-
defined assumptions. According to Makridakis et al. [33], each method is different
in terms of accuracy, scope, time horizon and cost. To facilitate an adequate level
of forecasting accuracy, the developer has to be responsive to the characteristics
of different methods, and determine if a particular method is appropriate for the
undertaken situation before embarking its usage in real application. As a result,
the choice of a forecasting model is one of the important factors that will influence
the forecasting accuracy.
Forecasting methods can be broadly divided into two categories: Statistical
and Artificial Intelligence (AI) based techniques. Box-Jenkins or Auto Regres-
sive Integrated Moving Average (ARIMA), Multiple Regressions and Exponential
Smoothing are examples of statistical methods, whilst AI paradigms include fuzzy
inference systems, genetic algorithm, neural networks, machine learning etc. [55].
Statistical methods are usually associated with linear data, while neural networks
are usually associated with nonlinear data. Statistical methods have been used
successfully in time series forecasting for several decades. As well being simple
and easy to interpret, statistical methods also have several limitations. One of the
major limitations of statistical methods is it is merely depicted as a linear model,
also known as model driven approach. Thus, they have to fit the data with the
available data and the prior knowledge about the relationships between the inputs
and outputs before modeling is highly desired.
Due to the limitations of statistical methods, nonlinear statistical time series
models have been proposed, with the aim to improve the forecasting performance
of nonlinear systems. These include bilinear model, threshold autoregressive model
(TAR), smoothing transition autoregressive model (STAR), autoregressive condi-
tional heteroscedastic model (ARCH), and generalized autoregressive conditional
heteroscedastic model (GARCH). These models are known as the second genera-
tion of time series models. However, limited success or gain has been found during
the last two decades using nonlinear models since most of them are developed
specifically for particular problems without broad-spectrum applicability for other
situations. In addition, the formulations of these models are more complex and
difficult to develop compared to linear models [21, 22].
Hence, a different approach has been proposed and engaged successfully in time
series forecasting. Artificial neural network (ANN) has been applied in solving
numerous time series forecasting problems such as stock, electricity prices, breast
cancer, rainfall-runoff [1, 15, 18, 23, 41, 45] and others. One of the main reasons
that ANN performs better than the statistical method is due to its influential
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feature in handling nonlinear time series data. In addition, ANN has also been
shown to be effective in modeling and forecasting nonlinear time series with or
without noise [55]. ANN also does not require any knowledge nor prior information
about systems of interest [31]. Hippert et al. [19] and Zhang [57] have claimed that
forecasting is a major application area of ANN.
Zhang et al. [56] has compiled the results achieved by previous researchers.
Even though most of published researches indicate the superiority of the ANN
model in comparison to a simpler linear model, but quite a few studies give disparity
comments on the ANN performance. Denton [16] and Gorr et al. [20] showed that
the ANN perform about the same as the linear model. Several other researchers
[7, 8, 24, 46] also reported the pessimistic findings about ANN in forecasting daily
electric load for one step ahead forecast. In their study, they showed that ANN was
not as effective as the linear time series model in forecasting performance even if the
data is nonlinear. However, Kang [27] had shown that ANN always performs well
compared to ARIMA, and even better when the forecasting horizon is increased.
Some researchers [6, 11, 33, 55] have reported that there is no such a single
forecasting method that gives an appropriate result in all situations. The reason
for this is due to the characteristic of the model itself, in which the statistical
model is usually a linear model, and ANN is a nonlinear model. Each of them will
perform well in linear and nonlinear data respectively. Therefore, it is hard for us
to determine whether the time series problems under study are linear or nonlinear,
particularly when we are dealing with real world time series data.
With the intention to improve the forecasting accuracy, the combination of
forecasting approaches has been proposed by many researchers [4, 5, 9, 36]. From
their studies, they indicate that the integrated forecasting techniques outperform
the individual forecasts.
The remainder of this paper is organized as follows. In Section 2, further
discussion on hybrid models is presented. Section 3 describes the methodology
that will be implemented throughout this study. Then the proposed hybrid model
for forecasting time series is discussed in detailed in Section 4. Meanwhile, Section
5 and 6 will describe the results of the experiment to test the usefulness of the
proposed hybrid model (GRANN ARIMA). Finally, the conclusion that describes
the contribution of this paper is summarized and several future researches are listed
in Section 7.
2. Literature Review on Hybrid Models
Hybrid models have been introduced to overcome the deficiency of using a individ-
ual model such as statistical methods (ARIMA, Multiple Regression and etc.) and
AI methods. Hybrid models merge different methods to improve the prediction ac-
curacy. Hybrid models can be also referred as combined models or ensemble models
and often used synonymously. Hybrid methods can be implemented in three differ-
ent ways; linear models, nonlinear models and both linear and nonlinear models.
In linear hybridization, two or more linear models are combined together using
the same data set or a different data set to gain an ultimate forecasting value.
Shamsuddin and Arshad [42] had used multivariate autoregressive moving average
(MARMA) model to predict natural rubber prices for Malaysian Domestic market.
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Shamsuddin and Arshad’s work differs from Shamsuddin [43] in terms of tech-
niques, which is implemented using different model based on the different set of
data. Authors combined auto regressive moving average (ARMA) and econometric
model (multiple regression), where the ARMA model is used to explain the residual
yield from the multiple regression model. The findings show that the forecasting
errors produced by the MARMA model is reduced by 4.5 per cent compared to the
individual econometric models. This result indicates that the hybrid model has the
potential to improve forecasting accuracy.
Hybrid forecasting has also been implemented using a nonlinear model, for
instance hybridizing ANN with genetic algorithm (GA), fuzzy logic (FL) and rough
sets (RS) [17, 25, 52, 58]. Authors found that by hybridizing ANN with these
methods could improve the forecasting accuracy. Hou et al. [25] combined ANN
and Rough set to predict air conditioning load. They used both univariate and
multivariate time series data. Authors findings illustrate that the empirical results
are better compared to the result given by the ANN model alone. The result also
indicates that if more relevant data are used in the study, the forecasting accuracy
could be better. In this hybridization, GA, RS or FL are embedded in ANN as
preprocessing tools to improve the ANN forecasting performance by extracting
important and significant features in time series data.
However, most of the hybridization methods, which have been proposed in the
previous literature [9, 17, 43] having major drawbacks. Most of them are designed
to combine similar methods; linear model with linear model, and nonlinear model
with nonlinear model. In reality, time series data typically contain both linear and
nonlinear patterns. Therefore, neither linear nor nonlinear model can be sufficient
in modeling time series data since the linear model cannot deal with nonlinear
relationship. Additionally, nonlinear model also cannot handle both linear and
nonlinear pattern equally well.
To overcome this drawback, several studies have suggested the combining linear
model and the nonlinear model. Previous studies have showed that combining
different relevant methods could improve the forecasting accuracy. The merging
of this structure can help the researchers in modeling complex autocorrelation
structures in time series data more efficiently. Furthermore, by using different
models or models that contradict with each other significantly; lower generalization
variance or error could be generated [54].
Five studies have suggested in using the hybrid models, i.e., combining the
ARIMA model and ANN. Zhang [54] used this combination and implemented on
three data sets; Wolfs sunspot data, Canadian lynx data and British pound/US dol-
lar change. They used a backpropagation learning algorithm to model the residual
yield from the ARIMA model. Pai and Lim [37] used a hybrid model to fore-
cast daily stock by using the support vector machine and ARIMA model. Lu et
al. [28] used the hybrid model to forecast daily load data and Tseng and Tzeng
[49] the combined seasonal auto regressive integrated moving average (SARIMA)
and the backpropagation model to forecast seasonal time series data. Their results
showed that the hybrid model produced a better forecasting result compared to the
SARIMA model or the ANN model alone. Jain and Kumar [26] found that more
accurate results could be obtained by hybridizing the ARIMA model and ANN in
forecasting hydrologic time series.
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However, several researchers have argued that the predictive performance im-
proves when using hybrid models [2, 46, 47]. For example, Taskaya and Casey [47]
showed that an individual model outperformed five of nine data sets used. These
inconsistent results indicate the need for further research on how to obtain a good
forecasting result from a hybrid linear and a nonlinear model. It is observed that
there are three weaknesses in the previous studies such as the type of data used,
redundancy factors and implementation of hybridization sequence.
First, most of the studies used univariate time series data. Most of them are
solely based on one historical data such as previous sales and previous income.
However, Hou et al. [25] showed that considering more significant input can
improve the forecasting accuracy. Furthermore, Makridakis et al. [32, 33]
illustrated that the accuracy of the time series methods can be improved by
incorporating multivariate information that will affect the future behavior of
the series so that the prediction can be improved.
Second, in most of the works utilizing ANN for prediction didn’t look at the
possibility of input redundancy. For an ordinary user, ANN appears like a
black box processor that does not have any capability to recognize insignificant
inputs. Improper selection and redundancy of inputs can lead to instability
that will affect the accuracy of prediction [30]. Several methods have been
introduced to eliminate the redundancy inputs such as grey relational analysis
[53]. Markov blanket model, decision trees [59], genetic programming [60] and
adaptive genetic algorithm [10].
Third, the hybrid sequence in the conventional hybrid is normally started with
a linear model and followed by a nonlinear model to model the residual. This
is due to the ANN’s capability to deal with linear data that tend to be usually
over fitting. But, Heravi et al. [24] had showed that the linear ARIMA model
outperformed the ANN in forecasting nonlinear stock data. This result indi-
cated that over the fitting problem essentially occurred in both the linear and
nonlinear model. Nevertheless, the issue is to choose one that will suffer from
over a fitting problem acutely.
Hence, in this study, a new hybrid approach for combining a nonlinear model
and a linear model is proposed to overcome the drawbacks of previous studies by
including more additional features; these include multivariate time series, feature
selection in removing and selecting significant input data and altering the sequence
of combination execution. In this study, the grey relational analysis (GRA) is inte-
grated with ANN (GRANN) to remove the redundancy inputs. The grey relational
analysis is employed due to its adaptability in dealing with small or large data sets
[53].
3. Research Methodology
We address four research questions as listed below based on the various issues
mentioned above. In practice, multiple regression (MR) is usually used in modeling
multivariate time series data due to its simplicity [12, 35, 50]. In this study, we
attempt to use the grey relational neural network (GRANN) instead of MR. Thus,
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the issues that need to be addressed are:
• Could the GRANN model outperform the multi regression model in handling
multivariate time series analysis?
• Would forecasting accuracy increase when a hybrid model is used instead of
an individual model in forecasting multivariate time series data?
• Would the sequence changes of hybridization implementation affect the fore-
casting accuracy?
• Would the proposed hybrid model GRANN ARIMA give the best forecasting
accuracy compared to others?
To address the above research questions, two experiments are conducted. The
first experiment compares the performance between the multiple regression model
(MR) and the grey relational neural network model (GRANN) in handling multi-
variate time series analysis, and the second experiment examines the accuracy of
the combination between linear and nonlinear time series forecasting models in pre-
dicting multivariate time series analysis. Although several studies have shown that
the combinations of the linear and nonlinear models could improve the accuracy,
but most of the studies employed univariate time series data [28, 37, 51]. Therefore,
in this study, the experiments are conducted to see whether the same result will
be formed whenever the multivariate time series data are employed. Furthermore,
to investigate the effect of changing hybrid sequence, two types of hybrid model
(Hybrid I and Hybrid II) are developed. Hybrid I consists of MR and ANN using
the conventional hybrid sequence, and Hybrid II integrates GRANN and ARIMA
with an altered hybrid sequence. Hybrid I is used as a comparative model in or-
der to evaluate the performance of the proposed hybrid model. As benchmark, a
conventional hybrid method as proposed in the previous study (ARIMA ANN) for
handling univariate time series data is also developed. To find out whether the
GRANN ARIMA is the best model for forecasting multivariate time series data,
several comparisons are conducted as stated below:
• Comparison between GRANN ARIMA with individual models and hybrid
model.
• Comparison between GRANN ARIMA and the traditional ARIMA andMARMA
models (each of them represents the standard benchmark for the univariate
individual model and the hybrid multivariate model respectively).
• Comparison between the GRANN ANN with the ANN trained by second
order error using the Levenberg-Marquardt (LVM) approach.
3.1 A Framework of the proposed Hybrid methods
Figs. 1 and 2 illustrate the framework of the conventional hybrid model [28, 51,
54]; Hybrid I and the proposed Hybrid II. The conventional hybrid model and
Hybrid I use the same sequence of hybridization in which a linear model is applied
primarily to find the linear relationship in the data. Subsequently, ANN is utilized
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to model the residual derived from the linear model. In this case, we assume that
the linear components have been fully identified by the linear model. Consequently,
the residual left in the data presents the nonlinear component. To confirm that the
assumption is true, the McLeod and Li tests are used to verify the nonlinearity of
the residual data, before the modeling process using ANN is carried out by Hybrid
I.
Meanwhile, the proposed Hybrid II model and the conventional hybrid model
are reversed from each other in terms of the model used and the sequence of hy-
bridization. In Hybrid II, GRANN is initially applied, and followed by linear model,
ARIMA. In this model, GRA is used to select the significant inputs before the fore-
casting is implemented using ANN. McLeod and Li test is conducted to verify the
linearity of the residual data; both of these steps are not included in conventional
methods.
Tab. I summarizes the similarities and differences of each model. Hybrid I is
a hybrid model using conventional approach with multivariate time series data.
Meanwhile Hybrid II (GRANN ARIMA) is the proposed approach for forecasting
multivariate time series data. Grey Relational analysis is used as feature selection
tools to extract the significant factors that have effect on China crop yield and
daily KLSE close price.
Type of
Hybrid
Data Model Sequence of
hybridization
Feature
Selection
Conventional Univariate ARIMA,
ANN
Linear, Non-
linear
none
Hybrid I Multivariate MR, ANN Linear, Non-
linear
Goodness
Fit test
Hybrid II
(Proposed
model)
Multivariate GRANN,
ARIMA
Nonlinear,
Linear
Grey Relational
Analysis
Tab. I Similarities and differences between Conventional Model and Proposed
Hybrid Model.
3.2 Experimental data setup
To assist the analysis for benchmarking of the proposed model, two different
datasets are used. The first sample contains 13 observations and represents small
scale data. These data are obtained from [53] and they had specified annual China
gross grain crop yields with their affecting factors. Zhang and He [53] has combined
two methods; neural network and rough set to predict the national gross grain crop
yield from 1990 to 2003.
Tab. II shows yearly data for gross grain crop yields and its affecting factors in
China during 1990 till 2003. There are ten factors that affect the production of gross
grain crop in China, and these include total power of agricultural, (a), electricity
consumed in rural areas, (b), irrigation area, (c), consumption of chemical fertilizer,
(e), areas affected by natural disaster, (f), budgetary expenditure for agriculture,
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Fig. 1 A Conventional Hybrid Model.
Integrated forecasting using multivariate data
Fig. 2 A Proposed Hybrid Model.
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(g), sown area of grain crops, (h), consumption of pesticide, (l), consumption of
agricultural film, (m), and agriculture laborers, (n). The total production of grain
crop yield is denoted by (d).
KLSE data contains 200 observations of daily Kuala Lumpur Stock Exchange
(KLSE) close price from 4th January 2005 till 21st October 2005, and it represents
large scale data. Tab. III illustrates fraction of the stock market data set that
was used in this research. They are daily close price for KLSE (Close KLSE),
consumer index (CI), construction index (CoI), gold index (GI), finance index
(FI), product index (PI), Mesdaq index (MI), mining index (MinI), plantation
index (PlI), property index (ProI) (ProI), syarian index (SI), technology index
(TI), trading/service index (TSI), composite index (CptI) and industrial index
(II).
Essentially, each data set is divided into two parts: in-of-sample and out-of-
sample data. In-of-sample data refers to the training data set and is used exclusively
for model development. While out-of-sample refers to the test data and is used
for evaluation of the unseen data. In other words, the test data is used for an
independent measure of how the model might be expected to perform on untrained
data. However, in ANN, training data are usually divided further into training and
validation set, where the validation set is used to monitor network performance
during training with the intention that early stopping criteria will be met if the
network attempts to over fit the training data.
3.2.1 Grey relational analysis
Grey relational analysis (GRA) is an analysis method that has been introduced
in Grey System by Deng Julong [13, 14]. GRA is used to evaluate the degree of
correlation for different data sequences. The degree of correlation between a data
sequence (x) and the reference sequence (y) is expressed by a scalar within bound
of 0 and 1. If the degree of correlation is near to 1, it indicates the high correlation
between x and y.
There are 3 main steps in GRA. The first step is data pre-processing. Data pre-
processing is normally required due to the range, and unit of one data sequence
might differ from others. Therefore, data must be normalized, scaled and polarized
initially into a comparable sequence before proceeding to other steps. There are
few equations for data preprocessing using grey relational analysis. In this study,
Equation (1) is employed (Tosun [61]):
x∗ (k) =
x0i (k)−minx0i (k)
maxx0i (k)−minx0i (k)
, (1)
where
i = 1, . . .m; k = 1, . . . n.
m is the number of experimental data items,
n is the number of parameters,
x0i (k) is the original sequences,
x∗i (k) is the sequences after data preprocessing,
minx0i (k) and maxx
0
i (k) is the smallest and the largest value of x
0
i (k).
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The range of data is adjusted so as to fall within [0,1] range. The second step
is to locate the grey relational coefficient by using Equation (2), (Tosun [61]):
ξi(k) =
∆min+ζ∆max
∆0,i(k) + ζ∆max,
(2)
where
ξi (k) = grey relational coefficient at any data point (k) ,
∆0i = deviation sequences of the reference sequence and comparability sequence,
∆0,j = ‖x∗0 (k)− x∗i (k)‖ ,
∆min = minmin
∀j∈i∀k
∥∥x∗0 (k)− x∗j (k)∥∥ ,
∆max = maxmax
∀j∈i∀k
∥∥x∗0 (k)− x∗j (k)∥∥ ,
x∗0 (k) = the reference sequence, and
x∗i (k) = the comparative sequence.
ζ is known as identification coefficient with ζ ∈ [0, 1], and normally ζ = 0.5 is used.
Finally, to obtain the grey relational grade, the average value of the grey rela-
tional coefficient is computed and is defined as (Tosun [61]):
γi =
1
n
n∑
k=1
ξi(k), (3)
where n is the number of the objective function or the reference sequence, x∗0 (k) .
The grey relational grade γi represents the level of correlation between the
reference sequence and the comparability sequence.
3.2.2 Application of grey relational analysis
Tab. IV and V illustrate the affecting factors that yield by applying GRA, which
has the greatest influence for annual grain crop yield and daily close price for
KLSE. Based on the calculated values of the grey relational grade, only six factors;
a, b, c, e, h and l are selected as the inputs to ANN to predict the grain crop yield.
This result is alike to the previous study by Zhang and He [53]. While, for KLSE
daily close price, out of 14 affecting factors being observed, only four factors were
identified as the most influential factors; SI, TSI, CmpI and II. Therefore, these
four factors are used as the inputs to ANN to predict the next day close price for
KLSE.
On the other hand, in the multiple regression analysis, goodness fit test is
used to recognize the proper inputs. The significant inputs are identified based on
t-values and p-values. If the t-values are less than 1 and the p-values are above
some accepted level, such as 0.05, then this variable is excluded from the list.
3.2.3 Nonlinearity test: McLeod and Li test
Nonlinearity test is implemented to examine the degree of linearity of time series
data in our study. The McLeod and Li Test [34] is based on the autocorrelations
of the squared residuals produced by the ARIMA model using the n observations
as shown below:
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Q = n(n+ 2)
q∑
i=1
r2(i)
n− i , (4)
where
r(i) an autocorrelation of the squared residual, and
n is the sample size.
Year a b c e h l d
1990 1.0000 1.0000 1.0000 1.0000 0.0324 1.0000 0.8578
1991 0.9767 0.9448 0.9397 0.8772 0.1488 0.9525 1.0000
1992 0.9452 0.8779 0.8293 0.8057 0.3261 0.8947 0.9043
1993 0.8936 0.8137 0.8094 .6789 0.3312 0.8098 0.7247
1994 0.8257 0.7071 0.8049 0.5840 0.5298 0.5823 0.8726
1995 0.7464 0.6225 0.7298 0.4263 0.3766 0.3990 0.5932
1996 0.6633 0.5494 0.5716 0.2924 0.1252 0.3073 0.1008
1997 0.5446 0.4715 0.4483 0.2051 0.0884 0.2156 0.2354
1998 0.4354 0.4427 0.2962 0.1462 0.0000 0.1528 0.0000
2000 0.3057 0.3816 0.1721 0.1230 0.0633 0.0000 0.0508
2001 0.1833 0.2662 0.0769 0.1103 0.5380 0.0713 0.6509
2002 0.0944 0.1780 0.0152 0.0489 0.7788 0.0798 0.7747
2003 0.0000 0.0000 0.0000 0.0000 1.0000 0.0170 0.7173
Tab. IV Affecting factors for grain crop yield selected by GRA.
Date SI TSI CmpI II Close KLSE
4-Jan-05 0.3298 0.5428 0.5454 0.7306 0.5454
5-Jan-05 0.2653 0.4615 0.4858 0.7114 0.4858
6-Jan-05 0.2339 0.4254 0.4591 0.6456 0.4591
7-Jan-05 0.1694 0.3675 0.3953 0.5614 0.3953
10-Jan-05 0.1306 0.3428 0.3654 0.5279 0.3654
11-Jan-05 0.0289 0.2360 0.2391 0.4316 0.2391
12-Jan-05 0.0124 0.2085 0.2097 0.3100 0.2097
13-Jan-05 0.0000 0.1562 0.2013 0.2898 0.2013
14-Jan-05 0.0562 0.2495 0.1857 0.2354 0.2487
17-Jan-05 0.0347 0.2042 0.2213 0.2795 0.2213
18-Jan-05 0.0008 0.1640 0.1636 0.1793 0.1636
19-Jan-05 0.0562 0.2495 0.1857 0.2354 0.1857
20-Jan-05 0.1149 0.2961 0.2490 0.3423 0.2490
24-Jan-05 0.1587 0.3760 0.3185 0.3191 0.3185
25-Jan-05 0.2165 0.4686 0.3575 0.4113 0.3575
26-Jan-05 0.1678 0.3958 0.3181 0.4157 0.3181
Tab. V Affecting factors for KLSE close price selected by GRA.
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The null hypothesis of linearity, the above statistic is asymptotically distributed
by χ2q, where q is the number of autocorrelations (readers may consult [34] for
details).
3.2.4 Performance measurement
To evaluate the performance of the proposed hybrid model; GRANN-ARIMA, four
statistical tests are carried out. These tests are Root Mean Square Error (RMSE),
Mean Square Error (MSE), Mean Absolute Percentage Error (MAPE) and Mean
Absolute Deviation (MAD). Following are mathematical formulas for each test:
RMSE =
√√√√ 1
n
n∑
t=1
(observedt − predictedt)2. (5)
MSE =
1
n
n∑
t=1
(observedt − predictedt)2 (6)
MAPE =
n∑
t=1
∣∣∣∣observedt − predictedtobservedt
∣∣∣∣ X 100n (7)
MAD =
n∑
t=1
|observedt − predictedt|
n
(8)
where n is the number of forecasting periods, observedt is the actual time series
values and predictedt is the forecasting time series values.
GRANN-ARIMA is the best alternative model for forecasting multivariate time
series data if it gives the lowest values for RMSE, MSE, MAD and MAPE compared
to other models. The RMSE, MSE, MAD and MAPE are calculated based on the
out-of-sample data.
4. Proposed Hybrid Method
Most of the real world problems consist of linear and nonlinear patterns. Even
though, there are a lot of methods that can be applied to solve time series forecast-
ing problems, but none of them can handle both patterns simultaneously. To tackle
these two patterns uniformly well, hybridizing the linear and nonlinear model is
proposed to improve the forecasting accuracy.
4.1 Conventional hybrid method for univariate time series
data
In the literature, several works related to hybrid nonlinear and linear models
(ARIMA model as linear model and ANN as an nonlinear model) to forecast uni-
variate time series data could be found [28, 44, 49, 51, 54]. Authors applied the
ARIMA model initially to the data and followed by ANN for data residual. This
hybrid model, (Yt) , may be illustrated as:
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Yt = Lt +Nt
= ARIMA+ANN (9)
where Lt and Nt are linear and nonlinear components of the hybrid model Yt
using univariate time series data. Here, we used subscript t and tm to represent
univariate time series and multivariate time series respectively.
4.2 Hybrid model for multivariate time series data using
conventional approach
In this hybridization, Multiple linear regression (MR) is used to represent the linear
model, Ltm and ANN represents nonlinear model, Ntm in handling multivariate
time series data. The proposed Hybrid I model
(
Y 1tm
)
is given as,
Y 1tm = Ltm +Ntm
= MR+ANN. (10)
Let Lˆtm is the forecast value of the MR model at time t, and e1tm represents
the residual at time t as obtained from the MR model, then:
e1tm = Y
1
tm − Lˆtm. (11)
These residuals, e1tm represent the nonlinear component of multivariate time
series data. Therefore, ANN are used to model e1tm and can be represented as
follows:
e1tm = f(εtm−1, εtm−2, . . . , εtm−n, w) + ∆tm, (12)
where f is a nonlinear function determined by the ANN structures along with
connection weights, and ∆tm is the random error.
Hence, the hybridized forecast given by Hybrid I model,
_
Y
1
tm
= Lˆtm + Nˆtm, (13)
where Nˆtm is the forecast value of Equation (12).
Consequently, Hybrid I model can be determined by two steps. First MR model
is used to analyze the linear part of the multivariate time series problem. After
that, ANN model is build to model the residuals produce by linear model, MR.
4.3 Proposed Hybrid II model
In the proposed method, ARIMA is used as a linear model, Ltm and GRANN is
used as a nonlinear model, Ntm. Both models are hybridized as shown by Equation
(14);
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Y IItm = Ntm + Ltm
= GRANN +ARIMA, (14)
where Y IItm denoted the Hybrid II model that composed of nonlinear GRANN model
and linear ARIMA model. Assume that
_
N tm is the forecast value of the GRANN
model at time t, and let eIItm represent the residuals at time t as obtained from the
GRANN model, then
eIItm = Y
II
tm −
_
N tm. (15)
The residuals now represent the linear part of the data, which enables us to employ
ARIMA to model the residual and can be represented as below:
eIItm = f(etm−1,etm−2,...,etm−n) + δtm, (16)
where f is a linear function modeled by the ARIMA model, and δtm is the random
error.
Therefore, the hybridized forecast obtained from Hybrid II, (Yˆ IItm) model can
be written as
Yˆ IItm = Nˆtm + Lˆtm, (17)
where Lˆtm is the forecast value obtained from Equation (16) above.
Similar to Hybrid I model, Hybrid II model can be determined through two
steps. But both hybrid models are differs in terms of the hybridization execution
where in Hybrid II model, nonlinear model is implemented first than followed by
the linear model.
5. Experimental Results
Discussions for the results of this study are divided into two parts; Part 1 and
Part 2. Part 1 discusses the result that is produced by Experiment I, and Part 2
discusses the result from Experiment II.
5.1 Results from Experiment I
As we mentioned earlier, the aim of this experiment is to investigate the capabil-
ity of GRANN model in analyzing multivariate time series in searching the rela-
tionships between the independent and dependent variables. Before the modeling
process is done using ANN, grey relational analysis is employed to obtain the sig-
nificant affecting factors that affect the production of the crop yield in China and
the KLSE close price.
Tab. VI depicts the structure and learning parameter used in developing
GRANN and the error produced in training and testing phase for both data sam-
ple. For example, based on the calculated value of grey relational grade, only six
factors; a, b, c, e, h, and l are selected as the inputs to grey relational artificial neural
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network (GRANN) to predict the grain crop yield. Thus, a three-layer feedforward
neural network with a single output unit, 12 hidden units and 6 input units are
used in this study with the learning rate (α) and momentum (β) are (0.5, 0.9)
respectively. The network structures and learning parameters are determined by
trial and error. In this study, we only consider the situation of one-step-ahead
forecasting. Therefore, only one output node is employed. The RMSE for the best
GRANN model are 232 for the training phase and 417 for the testing phase.
Crop Yield KLSE close price
ANN structure
Number of input nodes (affecting
factors determined by GRA)
Six nodes (a, b, c, e, h, l) Four nodes (CptI, TSI, SI, II)
Number of hidden nodes Twelve nodes Nine nodes
Number of output nodes One node One node
Learning parameter
Learning rate (α)
Momentum (β)
0.5
0.9
0.5
0.9
Tab. VI Grey relational artificial neural network (GRANN) structure.
Ten independent variables are used to build a multi regressions model for grain
crop yield. Several models are built and evaluated based on statistical goodness
fit. However, the final model only used 4 independent variables; a, c, h and n.
The equation for the grain crop yield is given as:
Cropyieldt = f(at, ct, ht, nt)
= −2.45a+t 2.83ct + 0.44ht − 0.61nt − 92298 (18)
where
at is a total power of agricultural at period t,
ct is an irrigation area at period t,
ht is a sown area of grain crops at period t, and
nt is an agriculture labors at period t.
For KLSE close price, 14 variables are used initially; but only three variables
are used finally; finance index (FI), trading/service index (TSI) and composite
index (CptI). The equation for KLSE close price is shown below:
CloseKLSEt = 2.20402− 0.05FIt − 0.03TSIt + 1.05CptIt (19)
where
FIt is the value of finance index at period t,
TSIt is the value of trading/service index at period t, and
CptIt is the value of composite index at period t.
Various statistical tests can be used to validate the models. In this study, R2,
adjusted R2, standard error, Se, F -test and p-value are used to validate the model.
R2 and adjusted R2 are the square of the correlation between the observed values of
the response variable and the fitted values from the regression equation. Therefore,
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they are used to indicate the robustness of the model in explaining the actual
consumption of the data. Both models are tolerable since R2 and adjusted R2
have high values with small standard error, Se (refer to Tab. VII). In the interim,
the F -test and p-values are used to determine the importance of the model. From
Tab. VII, the F -test is considered significant since the p-value is approaching
to zero. Therefore, Equation (18) and (19) is considered reasonable enough for
predicting grain crop yield.
R2 adjusted R2 Se F -values P -values
Crop Yield 0.9760 0.9590 584.8000 60.1200 0.00006
Close KLSE 0.9998 0.9996 42257.0000 254400.0000 0.00001
Tab. VII Statistical test for the Grain crop and KLSE close price.
Comparing the input parameter used by GRANN and MR in the forecasting
crop yield, it is found that three variables selected by both models are equal, thus in-
dicating the importance of these variables {a, c, and h}. The result shows that the
total power of agricultural (a), irrigation area (c) and sown area of grain crops (h)
are the most affecting factors to grain crop yield in China since they are preferred
by both MLR and GRANN. While, composite index (CptI) and trading/service
index (TSI) are the most influential factors that affect the movement of KLSE
close price.
5.2 Comparison between GRANN model and MR model
In order to examine the performance of GRANN in forecasting multivariate time
series, the result from the multiple regression (MR) model and the GRANN model
are compared. RMSE, MSE, MAD and MAPE are used to observe the forecasting
performance between the GRANN and MR models. Tab. VIII gives the perfor-
mance measure of the GRANN models and the MR models, and the prediction
outputs of each model are shown in Fig. 3(a) and (b). Tab. VIII shows the pre-
dicted error values of the crop grain yield for the next two years (2002 and 2003)
given by the GRANN model and MR. The application of the GRANN model gives
the smallest error (RMSE, MAPE, MSE, MAD) compared to the MR model.
Error
Crop yield KLSE close price
MR GRANN MR GRANN
MSE 3207537.00 174165.00 2245.37 540.89
RMSE 1790.96 417.33 12.66 6.22
MAD 1321.50 369.45 12.67 6.17
MAPE 2.89 0.81 1.37 0.67
Tab. VIII Forecasting values of GRANN versus MR.
Fig. 3(a) shows an increasing production of the grain crop in 2003. The output
from the GRANN model shows that there is a slight increment (0.1%) for the grain
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crop yield in 2003. However, the MR model predicts the production of the grain
crop is going to be decreased about 4.8% in 2003. The actual values shows about
0.9% increment in 2003 for the crop grain yield. Hence, we can conclude that the
GRANN forecasting result is more reliable than MR.
Fig. 3 (a) Forecasting values for each model (Crop yield).
Fig. 3 (b) Forecasting values for each model (KLSE close price).
Tab. VIII depicts the forecasting error generated by GRANN and MR in fore-
casting KLSE daily close price for the next 14 days. The values of RMSE, MAPE,
MSE, MAD given by GRANN is smaller than MR. The forecasting values given by
GRANN is closer to the actual value as illustrated in Fig. 3(b). This indicates that
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the forecasting results yield from GRANN are more accurate compared to MR.
From the study, we found that GRANN performs better than MR, because
ANN provides superior methodology than multivariate analytical [3, 38, 40]. This
is conformed with the results of the previous study that ANN is suitable for the
multivariate data analysis [39]. This result also strengthened our justification of
implementing ANN as multivariate model in our study.
5.3 Results of Experiment II
The second experiment is conducted with two main objectives. The first objective is
to compare the performance of individual and proposed hybrid model in forecasting
time series. In order to achieve this objective, the proposed hybrid model that
consists of nonlinear and linear models is developed. [42] proposed hybrid linear
model known as MARMA to predict natural rubber price. In their study, they
applied the MR and ARMA method to model the residual. However, in our study,
we developed two hybrid models; Hybrid I and Hybrid II. Both methods pooled
linear and nonlinear models using multivariate time series data. In Hybrid I, MR
is used as a multivariate tool in conjunction with ANN to model the residual; in
Hybrid II, GRANN is employed as a multivariate tool in cooperation with ARIMA
to model the residual. MR and GRANN models are used as a yardstick to measure
the performance of the proposed hybrid model respectively.
The second objective is to investigate the stream of implementation that can
affect the performance of the proposed model in forecasting multivariate time series
data. Previous studies by [28, 44, 49, 51, 54] have employed the linear model
originally to the data, and followed by the nonlinear model (ANN) to predict
the residual. In this study, the sequence is changing, i.e., the nonlinear model
primarily, and followed by the linear model for residual. Time series forecasting
can be obtained by integrating the values from linear and nonlinear models.
5.3.1 Experimental results for Hybrid I model (MR ANN)
Results obtained from this test verify that the data are nonlinear and ANN is
suitable to model the residual. Tab. IX shows the predicted residual value from
the ANN model. The network structure for the crop yield is 2-4-2; 2 inputs unit, 4
hidden units and 2 output units respectively. The 5-11-4 is the network structure
used for the KLSE close price. The learning and momentum rates are set between
[0.5, 0.9].
The predicted value from the MR model (from Experiment I) is integrated with
a predicted value from the ANN model to get the ultimate forecasting values for
the China total grain crop yield in year 2002 and 2003, and 14 days ahead for the
KLSE close price.
Tab. IX shows that the RMSE, MSE, MAPE and MAD for the Hybrid I model,
which combines MR and ANN models have the lowest value compare to the MR
model alone.
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Hybrid I Error
Crop Yield KLSE close price
MR MR ANN MR MR ANN
RMSE 1790.00 1290.00 12.66 12.28
MSE 3207537.00 1664384.00 2245.37 2112.34
MAD 1322.00 1279.00 12.67 12.27
MAPE 2.89 2.81 1.37 1.33
Tab. IX Results for Hybrid I Model.
Based on RMSE, the prediction accuracy in the Hybrid I model increases about
28% and 30% for the crop yield and KLSE close price. As a result the combination
of 2 different models that have dissimilar characteristics (linear and nonlinear) can
improve the forecasting accuracy in multivariate time series analysis.
5.3.2 Result from proposed Hybrid II
In this experiment, we alter the sequence order of implementation proposed by
previous researchers, in which a nonlinear model is employed initially and followed
by a linear model for the residual. However, in this study GRANN is used as a
nonlinear model and ARIMA as a linear model. McLeod and Li test is employed to
check the nonlinearity degree of the data. The results from this test verify that the
residuals data are linear; hence, ARIMA is suitable to model the residual. ARIMA
(1,0,1) is used to model the residual and the predicted residual for 2 years ahead
and ARIMA (0,1,3) is used to model the residual daily KLSE close price (Tab. X).
The predicted value from the GRANN model (from Experiment I) is integrated
with predicted value from the ARIMA model to get the final forecasting value for
both samples. Tab. X shows the result for the proposed Hybrid II models which
gives a smaller prediction error (GRANN ARIMA). This result indicates that the
forecasting ability of the multivariate time series data is improved even further if the
GRANN ARIMA model is adopted. The forecasting accuracy of GRANN ARIMA
in both samples is increased for about 33% and 73% compared to the prediction
given by the GRANN model.
Hybrid II Error
Crop Yield KLSE close price
GRANN GRANN ARIMA GRANN GRANN ARIMA
RMSE 417.33 278.19 6.22 1.67
MSE 174165.20 154777.00 540.89 39.33
MAD 369.45 212.49 6.17 1.52
MAPE 0.81 0.46 0.67 0.16
Tab. X Results for Proposed Hybrid II.
The results of these experiments have proven that the performance of the pro-
posed model is better to compare the individual model in analyzing and forecasting
multivariate time series data, thus conform to the previous results obtained from
Hybrid I.
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6. A Comparison of Hybrid I, Hybrid II and
Conventional Hybrid models
Experimental result yield from this study reveals that both the blend methods of
Hybrid I and Hybrid II can improve the forecasting accuracy. Nonetheless, the
arising issue is to choose which one is better, Hybrid I or Hybrid II. Consequently,
a comparison of the forecasting performance for both hybrid models (Hybrid I and
Hybrid II) is given in this section to examine the effect of forecasting performance
by varying the order of implementation on multivariate time series data.
As depicted in Tab. XI, the RMSE, MSE, MAPE and MAD given by the Hybrid
II model is lower than Hybrid I with the forecasting accuracy increases 78% and
86% in each sample data respectively. These results show that the best method for
combining models is Hybrid II. At the same time, this result indicates that altering
the sequence of hybridization will affect the accuracy. For illustration, the error
given by the proposed approach, GRANN ARIMA is better compared to MR ANN
with a conventional hybridization approach.
To further evaluate the performance of the GRANN ARIMA model, a compari-
son with conventional hybrid model (ARIMA ANN) that proposed by the previous
studies are carried out. The ARIMA ANN model cannot be developed for crop
yield data since the sample size is too small and insufficient for developing the
ARIMA model. From the experiment, we found that the forecasting performance
improves better if Hybrid II is used instead of using conventional hybrid. This
shows that the type of data being used will also influence the forecasting perfor-
mance. The more relevant data being considered in the experiment, the better the
performance of the forecasting model; GRANN ARIMA used multivariate time
series instead of univariate time series used in ARIMA ANN.
Fig. 4(a) and 4(b) summarize the results of examining the affect of altering the
sequence of hybridization. It is clear that the GRANN ARIMA performs better
than the other two hybrid models. As shown in Fig. 4(a) and 4(b) the forecasting
value from hybrid GRANN ARIMA is more accurate compared to MR ANN and
ARIMA ANN since the values are approaching to the actual value. The value of
R2, adjusted R2 in MR and the value of Ljung-box test in ARIMA are high since
these values are based on in-sample data. Therefore, there is no guarantee that the
model can also give a high performance for out sample data.
Tab. XI showed that the RMSE, MAD, MAPE and MSE that are calculated
based on out of sample data for MR ANN or ARIMA ANN is worse compare
GRANN ARIMA in both samples data used. The difference performance between
in sample and out sample indicates that over fitting exists. For example, over
fitting occurs when determining the appropriate parameters to be included in the
MR model. Goodness fit test, which used to check the adequacy of the MR model,
has probably excluded the significant factors that should be considered.
According to [54], we need to apply a linear model first to avoid over-fitting
in artificial neural network. However, the result from this study shows that the
over-fitting also occurred in the linear model. This result supports the findings
given by [24]. Therefore, we conclude that the over-fitting can also occur in the
linear model. Based on the MR and ARIMA performance, the probability of the
over-fitting arises in the linear model but higher compared is the nonlinear model.
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Fig. 4 (a) Comparison of Hybrid I and Hybrid II (Crop yield).
Fig. 4 (b) Comparison of Hybrid I and Hybrid II (KLSE close price).
This result supports our claims to change the sequence of hybridization for better
forecasting.
To obtain a more accurate forecasting result, Hybrid II methods using the
GRANN ARIMA model is suggested because it can work well in both sample data
that represent small scale and large scale data. This result may be explained by the
fact that: i) ANN is capable to deal equally well with linear and nonlinear data;
(ii) ANN is accepted as universal approximator; (iii) furthermore, past studies
have shown that over fitting problem in ANN can be avoided by using the cross
validation and optimal learning parameters [29].
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6.1 Comparison of GRANN ARIMA (Hybrid II) model with
benchmark model
From the previous experiment, we found that GRANN ARIMA is the best model
for forecasting multivariate time series data. To further validate our findings,
assessment performance with the benchmark model for univariate and multivariate
model are conducted. In this study, MARMA and ARIMA models are selected
because they are linear statistical models. Furthermore, ARIMA or known as
Box-Jenkins model has dominated time series forecasting for more than half a
century. Additionally, ARIMA modeling has been used in univariate framework as
a sophisticated benchmark for evaluating alternative proposal [1, 48, 54]. MARMA
is used in this study because it has been used as a statistical modeling technique
for the hybrid model in previous study [42, 43]. Tab. XII shows the performance
of each model. We found that accuracy of GRANN ARIMA is always better than
the MARMA and ARIMA models. This result is not surprising because ARIMA
is a linear model and MARMA model is a combination of two linear models. Due
to this reason, it cannot handle nonlinear data as well as the nonlinear model.
Tab. XII depicts that the comparison with the individual linear ARIMA cannot
be implemented for crop yield data. Due to small sample data set being used
and the non stationary time series data, the ARIMA model cannot be developed.
Theoretically, the minimum of data that need to apply the ARIMA model is about
40 to 50 periods of data. This model needs more data for tracking the pattern or
component in time series data prior to the modeling process. Before the model
estimation can be done, time series data must be in a stationary form. Otherwise,
the differencing process need to be implemented and it will reduce the size of the
data. In this study, the data is an annual data with approximately 11 periods,
and non stationary. These data need to be transformed into a stationary form.
The result shows that the propose GRANN ARIMA model can also perform well
in non-stationary and small size of time series data.
6.2 Comparison of the GRANN ARIMA model with ANN
using the second order error (Lavemberg Marquet)
Tab. XIII demonstrates the result given by the GRANN ARIMA model and ANN
model using the second order error; Lavemberg Marquet. In this study, the ANN
model using Lavemberg Marque (LVM) is developed using the default parameters
given by MATLAB. Tab. XIII shows the results of the experiments. For the first
data set (crop yield - small scale data), the performance of LVM is slightly better
than GRANN ARIMA with 5% growth. On the other hand, GRANN ARIMA
performs much better than LVM in the second data set (KLSE close price which
represents large scale data) with more than 80% growth.
6.3 Summary of the experimental result
In this section, a summary of the experimental result that has been conducted in
this study is presented. Tab. XIV(a) and XIV(b) depict the errors generated by
the individual model and the proposed Hybrid I, Hybrid II model, Conventional
hybrid model, Benchmark model and ANN with the second order error. ARIMA
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Error
Crop Yield KLSE close price
GRANN ARIMA LVM GRANN ARIMA LVM
RMSE 278.19 260.79 1.67 8.51
MSE 154777.009 125791.91 39.33 1014.45
MAD 212.499 210.65 1.52 6.27
MAPE 0.47 0.46 0.16 0.68
Tab. XIII Comparison of GRANN ARIMA with Lavenberg Marquet (LVM).
and MARMA are used as yardstick models which represent traditional statistical
individual and hybrid model accordingly. RMSE, MSE, MAD, and MAPE are used
to quantify of the difference between the actual output and the predicted output
given by each model.
Tab. XIV(a) shows that the proposed hybrid models always give better results
compared to an individual model regardless of the sequence of the proposed hybrid
model. For instance, an error produced by an individual model is greater than an
error produced by the proposed hybrid models (MR and MR ANN; GRANN and
GRANN ARIMA) except for the ANN trained with the second order error (LVM).
As shown in Tab. XIV(a), the difference of RMSE, MSE, MAPE and MAD pro-
duced from the proposed Hybrid II model that comprises of GRANN and ARIMA
and LVM are small, where the difference of accuracy percentage is 0.02, almost
approaching to zero. As a consequence, we can conclude that both of them are
comparable.
Fig. 5(a) shows that the proposed Hybrid II (GRANN ARIMA), LVM and
GRANN models are able to give prediction values that are closed to actual value
compared to Hybrid I, MARMA and MR models. Moreover, they can also pre-
dict the behavior of the data better than MR, MARMA and Hybrid I model.
They manage to predict the increment pattern in the grain crop in 2003. How-
ever, Hybrid I, MARMA and MR model failed to predict this pattern. Fig. 5(a)
shows an increasing production of the grain crop in 2003. The output of GRANN,
GRANN ARIMA and LVM models show that there are increments about 0.1%,
0.2% and 0.04% respectively for the grain crop yield in 2003. The actual values
show about 0.9% increment in 2003 for the crop grain yield. Hence, we can say
that the prediction given by our proposed hybrid model, GRANN ARIMA, is more
significant and reliable since it manages to forecast the augmentation more proper
compared to LVM and GRANN than GRANN and LVM.
In view, of GRANN ARIMA is ranked the first, followed by the LVM and
GRANN. The hybrid model that used Hybrid I approach is ranked as the fourth,
and followed by MARMA and finally followed by the MR model. Based on the
results obtained from the experiment, we conclude that the best predictor for the
grain crop yield for China is the proposed Hybrid II model that consists of GRANN
and ARIMA models.
Tab. XIV(b) shows the statistical test results and accuracy percentage obtained
from each individual and hybrid model used in modeling forecasting model to
predict daily close price for KLSE. From the Table, it shows that RMSE, MSE,
MAPE, MAD for the Hybrid II model, which represents the GRANN ARIMA,
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is the lowest compared to the individual model or benchmark model or Hybrid I
model, conventional model and LVM.
Fig. 5 (a) Comparison of Forecasting Values Yield from Each Model (Crop yield).
Fig. 5 (b) Comparison of the Forecasting Values Yield from Each Model (KLSE
close price).
Unlike LVM, the forecasting accuracy percentage of the GRANN ARIMA is in-
creased for about 0.5% . The results of this study also are depicted that forecasting
performance yield from the individual model (ARIMA) outperformed the conven-
tional hybrid (ARIMA ANN), and it conforms to the previous study. This dis-
crepancy may be due to the insufficient data information, over the fitting problems
in a linear model and redundancy information while modeling conventional hybrid
model, and ARIMA ANN. The outcome from this study also revealed that these
discrepancies can be solved by using our proposed hybrid model, GRANN ARIMA.
Fig. 5(b) summarizes the results given in Tab. XIV(b). It is clear that the
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GRANN ARIMA performs better than the other models. As shown in Fig. 5(b)
the forecasting value from the hybrid GRANN ARIMA is more accurate due to its
behavior in approaching nearer to actual value.
From the result, we wind up that there are three factors that will influence the
accuracy of the hybrid model. The first factor is the type of a model used in combi-
nation. As shown in Fig. 5(a) and 5(b), the performance of the hybrid model that
consists of two dissimilar models which have different characteristics (linear and
nonlinear models) gives better results compared to the hybrid model that combine
both linear models. The second factor is the sequence of the implementation for
hybridization. From Tab. XIV(b) and Fig. 5(b), it shows that by altering the con-
ventional sequence of hybridization, the forecasting error is decreasing and at the
same time the forecasting accuracy is increasing. The third factor is the type of the
data being used; the forecasting performance is increasing when the multivariate
data is used in modeling the time series data.
7. Conclusion
In this study, GRANN ARIMA is proposed as a new approach for hybridizing linear
and nonlinear models. Unlike conventional hybrid model, the proposed model
has few integrated features such as engaged with multivariate time series data,
GRA as feature selection to remove irrelevant input data and altering the sequence
of hybridization. To verify the effectiveness of a proposed hybrid model, several
comparisons have been conducted. The outcomes from the experiment revealed
that:
• GRANN can perform better than the multiple regression in handling multi-
variate time series data due to ANN effectiveness in modeling and forecasting
nonlinear time series with or without noise [9, 39, 50]. Therefore, ANN is
used as multivariate modeler in our proposed model.
• Forecasting accuracy of the proposed hybrid model, GRANN ARIMA is bet-
ter compared to the individual model such as GRANN, ARIMA, MR and the
second order error, LVM. This result supports the outcome from the previous
studies because hybridizing two dissimilar models will reduce the forecasting
error [53, 54].
• Altering the sequence of a hybrid model will improve the forecasting accuracy.
The Hybrid model with changing sequence of hybridization (Hybrid II) is
outperformed Hybrid I and conventional hybrid.
• Forecasting value of GRANN ARIMA is more accurate compared to hybrid
linear MARIMA model since it can handle equally well both linear and non-
linear patterns in time series data.
• The forecasting error produced by GRANN ARIMA is the smallest compared
to other models that are tested in this study.
• GRANN ARIMA also performs well in both small scale data and large scale
data.
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In conclusion, the proposed approach for hybridizing linear and nonlinear mod-
els, GRANN ARIMA can be used as an alternative tool for forecasting time series
data for better forecasting accuracy. Prior studies concealed that ANN learning
algorithm was time consuming and tended to trap into local minima solution.
Therefore, more studies will be conducted on a new concept of ANN learning al-
gorithm, i.e., a biologically inspired algorithm to speed up the learning time and
the accuracy of our proposed hybrid model. In this study, the type of time series
data is limited to complex time series; however, it can be extended to the simple
and seasonal time series data. Meanwhile, compared with individual models, the
modeling process of a hybrid model is slightly difficult and time consuming. How-
ever, due to rapid improvement of computer technologies, this limitation does not
seem to be significant.
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