The health of trackside equipment often seriously affects the safe driving of the train, while manually checking their status is an indispensably laborious task. In order to automate the task, this paper addresses the problem of automatically and accurately detecting anomalies of equipment located along the track through GPS and image calibration techniques. Considering the unnoticeable changes in equipment, including screws missing and cable corrosion, detection by classification-based machine learning methods is difficult to implement, thus in this paper we propose and conduct a novel detection mechanism by an efficient way of image subtraction. Especially, our method consists of four steps. The first step is to collect images of the trackside equipment and their corresponding mileage in the same route several times through cameras and GPS devices installed in the inspection train. Then, by introducing an improved RANSAC algorithm, the GPS data is further corrected. Secondly, we define one pass of the collected image data along with GPS information as template, and for the rest passes that need to be detected, the first frame alignment operation is operated through GPS and image information. For the third step, the SURF algorithm is implemented for image matching, and then the subtraction operation is conducted between each matched image pairs. Finally, we use empirical filtering mechanism to remove false positives that we have detected. Experimental results demonstrate the efficiency and effectiveness of our proposed method for anomalies detection of trackside equipment.
I. INTRODUCTION
In recent years, as the foundation and an important transportation medium of the rapid development of economy and technology, the construction of Chinese railways has been greatly improved, and the latest high-speed railways have been serving the public life gradually. More people choose to travel by train, and thus the safety of railway trackside equipment has attracted attention from the government and society. Under the complicated operating conditions of Chinese railways and high-intensity transportation load, the task of ensuring transportation safety is very arduous. In particular, the rapid development of high-speed railways has put forward new and higher requirements for driving safety. The necessity of safety monitoring and early warning has become more prominent and significant.
The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang . Considering that the cost of manual railway inspection and maintenance is getting higher and higher, it is essential to detect and monitor traffic safety by using information technology. On the one hand, automated fault detection reduces the burden of human resources. On the other hand, automated detection and monitoring detects equipment failures more effectively and quickly. In this year, Wu et al. proposed a novel fault estimation scheme based on descriptor estimation to estimate the faults of railway high-speed train sensors and actuators [1] , and we focus on the anomalies of trackside equipment. Therefore, the paper devotes focus to automatically and effectively detecting and troubleshooting abnormal devices along the track by computer vision related technology.
Aiming at the problem of anomaly detection in images, it is mainly divided into two categories, namely classification-based anomaly detection and image alignment-based anomaly detection. The former can use the existing pattern and target recognition technology to divide the anomaly and normal to achieve effective detection and recognition of anomalies. The latter detection is that collecting the images of the same target yet at different times for anomalies detection is used to find out the region where the change occurs and to figure out the range of variation exceeds a certain threshold, which is considered as an abnormal region.
Considering the particularity of the research question, we need to effectively detect and locate tiny anomalies in the trackside equipment, such as missing screws, abnormal indicators and abnormal interfaces. Since the equipment includes some components that are not easily detected, it is difficult to detect by a classification-based machine learning method. Therefore, we adopt the second anomaly detection method, and comprehensively use the GPS information and the image information to detect the abnormal devices on the track side. The image information, such as gradation and gradient, is analyzed to determine which are abnormal equipment by comparing the image information of the current map and the historical map of the same part of the train.
In this paper, we propose an anomaly detection method for trackside equipment based on GPS and image matching. First, as for the raw data acquired by the line cameras and GPS equipment, we propose an improved RANSAC algorithm as GPS data correction technique. Considering that the primary task of anomaly detection by image matching is to align the first frame, we then adopt our two phases frame alignment mechanism, which implement the proposed rough alignment and precise alignment techniques, respectively. Thirdly, during our anomaly detection phase, by taking fully consideration of frame continuity performed in our image data, we propose anomaly detection algorithm for efficient trackside equipment detection. Finally, in view of the particularity of the railway environment, empirical postprocessing techniques are explored to effectively screen out false positives based on the real data acquired from trackside equipment.
The favorable properties that we want to reach are as follows:
(1) An improved RANSAC algorithm is proposed to preprocess the acquired GPS image data, which improves the correctness of the raw GPS data so as to speed up the alignment of the first frame. (2) An optimized precise alignment method for the first frame between template and the testing frame are proposed, which improves the accuracy as well as the efficiency of image matching. (3) An Automatic anomalies detection mechanism of trackside equipment is established, which not only reduces the heavy burden of human resources, but also improves the safety of railway vehicles.
The rest of the paper is organized as follows. Section 2 gives an overview of our trackside equipment anomaly detection framework. Section 3 details the proposed method for anomaly detection with four steps. We introduce our experimental process and results in Section 5. Finally, we present our study's conclusions and discuss several potential future research topics.
II. RELATED WORK
In the research literature all over the world, anomaly detection includes many aspects, including anomaly detection of human behavior, anomaly detection of video files and anomaly detection of trackside equipment.
For anomaly detection of crowded behavior, Mahadevan et al. use the appearances and dynamics jointly modeling scenes to detect time and the special anomalies by a mixture of dynamic textures (MDT) [1] . Furthermore, Li et al. define a hierarchical MDT(H-MDT) model, which develops the MDT model and produces spatial and temporal saliency scores [3] . Thida et al. extract crowd activities in videos using an eigenmap method of spatio-temporal Laplacian [4] . Apart from these two methods, Yuan et al. design an informative structural context descriptor (SCD) for describing the crowd individual, and uses a tracker employs the incremental analytical ability of the 3-D discrete cosine transform (DCT) to associate the targets [4] . Recently, with the continuous development and maturity of deep learning technology, the use of deep neural networks for the detection and identification of anomalies has become a research hotspot. Feng et al. introduce a deep model, which uses 3D gradient features and a deep Gaussian mixture model (GMM). Inside their model, an observed normal event is constructed to do abnormal event detection [6] .
For detecting video anomalies, one of the popular methods in the literature is based on tracking. Jiang et al. consider video events at different levels considering both spatial and temporal context rather than analyzing solely trajectories [6] . Nevertheless, it is difficult to achieve robust tracking. On the contrary, abnormal features are abstracted from 2D images or 3D video blocks due to considering the global information or local context only. Cong et al. propose a sparse reconstruction cost (SRC) to detect abnormal events in crowded video scenes and online events by calculating sparse representation coefficients with the trained dictionary [11] . Furthermore, a method based on a hierarchical discovery framework of learning activity-pattern is designed by Xu et al. to achieve to detect anomalies [13] .
In the field of railway equipment anomaly detection, the image registration-based method has been widely used, since the detection of railway trackside equipment cannot meet the processing speed requirements and the detection level is greatly limited to the quality of the training sample set. At present, image registration methods can be roughly divided into two categories: region-based image registration methods and feature-based image registration methods [13] , and the latter methods are more common and widespread.
Zhang consider a scale-invariant feature transform (SIFT) method, which could accurately identify fracture failures in complex catenary images [14] . Zheng et al. presented a dynamic inspection method of track gauge based on computer vision which could be constructed by using four CCD (Charge-coupled Device) cameras and two red laser sector lights [15] . Luo et al. proposed a spatial spectral hypergraph discriminant analysis method which could effectively reveal the complex spatial-spectral structures of hyperspectral image [17] . Zhang et al. proposed an unsupervised classification framework based on robust manifold matrix factorization and its out-of-sample expansion to classify hyperspectral images [18] .
Image processing technology is also extensively applied in anomaly detection of railway equipment. Zhonghua Liu et al presented a novel discriminative low-rank reserving projection (DLRPP) algorithm for dimensionality reduction [19] . DLRPP can obtain better recognition accuracy in feature extraction.In addition, Zhonghua Liu et al also proposed a novel structured optimal graph based sparse feature extraction (SOGSFE) method for semi-supervised learning [20] , which has great robustness and effectiveness in sparse feature extraction. Since the development of image processing technology, Mikolajczyk and Schmid have proposed Harris-Laplace and Harris-Affine detectors, with the concept of scale [18] . The Harris-Laplace detector is fused with the Gaussian scale space by the Harris detector, which increases the scale invariance. The Harris-Affine detector automatically detects image features under affine changes, as well as affine invariance. Lowe proposed the scale invariant feature transform (SIFT) algorithm [21] , and uses the difference of Gaussian (DoG) to approximate the Laplacian of Gaussian (LoG) algorithm, which speeds up the feature extraction. SIFT features are well invariant in image rotation, scale change, and perspective transformation. Subsequently, along with the idea of Lowe, Herbert et.al present a novel scale-invariant and rotation-invariant interest point detector and descriptor, coined SURF (Speeded Up Robust Features). It approximates or even outperforms SIFT with respect to repeatability, distinctiveness, and robustness, yet can be computed and compared much faster [24] . The Haar wavelet and integral image fusion greatly improve the rate of feature extraction. Another influential local feature study in 2006 was the FAST (features from accelerated segment test) corner point test proposed by Rosten and Drummond [25] , [26] , which is introduced by machine learning and ID3 decision tree. The improvement is greatly increased compared with other corner detectors, and it has high reproducibility and noise immunity. However, its disadvantage is the lack of scale invariance. In addition, SURF is applied multiple times in image matching. Zhang et al. consider a new method which modifies the Fast-Hessian Detector of SURF for the FAST (Features from Accelerated Segment Test) corner detector that are useful for the matching process [27] . Hatem et al. consider a machine learning approach which uses a binary classifier to identify key points to match an image [28] . Pang et al. introduce a fully affine invariant SURF algorithm, which takes the affine invariant advantage of ASIFT as well as the efficient merit of SURF while prevents the disadvantages [28] . Pang et al. use SURF algorithm to not only detect and describe the interest points, but also match the interest points used high time-efficient KD-tree nearest neighbor searching method [29] .
III. METHOD
In this section, we introduce the overall framework for anomaly detection of trackside equipment and detail the four phases of it.
A. OVERVIEW
Our anomaly detection framework on trackside equipment operates in four main phases: data acquisition and correlation, GPS and image-based alignment of the first frame, pixel level-based image matching and anomaly detection, post-processing of result. The framework of our method can be illustrated in Fig.1 .
Step 1: During the first phase, images along with their distance information, which are extracted from cameras and GPS fixed on the inspection train, are collected to build the example dataset as well as the data need to be detected. Due to some errors in GPS data, an improved RANSAC algorithm is introduced to correct them.
Step 2: In the data alignment phase, we first perform a rough alignment of the first frame with the corrected GPS data. The SURF algorithm is then implemented for intra-pixel level matching and performs precise first frame alignment operations. Step 3: In the third phase of framework, we use the SURF algorithm to perform the image matching operation between testing frames and example frames, during which, a series of optimization methods are conducted to accelerate the processing speed. Then, for each of the matched frame pairs, the subtraction operation is conducted to highlight the different areas if there exist.
Step 4: In the last phase, considering that there may exit a bunch of false positive detecting results and thus increasing the difficulty of manual screening, we empirically propose three post processing strategies to remove the influence of camera shaking, illumination, and complex background factors on the detection results.
B. DATA ACQUISITION AND CORRELATION
In the data acquisition phase, the line camera (scanning pixels of 1 * 2048) is fixed under the inspection train to continuously record the trackside data. For every 1011 pixels of record, a 2048 * 1011 grayscale image is extracted to form one frame. During the process of storing the frame, the current GPS coordinate distance(meter) is assigned simultaneously. The examples collected are shown in Fig. 2 .
Considering that the trigger of the line camera is provided by the wheel sensor, that is, the image is collected for every fixed distance, in theory, the GPS coordinates of continuous frames should be presented as a straight line. However, due to GPS inaccuracy, its value may even have a deviation of nearly 50 meters, which will drastically affect the positioning accuracy. As shown in Fig. 3 , the original recorded GPS distance(meter) is not a straight line. By observing the data, we found that their values along with continuous frames always fluctuate around a straight line, and thus guides us to correct the GPS data by introducing fitting algorithm of straight line. When constructing the straight line to fit model with the original RANSAC algorithm, in each iteration, two sample points are randomly selected from the sample set to fit a straight line y = ax + b as the model, and then a certain value is selected as the tolerance error TH. Then it iteratively updates the slope a and the intercept b by multiple iterations, and selects the model with the largest number of Samplepoints whose distance to the line is not greater than TH as the best model.
In this paper, the RANSAC algorithm is used to correct GPS data. We made an improvement by reducing the iteration parameters in the original RANSAC algorithm from two to one. According to the actual situation, the image is collected every fixed distance and the length of each frame is also changeless. As a result, the slope of the GPS distance data is modified. Furthermore, we use an average slope as the slope of all potential fitting lines, which only iterate the intercept b.
The improved RANSAC algorithm consists of 4 steps as described below, the pseudocode of it is presented below and the final fitting result is shown in Fig. 3. 1) Since the trigger for GPS recording is provided by a sensor mounted on the wheel, the slope of the line is a known state. Then, for all the GPS distance along with their frame number, an average slope is calculated and chosen it as the slope of all the potential fitting lines. As shown in line 1 of the pseudocode, the average slope a can be expressed as:
2) Randomly pick out one point corresponding to frame m with GPS distance of d m to determine a line's bias by Eq. (2).
Then calculate the shortest distance from all the remaining points to this line, and expressed as in Eq. (3). 
This part of process corresponds to 2-6 lines of pseudocode.
3) Count the number of points that satisfy the distance less than a distance threshold. 4) Repeat step 2 and 3 until reach a fixed number of iterations, and finally select the line with maximum number of points that meets the distance threshold as the fitting result. Formally, suppose the recorded GPS distance is presented by {d i }, where i represents the ith frame of totally N frames. The slope of each segment from i − 1 to i is expressed as
In order to determine the parameter tolerance error TH, we conducted experiments on the improved RANSAC algorithm. By observing the distribution characteristics of our data, we set TH to 0.3, 0.03, 0.003, 0.0003 respectively. In the testing phase, we randomly selected 10.txt files of the same day for random pairing, and executed the algorithm under different TH for 100 times in total. Table 1 shows the probability of correctly calculating the offset under four threshold conditions.
From Table 1 , we notice that even though we chose 0.003, we still couldn't guarantee that the result is correct completely. However, we find that although the calculated offset is not correct, it is close to the correct one. Therefore, we then use the rough alignment strategy and the precise alignment (Algorithm 2) to ensure the correctness of the calculation results.
Algorithm 2 Precise Alignment Algorithm
Known: rough alignment result: Frame_r, size of each frame: < width, Length >, template frames: TempFrame, testing frames: TestFrame 1 mask = zeros(width, Length), diff _min = inf 2 for f = Frame_r − 5:
Frame_p = (min(bias_y(i), bias_y(i + 1))) .index 12 Return Frame_p 
C. ALIGNMENT OF THE FIRST FRAME
The key to implementing anomaly detection in the form of corresponding frame subtraction is the effective alignment of the frame. However, for two different sequences of acquired data, the starting position is not guaranteed to be the same, and sometimes it can even differ by as many as 50 frames. Therefore, the alignment of the first frame becomes very critical and challengeable. In our work of the first frame alignment, a two-step strategy is proposed, namely the rough alignment through GPS distance and precise alignment through frame matching.
1) ROUGH ALIGNMENT
For rough alignment of the first frame, the corrected GPS distance information is adopted. The core idea of this alignment is to use the translation of the line to make the two lines coincide, and the final frame difference can be obtained by the conversion of the bias, as depicted in Fig. 4 .
Suppose we have a corrected GPS distance sequence presented by a straight line with the slope of a and bias of b, and treat the data sequence (frames and GPS distance) as template. When there is a testing sequence needed to be detected, we still correct the GPS distance information with the strategy of subsection 3.1 and present the straight line by y = ax + b . Thus, the rough frame distance of the first frame of the test sequence and the template sequence can be expressed as Frame_r = (b − b)/a.
2) PRECISE ALIGNMENT
In the process of precise alignment of the first frame, we adopt the SURF-based pixel-level image matching technique. Specifically, we use the SURF algorithm to correct the interior of the image around the frame distance obtained by the rough frame alignment. Theoretically, the difference between matched frames within the intersection should be very little.
Suppose we get the rough first frame alignment result denoted as Frame_r, for each of its adjacent frames in template frames, we calculate the difference between the rough aligned one in the template frames and testing frames after operating SURF algorithm for matching, respectively. Finally, we weigh the difference between the aligned images and the horizontal deviation of the adjacent frame images (such as ±5) to determine the final first frame alignment. Theoretically, one frame in the test frame corresponds to two frames of the template frame. Therefore, the test frame can be aligned with two adjacent template frames, and the sum of the absolute values of the vertical deviations in the alignment is close to the vertical height of one image. Considering this, our procedure of precise alignment of the first frame is illustrated as the pseudocode shown below:
The main idea of our precise alignment algorithm is to perform intra-frame fine matching by using the SURF algorithm to obtain the final first frame offset based on obtaining rough alignment of the first frame. First, we should get each adjacent frame's matching result [bias_x(f ), bias_y(f )] based on SURF algorithm as shown in line 3 of Algorithm 2. As for each matched frame pair, we use ''mask'' to mask out the no intersection part and conduct [bias_x(f ), bias_y(f )] translation on the template frame, which is denoted by [bias_x(f ), bias_y(f )]→TempFrame. And their difference diff (·) is calculated based on Eq. (4) (shown in line 5 of Algorithm 2), where MSE indicates the Mean Squared Error. For the final alignment of the first frame, we choose the one that satisfies the pseudocode described in line 6-11. Noting that, in order to simplify the subsequent anomaly detection, here we make the testing frame lag its corresponding template frame, so that we choose the precise alignment result with intra-frame bias matching less than 0 (line 11).
→ TempFrame(f ), TestFrame(1)} · mask) (4)
D. IMAGE MATCHING AND ANOMALY DETECTION
After the first frame alignment is confirmed, we then conduct our anomaly detection process through image matching.
Algorithm 3 Anomaly Detection Algorithm
Known: precise alignment of the first frame: Frame_p, template frames: TempFrame(size_temp), testing frames: TestFrame(size_test), part frame start: f _start, part frame length: p_len, size of each frame: < width, Length >, threshold of anomaly: Trd  1 mask = zeros(width, Length) , Abn = zeros(1, Length) 
if diff (f ) > Trd and frame f contains equipment 8
Abn ( if diff (f ) > Trd and frame f contains equipment 20
Abn(f ) = 1 21 Return Abn Similar to the process in precise alignment of the first frame, we implement SURF algorithm for image matching. However, the difference is that in order to check all the pixel lines in the testing data, we need the process of image stitching. The pseudocode of our image matching strategy is detailed in Algorithm 3.
In Algorithm 3, for the first frame matching, we examine the whole images from template and testing frame for SURF feature extraction, as shown in line 4 of the pseudocode. After calculating the difference between two matched frames (line 6), only the image which contains equipment (we obtained equipment tag through checking the GPS and record book information) and the difference that exceeds a pre-defined threshold will be considered as an anomaly (line 7-8). In order to ensure the integrity of the detection, we record the undetected part of testing frame for the rest frame splices (line 9). Then for the rest frames need to be detected, after frame splicing (line 11), we only pick out a small portion (line 12) to operate matching and difference calculating as before, which will drastically reduce the VOLUME 8, 2020 time consuming. Finally, to make sure the continuity of the offset as well as the correctness of frame splicing, the offset under each translation is further accumulated (line [15] [16] . Noting that when bias_y exceeds Length, we need to modify Frame_p as well as re-initialize bias_y to be bias_y − Length, so that make the pseudocode from line 8 to line 10 work correctly.
The setting of Trd threshold is still essential to our project. If the Trd is too small, it will lose the meaning of filtering. On the contrary, if it is too large, some errors will be miss detected. However, the most important issue in this study is that the real wrong equipment needs to be detected. Therefore, we carried out many experiments to observe the distribution characteristics of the parameter Trd, and finally determined that the value of Trd is 10. Meanwhile we introduce 3 post processing strategy to further reduce the false positive, which is described in detail later.
E. POST PROCESSING STRATEGIES
In this subsection, we will introduce three post processing strategies to reduce the influence of camera shaking, complex background, and illumination factors on the detection results.
1) IMAGE DILATION AND EROSION
In fact, this operation operates before the calculation of MSE difference between the two matched frames. Considering the blur and jitter in the process of image acquisition, the camera's two acquisitions may have relative stretching phenomenon, and thus it causes the problem that two images cannot be precisely matched. Therefore, we use dilation and erosion operations to tolerate minor misalignment of matching to reduce false positives.
2) DYNAMICALLY CHANGING TOLERANCE THRESHOLD
In order to determine the abnormal location of the device more effectively, we then manually label images inside template to figure out whether there is an equipment. Specifically, we will also mark the specific location of the device and the key monitoring areas in each image, such as wire interfaces, screws, etc. To give more attention to ''key areas'', we will set a relatively lower tolerance threshold for them, on the contrary, setting a larger threshold for ''free areas''.
3) ADEPTIVELY ADJUSTING IMAGE GRAY SCALE
Considering the reflection of metal equipment, the reflection of rain on the road surface and the slight difference in illumination, here we will further automatically screen the anomaly detection results. Specifically, for a large anomaly area with a large pixel difference with consecutive multiple frames, we will further determine whether there is a labeled device within it, and if not, we will treat it as an anomaly due to illumination. For the anomaly in relatively smaller area, we will perform gray scale correction on the connected area at pixel level, and measure the image difference again through the texture feature.
IV. EXPERIMENTAL RESULTS
In this section, we will show our anomaly detection results on trackside equipment image data from Beijing to Taiyuan section provided by the Ministry of Railways of China.
A. DATASET DESCRIPTION
We recorded a series of trackside images on different dates from a sub-section in Beijing to Taiyuan railway and randomly selected one of them as a template. In addition, we select another record on one different date as the target to be tested. Considering the number of abnormal conditions of the trackside equipment is very rare, we manually simulated some anomalies, such as screw loss, indicator lights missing, wire breakage, interface falling, etc. as shown in Fig. 5 . The first line presents normal device samples, and the second line is abnormal device samples, with their corresponding normal/abnormal positions marked in green and red respectively. Fig. 6 shows our GPS data correction result for around 33km's track recording with more than 16000 images. In our experiment, we set the number of iterations I to 1000 and the threshold TH to be 0.003. From Fig. 6 , we can see that our corrected GPS data performs a straight line with original data distributed around, which will efficiently eliminate the impact of acquisition errors and accurately determine the actual location of trackside equipment.
B. GPS DATA CORRECTION RESULT
In order to demonstrate the effectiveness of the proposed method, we compare the accuracy of original and improved RANSAC algorithm proposed in this paper under different frame errors, as depicted in Table 2 . By running the algorithm for 100 times, the experimental results show that the accuracy of the improved method can achieve better performance than the original algorithm.
C. ALIGNMENT OF THE FIRST FRAME
Next, we perform the rough alignment operation of the first frame through the corrected GPS data. When we get the rough offset Frame_r through the section 3.2 A, we then operate Algorithm 2 for precise alignment. To give an intuitive effect on the inner results during precise alignment, we present the diff(f) map in Fig. 7 above, where the larger the difference in pixel, the brighter the grayscale.
From Fig. 7 , we can see that the sum of bias on vertical axis with adjacent frame Frame_r and Frame_r + 1 is 1011(|802| + | − 209| = 1011), which equals to the length of frame. In the meanwhile, the difference between these two adjacent frames is also smaller compared with others. As a result, the final precise frame bias Frame_p is calculated as Frame_r + 1.
For evaluating the effectiveness of the proposed frame matching method, we conducted experiments on the accuracy and consumption time of rough alignment and precise alignment. The experimental results for 1000 frames are shown in Table 3 , which shows the lower accuracy while only using rough alignment. Additionally, we find that the time consumption of precise alignment is very high. Thus we consider and integrate the rough and precise alignment to achieve better accuracy of 100% and the lower time consumption. 
D. THE FINAL ANOMALY DETECTION RESULT
Finally, we will show the results of our trackside equipment anomaly detection results. In view of the continuity of linear line camera sampling, the intra-image offset should also be continuous. Therefore, we first show the intra-frame offset map, as illustrated in Fig. 8 below. It can be observed from Fig. 8 that the resulting intra-frame offset exhibits a stable attenuation trend and automatically aligns adjacent frames when an offset exceeds the current frame length, which demonstrates the effectiveness and accuracy of the proposed approach.
We list some of the final anomaly detection results in Fig. 9 . The first row is template frames corresponding to Fig. 5 , which is aligned and spliced with frames to be tested; the second line shows the abnormal matrix diff(f), and the third line lists frames to be detected and the detection result with areas marked in red rectangle.
E. POST PROCESSING STRATEGIES RESULT
The objective of our study is to minimize false positives on the basis of none false negatives. Based on the empirical rules and thresholds from the railway professional area, we carried out experiments to evaluate the performance of our proposed post processing strategies. The false positive rate can be reduced without changing the true abnormality judgment. Table 4 shows the true positive rate and false negative rate obtained by different post-processing methods (Each row in the table represents the results without using one of the post-processing strategies).
From Table 4 , we can notice that there is a high false negative rate without using one of the post-processing strategies, and we can achieve a much lower false negative rate by using our proposed method. However, we couldn't guarantee that the false alarm will be completely eliminated. Therefore, in the future experiments, we need to further screen the abnormal detection results to minimize the occurrence of false positives.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose an anomaly detection method based on GPS and image matching for anomaly detection of trackside equipment. Through GPS and image-based alignment of the first frame, pixel level-based image matching and anomaly detection, post-processing of result, we achieve a satisfactory trackside equipment anomaly testing result. Specifically, the improved RANSAC algorithm is proposed and implemented to correct the acquired GPS data. Then we adopt our double alignment operation to match the first frame, which lays the foundation for the subsequent image matching. The pixel-level image matching and anomaly detection method is presented to locate the abnormal part that may hidden in each image. Finally, the post-processing strategy of the testing results is proposed and executed, which further eliminates the influence of external factors and reduces the false positives. Extensive experiments are carried out and the results demonstrate the good performance of our proposed abnormality detection method for trackside equipment.
However, there is still a high false positive rate in our detection result. In future work, we will further intelligently process the abnormal detection results and use some machine learning methods to eliminate the impact of false positive samples, and thus to reduce manual workload.
