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1. Introduction 
1.1 Research background and motivation 
With the rapid development of liquid crystal and light-emitting diode (LED) 
displays in recent years, the annual output value of global display panel modules 
increased from 92 billion US dollars in 2015 to approximately 101 billion US dollars in 
2016 according to the technical report data from the Photonics Industry and Technology 
Development Association (PIDA) of Taiwan [1] and Optoelectronics Industry and 
Technology Development Association (OITDA) of Japan [2]. This 10% growth rate 
indicates that the demands for using displays are becoming more stable.  
In the past 10 years, a vigorous development has seen in display industry, from 
cathode ray tube (CRT) to liquid crystal display (LCD). The liquid crystal panels 
evolved from the earlier twisted nematic (TN) [3] to multi-domain vertical alignment 
(MVA) [4] and in-plane switching (IPS) types. The display devices have become not 
only thinner, but also with expanded viewing angles [5]. The maximum display 
resolution has also been advanced, from the previous standard-definition (SD) to 
high-definition (HD), and then to the current 4K and 8K resolutions, demonstrating 
significant improvement and evolution. In particular, the advances in wide-gamut 
displays, namely displays with wider color gamut have been prominent and rapid. 
Under such circumstances, high-definition (4K and 8K) [6], middle-and-small-size 
or wearable mobile (smartphones and mobile watches) [7], and wide-gamut [8-10] 
displays were mainly developed during the past years. 
For example, at the Cutting-edge IT & Electronics Comprehensive Exhibition, 
CEATEC 2014 Japan, Sharp Corporation released the world’s first 8K resolution liquid 
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crystal display (LCD), cultivating great expectations and evaluation among the public. 
In 2017 Quarter 4, the global sale of mobile phones increased by approximately 1100% 
to 407 million units, as compared with the sales in 2009 Quarter 1, hitting a record high 
[11].  
Moreover, with increasing resolution of displays, consumers pursue more realistic 
experiences. In 2015, new television standards were defined, such as the introduction of 
the new high dynamic range (HDR) technology that allows color sampling support up to 
4:2:2, color bit depth support up to 10 bit, and color gamut support up to BT.2100. In 
addition, the metadata of display images can carry HDR information that enables 
brightness of up to1000 nits [12]. 
Through the applications of these latest display technologies, the output images and 
videos from displays have become more beautiful and vivid than those from previous 
cathode ray tube (CRT) displays. 
This study first discusses the research on wide-gamut displays. The basic technical 
frame of these displays can be referred to in Figure 1-1. In general, wide-gamut displays 
can mainly be developed in two ways. One is by changing the display module to 
enhance the display color gamut. For example, from the most traditional cold cathode 
fluorescent lamps (CCFLs) used in LCDs to the current active-matrix organic 
light-emitting diode (AMOLED) displays, the displayable gamut has increased by a 
factor of approximately 1.3, relative to the sRGB color space [9]. The other is by 
expanding the range of displayed colors through the addition of primary colors to the 
panels. This is also called the multi-primary display technology. Konig et al. proposed a 
method for defining the physical dimension of multi-primary displays [13]. Over the 
past decade, increasingly intense research efforts and industrial investment have been 
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devoted to this area [14-17]. Four- and five-primary color displays are now available in 
the market. 
In this study, using the latter technique, we expand the range of displayed colors, 
through the addition of any three sub-primary colors along with the R, G, and B primary 
colors to simulate the six-primary display. For determining the three sub-primary colors, 
previous research and entity object developing showed different approaches. Epson 
developed a multimedia storage viewer as a four-primary display which separates green 
color into yellow-green and emerald green as the new primary colors [18]. Sharp 
Corporation and Panasonic also developed televisions with multi-primary [19]. These 
multi-primary displays can achieve accurate color reproduction by reproducing the 
colors that could not be reproduced by previous displays. Therefore, we discuss the 
optimum expansion ratios in the International Commission on Illumination (CIE) (x, y) 
color space of each primary color in the six-primary color display, to achieve perfect 
color reproduction of natural color.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1-1. The major development techniques in multi-primary displays 
(Left) Changing display modules; (Right) Expanding the range of displayed colors 
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1.2 Research purposes 
Although some internationally recognized standards exist as reference for 
three-primary color displays [20], six-primary displays have no relevant standards. 
Because the current color signals of standard displays are sRGB, the six-primary display 
which is the focus of this study, should ensure that there are only small differences in 
hue and brightness, when signals are transformed. Therefore, proper color separation 
algorithms are required in image signal processing. In recent years, the International 
Electrotechnical Commission (IEC) has developed some trichromatic-based color space 
descriptions, such as xvYCC, and scRGB. However, the method to reproduce color 
exactly from these color spaces to our six-primary space is worth investigation. 
Since an increasing number of display manufacturers have replaced their traditional 
CCFLs to LED backlight sources, including the most widely used RGB-LED light 
sources, in recent years, our research uses as well as an ordinary RGB-LED light source 
to probe the color performance in an extremely wide color gamut. As a result, the gamut 
expanded displays could be regarded as color reproduction tools that intelligently 
reproduce the colors that we have seen in real life. Therefore, we conceived a 
mathematical method through the color spectrum to change the existing position of the 
primary colors in the CIE (x, y) chromaticity diagram and find an optimal combination 
of primary colors that could perfectly reproduce the colors in real life. 
Research on algorithms for the six-primary displays is limited [21], and some of 
these are too complex to be applied real-time operations on high-definition devices and 
lack practicality. Moreover, oversimplified algorithms cause considerable deviations of 
luminance and hue. In this study, we hope to design a color separation algorithm for 
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six-primary display that could support xvYCC specifications, under the premise of 
accurate color reproduction and high computational efficiency. 
Furthermore, in terms of human vision, since multi-primary displays have more 
spectrum bands than traditional three-primary displays, it is not easy to occur the 
observer metamerism. Multi-primary display technologies could reproduce natural 
object colors more effectively. In addition to find the most suitable expansion ratio of 
human eyes in obtained six-primary color separation algorithm, this study also looks for 
the most perfect combination of spectrum bands of six-primary display except the 
purposed algorithm based on the feature of six-primary. Through this combination of 
spectrum bands, we perfectly reproduce all natural object colors under various light 
sources. 
Based on the above discussion, the purposes of this study are as follows: 
1. The development of high-efficiency algorithm for six-primary display. 
2. Research the extremely wide color gamut performance in six-primary display, and 
its optimization 
3. Find appropriate expansion ratios of six-primary displays in the CIE (x, y) 
chromaticity diagram. 
4. Determine the optimal combination of the six primary colors that could accurately 
reproduce the natural colors of objects. 
5. From the two experiments, looking for differences of primary colors distribution 
between simulated six-primary display and the ideal calculating results by least 
mean square method. We compare the characteristics of the three primary color 
display devices, then determine the necessity of multi-primary displays in the future. 
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1.3 Research process 
We design a set of algorithm for six-primary display and use the experimental 
research in Chapters 3 and 4, which is based on two psychophysical evaluations and one 
paired comparison method. We simulate the spectral distribution of primary colors by 
mathematic and compare the result with the spectral distribution obtained via previously 
developed models in Chapter 5. The research process is shown in Figure 1-2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1-2. The entire study processes 
Construct research  
motivation and purpose 
Establish research methods 
Investigation based on 
previous research  
Design algorithms 
Efficiency evaluation of 
algorithms and experiments 
Discussion and Conclusions  
Revision 
If not 
accepted 
accepted 
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1.4 Research method 
This study aims to develop optimization methods of six-primary displays and 
determine a suitable combination of primary colors to achieve accurate color 
reproduction of natural colors of objects. Although the six-primary display algorithm 
has been previously developed, it could not be applied to the limited range of gamut 
specifications. With advances in technology, the gamuts of multi-primary displays are 
increasing; however, the colors reproduced by these displays must suitable for the 
mechanism of human vision. In this way, the images presented by displays are true as 
perceived naturally without any distortion. 
The process of this study is divided into the following five stages. The contents of 
Chapter 3, the optimization methods in traditional RGB to six-primary display, are 
explored in stage 1, 2, and 3. The Chapter 4, the effect of gamut expansion of object 
colors on a simulated six-primary display, is described in stage 4. The Chapter 5, the 
computational design of simulated multi-primary display spectral bands for spectral 
color reproduction, is discussed in stage 5. 
Stage 1 
This stage involves designing the six-primary display algorithm. We design an RGB 
to six-primary algorithm and use nonlinear regression techniques to optimize the tone 
curves and color correction matrix parameters. 
Stage 2  
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The second stage involves the gamut expansion of the six-primary display. We 
extract the color primary information from a commercially available LED module and 
expand the color gamut of the six-primary display by changing the backlight. 
Stage 3 
The third stage is the correction stage. Although more saturated colors were obtained 
by the six-primary display via color gamut expansion, the saturation of some colors was 
shifted during the conversion process. We fix this problem using the gamut-mapping 
algorithm and adjusting the observer parameters obtained via a psychophysical 
experiment, wherein the colors most suited for the six-primary display are determine. 
Stage 4 
The fourth stage involves conducting psychophysical experiments to optimize the 
gamut-expanded six-primary display and determine which color gamut could reach the 
preferable range of human vision. 
Stage 5 
The fifth stage is involves finding the optimal combination of primary colors for the 
six-primary display to achieve accurate color reproduction of natural colors of objects. 
Collect color samples and use principal component analysis to calculate the eigenvalues 
of natural colors, to find the best combination of primary color for the six-primary 
display so as to reproduce all natural colors. 
The entire flowchart of the connection of each chapter is shown in Figure 1-3. 
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Fig. 1-3. The flowchart on the coherence of each chapter 
Finding the optimal 
combination of primary 
colors 
Chapter 5 
Step 5 
Designing the 
six-primary display 
algorithm. 
Chapter 3 
Step 1 
Step 2 
Gamut of primary color 
expansion from 
commercially LED 
Chapter 3 
Step 3 
Gamut mapping  
and correction 
Chapter 3 
Step 4 
Optimize expansion 
ratios and determine 
preferable range of 
human vision 
Chapter 4 
Constructing 
comprehensive 
presentation method in 
Six-primary display 
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1.5 Scope of the study 
In this study, we discuss the construction and optimization of the RGBCMY 
six-primary display simulated herein, for which the optimal color separation algorithm 
was derived. The chromaticity coordinates and luminance of the RGBCMY six-primary 
display were obtained from a commercially available RGB-type LED source. The 
saturation of their secondary colors (R + G (Y), G + B (C), and R + B (M)) can be 
increased only to a limited value. Applications of the results obtained in this study to 
other multi-primary displays with different chromaticity and luminance ranges may not 
provide ideal results. 
Because the reflectance data used in Chapter 5 only reached 95% confidence 
interval of object reflectance, a small part of the object reflectance could not be 
perfectly reproduced. 
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1.6 Limitations of the study 
Six-primary displays are currently unavailable in the market. If there is an 
opportunity for us to buy them, the manufacturers might not provide the controllable 
modules for us to modify the displays may not be available. Therefore, this study 
focuses on the evaluation of the color separation effects in the simulated six-primary 
display. 
We use a three-primary LCD whose color gamut could reach AdobeRGB (1998) for 
evaluating the visual psychophysical experiments in Chapter 4. However, the 
observations of psychophysical experiments on lower luminance and saturation LCDs 
slightly differ from those of the psychophysical experiments on high-saturation 
six-primary displays. 
In Chapter 5, we use more than 3000 reflectance samples from the Standard Object 
Color Spectra Database (SOCS) data [22]. Daylight data from the work of Judd et al. 
was used for the light sources [23]. Because the reflectance data only reached 95% 
confidence interval of object reflectance, a small part of the object reflectance could not 
be perfectly reproduced. Moreover, the general spectral reflectance is measured by a 
machine, in addition to the large errors on the low- and high-frequency ends, the 
spectral reflectance itself has some non-smooth parts. These parts will require more 
basic spectra to ensure complete reproductions. This study focuses on displays with six 
spectra and aims to minimize the errors. Therefore, we used the first three principal 
components of SOCS as complete spectral radiances instead of the original SOCS data. 
However, since the MATLAB software package was used in this study, performing 
calculations with all combinations of light sources and reflectance data would be very 
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time-consuming without using a supercomputer. Therefore, the color temperature of 
daylight illumination was sampled in the 4000–9000 K range at intervals of 1000 K to 
ensure that the spectral results can completely reproduce most of the natural colors. 
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1.7 Conceptual framework 
The conceptual framework of this study is divided into the following seven chapters: 
Chapter 1 Introduction:   Introduce the research background, motivation, and purpose 
and discuss the scope and limitations of this study. 
Introduce some the mathematical tools used in this study. 
 
Chapter 2 Definition:     Define the terms and specifications that will appear in the 
subsequent chapters.  
 
Chapter 3 Experiment 1: Introduce the simulated six-primary display optimization 
method and its application.     
 
Chapter 4 Experiment 2:  Determine the expansion ratio of the simulated six-primary 
display by conducting a series of psychophysical 
experiments. 
 
Chapter 5 Experiment 3: Find the optimal combination of primary colors for the 
six-primary display that could accurately reproduce the 
natural colors of objects. 
 
Chapter 6 General discussion: Given the discussion of all chapters. 
14 
 
 
Chapter 7 Conclusions and future works: Given the conclusions of all chapters and 
discuss the potential possibility of 
application in the future. 
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2. Definition of terms 
2.1 CIE color system 
In 1931, CIE used three primary colors XYZ. The values of XYZ are the gamut of 
human vision which represent the quantitative descriptors to colors perceived vision of 
human. CIE defined XYZ tristimulus values as the color stimulus intensity to human 
eyes receptors. The chromaticity coordinates (x, y) of blue and green can be obtained 
using formula (2.1), which represents the characteristics of a color in terms of hue, and 
saturation is usually used to describe the display color gamut. However, the 
chromaticity coordinates (x, y) are not a visually equidistant color space and require a 
uniform color space to describe the visual difference and meet the industrial and design 
industry requirements. 
 
ZYX
Y
y
ZYX
X
x




   (2.1)                                   
 
Luminance, chroma, and hue are relative attributes to human visual systems for 
comparing the brightest white phase in the environment. In 1976, CIE recommended a 
uniform color space called CIELAB, wherein the tristimulus values of color patches (X, 
Y, Z) and white color (Xn, Yn, Zn) were used to calculate the (L*, a*, b*) values 
described in formula (2.2). L* represents lightness and a* and b* represent the intensity 
of the red/green and yellow/blue axes, respectively. 
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To calculate function f in formula (2.2), we consider 





nX
X
f  as an example and the 
calculation is shown in formula (2.3). The other functions f of 





nY
Y
f  and 





nZ
Z
f  are 
calculated in the same way. 
 
When 
𝑋
𝑋𝑛
 > 0.008856, 𝑡ℎ𝑒 𝑓 (
𝑋
𝑋𝑛
) = (
𝑋
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1
3
  
(2.3) 
When 
𝑋
𝑋𝑛
≤ 0.008856, 𝑡ℎ𝑒 𝑓 (
𝑋
𝑋𝑛
) = 7.787 (
𝑋
𝑋𝑛
) +
16
116
  
 
The a* and b* values of (L*, a*, b*) can be transferred to chroma and hue using 
through formulae (2.4) and (2.5), respectively.  
 
 C∗ = √a∗2 + b∗2 (2.4) 
 h = tan−1(a∗/b∗) (2.5) 
 
Since visual differences in the different visual environments were not considered in 
the CIELAB model, CIE announced an improved model called the CIECAM02 color 
appearance model in 2002, which can be used to predict the changes in the perceived 
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colors when adjusting to environment under some illuminant or luminance conditions. 
The output of lightness (J), brightness (Q), hue (h), chroma (C), colorfulness (M), and 
saturation (s), can be obtained by inputting some parameters such as the tristimulus 
values and viewing conditions into the CIECAM02 model [24]. However, owing to 
limited color measurement instruments, it is difficult to obtain the environmental 
parameters in a given mode. The CIELAB model is therefore still used in the color 
industry. 
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2.2 Gamut boundary descriptions 
The gamut boundary descriptions are divided into two types: 2D and 3D. The former 
is commonly used, however, sometimes it cannot accurately describe the shape of the 
color gamut. The latter shows the brightness or luminance information of the gamut for 
ease of reference. 
A) 2D color gamut descriptions 
The representatives for 2D color gamut are the (x, y) and (u’, v’) chromaticity 
diagrams. The latter diagram was modified by the normalized visual color differences of 
the former and shows higher accuracy (Equation (2.6)); however, it is not as commonly 
used as the (x, y) chromaticity diagram. On both the chromaticity diagrams, the 
chromaticity coordinates of the three primary colors RGB form a triangle, representing 
the gamut size of the display. In general, a color gamut is usually compared with the 
National Television System Committee (NTSC) specification, and the area of sRGB is 
approximately 72% of NTSC. 
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  (2.6)                    
B) 3D color gamut descriptions 
Among the multiple methods for 3D color gamut descriptions, segment maximum 
gamut boundary description (GBD) is more commonly used [25-26]. This method uses 
each of the three untrapped sample points to construct sub-triangles on the gamut 
surface and then connects each boundary of the sub-triangles to construct a polyhedron 
gamut contour. The center point of the color gamut can be calculated by the description 
of the triangle characteristics. Moreover, several tetrahedrons containing the entire color 
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gamut volume can be constructed with each vertex of the triangle. The color gamut 
volume is the sums of the volumes of all tetrahedron. In this way, the computation 
efficiency can be greatly improved and the unsmooth problem on the color gamut 
surface at lower color sampling density can be reduced. 
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2.3 Standard color specifications 
A) sRGB specification 
sRGB was developed by IEC in October 1998, as the international standard color 
space model for use in multimedia environments [27]. Devices which have different 
types or brands, such as computers, monitors or printers do not render inconsistent color 
spaces by each other when using the ICC profiles established by this specification. 
To avoid discrepancies in the colors that are reproduced from television on a 
computer display, sRGB defines red, green, and blue as the three primary colors based 
on high-definition television specifications. Moreover, sRGB defines the exact positions 
of the CIE (x, y) coordinates as red (0.6400, 0.3300), green (0.300, 0.600), blue (0.150, 
0.060), and white (0.3127, 0.329). The location of the D65 light source is shown as the 
gamut boundary in Figure 2-1. 
   However, compared with the color gamut of other color spaces, the color gamut of 
sRGB is apparently smaller because colors like emerald green, dark blue, orange, bright 
red, and bright yellow are almost outside the boundary of the sRGB color space. 
Therefore, many experts such as photographers and printing professionals usually use 
the AdobeRGB color space, which is wider than the sRGB color space. 
The sRGB linear conversion equation is shown in Equation (2.7). 
 
 [
𝑅𝑙𝑖𝑛𝑒𝑎𝑟
𝐺𝑙𝑖𝑛𝑒𝑎𝑟
𝐵𝑙𝑖𝑛𝑒𝑎𝑟
] = [
3.2410 −1.5374 −0.4986
−0.9692 1.8760 0.0416
0.05565 −0.2040 1.0570
] [
𝑋
𝑌
𝑍
]     (2.7) 
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The range of each parameter, Rlinear, Glinear, and Blinear, represented here is from 0 to 1. 
This color space is designed for application to displays with a gamma value of 2.2; 
therefore, the power of 1/2.2 should be used for obtaining the real sRGB values.    
 
 
 
 
 
 
 
 
 
 
 
B) AdobeRGB specification 
AdobeRGB is a color space developed by Adobe System Inc. in 1998, and its color 
gamut can cover not only sRGB but also most parts of CMYK, which are the four 
primaries used in print media. Comparison results of the sRGB and AdobeRGB color 
spaces based on their CIE (x, y) chromaticity coordinates, show that the region between 
green and cyan is bigger than the sRGB color space, as shown in Figure 2-2.     
 
 
 
 
Fig. 2-1. The color gamut boundary of sRGB color space in CIE (x, y) 
chromaticity diagram   
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C) xvYCC specification 
Images presented by early CRT displays, are within the sRGB color gamut boundary; 
however, with technological advances in displays, the reproduction ranges of images 
have exceeded the sRGB color space. To remedy this, the Color Standardization 
Committee of the Japan Electronics and Information Technology Industries Association 
(JEITA) was established by Mitsubishi Electric Corporation and Sony Corporation to 
deliberate the international normalization. Finally, the IEC admitted xvYCC color space 
as the international wide-gamut standard specification in January, 2006. The color 
transfer method of xvYCC is described as follows [28]. 
We assume that parameters R, G, and B are values of red, green, and blue colors, 
respectively, in a pixel of a display.  
(1) If R, G, B ≤ −0.018 
Fig. 2-2. Comparison between the sRGB and AdobeRGB 
on the CIE (x, y) chromaticity diagram 
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(2) If −0.018 ≤ R, G, B ≤ 0.018 
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(3) If R, G, B ≥ 0.018 
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Equations (2.8) – (2.10) describe three kinds of restrictions in each original linear 
RGB value and show how the values can be normalized by the reference white and 
converted into the respective non-linear RGB values. 
The relationships between R’, G’, B’ and Y’, Cr’, Cb’ can be expressed as follows.  
 
  [
𝑌′
𝐶𝑟′
𝐶𝑏′
] [
0.2126 0.7152 0.0722
−0.1146 −0.3854 0.5000
0.5000 −0.4542 −0.0458
] [
𝑅′
𝐺′
𝐵′
]  (2.11) 
 
The 8-bit representation, is shown in Equation (2.12). 
 
 𝑌𝑥𝑣𝑌𝐶𝐶(8) = 𝑟𝑜𝑢𝑛𝑑[219 × 𝑌
′ + 16] 
      𝐶𝑏𝑥𝑣𝑌𝐶𝐶(8) = 𝑟𝑜𝑢𝑛𝑑[219 × 𝐶𝑏
′ + 128]  (2.12) 
  CrxvYCC(8) = round[219 × Cr
′ + 128] 
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The N-bit (N > 8) representation, is shown in (2.13). 
 
𝑌𝑥𝑣𝑌𝐶𝐶(N) = 𝑟𝑜𝑢𝑛𝑑[219 × 𝑌
′ + 16] × 2𝑛−8 
    𝐶𝑏𝑥𝑣𝑌𝐶𝐶(N) = 𝑟𝑜𝑢𝑛𝑑[219 × 𝐶𝑏
′ + 128] × 2𝑛−8  (2.13) 
   𝐶𝑟𝑥𝑣𝑌𝐶𝐶(N) = 𝑟𝑜𝑢𝑛𝑑[219 × 𝐶𝑟
′ + 128] × 2𝑛−8 
 
The above equation shows that the bit levels range from 0 to 2𝑁−8 − 1 and from 
254 × 2𝑁−8 + 1 to 2𝑁 − 1. Therefore, the bit level range is from 0 and 255 when N is 
equal to 8 bits. Although sRGB and AdobeRGB are usually used for still images, 
xvYCC becomes more commonly used in dynamic range video standards because of its 
wider gamut. 
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2.4 Working principle of LCD displays 
LCDs use two polarizer films located in the display monitor’s exterior and interior 
with two glass filters between which liquid crystal layer and electrodes are ‘sandwiched’ 
as shown in Figure 2-3. We perceive brightness to change when switching on or off the 
current between the two glass filters. 
In traditional Twisted Nematic (TN) LCDs, the "bright state" denotes that there is no 
current passing through the glass filters. In this state, the liquid crystal molecules are 
twisted in a spiral shape and arranged at 90° and light can pass along the twist direction, 
passing through the two polarizer films.  
Conversely, when current passes through the glass filters, the liquid crystal 
molecules are forced to adopt a perpendicular configuration. In this situation, light is not 
affected by verticalized liquid crystal molecules and maintains the same direction of 
travel from its starting position. When light reaches the lower glass filter because the 
arrangement of the lower polarizer film differs from that of the upper, the light is 
hampered; in this “dark state” the liquid crystal panel appears dark situation, as called 
“dark state”. 
Color rendering often depends on the color filter through which the light passes to 
represent different primary colors in a liquid crystal layer. Red, green, and blue are 
often used as primary colors. Combining sub-pixel light of these three RGB colors 
constitutes the color images we normally perceive. 
In color reproduction, using a cold cathode fluorescent lamp (CCFL) as a backlight 
can expand the LCD color gamut to 75% and enhance color saturation to 92% of the 
NTSC specification. Using light-emitting diode (LED) backlights can furnish more than 
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100% of the NTSC specification, leading many industries to gradually develop LED 
backlights in recent years. For example, LG and Sony Corporations have used organic 
light-emitting diodes (OLED) as backlights in their latest products, completely 
reproducing the colors of the NTSC specification [9, 29-30].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Light direction 
Polarization filters 
Light direction 
Fig. 2-3. The principle of constructing images using liquid crystal displays 
(LCDs) 
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2.5 Principal Component Analysis 
The principal component analysis (PCA) was proposed in 1901 by Karl Pearson, 
and later developed by Harold Hotelling in 1933 [31]. Its main purpose is to serve as a 
foundation for setting an index for a number of different variables, determining their 
weights, and becoming the weighted average that can be regarded as a way to determine 
the index through addition. This method not only describes the relationships between 
variables but also reduces the number of variables to be used in regression or cluster 
analysis. Furthermore, to achieve the purpose of maximum variation, it normally 
transfers each original variable into a principal component score, which usually 
represents the type of the data set for using the PCA method, for further statistical 
analysis. 
The PCA method also has three traits: representation, independence, and 
streamlining. For example, after being processed by the PCA method, the data retains 
the original variable information, including the difference or the weights between the 
values. Moreover, none of the PCA data sets overlap, and thus cannot be used to 
interpret other data, as this would produce incorrect or inexplicable results. Lastly, when 
using the PCA method, most of the characteristics of the original data can be epitomized 
by a few sets of the PCA score data, which saves cost and time in data analysis.  
Below is a simple example to explain the application of the PCA method in real life:  
Assume that a set C is related to four variables  𝑎1 ,𝑎2 , 𝑎3 , and 𝑎4 to produce 
C ∈ (𝑎1, 𝑎2, 𝑎3, 𝑎4) . During the solving process, we find that any variable could 
represent C, but cannot be used for a complete description. Therefore, we need a linear 
combination to integrate these four independent variables, namely y = 𝑎1𝑥1 + 𝑎2𝑥2 +
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𝑎3𝑥3 + 𝑎4𝑥4 to allow the new factor y to represent an assessment index of the body 
size. 
Therefore, we can consider the following: 
Suppose 𝜎1, 𝜎2, 𝜎3, 𝜎4  and 𝜎12, 𝜎13, 𝜎14, 𝜎23, 𝜎24, 𝜎34  are the variables and 
covariance of 𝑥1, 𝑥2, 𝑥3, 𝑥4, To perfectly distinguish the degree of influence on each 
factor on the overall index, we assume the variation of factor y (Var (y)) to be large – 
the bigger the better.  
Then, it can be expressed as: 
 
𝑉𝑎𝑟(y) = 𝑉𝑎𝑟(𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 + 𝑎4𝑥4 )             
               = 𝑎2𝑉𝑎𝑟(𝑥1) + 𝑏
2𝑉𝑎𝑟(𝑥2) + 𝑐
2𝑉𝑎𝑟(𝑥3) + 𝑑
2𝑉𝑎𝑟(𝑥4) + 2𝑎1𝑎2𝐶𝑜𝑣(𝑥1, 𝑥2) +
2𝑎1𝑎3𝐶𝑜𝑣(𝑥1, 𝑥3) + 2𝑎2𝑎3𝐶𝑜𝑣(𝑥2, 𝑥3) + 2𝑎1𝑎4𝐶𝑜𝑣(𝑥1, 𝑥4) + 2𝑎2𝑎4𝐶𝑜𝑣(𝑥2, 𝑥4) +
2𝑎3𝑎4𝐶𝑜𝑣(𝑥3, 𝑥4)   (2.14) 
 
After simplification, we can derive the following: 
 
 𝑉𝑎𝑟(𝑦) = (𝑎1 𝑎2 𝑎3 𝑎4) (
𝜎1 𝜎12 𝜎13 𝜎14
𝜎12 𝜎2 𝜎23 𝜎24
𝜎13 𝜎23 𝜎3 𝜎23
𝜎14 𝜎24 𝜎34 𝜎4
)(
𝑎1
𝑎2
𝑎3
𝑎4
) (2.15) 
 
Furthermore, we can simplify the central matrix into A, which can be written in the 
following form:  
 
 𝑉𝑎𝑟(𝑦) = (𝑎1 𝑎2 𝑎3 𝑎4)𝐴(
𝑎1
𝑎2
𝑎3
𝑎4
) (2.16) 
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Then, we can regard (
𝑎1
𝑎2
𝑎3
𝑎4
) as the transpose matrix 𝑎′ of (𝑎1 𝑎2 𝑎3 𝑎4), 
 
 𝑉𝑎𝑟(𝑦) = 𝑎 ∗ 𝐴 ∗ 𝑎′ (2.17) 
 
Here,   𝑎  can be regarded as the coefficient vector of Var (y), and 𝐴  is the 
covariance matrix of (𝑥1, 𝑥2, 𝑥3, 𝑥4). Since the formula (2.17) show that the covariance 
matrix 𝐴 could be regarded as a symmetric matrix, it would be satisfied with 𝐴𝑇 = 𝐴; 
𝐴𝑇 is the transposed matrix 𝐴. One of the most important traits of this matrix is that the 
eigenvalues are all real numbers, and shows a complete set of standard orthonormal 
eigenvectors. We also call this matrix as Hermitian matrix, named after the French 
mathematician Charles Hermite. In this situation, for any 𝑎 ∈  ℂ𝑛, the quadratic from 
𝑎 ∗ 𝐴 ∗ 𝑎′ must be the real number. Then, we can describe it as follows, 
 
 𝒫 = {
𝑎𝐴𝑎′
𝑎𝑎′
|𝑎 ≠ 0} (2.18) 
 𝒬 = {𝑎𝐴𝑎′| ‖𝑎‖ = 1} (2.19) 
 
For any 𝑎 ≠ 0, let 𝑥 =  
𝑎
‖𝑎‖
 , then ‖𝑥‖ = 1. Substituting these concept hypotheses for 
𝒫. 
 
 
𝑎𝐴𝑎′
‖𝑎‖2
= (
𝑎
‖𝑎‖
)𝐴 (
𝑎
‖𝑎‖
)
′
= 𝑥𝐴𝑥′ (2.20) 
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In this situation, because all parameters in 𝒫 also belong to all parameters in 𝒬, 𝒫 
is equal to 𝒬. The expression 
𝑎𝐴𝑎′
𝑎𝑎′
 in 𝒫 is called the Rayleigh quotient, which has a 
significant relationship with the characteristic equation. We assume that the eigenvalues 
are 𝜆1, 𝜆2, 𝜆3, ⋯ , 𝜆𝑛 and 𝜆1 ≥ 𝜆2 ≥ 𝜆3 ≥ ⋯ ,≥ 𝜆𝑛. Then, they can be expressed as 
follows: 
 
 {
𝜆1 = max𝑥≠0
𝑎𝐴𝑎′
𝑎𝑎′
𝜆𝑛 = min𝑥≠0
𝑎𝐴𝑎′
𝑎𝑎′
 (2.21) 
 
Finally, we can calculate the PCA score of the entire data set, since we have the 
eigenvalues 𝜆1, 𝜆2, 𝜆3, ⋯ , 𝜆𝑛. 
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2.6 SOCS database 
In 1999, Tajima et al. collected a total of 54,240 natural colors from the natural 
world and developed them into a standard object color spectra (SOCS) database [22,32]. 
In 2004, Tajima et al. compared the SOCS data with the Pointer’s surface color set and 
identified only small differences between them suggesting that both can serve as reliable 
gamuts of natural colors [33]. However, Tajima et al. also showed that the range of 
natural colors is wider than that originally defined by Pointer or the SOCS database, 
thus suggesting that the color gamut of nature requires further update and refinement 
[34-35]. This database is including Faces, Flowers, Graphics, Krinov Data, Leaves, 
Paints, Pigments, Photos, Printers, and Textiles. The size of each SOCS category is 
listed in the second column of Table 2-1. Figure 2-4 shows the gamuts of object colors 
as defined by Pointer, the SOCS database, the sRGB and the AdobeRGB, which are the 
largest color ranges in normal RGB displays. The gamut of the colors of objects in 
nature is wider than that of these displays. 
 
Table 2-1. Number of data for each category in SOCS database 
Categories Numbers Categories Numbers 
Faces 9461 Paints 336 
Flowers 148 Pigments 231 
Graphics 30624 Photos 2304 
Krinov Data 370 Printers 7856 
Leaves 92 Textiles 2818 
Total  54240 
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Fig. 2-4. The gamuts of the SOCS database, Pointer’s data, the sRGB, and the 
AdobeRGB color spaces 
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3. Optimization methods in traditional RGB to six-primary 
display 
3.1 Introduction 
Recent advancements in display devices have led to the development of wide-gamut 
devices. These devices typically extend the display color gamut using two techniques: 
(1) by improving the purity of RGB primaries, (2) and by adding more color primaries 
other than RGB. With the rising popularity of these technologies, some companies have 
also launched corresponding display devices and technics [15,19]. Accordingly, this 
paper also focuses on the multi-primary color display technique. 
Given their wider gamut, multi-primary display devices can reproduce most colors 
found in nature. Some previous studies have identified the gamut of natural colors. 
Pointer used four databases containing 36 hue angles and sampled each degree of 
lightness at 16 levels to define 4,089 colors in the range of natural colors [36]. 
Moreover, he updated the range of surface colors [37].  
Multi-primary techniques can extend the display gamut further, but this becomes 
complicated in terms of signal control. Conventional six-primary color conversion 
applies various constraints in the transfer of RGB input values to into six-primary 
signals [21,38-39]. In general, this process enhances the purity of cyan (C), magenta 
(M), and yellow (Y), but reduces their luminance. This color mismatch phenomenon 
was also observed in the early days of cross-media reproduction. Reproducing a color 
from one device to another often requires the luminance of the colors to be modified. As 
an example, converting a larger color gamut to correspond to a smaller color gamut is a 
technique known as the gamut reduction algorithm. Research on mathematical 
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calculation methods to this end [40-43] has led to the description of an ideal gamut 
boundary description, for cross-media reproductions from a color gamut in a CRT 
(Cathode ray tube) or LCD (Liquid crystal display) monitor to that in a cyan, magenta, 
yellow, or key/black printer. This approach yields the best perceptual performance that 
most closely matches real objects on each device [44]. 
In Chapter 3, we use gamut mapping algorithm to optimize the six-primary display. 
Gamut mapping techniques have recently been applied to conversion between images 
and multi-primary displays. Since the color gamut has increased with the evolution of 
display devices, research on gamut extension algorithms has also grown; examples here 
include the gamuts of printers and high-definition television systems [45], the 
enhancement of whole-color images, application to film [46-47], and the wide color 
gamut specifications of the International Color Consortium profiles, such as scRGB [48] 
and xvYCC [28]. 
With regard to the application of gamut mapping techniques, many studies have 
indicated that gamut mapping that adjusts lightness (i.e., luma) and the chroma in the 
CIELCH color space is effective. Furthermore, research has shown that people prefer 
simultaneous gamut mapping modulation of lightness and chroma with a fixed hue 
[49-52]. 
In our six-primary system described here, we chose a combination of normal RGB 
and CMY primary colors [53]. The conventional color reproduction architecture of 
CMY is based on the Neugebauer model [54], which shows that the given reflectance 
consists of an overprint of the primary colors and secondary colors as well as a 
three-color overprint. Our six-primary system is also inspired by this model, 
simultaneously simulating six primaries on a display device. Therefore, Neugebauer’s 
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color separation method is an important issue here. We also use the under color removal 
(UCR) and gray component replacement (GCR) methods in our six-primary algorithm. 
The combined UCR/GCR method solves the problem of superimposition in halftone 
screens by determining the amount of black to display from the specific amounts of 
CMY colors. Given that the characteristics of the display comprise the colors obtained 
from the additive color mixing method, we determine the amount of white as a 
parameter by adding these three channels. By using this parameter, we can simulate the 
CMY channel that is would be added to the display. 
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3.2 Design of color separation algorithm of a simulated 
six-primary display                       
We develop a simulated six-primary display and the design of its color separation 
algorithm is divided into four parts: (1) choosing color primaries, (2) color separation, 
(3) condensed code, and (4) a white point estimation. The details of these parts are 
described as follows. 
Color primaries 
In the development of color separation algorithm of a simulated six-primary display, 
we chose AdobeRGB as our set of RGB primaries and then extended the purity of their 
secondary colors on CIE (x, y) chromaticity coordinate from the D65 white point to 
define CMY primaries. The expansion ratios from original secondary primary colors to 
expanded CMY primaries were 1.4, 1.2, and 1.1, respectively, for simulating real filter 
characteristics. These rates were obtained from regression by previous studies. 
Afterward, we optimized the RGBCMY luminance ratio based on Yang et al.’s 
principles [16]. The six-primary display can be regarded as an RGB display plus a CMY 
display. The white point is set as D65, however, the luminance ratio of RGB and CMY 
white points was 1:1.5 to avoid luminance imbalance of the six-primaries. Figure 3-1 
shows the scheme plot of complementary and primary colors. 
Color separation 
Our color separation method is based on the UCR/GCR method described above. 
We derived adjustable-brightness RGB in the RGBCMY color separation model to 
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1.4 
1.2 
1.1 
Fig. 3-1. The relationships between complementary and primary colors with their 
expansion ratios 
generate some RGB-to-RGBCMY data on k different brightness levels. We set a 
p-factor ranging from 0 to 1 at 0.1 intervals to control the brightness level of the display. 
As shown in Figure 3-2, the model first sorts RGB in order using Equation (3.1), where 
H, E and L represent the largest, middle, and lowest RGB values, respectively. Using 
the same definitions in Equation (3.2), L also represents the gray component, and LC 
denotes the complementary color of L. This can be considered as though, taking the 
example of if R is the lowest value (L) and its complementary color is cyan (LC). If H is 
equal to L, the RGB color is achromatic; otherwise, H
’
, E
’
, and L
’ 
the complementary 
colors of H, E, and L, respectively can be described using L and Lc, as shown in 
Equation (3.2). Determining HC and EC is analogous to the process for LC, which is E-L. 
After subtracting LC from both H and E colors, the RGBCMY output can be defined and 
only one color among CMY is used. The resulting color gamut is wide, but its 
brightness is lower than those on normal RGB displays.  
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BGRL
BGRE
BGRH
,,min
,,median
,,max
 (3.1) 
 
𝑖𝑓 𝐻 = 𝐿 𝑡ℎ𝑒𝑛 {
𝐻′ = 𝐸′ = 𝐿′ = 𝐿
𝐻𝑐
′ = 𝐸𝑐
′ = 𝐿𝑐
′ = 𝑝 ∙ 𝐿
otherwise {
𝐿𝑐 = 𝐸 − 𝐿
𝐻′ = (𝐻 − 𝐸) + 𝐿 + 𝑝 ∙ 𝐿𝑐
𝐸′ = 𝐿 + 𝑝 ∙ 𝐿𝑐
𝐿′ = 𝐿
|
|
𝐻𝑐
′ = 𝑝 ∙ 𝐿
𝐸𝑐
′ = 𝑝 ∙ 𝐿 + 0.5 ∙ 𝑝 ∙ (𝐻 − 𝐸)
𝐿𝑐
′ = 𝑝 ∙ 𝐿 + 𝐿𝑐 + 0.5 ∙ 𝑝 ∙ (𝐻 − 𝐸)
    (3.2) 
 
 
𝑖𝑓 𝐻 = 𝐿 𝑡ℎ𝑒𝑛 {
𝐻′ = 𝐸′ = 𝐿′ = 𝐿
𝐻𝑐
′ = 𝐸𝑐
′ = 𝐿𝑐
′ = 𝑝 ∙ 𝐿
otherwise {
𝐿𝑐 = 𝐸 − 𝐿
𝐻′ = 𝐻 − (1 − 𝑝) ∙ 𝐿𝑐
𝐸′ = 𝐿 + 𝑝 ∙ 𝐿𝑐
𝐿′ = 𝐿
 
|
|
𝐻𝑐
′ = 𝑝 ∙ 𝐿
𝐸𝑐
′ = 0.5 ∙ 𝑝 ∙ (𝐻 + 𝐿 − 𝐿𝑐)
𝐿𝑐
′ = 𝐸𝑐
′ + 𝐿𝑐
        (3.3) 
 
Code condensation 
To solve this problem, therefore, we apply brightness enhancement in the next step, 
for which we add p × L to each of the complementary primaries, where p is the 
brightness enhancement factor. The relationship between the RGB/CMY primary colors 
and the p-factors is illustrated in Figure 3-3. When the p-factor increases, there is an 
increase in luminance in the CIELAB color space. However, this addition to the gray 
component would reduce chroma significantly, and color enhancement for dominant 
Fig. 3-2. Color separation flowchart 
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Fig. 3-3. Three-dimensional graph showing the relationship between RGB/CMY primary 
and p-factors in the CIELAB color space 
color is essential. The last issue to be resolved is that the addition of cyan, magenta and 
yellow colors results in a significant chroma reduction. Therefore, we add a step to 
enhance the dominant colors, where we replace Lc with 𝑝 × 𝐿𝑐  in H and E in the parts 
of the dominant colors; further, we replace 0.5 × 𝑝 × (𝐻 − 𝐸) in the 𝐿𝑐 and 𝐸𝑐 parts. 
We can then simplify Equation (3.2) to yield Equation (3.3) by substituting 𝐿𝑐 + 𝐿 for 
E. 
White Point Mapping 
Finally, as a part of our model, we must provide a white point mapping, because the 
sampled white point is D65, which corresponds to (Y, Cb, Cr) = (235, 128, 128) in the 
eight-bit xvYCC color space [28]. If we map the white point of our p = 0 sub-gamut to 
the sRGB white, it is much darker than normal RGB displays. On the contrary, if we 
choose p = 1, we obtain a substantial mismatch between the six-primary display and the 
sRGB standard gamut. Through optimization analysis, we find that p = 0.25 is the most 
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appropriate value here; thus, to ensure the balance, we use a p = 0.25 white point versus 
the sRGB white. Using this value of p, the volume of the full 3D six-primary display 
gamut volume is 168% of that of the sRGB in CIE 1976 L
*
a
*
b
*
 color space. 
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3.3 sRGB Expansion 
LED backlight 
In our previous research, the primary colors were used the AdobeRGB to build a 
six-primary environment [53]. More and more devices have been using color spaces 
wider than sRGB. In this situation, we changed the primary colors using RGB LEDs to 
gather more color information from the new backlight. We considered that this method 
could help identify defects in comparison with the six-primary color space. The 
following description explains how the new LED primary colors were chosen. 
First, we used an integrating sphere whose upper half and two sides contain red, 
green and blue LED lights. The principle of this device used uniform scattering inside 
the integrating sphere and the so-called “Lambertian characteristic” gave the output 
lights uniformity of 98%. This can be taken as the standard lights which are most 
suitable for use in CCD or CMOS flat-field correction. 
Second, to gather the standard lights information, we used a Konica-Minolta 
CS-1000A spectroradiometer to measure the CIE (x, y) chromaticity coordinate of each 
LED light source. As we measured the color boundaries of lights about 1,560 colors, we 
determined the appropriate primary colors of the LEDs. 
Finally, the chromaticity coordinates of primary colors were chosen as R (0.700, 
0.300), G (0.204, 0.728) and B (0.152, 0.026). However, defining a white point was 
quite difficult task, owing to the relative power distribution (Figure 3-4) which was 
measured as (0.225, 0.300), indicating some bluish problems in RGB LED lights. We 
modified the AdobeRGB’s white point W (0.312, 0.329) as the white point chromaticity 
coordinate of our six-primary display to make the entire white balance normal. In this 
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condition, we confirmed a new LED gamut as shown in Figure 3-5. Although our 
proposed six-primary method can have a very wide color gamut, it is limited to the 
number of primaries and the narrower color gamut of the display device used in this 
experiment. The colors that can be perceived in this study were restricted to within the 
boundary of the cyan line. 
 
 
 
 
 
 
 
 
 
 
Six primary colors 
We brought the LED RGB primary colors, into Equations (3.1) and (3.2) which 
have been presented above. We compared the gamut of AdobeRGB and LED in CIE (x, 
y) chromaticity coordinates as shown in Figure 3-5. The color gamuts of LED and 
six-primary compared with sRGB and AdobeRGB were greatly expanded.  
We transformed both primary colors into the six-primary color space, and then 
compared the color appearance between these two color spaces by rendering several 
pictures. We found that, besides the lightness becoming brighter, the chroma also 
increased; but there appeared to be unevenness in hue, especially in red colors. 
Fig. 3-4. (Left) Relative spectral distribution of the RGB LED 
Fig. 3-5. (Right) The gamut of sRGB, AdobeRGB, RGB LED, and six-primary 
 
43 
 
 
3.4 Image optimization   
Because there is no display on the market that can support the color gamut of the 
six-primary, we can only simulate the result by through the display that have 
AdobeRGB color gamut. we considered two optimization methods. One was based on 
the device gamut, using the method of gamut mapping, and the other was based on 
psychophysical experiments, which focus on the most preferred situation for human 
vision [48]. 
Optimization method using the gamut mapping method 
While it is well known that clipping or nearest sampling methods are often used, for 
cross-media reproductions from a larger gamut to a smaller gamut, these methods cause 
many expanded colors to be mapped to the same colors even though they originally 
have different brightness and saturation levels. Therefore, we use our own unique gamut 
mapping method that maintains the relative positional ratio of each color between the 
two color gamuts. Using this approach, we can map the expanded colors onto the 
AdobeRGB gamut without experiencing any clipping. 
Because this algorithm was executed on the lightness–chroma plane, we had to 
convert our color space into the CIELCH color space, which can be calculated. We used 
the xvYCC color space to simulate the CIELCH color space. In previous research, we 
derived a regression-based xvYCC-to-six-primary color space transformation using 
almost all of the available display gamut with high accuracy and compared color 
differences between these two color spaces [53]. Hence, we preserved the Y (luma) 
channel to simulate the L (lightness) channel, and Cb and Cr channels simulated a and b 
channels, respectively. The overall simulation method is described in Equation (3.4). 
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First, we subtracted 128 from both Cb and Cr values in the xvYCC color space then 
regarded the Y value as the luminance of the CIELAB color space. In conversion to 
CIELCH, the L channel was the same (lightness) as it is in CIELAB, and the C channel 
was the root mean square of the a and b channels. Then the H channel was the inverse 
tangent, where the a channel was divided by the b channel. Thus, we executed a gamut 
mapping algorithm by obtaining these three channels. In Figure 3-6, the small triangle 
shows the gamut of AdobeRGB and the larger triangular shape shows the gamut of the 
six-primary based on LED primaries. 
 
 {
𝐿 = 𝑌
𝐶 = √(𝐶𝑏 − 128)2 + (𝐶𝑟 − 128)2
𝐻 = 𝑡𝑎𝑛−1(𝐶𝑟 − 128 𝐶𝑏 − 128⁄ )
           (3.4) 
 
 
 
 
 
 
 
 
 
 
 
In the figure, we define the midpoint of the luminance range as 𝑃𝑚 along the y-axis. 
Because luminance Y in the 𝑌𝐶𝑏𝐶𝑟 color space ranges from 16 to 235, we identify 𝑃𝑚 
𝑃𝐴 (Destination) 
𝑃6𝑝 (Source) 
235 
16 
Y 
C 
𝑃𝑚 
𝐏𝐢𝐧 
𝐏𝐦𝟔𝐩 
𝐏𝐦𝐀 
𝐏𝐨𝐮𝐭 
125.5 
Fig. 3-6. Scheme of our proposed gamut mapping method 
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as 125.5 (i.e., the midpoint between 16 and 235). Furthermore, 𝑃𝐴 and 𝑃6𝑝 denote the 
most saturated points, called the cusps, i.e., the cusps in a AdobeRGB display and the 
six-primary gamut, respectively. We believe that this approach can easily find a most 
appropriate point on AdobeRGB display. 
Any given cusp at any given hue angle can be derived from the nearby primary color 
cusps of R, G, B, C, M, or Y. In Equation (3.5), t can be considered an interpolation 
coefficient derived from the 𝐶𝑏 and 𝐶𝑟values of the two initial six-primary colors 
(𝐶𝑏1, 𝐶𝑟1) and (𝐶𝑏2, 𝐶𝑟2), respectively: 
 
𝑡 =
𝐶𝑏1×tan(ℎ)−𝐶𝑟1
(𝐶𝑟2−𝐶𝑟1)−tan (ℎ)×(𝐶𝑏2−𝐶𝑏1)
    (3.5) 
 
The calculation of the cusp value 𝑌𝐶𝑏𝐶𝑟 can be used by the two initial six-primary 
colors (𝐶𝑏1,  𝐶𝑟1) and (𝐶𝑏2,  𝐶𝑟2) as well as t, which are computed as follows. 
 
{
𝑌 = 𝑌1 + (𝑌2 − 𝑌1) × 𝑡
𝐶𝑏 = 𝐶𝑏1 + (𝐶𝑏2 − 𝐶𝑏1) × 𝑡
𝐶𝑟 = 𝐶𝑟1 + (𝐶𝑟2 − 𝐶𝑟1) × 𝑡
          (3.6) 
 
where 𝑃𝑖𝑛 indicates the arbitrary input color point from the six-primary gamut; thus, 
the saturation ratio of to its cusp can be represented as 𝐶𝑟𝑎𝑡𝑖𝑜 = 𝑃𝑖𝑛 𝑃6𝑝⁄ .The shapes of 
AdobeRGB and the six-primary gamut were sufficiently close enough here. 
Furthermore, the saturation value of 𝑃𝑜𝑢𝑡 can be represented as 𝐶𝑜𝑢𝑡 = 𝐶𝑟𝑎𝑡𝑖𝑜 × 𝑃𝐴. 
Also, 𝑃𝑚6𝑝 is located on the line connecting 𝑃𝑚 and 𝑃6𝑝; thus, 𝑃𝑚6𝑝 is defined as 
follows: 
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   𝑃𝑚6𝑝 = 125.5 + 𝐶𝑟𝑎𝑡𝑖𝑜 × (𝑃6𝑝 − 125.5)  (3.7) 
 
Similarly, the 𝑃𝑚𝐴 can be represented as follows: 
 
 𝑃𝑚𝐴 = 125.5 + 𝐶𝑟𝑎𝑡𝑖𝑜 × (𝑃𝐴 − 125.5)         (3.8) 
 
Finally, since we have the luminance values of six-primary display, the output 
luminance 𝑌𝑜𝑢𝑡 can be obtained as follows: 
 
 𝑌𝑜𝑢𝑡 = 𝑃𝑚𝐴 + (𝑌𝑚6𝑝 − 𝑃𝑚6𝑝)            (3.9) 
 
The consequence of gamut mapping is a small improvement. On high-lightness, 
high-chroma, and skin colors, the enhanced effects are not ideal. However, this display 
also considers the characteristics of visual perception in the lightness–chroma plane. 
Therefore, we used the same gamut-mapping algorithm but a different method for the 
background. Thus, as shown in Figure 3-7, we divide the entire gamut into four regions, 
where the center of these regions has a lightness level of 50% and a chroma level of 
50%. In this way, separation into “high lightness and low chroma,” “low lightness and 
low chroma,” “high lightness and high chroma,” and “low lightness and high chroma” 
was easy in these four areas. This is discussed in detail in the following section. 
A) High lightness and low chroma (I)  
Especially for adjustment in brighter colors such as white, the overall color changes 
only slightly during color space conversion. Even though there are some changes, our 
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naked eyes could not distinguish the differences easily. However, image contrasts 
remain important.  
 
 
 
 
 
 
 
 
 
 
B) Low lightness and low chroma (II) 
In adjustment, dark image components such as black or deep colors influence the 
conversion slightly. 
C) High lightness and high chroma (III) 
Colors such as cyan, yellow, and magenta are also enhanced in the six-primary 
display. In images, these are colors on which human eyes focus at first glance and, 
under the influence of a multi-primary display, they make a display look much brighter.  
D) Low lightness and high chroma (IV) 
Because the red primary color of LED also affects the conversion, derivative colors 
such as red and purple are also considered important parameters.   
In regards to the adjustment for television parameter, we referred patents which 
operated with practicality [55-59]. They all pointed out the necessity of calibrating 
Fig. 3-7. The four regions in the L-C plane 
Y 
1
2 Cmax 
235 
125.5 
16 
Cmax 
I 
II 
III 
IV 
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through tone mapping, human perception model, luminance level adaptation before 
transferring the image and luminance information to output port. 
Psychophysical experiments 
We conducted two psychophysical experiments in determining gamut mapping 
parameters and for output image evaluation. 
The subjects were all young people with normal visual acuity whose ages ranged 
over 22–30 years, in total, 12 people including seven males and five females, 
participated. 
The psychophysical experiments took place in a totally dark room; a schematic is 
show in Fig. 3-8. To perform those experiments, we used an EIZO CG242W monitor 
which could support the maximum gamut for AdobeRGB. Subjects sat on a chair and 
looked directly at the monitor. The visual distance in the experiments was 30 cm.  
The interface in the parameters experiment is shown in Fig. 3-9. Subjects were told 
to slide the bar to separate Y (upper) and C (lower) channels until they felt satisfied with 
the color distribution on the modified stimuli based on their preference for the overall 
images; the slider bar had an adjustable range from 0 to 1.5 at intervals of 0.01 in each 
parameter. There was no time limit and no priority order. The stimuli were chosen as 
ten images including nature, people, and still-life elements as shown in Fig. 3-10. All 
stimuli in the experiment were shown in high resolution and full saturation at a visual 
angle of 41.16° ×39.59° in the experiment interface. The background color was set to 
Munsell color N7.  
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 Fig. 3-9. Interface of psychophysical experiment 
Fig. 3-8. Schematic of the psychophysical experiment 
 
EIZO monitor 
 
 
 
 
Subject 
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A B C D E 
H F G I J 
Fig. 3-10. The ten stimuli used in the psychophysical parameters  
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3.5 Results  
The results of the psychophysical experiment are shown in Tables 3-1 and 3-2. The 
figures are shows below. We took the average of each area based on 0.99, 1.02, 1.01, 
and 0.96 in the lightness part and 1.01, 0.95, 0.94, and 0.90 in the chroma part. In the 
chroma part, results showed over-saturation for human eyes in the multi-primary system. 
Given the above, the new output lightness 𝑌𝑛_𝑜𝑢𝑡 and output chroma 𝐶𝑛_𝑜𝑢𝑡 can be 
written as follows: 
 
 𝑌𝑛_𝑜𝑢𝑡 = Y𝐼 × 𝑌𝑜𝑢𝑡 + Y𝐼𝐼 × 𝑌𝑜𝑢𝑡 + Y𝐼𝐼𝐼 × 𝑌𝑜𝑢𝑡 + YIv × 𝑌𝑜𝑢𝑡      (3.10) 
 𝐶𝑛_𝑜𝑢𝑡 = 𝐶𝐼 × 𝐶𝑜𝑢𝑡 + 𝐶𝐼𝐼 × 𝐶𝑜𝑢𝑡 + 𝐶𝐼𝐼𝐼 × 𝐶𝑜𝑢𝑡 + 𝐶𝐼𝑣 × 𝐶𝑜𝑢𝑡     (3.11) 
 
  
 
 
 
 
 
 
 
 
 
 
 
Table 3-1. Average parameters in the lightness part 
       Part 
Stimulus 
I II III IV 
A 0.93 0.97 1.05 0.96 
B 0.96 1.07 0.99 0.98 
C 0.97 1.03 0.98 0.93 
D 1.02 0.97 0.98 0.95 
E 1.00 1.05 1.03 0.98 
F 0.99 1.04 1.04 0.97 
G 1.01 1.01 1.03 0.94 
H 1.02 1.05 1.02 0.99 
I 0.94 0.99 0.99 0.94 
J 1.04 1.03 1.01 0.93 
Average 0.99 1.02 1.01 0.96 
Table 3-2. Average parameters in the chroma part 
Part 
Stimulus 
I II III IV 
A 0.98 0.99 0.92 0.89 
B 0.97 0.95 0.97 0.88 
C 0.98 0.94 0.93 0.94 
D 1.01 0.96 0.99 0.94 
E 1.05 0.98 0.95 0.93 
F 1.01 0.96 0.94 0.91 
G 1.04 0.92 0.93 0.85 
H 0.97 0.96 0.96 0.89 
I 1.05 0.92 0.95 0.90 
J 1.04 0.96 0.90 0.87 
Average 1.01 0.95 0.94 0.90 
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Fig. 3-11. The relationship between ratio and region in lightness 
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Fig. 3-12. The relationship between ratio and stimulus in lightness 
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Fig. 3-13. The relationship between ratio and region in chroma 
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Fig. 3-14. The relationship between ratio and stimulus in chroma 
54 
 
 
We performed ANOVA analysis on lightness and chroma respectively. In terms of 
lightness, there were significant differences among the regions (P < 0.05), especially 
between II to IV and III to IV regions, respectively. It can be seen that the six-primary 
displays we developed led to luminance distortion while converting from three-primary 
display. 
In terms of chroma, the I and IV areas have significant differences to other areas (P 
< 0.05). Indicating in these two areas, the increase (decrease) of chroma is required, 
which is higher than other areas. In addition, there is no significant difference between 
the Y and C parameters of the images, indicating the averaged final values that could 
apply to our proposed six-primary display. 
Here we have four algorithms, the original in sRGB color space, the 
AdobeRGB-based six-primary, the LED-based six-primary, and the proposed method 
using the two-optimization gamut-mapping algorithms. Next, we use a pair comparison 
experiment to verify which algorithm perform well. We selected four images from 
Figure 3-10 for pair comparison, named cafeteria, wool, people and fruit basket. Figure 
3-15 illustrates the performance of the four images on the four algorithms, arranged 
from left to right. 14 Subjects followed the instruction to judge which image was 
presented better and then pushed the button under their selection. The background color 
was also set to Munsell color N7 in this experiment. The visual angel of each stimulus 
was 32.13° × 25.36° 
The four pictures were all standard images captured as raw files under ISO300. In 
the first picture, “The cafeteria,” with a clear blue sky and colorful table and chairs, was 
used to examine color representation in an outdoor scene. The second picture, “The 
wool,” was a still-life scene with low saturation and a high saturation area for observing 
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the change in color appearance. The third picture, “The people,” was a portrait image 
with three kinds of skin colors: Caucasian, Asian, and African. The last picture, “The 
fruit basket,” was a still-life scene with some high-saturation objects. 
The evaluation of our results followed Case 5 of the Law of Comparative Judgment 
identified by Thurstone [60]. Case 1 and 2 are used as a single subject for judging one 
or more criteria samples in a normal distribution. Case 3 is judging a scale observation 
equation in Case 1 situation for a large number of samples. Case 4, seen as a 
linearization of judgments that did not have gross variations. 
The value of the psychological scale between stimuli A and B was simplified as 
shown in Equation (3.12) below. In Case 5, as the correlation of 𝜌𝐴𝐵 was zero, and that 
of √𝜎𝐴
2 + 𝜎𝐵
2 was one, we could only directly refer to the Z values according to the 
difference between subjects to evaluate the image quality. 
 
                 𝑆𝐴 − 𝑆𝐵 = 𝑍𝐴−𝐵√𝜎𝐴
2 + 𝜎𝐵
2 − 2𝜌𝐴𝐵 ∙ 𝜎𝐴𝜎𝐵              (3.12) 
 
The degrees of Z-scores represent image quality superiority as judged by the 14 
subjects as shown in Figure 3-16. The standard errors represent the differences of the 
measured Z-scores among 14 subjects. The results of ANOVA analysis showed 
significant differences (p < 0.05) in four picture subsets. However, from the post hoc 
analysis (Tukey), there were no significant changes between proposed method and 
LED. 
 From the results, we found that the image qualities of original images were always 
far from the images resulting from other methods, indicating the need to enhance the 
performance of sRGB images. On the other hand, the proposed method was rated better 
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than LED-based images, showing that there was a limit for expanding chroma. However, 
for the images of wool and of people because the human visual system is much more 
sensitive to high-chroma and preferred colors, the two methods’ results were evaluated 
more similarly.  
 
 
Fig. 3-15. The results of for four images. From left to right (1) Original (2) 
AdobeRGB six-primary (3) LED six-primary (4) Proposed method 
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Fig. 3-16. Results of the paired comparison in the second experiment 
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3.6 Discussion 
(1) Gamut-mapping method 
The two gamut-mapping methods provided good results. In the first method, we 
made the entire hue undistorted and closer to the result of three-primary display. 
However, we kept the enhanced complementary color parts of the six-primary method, 
not only making overall images perceived in correct hues but also achieving the effects 
of six-primary colors.  
In the second method, we proposed a specialized gamut-mapping approach. To 
reduce some reddish or bluish phenomena in some over-expanded primary gamuts, we 
tried to reduce the chroma values under certain restrictive conditions. Although some 
reddish problems remained, the results were better than those rendered using the 
six-primary.          
(2) Psychophysical experiment results 
The pictures resulting from our proposed method appear to be best. However, there 
are some problems to be solved, including the lightness and skin color problems 
mentioned above. There may not be an absolute solution, but we believe that there must 
be a better way to solve these problems. The results of using our proposed method in 
the psychophysical experiments were also good, but more data are required to 
determine which is the best algorithm. Multi-primary displays are a high-end 
technology that may become prevalent in displays.  
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3.7 Conclusion 
In this experiment, we proposed a six-primary RGBCMY wide-gamut system 
developed by ourselves and a CMY colors expansion algorithm based on modified 
GCR/UCR method by considering the complementary colors expansion algorithm. The 
result suggests that our proposing method is good, but there also some problem need to 
solve. Such as the skin color and the preference color problem. We also consider that 
there will be more better methods or algorithms can replace the gamut mapping method. 
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4. Effect of gamut expansion of object colors on a 
simulated six-primary display 
4.1 Introduction 
In this Chapter, we aim to find a suitable color boundary of real object colors in a 
six-primary display. Although our multi-primary display system is close to the 
preferences identified in human perception, we had general images such as portraits and 
outdoor scenery for its assessment. Hence, we had not confirmed whether the same 
enhancement ratio for color expansion is pertinent to natural objects with saturated 
colors. 
Given the above, we evaluate object color preference for a six-primary display 
simulated in a conversional RGB display because there is no physical six-primary 
display with a combined RGB and CMY colors combined. We used images of real 
fruits as stimuli to obtain a suitable enhancement ratio for the color reproduction of 
natural objects, as fruits suitably representative of the colors of objects in nature. 
The design of estimating expansion ratio 
In the previous chapter, we defined the expansion ratios of the complement colors 
cyan, magenta and yellow of six-primary display as 1.4, 1.2, and 1.1, respectively. In 
this chapter, because we want to examine the expansion ratio suitable for natural objects, 
we attempt to redesign the expansion ratio of the CMY color primaries. Note that we 
don’t change the expansion ratios of CMY individually, but at the same rates. To 
simplify the calculation and avoid image color dependencies, the expansion ratios were 
modified from 1.0 to 2.0 at intervals of 0.2. 
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4.2 Experiment 
We used cameras to make color stimuli and then convert through the conversion and 
optimization methods of six-primary display described in Chapter 3 to six-primary 
environment. After transforming the color stimuli into our six-primary environment, we 
conducted a psychophysical experiment to determine the relationship between the 
effects of color enhancement and human perception. Figure 4-1 shows a flowchart of 
our experiments. 
 
 
 
 
 
Experimental device settings 
For our visual evaluation experiments, we used an EIZO monitor (CG242W) with 
the AdobeRGB color gamut. We calibrated this monitor based on the measurement data 
from 500 color patches covering the full ranges of the monitor gamut by using an Eye 
One spectrocolorimeter. 
We then prepared images captured by three cameras. Our goal was to compare the 
differences in image characteristics depending on camera type. We prepared two 
traditional digital cameras, a Canon S95 and a Sony Cyber-shot DSC-T100, whereas 
another camera was a mirrorless SLR (Sony NEX-7). The white balance of each camera 
was set manually by focusing on a white patch on the EIZO monitor corresponding to 
D65 white. To examine the gamut of each camera, we displayed five color patches — 
Camera 
preparation 
& 
Color chips 
creation 
Color gamut 
definition 
Creating 
stimulus 
Six-primary 
transformation 
Optimized 
Gamut 
mapping 
Fig. 4-1. Flowchart showing our psychophysical experiment 
Psychophysical 
experiments 
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the three primary colors red, green, and blue, and white and black —at the center of the 
monitor photographed it. The image files (using the RAW format for each image) were 
then obtained from each camera. Following this, we displayed each image on the same 
Eizo monitor and measured the CIE (x, y) chromaticity coordinates with a Konica 
Minolta CS-1000 spectroradiometer. Figures 4-2 (a) and 4-2 (b) shows the gamut of 
each camera and the Eizo monitor. The gamut of the colors was smaller than that of 
AdobeRGB, indicating the limitations of color reproduction. 
 
 
 
 
 
 
 
 
 
 
Experimental stimuli 
As shown in Figure 4-3, we used seven fruits with saturated colors as experimental 
stimuli: pineapple, loquat, wax apple, peach, plum, carambola, and guava. To avoid the 
influence of background or surrounding colors during the visual experiment, all images 
were taken in an entirely white environment containing a white plate and a white table. 
Even though a gray background is often used in visual evaluations, we used white for 
ours because food and fruits are more commonly placed on white tables. 
Fig. 4-2. The gamut of each camera and the Eizo monitor on the CIE (x, y) chromaticity 
diagram (a) and the CIELAB color space (b) 
 
(a) (b) 
B 
G 
R 
R 
G 
B 
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Fig. 4-3. The seven stimuli 
 
According to past researches, a suitable appearance of an object usually depends on 
its color, shape, and surface [61]; thus, we fixed the latter two variants to determine the 
color boundary that the observers could best perceive. All images were taken under the 
same lighting conditions with a fluorescent lamp that simulated D65 white. 
 
 
We then transformed all images into the six-primary color space by using the 
Equation (3.2). Figure 4-4 shows an example of the transformation. We adjusted the 
gamut expansion ratio of yellow, cyan, and magenta simultaneously, preparing images 
with ratios ranging from 1.2 to 2.0 at intervals of 0.2. The complementary colors of 
simulated six-primary display are adjusted together at the same time. The original 
represents the camera’s RAW file. We used six stimulus images for each fruit for a total 
of 42 images for each camera. 
 
 
 
 Fig. 4-4. Stimuli in the original sRGB (i.e., the leftmost) and the expanded six-primary stimuli   
 
Original 1.2 1.4 1.6 1.8 2.0 
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Fig. 4-5. Our psychophysical experiment 
 
EIZO monitor 
Subject 
 
 
 
 
 
 
Psychophysical experiments 
We conducted psychophysical experiments to determine the preferable expansion 
ratios of our six-primary display. As shown in the schematic Figure 4-5, the 
psychophysical experiments were conducted in a dark room containing an Eizo monitor. 
All subjects sat on a chair and looked directly at the monitor at a distance of 30 cm. 
 
Figure 4-6 shows an example of the interface of the monitor. The background color 
was set to Munsell color N7. As shown in the figure, two images were presented side by 
side. The visual angle of each stimulus was 32.13° × 25.36°. Furthermore, two “Better” 
buttons and an “Undo” button were located at the bottom of the screen. Note that the 
size of the monitor was 24.1 inches, and the resolution was 1920 × 1200, and the 
aspect ratio was 16:10. 
We used a paired comparison method for evaluation. The subjects were instructed to 
identify the stimulus that they found most attractive or delicious. Note that none of the 
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subjects observed the original stimulus until he/she had conducted the psychophysical 
experiment. After three minutes of dark adaptation, and one minute of light adaptation, 
the subjects chose the stimulus they preferred by selecting the “Better” button under the 
corresponding stimulus. They repeated this procedure for each combination of the 
expansion ratio, for one image with six ratios, and without repetition, i.e., 15(6 × 5 2⁄ ) 
combinations; each pair was presented randomly. If the subjects were unable to make a 
decision, they were allowed to press the “Undo” button to skip the given pair; however, 
the skipped combination was presented again later in the experiment; thus, judgments 
for all combinations were eventually obtained. 
When the subjects completed the combinations for a given image, the next set of 
images was presented to them. They saw the same pairs of images taken by the three 
cameras in the three separate sessions. 
Ten subjects six men and four women, participated in the experiment, each with 
normal color vision and visual acuity, or a corrected visual acuity of approximately 1.0. 
The ages of the subjects ranged from 22 to 30 years old. 
 
 
 
 
 
 
  Fig. 4-6. Interface of the psychophysical experiment 
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4.3 Result and Discussion 
Figure 4-7 shows the preferences of all subjects. The evaluation of our results also 
used Thurstone’s Case 5 of the Law of Comparative Judgment. The ratios here range 
from 1.2 to 2.0, corresponding to each fruit from left to right, whereas the error bars 
show the 95% confidence intervals across the population. Figure 4-8 shows the 
preferences of all subjects for each fruit. The vertical axis shows the degree of 
preference of subjects, represented as a Z-score. The higher the Z-score, the higher the 
preference for the given fruit. In each plot, as with Figure 4-8, from left to right, the 
ratios range from 1.2 to 2.0, with the last set representing the original results. The 
results correspond to each fruit imaged by each of the three cameras, with S95, Nex, and 
T100 represented in blue, red, and green colors, respectively. The error bars in each plot 
for each ratio show 95% confidence intervals of our psychophysical experiments. 
ANOVA results 
For each camera used for each stimulus, we perform a one-way analysis of variance 
(ANOVA) to determine if the camera specification influenced the overall results. For 
each expansion ratio, we calculated an F-value for each of 1.2, 1.4, 1.6, 1.8, and 2.0 as 
(F(2,18) = 0.430, p > 0.05), (F(2,18) = 0.768, p > 0.05), (F(2,18) = 1.509, p > 0.05), 
(F(2,18) = 1.343, p > 0.05), (F(2,18) = 0532, p > 0.05), and (F(2,18) = 0.154, p > 0.05), 
respectively, and found no statistical differences among the cameras. This clearly 
showed that if the stimuli were due to differences in color among cameras in terms of 
different color gamuts and sensitivities, this did not seriously affect the results. 
For each camera, we then determined if there were significant differences among the 
expansion ratios. Our results yielded (F(5,36) = 17.630, p < 0.01), (F(5,36) = 8.356, p < 
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0.01), and F(5,36) = 16.196, p < 0.01) for the S95, Nex and T100 cameras, respectively. 
These results indicate that the level of “attractive” changes based on the perception of 
color changes in the stimuli produced by all cameras. 
Post-hoc results 
As all our experiments involved the same subjects and expansion ratios, we used 
Tukey’s post-hoc test to determine if there were significant differences in a given ratio. 
For camera S95, the original, 1.8 and 2.0 reached their levels of significance at ratios 
1.2 and 1.4 with p < 0.05; however, for the Nex camera, there was a significant 
difference only at ratio 1.2 with p < 0.05; similarly, ratios 1.2 and 1.4 in the T100 
camera had significant differences with p < 0.01. By taking the intersection of these 
three results, we determined that the expansion ratio was approximately situated at 1.2 – 
1.4. Significant results in the original also indicated that it is necessary to develop a 
multi-primary display, because the color expansion caused subjects to prefer the 
perceived content. 
There were significant differences among all fruits that, however, occurred at 
different ratios. For the pineapple, with ((5,12) = 8.152, p < 0.01), a preference at a ratio 
of 1.2 was much higher than those at 1.8, 2.0, and the original. For the loquat, there 
were significant differences between preferences at ratios of 1.2 and 1.4 and those at 1.8, 
2.0, and the original; the F value was F((5,12) = 27.492, p < 0.01). For the carambola, 
only 1.4 had significant differences with ratio 2.0 and the original, with F((5,12) = 
11.614, p < 0.01).  
The wax apple, peach, and guava, except at 1.2 and 1.4, had significant differences 
among one another, and their F values were F((5,12) = 30.166, p < 0.01), F((5,12) = 
45.658, p < 0.01), and F((5,12) = 28.451, p < 0.01), respectively. Finally, for the plum, 
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our results stood out in that the original and the ratio 1.2 recorded significant differences 
in preference with the others, i.e., F((5,12) = 14.444, p < 0.01).  
Although we found significant differences in many results of the paired comparisons, 
there were small differences in the optimized ratios among the stimuli. Since yellow 
was directly affected by the expansion ratios, the subjects were inclined to choose the 
higher ratio when observing fruits that had them; however, fruits containing some green 
and red colors were not directly affected by the expansion ratios; here, the subjects 
hesitated to choose between ratios 1.2 and 1.4. Finally, plum is a dark-blue fruit; thus, 
the effect of color expansion was marginal. 
Although the result of the expansion ratios is between 1.2 and 1.4, there are fewer 
stimuli that contain with cyan color, which may have some gaps with our final result. 
This is because we have not gone through well consideration at the beginning. However, 
from the tendency of the overall expansion ratios, which of cyan color should also be 
similar to the obtained results. Fruit is one of most familiar natural and colorful objects. 
As for the use of fruit as our experimental stimuli, it is also considered to perceive 
the real object colors of nature in six-primary environment. If it is replaced by other 
objects in nature world, such as plants, flowers, or other more saturated colors, the 
results would be expected to be similar. 
In addition, the interval between the expansion ratios of this experiment is 0.2. 
When setting this interval, we also considered the required experimental times and the 
difficulties of conducting the experiment by observers. If the interval of expansion 
ratios is set to 0.1, the observers who conduct paired comparison method will be more 
difficult to detect the color changes between stimuli, which will lead to an increase in 
Undo time. Although the final result of expansion ratios is significant on statistic at the 
69 
 
 
interval of 1.2-1.4, it is also possible that the interval of 1.1-1.4 might reach the 
significant level. 
In general, the subjects preferred the original or only slightly enhanced stimuli in 
choosing suitable ratios; we conclude that too much expansion leads to counter-effect 
productive results. 
From the relationships in each ratio for each fruit, given that they often had no 
significant differences between ratios 1.2 and 1.4, and given that some objects have low 
or moderate saturation levels in nature, the suitable ratio for multi-primary expansion is 
1.3.  
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Fig. 4-7. Psychophysical results of each stimulus for each camera 
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As shown in Figure 4-9, we can also view this trend for each ratio via a box plot; 
here, the figure shows the box plot of psychophysical statistical values for each ratio 
from all stimuli in all cameras. The upper and lower values of each box plot in each 
ratio were 75% and 25%, while the error bars were at the maximum and minimum 
psychophysical values from all psychophysical values, respectively. 
In several articles discussing the relationships between preference and saturation, it 
was directly stated that although the experimental differences on observers were large, 
there still have significant results [62-67]. 
Fig. 4-8. The gamut expansion results of psychophysical experiment 
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Palmer et al. showed that people prefer objects containing brighter colors to those 
containing darker ones [67]. Many researchers have also shown that factors such as 
gender, race, and progressive technologies slightly affect the preferences and memory 
of the colors of objects [68-70]. 
 
 
 
 
 
 
 
Some studies have shown that when observers watch objects in nature, their 
preferences and memories of the hue and brightness are at the same levels as the 
originals; but in saturation, they are prone to a more saturated perception [71-72]. This 
is also the reason why many manufacturers use a wider gamut of backlight components 
to replace the traditional display [73-74]. Our findings for the preferences for ratios are 
consistent with those results. 
Even though we used the images of fruits, our results agree with those of past 
research on preference using various images and objects. This implies that we can apply 
our findings to other natural objects. However, the subjects in this experiment knew the 
original fruits, and hence experience and memory might have influenced the results. 
Fig. 4-9. A box plot corresponding to each ratio 
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Further investigation using familiar as well as unfamiliar stimuli is necessary to obtain 
more generalized suitable expansion ratios. 
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4.4 Conclusion 
In this experiment, we determined suitable expansion ratio for fruits to be preferable 
in terms of vividness and found some significant relationships between color 
enhancement and preference in wide-gamut systems by using a paired comparison 
method. Images taken by all three cameras that we used were equally preferred by the 
subjects. We found that a suitable ratio for expansion is about 1.3 (Range from 1.2 to 
1.4) in general. 
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5. Computational design of simulated multi-primary 
display spectral bands for spectral color reproduction 
5.1 Introduction 
In the past 10 years, a vigorous development has seen in the display industry, as 
described in Chapter 1, the resolution, color gamut, and viewing angles are getting more 
and more expanded. The developments of multi-primary display are also increasing. 
Intense research efforts and industrial investment have been devoted to this area. As a 
result, four- and five-primary color displays are now available in marketing. 
With the development of multi-primary display technology, correct color 
reproduction for display devices has become a key topic. In particular, effective spectral 
color reproduction has become increasingly important as the display panels, color filters, 
and backlights continually evolve. Because of the wider color gamut, this technology is 
widely used in many areas nowadays. These examples include the reproduction of 
object surface textures, materials, ancient relics, and paintings; or applications in new 
light sources, such as light-emitting diodes (LEDs) and organic LEDs (OLEDs) 
backlights, which could reproduce more colors rather than traditional backlights. 
Multi-primary displays also have great potential for more accurate color 
reproduction. They can precisely represent the spectral property of objects and scenes 
with their multiple channels. Sometimes the color appearance of the devices does not 
match even when the measured colorimetric values, such as CIE (x, y) or CIELAB are 
the same. This is due to metamerism in the power distributions associated with 
observers with different spectral sensitivities. Although multi-primary displays can 
never completely solve the problem of metamerism, it can produce a spectrum at each 
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pixel in order to be closer to that of the original scene. For this purpose, spectral 
reproduction is important as it can achieve the best color reproduction and largely 
reduce the problem of metamerism. In this chapter, we focus on the combination of 
primary color spectra that can most adequately reproduce the spectra of natural objects 
in a multi-color environment. 
Generally, the object colors perceived by the human eye could not be perfectly 
reproduced by displays due to color gamut limitation. In Chapter 3 and 4, we developed 
an algorithm of RGBCMY six-primary display, and our computational simulations 
revealed the reproduction phenomenon of the object colors changing their saturation. 
Among the six kinds of color reproduction methods with different objectives as defined 
by Hunt [75-76], the spectral and preferred color reproductions are the most difficult 
approaches for achieving a perfect reproduction. Therefore, in this chapter, we 
concentrate on the spectral reproduction in displays and determine the optimal 
combination of six primary color spectra by using mathematical methods. 
Similar approaches have been used by other researchers. Ajito et al. and Long et al. 
used two projectors with different color spectrum combinations to reproduce six 
primary colors and discussed the reproducibility of object colors or existing color chips 
[77-78]. Ben-Chorin et al. used the singular value decomposition (SVD) method based 
on color chips to find the foundations of natural colors, and then used the non-negative 
matrix factorization (NMF) method to obtain multi-primary combinations [79]. Their 
results were shown to have the smallest differences from natural colors among five to 
seven combinations. More recently, this approach has been used to design a real 
multi-primary display [70], and the color differences between the reproduction and the 
sampled pictures were extremely small. 
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The above explanations concern the reproduction of multispectral and multi-color 
data. Compared to theories mentioned above, the approach proposed in this study 
presents two radical features. Firstly, different from some previous studies that used the 
entity color filters as the basis spectra to reproduce the spectral radiance distribution of 
object [16,80-81], our multispectral design concept of this study is based on the primary 
colors of a simulated six-primary display we discussed in Chapter 3. Therefore, in 
designing the initial values of the spectra, we used mathematical methods to establish 
six spectra, for which six primary colors (Red, Green, Blue, Cyan, Magenta, and Yellow) 
at their corresponding positions in the visible light spectrum were considered. Secondly, 
the reference samples used in this study are obtained via combining natural reflectivity 
data and light sources. The reflectivity data came from the Standard Object Color 
Spectra (SOCS) database published by the Japanese Industrial Standards Association in 
1998. Some of the previous studies used fewer than 500 sets of reference data, possibly 
affecting the accuracy of the final results. In contrast, we used more than 3000 
reflectance samples taken from the SOCS data. Daylight data from the work of Judd et 
al. was used for the light sources. However, since we used the Matlab software package 
in this study, calculation with all combinations of light sources and reflectance data 
would be quite time-consuming without using a supercomputer. Therefore, the color 
temperature of the daylight illumination was sampled in the 4000–9000 K range at 
intervals of 1000 K, in order to ensure that the spectral results can completely reproduce 
most of the natural colors. 
The NMF method is a common solution for modeling multispectral data. Giving the 
spectral data that must be completely reproduced, this method can be used iteratively to 
obtain the best combination set. Nevertheless, the obtained result is only for the given 
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sample data, which probably could not completely reproduce the primary colors of light 
sources in the real world. Hence, we started from the perspective of a 
variable-wavelength light source, using a normal distribution function (similar to a 
bell-shaped distribution) to simulate each color spectrum and fixed the hues of the 
RGBCMY colors. The normal distribution was determined by adjusting the σ (width) 
and μ (wavelength) variables. In consideration of all possible spectral combinations, 
no iterative method was used in the calculations. 
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5.2 Construction of target spectra 
Color reflectance data 
Firstly, we provided a detailed description of the data used in this study. In 
Introduction, it was noted that some studies expanded display color gamut and the 
achievement of higher display resolution allowed some devices to reproduce the colors 
of natural objects. However, these reproductions were imperfect due to a small number 
of sampling. Therefore, we chose the SOCS database as our golden sample. We chose a 
total of 3725 colors from all categories, which excluded the Krinov dataset due to its 
incomplete wavelength sampling. We extracted almost all of the categories with fewer 
samples as Flowers, Leaves, Paints, and Pigments (the third column of Table 5-1). For 
the Faces category, different skin colors were extracted (races: African, Caucasian, and 
Asian) including both genders and different parts of the face. We only extracted 
representative samples for the Graphics, Printers and Textiles categories. Figure 5-1 
shows the plots of all selected spectral reflectance data under D65 daylight on the CIE 
(u’, v’) chromaticity diagram, indicating that the distribution exceeds the sRGB color 
gamut. 
Next, we used the data within the wavelength range of 400–700 nm for principal 
component analysis (PCA). Because the general spectral reflectance was measured by 
measuring instruments, in addition to big errors on the low- and high-frequency ends, 
the spectral reflectance itself also had some non-smooth parts. This would result in 
additional errors, so we used the first 3 principal components of SOCS as whole spectral 
radiances instead of the original SOCS data. 
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Table 5-1. Number of data for each category in SOCS database 
Categories Numbers of assembled data Numbers of chosen data 
Faces 9461 280 
Flowers 148 148 
Graphics 30624 438 
Krinov Data 370 0 
Leaves 92 92 
Paints 336 336 
Pigments 231 229 
Photos 2304 632 
Printers 7856 855 
Textiles 2818 715 
Total 54240 3725 
 
We found that the first three principal components and the mean of selected SOCS 
data, shown in Figure 5-2, could represent all reflectance data well with the respective 
contributions of 54%, 22%, and 14%. For more accurate reproduction of spectral 
reflectance, additional principal components accounted for most of the remaining 10% 
variability in the data. The 4
th
, 5
th
, and 6
th
 components accounted for additional 4%, 2%, 
and 1.4% of the variance, respectively. While the 4
th
 principal component is not 
negligible, previous studies have employed three components for analysis [82-84]. 
Furthermore, it has been suggested that three components are necessary and 
sufficient [85-86]. Moreover, the inclusion of more principal components would incur 
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high-order and very complex calculations, which may introduce errors and preclude us 
from finding the best combination of bands. Therefore, only the first three principal 
components were used in this study. 
The reproduction of reflectance data (RE) can be described as in Equation (5.9). R1, 
R2, and R3 indicate its first three principal components, and ?̅? denotes the mean of all 
the data we used. N1–N3 are the weight values obtained from target reflectance, using 
the least-squares method. The next step is assessing the closeness between the original 
(OR) and reproduction (RE) data by using the root-mean-square error (RMSE) as shown 
in Equation (5.10). 
 
 𝑅𝐸 = (𝑁1𝑅1 + 𝑁2𝑅2 + 𝑁3𝑅3 + ?̅?) (5.9) 
 
 𝑅𝑀𝑆𝐸 = √
(𝑂𝑅1−𝑅𝐸1)2+(𝑂𝑅2−𝑅𝐸2)2+⋯+(𝑂𝑅𝑛−𝑅𝐸𝑛)2
𝑛
 (5.10) 
 
where n has a value of 31 to correspond to the 31 wavelengths between 400 and 700 
nm in 10-nm intervals that were sampled in a spectrum. Then, we compared our PCA  
data (shown in Figure 5-2) to that reported by Vrhel et al. [87], whose dataset contained 
354 artificial and natural objects. We used the method of quartiles to examine the 
averaged RMSE distribution for both dataset. The comparison is shown in Table 5-2. 
For clear presentation, the averaged RMSE values are multiplied by a factor of 100. The 
median averaged RMSE values for our data and Vrhel’s data are 1.4169 and 1.2401, 
respectively. The overall averaged RMSE values are less than 3.2 in both cases. 
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Table 5-2. Comparison of results from the proposed method and Vrhel’s method 
PCA Method First quartile(Q1) Median (Q2) Third quartile (Q3) 
Proposed 0.6375 1.4169 2.3867 
Vrhel 0.4044 1.2401 3.1925 
Units: averaged RMSE × 100 
 
Illumination data 
Secondly, Equations (5.11 – 5.13), derived by Judd et al. in 1964 were used to 
obtain the spectral distribution of daylight data. The color temperatures were divided 
into two parts: a lower region of 4000–7000 K and a higher region of 7000–25000 K. 
These data can also be represented by the PCA results (𝑆𝐷). The distributions of S0, S1, 
and S2 (the average of the daylight data, the first principal component, and the second 
Fig. 5-1. Color distribution of selected SOCS data 
 
Fig. 5-2. The first three principal components 
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principal component, respectively) are shown in Figure 5-3. Here, Tc denotes the color 
temperature, 𝑥𝐷 and 𝑦𝐷 represent the CIE (x, y) color coordinates, 𝑀1 and 𝑀2 are 
the weight values of S1 and S2, respectively. 
Region of 4000–7000 K       
 {
𝑥𝐷 = −4.6070
109
𝑇𝑐
3 + 2.9678
106
𝑇𝑐
2 + 0.09911
103
𝑇𝑐
+ 0.244063
𝑦𝐷 = −3.000𝑥𝐷
2 + 2.807𝑥𝐷 − 0.275 
 (5.11) 
 
Region of 7000–25000 K               
 {
𝑥𝐷 = −2.0064
109
𝑇𝑐
3 + 1.9018
106
𝑇𝑐
2 + 0.24748
103
𝑇𝑐
+ 0.237040
𝑦𝐷 = −3.000𝑥𝐷
2 + 2.870𝑥𝐷 − 0.275
 (5.12) 
 
 𝑀1 =
−1.3515−1.7703𝑥𝐷+5.9114𝑦𝐷
0.0241+0.2562𝑥𝐷−0.7341𝑦𝐷
; 𝑀2 =
0.0300−31.4424𝑥𝐷+30.017𝑦𝐷
0.0241+0.2562𝑥𝐷−0.7341𝑦𝐷
  (5.13) 
 
   
 𝑆𝐷 = 𝑆0 +𝑀1𝑆1(𝜆) + 𝑀2𝑆2(𝜆)                 (5.14) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5-3. Distributions of 𝑆0, 𝑆1 and 𝑆2 
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Multiplication of reflectance and illumination data 
Thirdly, we used Equation (5.15) to obtain the target spetra (O), the spectral 
radiance distribution, which was acquired via multiplication of the SOCS data and 
daylight data defined above, in order to form spectral radiances. The reproduction of 
reflectance data is defined in the same way as in Equation (5.8). Although the color 
temperature range specified by the Equation (3) and (4) is 4000–25000 K, we chose the 
range of 4000–9,000 K sampled at 1000 K intervals as our source for preparing the 
radiance data. The wavelength range was from 400 to 700 nm at 10-nm intervals. 
Although it would be ideal to choose a small wavelength interval of 1-nm intervals, 
considering the calculation time and minor errors that may ensue, we performed our 
calculation using 10-nm intervals. 
 
        𝑂 = (𝑁1𝑅1 + 𝑁2𝑅2 + 𝑁3𝑅3 + ?̅?) × (𝑆0 +𝑀1𝑆1 +𝑀2𝑆2) (5.15) 
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5.3 Design of six-primary spectra using the target spectra 
The combination of multi-spectrum color filters 
To precisely reproduce the target spectra, we used software to simulate the spectral 
transmission characteristics of the color filters. Depending on the computational cost, 
Gaussian functions are usually used to simulate the transmission spectra in given 
illumination. In this case, we used the normal distribution function (𝐹𝑖(𝜆)), which is a 
more restricted case of Gaussian function as shown in Equation (5.16). λ refers to the 
random probability density in the wavelength range 400–700 nm, and 𝑖 = 1– 6 labels 
the six bell curves. 𝜇 indicates the dominant wavelength position, and σ specifies the 
half width at half maximum (HWHM) of the spectrum. 
 
 𝐹𝑖(𝜆) =
1
𝜎𝑖√2𝜋
exp (−
(𝜆−𝜇𝑖)
2
2𝜎𝑖
2 ) (5.16) 
 
Therefore, to stress the spectral radiance distribution, assuming the light spectral 
distribution of display backlight is a flat distribution of D65, the relationship between 
spectral and illumination can be expressed as Equation (5.17). Because of the light 
source has a nearly uniform spectral distribution, each spectral radiance distribution of 
𝑃𝑖(𝜆) will be an approximately smooth bell curve. 
 
  𝑃𝑖(𝜆) = 𝐹𝑖(𝜆)  × (D65 flat light spectral distribution) (5.17) 
 
For example, we simulate two filters with different spectral transmittance 
characteristics but at the same wavelength, denoted as 𝐹𝑖1  and 𝐹𝑖2  in Figure 5-4. 
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Assuming the display backlight is D65, the wavelengths (𝜇) of these two spectral 
transmittances are set to the same value of 520 nm, and the values of 𝜎𝑖1 and 𝜎𝑖2  are 
set to 20 and 50, respectively. For the 𝑃𝑖1 filter, (L1*, a1*, b1*) = (62.28, -135.89, 51.48) 
and the chroma is 145.32; for the 𝑃𝑖2 filter, (L2*, a2*, b2*) = (83.76, -71.03, 20.26) and 
the chroma is 73.86. When two spectral transmittances are at the same wavelength, a 
smaller half-width corresponds to a more vivid color perception. 
   
 
 
 
 
 
The values of 𝑛1  𝑛6  in Equation 5.17 were obtained using the least-squares 
method applied to the spectral radiance distribution (SRD) of the target sample. Each Pi 
term in Equation (5.18) (i = 1–6) is a spectral radiance distribution as defined in 
Equation (5.17). The 𝑛1– 𝑛6  terms are the spectral intensity of each distribution 
corresponding to the target spectrum. In the first two chapters of the experiment, we 
used complementary color of magenta as the expanded color in simulated six-primary 
display. In this chapter, we aim to determine whether magenta is required for the 
expansion of six-primary display. Because the spectrum of magenta is not formed by a 
single wavelength, we synthesize magenta color using two spectrums located at both 
ends of the wavelength. This adjustment was based on normalized spectral data, 
Fig. 5-4. Band distributions of 𝐹𝑖1and 𝐹𝑖2 
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although the actual digital counts to reproduce target spectrum was determined by the 
calibration of the device.  
 
 𝑆𝑅𝐷 = 𝑛1𝑃1 + 𝑛2𝑃2 + 𝑛3𝑃3 + 𝑛4𝑃4 + 𝑛5𝑃5 + 𝑛6𝑃6 (5.18) 
 
Estimation 
In this study, we want to create a set of spectral radiance distributions that can be 
easily simulated by a mechanical or mathematical model, the six-primary spectra are 
also composed of smooth spectra. The relationship between six-primary spectra and 
target sample can be expressed as Equation (5.19). In the ideal case, the parameter 𝑂 in 
Equation (5.15) is approximately equal to 𝑆𝑅𝐷 in Equation (5.18). 
 
 𝑆𝑅𝐷 ≅ 𝑂 (5.19) 
 
To comply with the color reproduction method of a realistic display, we used the 
least-squares method to reproduce the target spectral radiances, by minimizing the 
difference between the reproduced and real data. 
In the following, we will describe how this technique was used to simulate the 
spectral distribution in the natural world. To achieve the best reproduction of all spectra 
in nature world, we performed several statistical and mathematical methods to find the 
combination of basic spectra that is optimal for reproducing the entire range of spectra 
in nature. 
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5.4 The designed six-primary spectra 
As mentioned in previous paragraphs, we employed an algorithm that took the 
normal distribution function to simulate six smooth bell-curve spectra, using the loop 
instruction of Matlab software to estimate the reproduction. Due to the large amount of 
the loop data, we separated the analysis to 3 steps. We calculated the averaged RMSE 
and the CIEDE2000 ΔE00 [88] values between the original and reproduction data in all 
selected samples (the SOCS data of 3725 spectral reflectance samples multiplied by six 
irradiance data sampled in the 4000  9000 nm range at 1000 nm intervals). Thus, a 
total of 22350 data points was considered. The CIEDE2000 criterion does not take the 
observer metamerism into account. That is because our sole aim here is to determine 
whether the radiance distributions of the spectra are completely reproduced. 
We started by fixing each band at a wavelength μ ranging from 400 to 700 nm with 
intervals of 50 nm, and the width of the spectrum σ is set at 30 nm.  
In the first step, we varied the wavelength of each band by increasing it by 0–50 nm 
in intervals of 10 nm and obtain the minimum averaged RMSE. Due to the small impact 
from the 400- and 700-nm bands on the reproduction, we decided to fix these two bands 
temporarily to reduce the computational cost. 
The second step is the micro-adjustment step. To find more accurate positions for 
each band obtained from the first step, we varied both 𝜇 and σ in the range of 10 
nm. In this step, the bands at 400 and 700 nm are fixed as well. 
Having obtained highly precise positions for the bands, in the final step we only 
adjusted the magenta bands. The magenta bands are composed of two bands, whose 
initial positions are at the extremely short wavelength of around 400 nm and the longest 
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wavelength of around 700 nm. As the shapes of the magenta bands could easily affect 
the reproduction results, we were required to adjust not only 𝜇 and  𝜎, but also their 
height ratio H at the same time. In the moment, we varied both the 𝜇 and  𝜎 values in 
the range of 50 nm for each band, and the H ratio within the range of 0 to 1000 in 
intervals of 50. 
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5.5 Results 
From Figures 5-5 (a–c), the averaged RMSE values after the first, second, and third 
steps are 0.0164, 0.0143, and 0.0132, respectively. Therefore, each step further 
improves the reproduction. The final average of ΔE00 is 0.08. From both the RMSE and 
CIEDE2000 results, the reproductions are very close. The CIE (u’, v’) chromaticity 
diagram is presented in Figure 5-5 (d), showing that the area surrounded by the primary 
color of six bands is significantly larger than the SOCS boundary except for the 
boundary at green region, demonstrating a high capacity to reproduce the color of 
natural objects. We tried to make the spectra of green or cyan colors narrower to expand 
the boundary of the primary color of six bands, but the result of averaged RMSE values 
against the sampled SOCS data increased. Thus, we did not further pursue this spectra 
combination. 
Figure 5-6 compares the averaged RMSE values obtained in three steps (for a clear 
presentation, the RMSE values have been multiplied by 100). The error bars indicate the 
95% confidence interval of the entire dataset. Also noted that with smaller error bars, 
the data are more concentrated, being closer to the 95% confidence interval. 
We also presented the best and worst fits with their individual primary spectrum 
distributions in Figure 5-7, with the averaged RMSE values of 0.004368 and 0.04291, 
respectively. The final (μ, σ) best values for the six bands are (410, 16), (447, 24), (491, 
28), (550, 30), (622, 34), (692, 32), and (716, 8); and the H ratio of the magenta bands is 
11:15. 
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Fig. 5-6. Comparison of averaged RMSE 
values for the 1st, 2nd, and 3rd steps 
a Averaged RMSE = 0.0164 
(μ, σ) = (400, 30), (450, 30), (490, 30), 
(550, 30), (620, 30), (690, 30), (700, 30) 
(μ, σ) = (400, 30), (447, 24), (491, 28),  
(550, 30), (622, 34), (692, 32), (700, 30) 
 
Averaged RMSE = 0.0143 b 
c 
(μ, σ) = (410, 16), (447, 24), (491, 28),  
(550, 30), (622, 34), (692, 32), (716, 8) 
 
Averaged RMSE =0.0132 
Fig. 5-5. (a-c) Results of the 1st, 2nd, and 3rd steps, respectively. (d) 
Six-primary and SOCS boundaries on CIE (u’, v’) chromaticity diagram 
 
d 
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c d 
Fig. 5-7. (a) Best fit of the original spectra with six primary spectra. (b) Best fit 
distributions of the six-primary spectra. (c) Worst fit with the original and 
six-primary spectra. (d) Worst fit distributions of the six-primary spectra 
a b 
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5.6 Discussion 
We now compare our method with other reported six-primary band methods. Ajito et 
al. used two real projectors to construct the six-primary spectra in order to obtain a wide 
color gamut. Therefore, their purpose is different from our current study which is 
obtaining the best reproduction of natural spectra. Nevertheless, this method is used for 
comparison to ours, because (1) there are very few published studies on six-primary 
color spectra and (2) the paper is frequently cited in Long et al. As Ajito et al. did not 
report any spectral distribution data, we used transparent grid paper to establish the 
coordinates, and took data at 10-nm intervals within the wavelength range of 400–700 
nm to reconstruct the band distribution shown in Figure 5-8 (a). The study by Long et al. 
had a similar aim to the present study. It used Macbeth ColorChecker as its learning 
samples. The spectra were constructed using the Gaussian distribution, but with no 
merged bands for the magenta color shown in Figure 5-8 (b). In order to check the 
reproductivities of the three methods from Ajito et al., Long et al., and our proposed 
method, we compared these reproduction results obtained for the SOCS samples and the 
Macbeth ColorChecker. The display backlight was assumed as a D65 flat light spectral 
a. 
Fig. 5-8. Distribution of six primary spectra from (a) Ajito et al. (b) Long et al. 
b. 
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distribution. 
Using our selected 3725 samples from the SOCS data, the averaged RMSE value is 
smaller for our proposed method than the other two methods shown in Figure 5-9. The 
averaged RMSE values in selected SOCS data for methods proposed by Ajito et al., 
Long et al., and ours are 0.0636, 0.0204, and 0.0131, respectively. We applied the 
one-way ANOVA (analysis of variance) to these three methods and obtained F 
(2,67047) = 24316.04, p <0.01, showing that there are significant differences among 
three methods. Figure 5-10 shows box plots where a smaller box indicates a higher 
stability of the values. The open circles outside each box plot indicate the outliers. 
Outliers are abnormal observations from a sample dataset or population, in the sense 
that they are greater or less than the applicable upper or lower limits. These limits are 
typically 1.5 times the box plot length and it could be seen that our proposed method 
results in the fewest outliers. 
For Macbeth ColorChecker, totally 24 colors were used as we are aiming to improve 
the reproduction in general situations, we only compared the results for D65 daylight. 
The corresponding box plot is shown in Figure 5-11. The results of our proposed 
method showed significant difference from those of Ajito et al., but only small 
differences from those of Long et al. The averaged RMSE values in Macbeth 
ColorChecker in D65 daylight for methods proposed by Ajito et al., Long et al., and us 
are 0.0625, 0.0202, and 0.0202, respectively. The differences among these three values 
are caused by two factors: the insufficiency sample quantities and the lack of accuracy 
in some sampling data. For the first factor, we changed the sample data from the 
original D65 to the 4000–9000 K range with intervals of 20 K for the daylight situation, 
and the corresponding box plot is shown in Figure 5-12. Using one-way ANOVA, we 
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found significant differences among the three models (F (2,18069) = 7369.69, p <0.01), 
with the averaged RMSE values for the methods proposed by Ajito et al., Long et al., 
and us being 0.0785, 0.0243, and 0.0228, respectively. To address the second factor, the 
lack of accuracy in some sampling data, the reproduction results from the three models 
are shown in Figure 5-13(a-c). Four categories defined by Macbeth ColorChecker are 
considered. Categories 14 (Nos. 16, 712, 1318, and 1924) are called the natural, 
miscellaneous, primary and secondary, and grayscale colors, respectively. Apparently, 
our method did not reproduce the spectrum well in Categories 2 and 3, as shown in 
Figures 5-13b and 5-13c, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5-9. Averaged RMSE results for 
SOCS samples 
Fig. 5-10. Box plot for SOCS results 
 
** ** 
** 
**<0.01 
Fig. 5-12. Box plot for Macbeth ColorChecker 
results in 4000-9000 K daylight 
 
** ** ** ** 
** 
Fig. 5-11 Box plot for Macbeth ColorChecker 
results in D65 daylight 
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A_ RMSE = 2.88 
D_ RMSE = 0.86 
P_ RMSE = 0.50 
A_ RMSE = 7.02 
D_ RMSE = 2.37 
P_ RMSE = 1.59 
A_ RMSE = 7.16 
D_ RMSE = 1.76 
P_ RMSE = 1.25 
A_ RMSE = 2.82 
D_ RMSE = 1.64 
P_ RMSE = 1.53 
A _dE00 = 0.08 
D_dE00 = 0.04 
P_dE00 = 0.04 
A _dE00 = 0.21 
D_dE00 = 0.12 
P_dE00 = 0.03 
A _dE00 = 0.08 
D_dE00 = 0.11 
P_dE00 = 0.01 
A _dE00 = 0.21 
D_dE00 = 0.05 
P_dE00 = 0.05 
    
A_ RMSE = 10.4 
D_ RMSE = 2.47 
P_ RMSE = 1.80 
A_ RMSE = 10.3 
D_ RMSE = 2.75 
P_ RMSE = 1.63 
A_ RMSE = 5.68 
D_ RMSE = 1.83 
P_ RMSE = 3.07 
A_ RMSE = 5.95 
D_ RMSE = 2.09 
P_ RMSE = 1.78 
A _dE00 = 0.36 
D_dE00 = 0.08 
P_dE00 = 0.06 
A _dE00 = 0.48 
D_dE00 = 0.28 
P_dE00 = 0.11 
A _dE00 = 0.32 
D_dE00 = 0.09 
P_dE00 = 0.36 
A _dE00 = 0.07 
D_dE00 = 0.05 
P_dE00 = 0.01 
Fig. 5-13. (a) Reproduction for Macbeth ColorChecker Nos. 1–8. Letters A, D, and P denote the results from 
Ajito et al., Long et al., and the proposed method; the upper and lower columns under each plot show the 
RMSE and CIEDE2000 results, respectively 
1 2 3 4 
5 6 7 8 
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A_ RMSE = 4.33 
D_ RMSE = 2.24 
P_ RMSE = 2.62 
A_ RMSE = 4.89 
D_ RMSE = 1.34 
P_ RMSE = 0.56 
A_ RMSE = 4.78 
D_ RMSE = 2.10 
P_ RMSE = 2.56 
A_ RMSE = 5.97 
D_ RMSE = 2.18 
P_ RMSE = 3.14 
A _dE00 = 0.06 
D_dE00 = 0.07 
P_dE00 = 0.24 
A _dE00 = 0.15 
D_dE00 = 0.07 
P_dE00 = 0.06 
A _dE00 = 0.29 
D_dE00 = 0.15 
P_dE00 = 0.15 
A _dE00 = 0.27 
D_dE00 = 0.14 
P_dE00 = 0.38 
    
A_ RMSE = 3.31 
D_ RMSE = 2.69 
P_ RMSE = 2.44 
A_ RMSE = 3.46 
D_ RMSE = 2.10 
P_ RMSE = 2.55 
A_ RMSE = 4.10 
D_ RMSE = 2.45 
P_ RMSE = 5.35 
A_ RMSE = 6.85 
D_ RMSE = 2.48 
P_ RMSE = 2.31 
A _dE00 = 0.10 
D_dE00 = 0.27 
P_dE00 = 0.09 
A _dE00 = 0.34 
D_dE00 = 0.16 
P_dE00 = 0.26 
A _dE00 = 0.10 
D_dE00 = 0.18 
P_dE00 = 0.40 
A _dE00 = 0.17 
D_dE00 = 0.11 
P_dE00 = 0.10 
Fig. 5-13. (b) Reproduction for Macbeth ColorChecker Nos. 9–16 
 
 
 
13 14 
9 10 11 12 
15 16 
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A_ RMSE = 7.51 
D_ RMSE = 2.71 
P_ RMSE = 4.67 
A_ RMSE = 7.75 
D_ RMSE = 1.92 
P_ RMSE = 1.36 
A_ RMSE = 16.5 
D_ RMSE = 3.40 
P_ RMSE = 2.89 
A_ RMSE = 12.1 
D_ RMSE = 2.63 
P_ RMSE = 2.04 
A _dE00 = 0.13 
D_dE00 = 0.13 
P_dE00 = 0.55 
A _dE00 = 0.34 
D_dE00 = 0.15 
P_dE00 = 0.10 
A _dE00 = 0.30 
D_dE00 = 0.08 
P_dE00 = 0.04 
A _dE00 = 0.20 
D_dE00 = 0.14 
P_dE00 = 0.03 
    
A_ RMSE = 8.05 
D_ RMSE = 2.03 
P_ RMSE = 1.36 
A_ RMSE = 4.71 
D_ RMSE = 1.34 
P_ RMSE = 0.87 
A_ RMSE = 2.21 
D_ RMSE = 0.68 
P_ RMSE = 0.45 
A_ RMSE = 0.97 
D_ RMSE = 0.30 
P_ RMSE = 0.19 
A _dE00 = 0.12 
D_dE00 = 0.14 
P_dE00 = 0.01 
A _dE00 = 0.07 
D_dE00 = 0.09 
P_dE00 = 0.00 
A _dE00 = 0.03 
D_dE00 = 0.04 
P_dE00 = 0.00 
A _dE00 = 0.01 
D_dE00 = 0.02 
P_dE00 = 0.00 
Fig. 5-13. (c) Reproduction for Macbeth ColorChecker Nos. 17–24 
 
18 19 20 17 
21 22 23 24 
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Since SOCS data are as the color samples for our experiment, and Macbeth 
ColorChecker is used by Long et al., with insufficient quantities, the obtained 
reproduction results may not be representative. Therefore, we use the Munsell color 
chips as evaluation samples. The system of Munsell color chips is based on the rigorous 
visual response experiment of the subjects to the colors. The categories and numbers 
used in this experiment are shown in the table 5-3. In all categories, the Hue (H) are 
fixed at 5, and the lightness of the even-numbered columns (V=2, 4, 6, 8) are selected. 
All chromas are chosen at those chosen lightness, resulting 149 colors in total. The light 
source is the same as Macbeth ColorChecker, 4000–9000 K range with intervals of 20 
K for the daylight situation. The averaged RMSE of the proposed method, the method 
of Ajito et al., and Long et al. is 1.636, 7.036, and 2.110, respectively. The bar graph 
and box plot for all methods are shown in Figure 5-14 and 5-15. The three methods 
have significant differences with each other (P<0.01). None of the three methods have 
outliers. 
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Apart from the two methods discussed above, there is another numerical 
optimization method, called the non-negative matrix factorization (NMF). NMF 
provides the best non-negative results in the search for an optimal solution [89-91]. It 
Table 5-3. The categories and numbers of Munsell color chips 
Categories of Munsell color system Numbers 
5R 20 
5YR 15 
5Y 14 
5GY 13 
5G 12 
5BG 12 
5B 12 
5PB 15 
5P 15 
5RP 17 
N 4 
Total 149 
Fig. 5-14. Averaged RMSE results for 
Munsell color chip samples 
 
Fig. 5-15. Box plot for Munsell color chip results 
in 4000-9000 K daylight 
** 
** ** 
**<0.01 
102 
 
 
assumed that there exists a non-negative matrix V that can be approximated by the 
product of two factors W and H, whose relationship is expressed in Equation (5.20). 
 
 𝑉~𝑊𝐻                          (5.20) 
 
V and WH followed two mathematical relationships with update rules that are 
usually called the “multiplicative update rules.” Equations (5.21) and (5.22) illustrate 
the relationship between the Euclidean distance of V and WH that can be used to reduce 
the data difference gradients, where W and H are composed of 𝑖 × 𝑎, and 𝑎 × 𝑢 terms 
of the matrix, respectively.  
 
 𝑊𝑖𝑎 ← 𝑊𝑖𝑎
(𝐻𝑇𝑉)𝑖𝑎
(𝐻𝑇𝑊𝐻)𝑖𝑎
                   (5.21) 
 
 𝐻𝑎𝑢 ← 𝐻𝑎𝑢
(𝑊𝑇𝑉)𝑎𝑢
(𝑊𝑇𝑊𝐻)𝑎𝑢
 (5.22) 
 
The Euclidean distance of ‖𝑉 −𝑊𝐻‖ follows the update rules. Once W and H 
reach fixed points, the Euclidean distance is also invariant under the update rules. The 
divergence of 𝐷(‖𝑉 ∥ 𝑊𝐻‖) follows the update rules, where W and H are composed 
of 𝑖 × 𝑢, and 𝑎 × 𝑢 terms of the matrix, respectively as expressed by Equations (5.23) 
and (5.24). 
                   
 𝑊𝑖𝑢 ← 𝑊𝑖𝑢
∑ 𝑊𝑎𝑢𝑉𝑖𝑢/(𝑊𝐻)𝑖𝑢𝑖
∑ 𝑊𝑎𝑣𝑣
               (5.23) 
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 𝐻𝑎𝑢 ← 𝐻𝑎𝑢
∑ 𝑊𝑖𝑎𝑉𝑖𝑎/(𝑊𝐻)𝑖𝑢𝑖
∑ 𝑊𝑖𝑎𝑘
 (5.24) 
 
We set 𝑎 = 6 for six-primary colors and used 1, 5, 10, 20, 40, 80, 200, and 500 
iterations to see the differences. Figure 5-16 shows the obtained averaged RMSE results 
for the sampled SOCS data after different numbers of iterations. The smallest averaged 
RMSE value is obtained when the number of iterations is close to 200. We also 
compared the results for six-primary bands in the 1st (thick lines) and 200th (dotted 
lines) iterations and found very little change in the band distribution as shown in Figure 
5-17. The colors of the bands correspond to their wavelength peak colors, which are 
Blue, Cyan, Green, Yellow, Red, and Magenta. We chose to use the results obtained 
after 200 iterations which have the smallest averaged RMSE value as the six-primary 
band obtained by the NMF method. 
 
 
 
 
 
 
 
 
 
  
 
Fig. 5-17. Six-primary result for 1 
and 200 iterations in the NMF 
method 
 
Fig. 5-16. Relation between number of 
iterations and averaged RMSE in the 
NMF method 
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We also compared the color gamut of our proposed method and the NMF method on 
the CIE (u’, v’) chromaticity diagram. The gamut of NMF method in Figure 5-18(a) is 
small, the maximal range of covering area is a little bit larger than the sampled SOCS 
data. Thus, we speculated that this method may only produce results for specifically 
chosen samples, while the gamut range is likely to be different for different samples. 
From the result, we think the NMF method is a variable, high uncertainty method, and it 
is difficult to provide a general combination of spectra for multi-primary display. The 
gamut range obtained using our proposed method is larger than the SOCS data. Figure 
5-18(b) shows the performance of each spectrum in the three-dimensional CIE (u’, v’) 
chromaticity diagram. The Z axis represents the relative luminance (Y) normalized to 0 
 100. It could be seen that our maximum relative luminance is similar to that of the 
NMF method, which is around sixty. Moreover, the maximum luminance of Long et al. 
is higher than that of Ajito et al. Consequently, we posited that our proposed method 
can provide a general combination of spectra that is broadly applicable in any scenario. 
In the future, new light sources are likely to be developed, including lasers with wider 
color gamut than those currently available. Complete reproduction of these spectra will 
be a new topic of investigation. Nevertheless, we believe that the method of accurate 
spectral reproduction proposed here, with its larger gamut, could handle this issue 
easily. 
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Finally, we sought to evaluate the reproducibility of these four methods for natural 
spectra. We therefore separated data in the SOCS database into nine categories: Faces, 
Flowers, Leaves, Paints, Pigments, Photos, Printers, Textiles, and Graphics. With the 
exception of Flowers, Leaves, Paints, and Pigments which have the smaller amounts of 
raw data, each category has much more times of data than the sampled SOCS data used 
in the investigations described above. Here, we used a total of 10751 SOCS samples. 
All obtained database spectral radiance distributions are products of reflectance and 
spectral distribution of illumination with the same color temperatures as for the sampled 
SOCS data (4000  9000K, with intervals of 1000K between 400  700 nm). Each 
reproduction of the spectral radiance distribution of the natural object color is 
Fig. 5-18. Comparison of SOCS data and results from different 
methods in CIE (u’, v’) chromaticity coordinates: (a)2-D, (b)3-D. 
The red solid, blue solid, cyan solid, green solid and black dotted 
lines represent the SOCS data, the results from NMF, Ajito et al., 
Long et al., and the proposed methods; with the areas being 
0.07,0.10, 0.15, 0.08, and 0.14, respectively 
(a) (b) 
106 
 
 
determined by the least-squares method, and then its averaged RMSE value is 
calculated. 
Table 5-4 listed the number of sampled data points and the averaged RMSE values 
for each category. All methods were based on six primary spectra. The last column 
shows the average of the four methods. The Photos category has the worst 
reproducibility, with an RMSE of 4.56 on average, and the Leaves category has the best 
reproducibility (1.50). Averaged RMSE values for the NMF method are generally better 
than those for the other methods, with the exception of Photos category. However, our 
proposed method also shows good reproducibility in all categories. The method of Ajito 
et al. has the worst averaged RMSE, which we believe may be related to the early time 
of the study (circa 1998) and the lack of multi-primary environment. 
Ajito et al. took an interval of 1 nm and the wavelength range of 380 nm to 780 nm 
in their original article. To match with this study, we simplified their spectral result to 
the interval of 10 nm and the wavelength range of 400 nm to 700 nm. Because the edge 
of Ajito et al. result was not smoothened in this study, the obtained averaged RMSE 
value is comparatively larger than other methods. If the edges were smoothened, the 
averaged RMSE value of Ajito et al. would have been decreased. However, the 
averaged RMSE value of these methods would still maintain a proportional relationship. 
The advantage of our proposed method is its reproduction of the natural object color 
under all illumination is excellent, and its stability is better than the other three methods. 
 However, we could use a commercial available spectral tunable lighting apparatus, 
that can operate in the multi-band to reproduce the colors. After fixing the six channels 
only, the normal distribution bands from these methods were passed through this device 
to see if they could be completely to After fixing the six channels only, the normal 
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distribution bands from these methods were passed through this device to see if they 
could be completely reproduced in reality.      
Although the averaged RMSE values obtained by our proposed method and that of 
Long et al. are comparable, the errors obtained by our method are consistently smaller 
except for the Printers and Graphics categories. The method of Long et al. shows the 
best performance among all methods in the Graphics category. This might be due to the 
spectra of the Macbeth ColorChecker were used in the development of that method.  
On the other hand, the smoothness of the spectra can be seen as the continuity of a set 
of data, and it could be assessed using the error bar of the reproduced spectra. Figure 
5-19 shows the average RMSE values with their error bars by category. The data for 
Ajito et al. had the worst smoothness compared to the other three sets. Our proposed 
method had the best smoothness, especially in Faces, Paints, Photos and Textiles 
categories. In Flowers category, our proposed method is comparable to that of Long et 
al. and better than the other two. In addition, the method of Long et al. is superior to the 
other three methods in Printers and Graphics categories. 
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Fig. 5-19. Averaged RMSE values with their error bars in 
each category for the four methods 
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Table 5-4. The averaged RMSE values in each category for the four methods 
 
Methods 
Categories 
Faces 
(496) 
Flowers 
(148) 
Leaves 
(92) 
Paints 
(336) 
 
Pigme
nts  
(229) 
Photos 
(576) 
Printers 
(3512) 
Textiles 
(2578) 
Graphics 
(2784) 
Ajito 6.24 8.06 2.31 8.37 5.46 9.57 4.97 8.62 5.13 
Long 2.10 3.09 1.61 2.29 2.21 3.37 2.15 3.19 1.64 
NMF 1.33 2.34 1.00 1.72 1.92 3.04 2.09 2.28 1.94 
Proposed 1.63 2.53 1.11 1.94 2.53 2.26 2.36 2.46 2.16 
Average  2.82 4.00 1.50 3.77 3.03 4.56 2.89 4.13 2.71 
Units: averaged RMSE × 100 
 
 
 
109 
 
 
As for the NMF method, performed better than the other three only in the Leaves 
category, showing great instability.In addition, we also wanted to find out how well the 
three methods (NMF and those proposed by Ajito et al. and Long et al.) reproduce data 
under other light sources in comparison to our method. We prepared three light sources: 
the CIE standard illuminant F1 (6450K fluorescent lamp), the Toshiba E-Core Par30s 
(6500K LED bulb), and Philips 50Par30L (2750K tungsten halogen lamp). The spectral 
distributions of three light sources are represented in Figures 5-20(a), 5-20(b), and 
5-20(c). The radiant powers were normalized to 0–100, and the wavelength range was 
Fig. 5-20. Spectral distributions of three light sources:(a) CIE 
standard illuminant F1, (b) Toshiba E-Core Par30s, (c) Philips 
50Par30L 
(a) (b) 
(c) 
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from 400 to 700 nm at 10 nm intervals. The averaged RMSE for three light sources are 
shown in Tables 5-5 –5-7. Bar graphs under various light sources are also shown in 
Figure 5-21 – 5-23. It could be seen that the RMSE values of our proposed method are 
only slightly more than 3 among three light sources that showed stable reproducibility. 
The method of Ajito et al. has the best reproducibility for the LED bulb, and we think it 
might related to the properties of their chosen projectors’ primary colors. The method of 
Long et al. performed perfectly for the fluorescent lamp. Its performance is also similar 
to our proposed method for the tungsten halogen lamp, but the reproducibility was 
lower for the LED bulb. 
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Table 5-5. The averaged RMSE values of F1 fluorescent lamp in each category for the four methods 
Methods 
Categories 
Faces 
(496) 
Flowers 
(148) 
Leaves 
(92) 
Paints 
(336) 
 
Pigme
nts 
(229) 
Photos 
(576) 
Printers 
(3512) 
Textiles 
(2578) 
Graphics 
(2784) 
Ajito 2.13 1.96 0.66 2.84 1.77 2.07 1.25 2.06 1.48 
Long 0.96 1.05 0.43 1.34 0.9 0.99 0.78 1.06 0.79 
NMF 1.05 1.22 0.58 1.85 1.2 1.21 0.9 1.28 0.93 
Proposed 1.65 1.53 0.55 2.16 1.45 1.44 0.92 1.5 1.03 
Average  1.44 1.44 0.55 2.04 1.33 1.42 0.96 1.48 1.05 
Units: averaged RMSE × 100 
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Fig. 5-21. Averaged RMSE values with their error bars of F1 
fluorescent lamp in each category for the four methods  
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Table 5-6. The averaged RMSE values of LED bulb in each category for the four methods 
Methods 
Categories 
Faces 
(496) 
Flowers 
(148) 
Leaves 
(92) 
Paints 
(336) 
 
Pigme
nts 
(229) 
Photos 
(576) 
Printers 
(3512) 
Textiles 
(2578) 
Graphics 
(2784) 
Ajito 2.55 2.61 0.81 3.61 2.09 2.5 1.75 2.62 2.16 
Long 3.7 3.62 1.34 5.54 2.46 4.05 2.67 3.98 3.36 
NMF 3.2 3.23 1.06 4.79 2.29 3.47 2.47 3.47 3.03 
Proposed 2.45 2.54 0.78 3.67 2.06 2.66 1.95 2.73 2.33 
Average  2.97 3.00 0.99 4.40 2.22 3.17 2.21 3.20 2.72 
Units: averaged RMSE × 100 
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Fig. 5-22. Averaged RMSE values with their error bars of 
LED bulb in each category for the four methods  
113 
 
 
Table 5-7. The averaged RMSE values of tungsten halogen lamp in each category for the four 
methods 
Methods 
Categories 
Faces 
(496) 
Flowers 
(148) 
Leaves 
(92) 
Paints 
(336) 
 
Pigme
nts 
(229) 
Photos 
(576) 
Printers 
(3512) 
Textiles 
(2578) 
Graphics 
(2784) 
Ajito 5.37 8.54 2.09 5.24 4.81 8.32 4.02 7.3 3.23 
Long 1.12 2.87 1.47 1.01 1.5 2.72 1.79 2.8 0.6 
NMF 1.36 2.3 1.05 1.25 1.61 1.65 1.54 1.63 1.14 
Proposed 0.99 2.61 1.4 1.3 1.98 1.85 2.02 2.42 1.3 
Average  2.21 4.08 1.50 2.2 2.47 3.63 2.34 3.53 1.56 
Units: averaged RMSE × 100 
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Fig. 5-23. Averaged RMSE values with their error bars of 
tungsten halogen lamp in each category for the four methods  
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The NMF method is fast, highly accurate, and provides an optimal combination of 
bands for given samples. However, the obtained band distributions are irregular for the 
blue and red bands in Figure 5-15. The same trends could be seen for the other light 
sources: some light sources performed well while some did not, showing the method’s 
instability. If we used programmable output light source devices to modify the 
corresponding optimal combination of bands, the bands could not be simulated by 
mathematical formula exactly. In comparison, our proposed method could provide an 
optimal combination of bands for these devices and reproduce the spectra of natural 
colors better than the other methods. 
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5.7 Conclusion 
In this experiment, we first used the PCA method to reproduce a large spectral 
reflectance dataset and found that the data were represented well by three principal 
components. Second, using the least-squares method, we fitted six primaries with a 
normal distribution to the spectral radiance data that consisted the combination of 
reflectance and illumination data. The averaged RMSE values and color differences of 
the reproduction were 0.0132 and 0.08, respectively which represented good results. 
Compared to the bands reproduced using the methods of Ajito et al. and Long et al., 
our proposed method produced good results with lower averaged RMSE values, and 
with significant differences from other methods showed by using ANOVA analysis. 
The proposed method could reproduce better spectra of natural objects. The quality of 
colorimetric reproduction usually depends on their different color values between the 
original and reproduction. Although lower averaged RMSE values do not directly 
correspond to good colorimetric reproduction, the averaged color differences obtained 
using our proposed method are smaller than those from using other methods. Hence, the 
differences in color appearance owing to metamerism will be eliminated, yielding good 
color reproduction. 
While the NMF method provides the optimal combination of bands, its results are 
irregular compared to those from the other methods. We believe that if rough band 
distributions are obtained, it is difficult to reproduce the same bands. The method of 
Long et al.’s and ours can precisely provide the numerical parameters of the Gaussian 
function and normal distribution function, respectively. These methods could quickly 
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reproduce the spectra by using devices that can adjust the spectral radiance distribution 
by numerical algorithm. 
Although the results from Ajito et al. occupy the largest gamut area in the in the CIE 
(u’, v’) chromatic diagram, the reproduction is the least accurate among the four 
methods. Our proposed method has an appropriately sized area in the diagram, highly 
smooth spectral distribution, and good reproduction result. The relative luminance is 
also the highest. Band data obtained from this method can reproduce well the spectral 
radiance distributions for the SOCS data. 
Even though we used daylight data with a limited number of color temperatures as 
samples, excellent reproducibility was also obtained in the spectral reproduction of 
other light sources. 
 We believe it can be used in technological applications including some mentioned in 
introduction. The method allows effective reproduction of original spectral targets and 
can be used to develop state-of-the-art filters for novel types of displays, that extend 
beyond the LCDs and LEDs. 
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6. General Discussion 
Even though the expansion ratios we set in Experiments 1 and 2 are different. As the 
experimental results shown, the expansion ratio between 1.2 to 1.4 is the best expansion 
ratio for human eyes. 
In terms of conveniences, the CMY value with the same expansion ratios should be 
easier to operate. Because considering the regression to xvYCC sample in previous 
research had only 8000 colors (RGB values were normalized into 0 – 1 at 0.05 interval), 
the result of expansion ratios may have errors. Moreover, the adjustment in expansion 
ratios are using the same values, there would not occur too strong Hunt effect or 
Helmhokltz-Kohlrausch effect, and the distortion of the color appearance could not be 
observed by human eyes. 
The experiment 2 at this stage only considered for the observers to conduct the 
paired comparison experiment easier for color recognition, so the most saturated fruit 
was selected. It is suggested that the experiment could be divided into two directions for 
the future experiment. (1) Pick more natural objects and conduct the experiment as 
classification. (2) Increase the variety and color of fruit, so that the variety of stimuli 
could be diversified, and the ratios and necessity of Chroma expansion could be found. 
In Experiment 2, we used a calibrated three-primary camera and converted into six 
primary colors by the conversion equation, thus the color distribution may not be 
consistent with the actual six primary colors. It is recommended to use spectroscopic 
images to replace traditional cameras in the future if possible. There will be no 
chromatic aberration issue, plus, different camera calibration equations may cause 
different color appearances with the originals, which affects the final psychophysical 
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experiment results. Once spectroscopic images that contain multi-spectral information 
could be used, the multi-band displays with more than six primaries could be further 
developed. 
From experiments 1 and 2, it can be known that human tend to prefer more saturated 
surface colors based on their memories and color preference. The color reproduction 
experiment in experiment 3 also shows the perfect reproducibility of the six-primary 
display. Comparing to the three-primary display, this technology could overcome the 
problem of observer metamerism. From the reproduction results, multi-primary display 
can closely reproduce natural surface spectra, suggesting that it can realize color 
appearance of objects closer to the real ones in displays.  
In Chapters 3 and 4, we developed a virtual six-primary display. In order to make 
the calculation of its algorithm convenient and reasonable, we referred to the UCR/GCR 
methods in printing technology to determine the six primary colors in the multi-display. 
The experimental results of complementary color expansion showed that human eyes 
prefer more saturated colors. It means multi-color or wide-gamut displays play(s) an 
indispensable role in the future. However, whether RGBCMY is the best combination 
for their primary color distribution, a series of spectral reproduction verifications were 
carried out in the experiment in Chapter 5. We deliberately set the initial value of one of 
the spectra as Magenta (a spectrum consists of both ends spectra of the wavelength). 
The results showed that, except for the Magenta value, the values of Red, Green, Blue, 
Cyan, and Yellow were the same as those we set in Chapters 3 and 4. The color of 
Magenta needed to be replaced by a darker blue color. The future study could focus on 
discussing the configuration of this sixth color, the setting of signal and color filters of 
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six primaries, and how this technology would applicate on some commercially available 
device. 
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7. Conclusions and Future Works 
Conclusions 
Regarding the expansion ratio of complementary colors, Cyan, Magenta, and 
Yellow: In Experiment 1, we obtained the most ideal simulation result of 
complementary color when the expansion ratios of CMY are 1.4, 1.2, and 1.1 due to 
previous research which we used the small color gamut to simulate an existing large 
color gamut (xvYCC) by regression method. In Experiment 2, as we thought the 
expansion ratios obtained by the simulation result may be slightly different from the 
preference of the human eyes. We also considered the problems of computation and 
experimental times, thus we adjusted the expansion ratios at the same magnification 
(CMY = 1.2 – 2.0, intervals at 0.2). In Experiment 3, the spectra distribution results of 
six-primary also show that the part of complementary colors are expanded. Although we 
need further investigation to find an ideal setting of expansion, the above three 
experiments, reveal that the display technologies of six-primary or multiple primary 
colors are necessary. These types of displays could perfectly reproduce the colors of 
nature as well as the preferred color for human eyes. In the display industry that is 
gradually entering the ultra-high-quality resolution, through the development of various 
new color specifications, we could see colors that very close to the real natural objects 
from display devices and enrich our lives. 
Future works 
Multi-primary display technologies will become more and more important on the 
market. Not only increasing color gamut will enhance the color perception of human 
eye sensitivities, but also the implementation of high-definition (HD and 4K) highlight 
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the importance of color reproduction in recent years. On the researches of Sharp 
Corporation, using multi-primary color display technology will reduce the power 
consumption due to brightness compensation. It saves more electricity than the 
traditional three-primary displays. It is helpful to emphasize the environmental 
protection today. Due to the improvement of the display performance, the operation 
efficiency of multi-primary displays will be much faster, which greatly improves the 
feasibility of perfect color reproduction. 
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