ABSTRACT ''Concept drift'' makes learning from streaming data fundamentally different from traditional batch learning. Focusing on the regression task on streaming data, this paper presents an efficient online learning algorithm, i.e., budgeted online kernel ridge regression (BOKRR). It is a budget version kernel ridge regression algorithm coupled with minimum contribution criterion to maintain the budget of the active set. BOKRR employs low-rank correction technology and the Sherman-Morrison-Woodbury formula to update the dynamic KRR model with the computational complexity of only O(B 2 ) with B learning samples (Budget size of an active set). Limited storage burden and efficient computational ability make the proposed BOKRR algorithm an ideal candidate to process streaming data. The experimental results on benchmark and real-world datasets further demonstrate the validity and efficiency of the proposed algorithms.
I. INTRODUCTION
The prevalence of internet-of-things technology and dynamic system (e.g. complex industry process, recommender system, et al.,) has led to an ever increasing amount of data that are available in streaming fashion. In many real-application scenarios, the underlying process generating the data stream is characterized by an intrinsic evolving phenomenon (a.k.a ''concept drift''). Concept drift means that the statistical properties of the target variable, which the model is trying to predict, change over time in unforeseen ways. This causes problems that the predictions become less accurate as time passes.
It is a critical problem to learn from data streams [1] - [4] . To tackle this issue, researchers have developed kinds of online learning algorithms to track the dynamic changes [5] - [9] . Nevertheless, existing online learning algorithms are more or less in the incremental mode. The main bottleneck of the incremental online algorithms to learn from data stream is the linear growing structure w.r.t. the number of new samples. In particular, the scale of streaming data is
The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. theoretically infinite, which poses computational issue and puts demand on the memory storage requirements. Therefore, it is necessary and to introduce an efficient and effective online learning algorithm of fixed budget, which can learn samples chunk by chunk to overcome the shortcoming of incremental online learning algorithms.
To address the above issues, based on Kernel Ridge Regression [10] , this paper proposes an efficient online learning algorithm with limited memory, i.e., Budgeted Online Kernel Ridge Regression for the task of regression on data stream. We propose a budget maintenance strategy, i.e., Minimum Contribution Criterion, to maintain the budget of active set in an effective way. Methodologically, the training samples used in the model are updated over time dynamically according to minimum contribution criterion. Focusing on the optimality condition of the KRR model, the proposed BOKRR adopts a low rank correction technology to update the symmetric positive definite matrix in the solution, and further uses the Sherman-Morrison-Woodbury formula to compute the inverse of the updated matrix. By this means, the dynamic KRR model can be updated more efficiently (with computational complexity of only O(B 2 ) compared with traditional algorithm with O(B 3 ) for B learning samples) when a new chunk of training samples substitute for the old ones.
The main contributions of this paper are listed as follows. 1) Proposing a maintenance strategy named Minimum Contribution Criterion to maintain the budget of active set; 2) Proposing a budgeted online algorithm that uses matrix correction and the Sherman-Morrison-Woodbury formula to update KRR dynamically; 3) Theoretically analyzing the computational complexity of the proposed methods; 4) Evaluating the validity and effectiveness of the proposed methods on benchmark and real-world datasets. The remainder of this paper is organized as follows. Section II lists the problem statement of online learning for streaming data. We review background knowledge about KRR in Section III and then propose the budgeted online KRR algorithm in this section. In Section IV, the empirical evaluations are reported to show the validity and effectiveness of the proposed algorithm. Section V discusses the related works and Section VI concludes the whole paper.
II. PROBLEM STATEMENT
In this section, we first present the notations used throughout the paper and then formalize the problem of online learning on streaming data. Table 1 lists the main symbols used in this paper. We use bold uppercase character to denote matrix (e.g. X), bold lowercase character to denote vector (e.g. y), in particular, we employ the rule of MATLAB to denote row vector x i = [x i1 , · · · , x ip ] for instance and column to denote label vector y = [y 1 ; · · · ; y n ]. We denote the (i, j)th entry of matrix X as x ij , transpose of X as X T . I denotes the identity matrix of proper dimension. The problem of learning from a dynamic system requires effective approaches that can track and adapt to changes of the data stream generated by the evolving system. Online learning methods which continuously update learning model over time always serve as a primary family of strategies and commonly used for learning from data stream [1] . Let P be the data generating system providing a sequence of tuples (x t , y t ) which is sampled from an unknown probability distribution p t (y|x) at some arbitrary time stamp t. As time t goes by, the probability distribution varies. The learning model should be updated to learn the underlying distribution by incorporating new sample (x t , y t ), which may arrive in the manner of stream. With the above notations, we formally define the problem of online learning on streaming data as follows.
Problem: Online learning on streaming data Description: Assume that the learning model is f old at current time stamp, i.e., t. At the following time stamp t + 1, an instance/a chunk of instances arrives/arrive. Online learning method first leverages the learning model f old to predict the label value/values. Afterwards, online learning model receives the true label for the newly arrived instance/instances and adjusts the learning model f old to be f new according to the loss of prediction result.
III. METHODS
In this section, the ridge regression and kernel ridge regression would be briefly reviewed at first. Then we propose the budgeted online learning algorithm for the kernel ridge regression based on the low rank correction technology.
A. RIDGE REGRESSION AND KERNEL RIDGE REGRESSION
RR proposed by Hoerl and Kennard [11] has been extensively used in numerous applications for its generalization ability on ill-posed problem. Since the least squares loss function and the equality constraints are adopted by RR, the closed form solution can be obtained directly by solving linear equationŝ
where I is the p×p identity matrix. Details of ridge regression model can be found in Appendix A. RR introduced above is a linear regression model. It is a reasonable choice for linear regression problem but not a good candidate for nonlinear problem. In view of this, RR model is extended to the nonlinear regression model through introducing kernel trick named Kernel Ridge Regression (abbr. KRR), which has a nice property for the nonlinear regression problem [10] . KRR works by embedding the input into a higher dimensional space H via a nonlinear mapping and performing linear regression in H. This process is implicitly performed by specifying a kernel function κ(·, ·) which satisfies κ(x i , x j ) = (x i ) T (x j ), i.e., the inner product of the embedded points. So the linear regression performed by KRR in H is equivalent to nonlinear regression in input space R p directly. KRR assumes that the prediction function is of the form f (x) = (x)ω, where ω is the coefficients to be determined. According to the weights expression given in (1), we correspondly obtain the weights expression of KRR in H as
where (X) = [ (x 1 ); · · · ; (x n )].
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Proposition 1: Expression
is equivalent to
Proof: To improve the readability, we move the proof to Appendix B.
With this Proposition, the weights of KRR can also be reformulated as
The decision function of KRR can be further deduced by integration of (3) and the definition of kernel function (kernel matrix) as
where
B. BUDGETED ONLINE KERNEL RIDGE REGRESSION
Recently, online kernel based regression algorithms have been extensively studied in the machine learning and data mining communities [12] - [14] . However, these online learning methods are of incremental mode with unbounded number of input vectors in the active set. The main bottleneck of such methods is the linear growing structure w.r.t. the number of new samples, which poses both computational and memory issues especially for data streaming. Motivated by the online budgeted learning algorithms [15] - [20] , we propose a budgeted online KRR (abbr. BOKRR) in which the number of input vectors in the active set is bounded by a predefined number, i.e., budget size B.
The proposed BOKRR algorithm updates the active set without training the KRR model repeatedly. To be more specific, given a prespecified budget B, an initial set of input
, and the corresponding labels {y i } B i=1 , we substitute some patterns in the chunk, e.g., {x j } m j=1 , m < B for the vectors {x i j } m j=1 when we get a chunk of new data. To make the BOKRR algorithm be more readable, we first present a special case, i.e., set the chunk size m as 1. In this special case, the vector in the model is updated one-by-one. Accordingly, only one row and column of symmetric positive definite matrix (i.e. A old ) in (4) change per update. Suppose that we substitute a new pattern x * for the active vector x i , then only the ith row and column of A old change. BOKRR algorithm employs rank-two correction technology and the ShermanMorrison-Woodbury formula [21] to update the inverse of the symmetric positive definite matrix as follows. Let u denotes the basic unit vector
and v denotes
It is worth noting that the kernel matrix K is positive semidefinite, so K ij = K ji . Adding correction matrices uv T and vu T to A old , we deduce the updated symmetric positive definite matrix 
A new is a rank-two correction matrix of A old . By employing the Sherman-Morrison-Woodbury formula successively, we can deduce the inverse of A new as
old v, and c = 1
old v by γ and η respectively, (8) can be formulated more concisely as
The computation of the inverse of old is given, computing the inverse of updated symmetric positive definite matrix only needs O(B 2 ) operations. Compared with the traditional KRR method which computes the inverse matrix from scratch for each update, the proposed BOKRR algorithm is significantly more efficient. Now, we come back to the general case, i.e., the number of the substituted samples is m (m>1). In this case, the corresponding m rows and m columns of the symmetric positive definite matrix in (4) change. Rank-m correction technology is employed to update the symmetric positive definite matrix. To make the paper be more concise, we show the details in Appendix E.
Based on the descriptions above, we present the BOKRR algorithm as follows.
C. BUDGET MAINTENANCE
One important issue needs to be addressed in urgent is how to maintain the budget of active set. Recently, various kinds of strategies have been proposed to maintain the active set. Thereinto, [16] and [22] propose a simple discarding criterion using sliding window, in which the oldest vectors would be removed and the latest samples would be added to the active set. The algorithm applying this strategy would be named as Sliding Windows Online KRR hereinafter. Reference [15] presents a strategy based on maximum similarity criterion. It removes the sample that is most similar to the current active set. Reference [23] selects the pattern to be omitted that bears least error. All the strategies mentioned above only give the criterion for the removed vectors Compute U, V by (26) and (27) respectively 5: Correspondingly update matrix X new and labels y new 6: Update the inverse of symmetric positive definite matrix A −1 new according to (28) and (29) 7:
Give the expression ω new according to (3) 8:
end while (new samples are added to the active set without check). Here we propose an alternative budget maintenance strategy based on Minimum Contribution Criterion. We define the contribution of the ith sample as
On each update step (a chunk of new samples {x i ,ỹ i }
B+s i=B+1
are available), we firstly compute the contribution of each new sample. And then we compare the contributions of new samples with the active ones. At last, add some (if exist) new samples with more contributions to the active set and remove active vectors from the active set correspondingly. In particular, the minimum contribution criterion is implemented as Algorithm 2. Contribution value C i of {x i , y i }, i = 1, · · · , B in the active set A; Contribution value C j of {x j , y j }, j = 1 · · · , s in the arrived data chunk C; Ensure:
x i k in the active set that should be removed; x j k in the arrived chunk that should be added to the active set; 1: Sort C i of the active vector in ascending order
Add {x j k , y j k } to the active set; Remove {x i k , y i k } from the active set; end if 8: end for determine which samples should be added to the active set according to the minimum contribution criterion. Then we delete the samples with less contributions in the new data chunk (the red points) which would not added to the active set. At last, we substitute samples with high contributions in the new data chunk (the green points) for the samples with less contributions in active set (the black points).
IV. EXPERIMENTAL STUDIES
In this section, we conduct a number of experiments to evaluate the performance of the proposed BOKRR algorithm for regression problem. We compare the regression accuracy (i.e., RMSE and MAE on test set) and running time of the BOKRR algorithm with the Budget Online LSSVM algorithm, the Sliding Windows Online KRR algorithm as well as the traditional incremental KRR algorithm on several benchmark datasets. For simplicity, the above three kernel-based online learning algorithms, i.e., Budget Online LSSVM algorithm, Sliding Windows Online KRR algorithm and the traditional incremental KRR algorithm are abbreviated as BOLSSVM, SWOKRR and TIKRR, respectively.
Datasets used in the experiments can be obtained from UCI 1 machine learning repository [24] and LIBSVM 2 website [25] . All experiments are performed in MATLAB 8.3 environment on a single computer under Windows 7 operating system with 2.40GHz Intel Pentium 2020M and 4GB of RAM. The source code of the proposed algorithms will be available at http://small.sci.upc.eud.cn upon the acceptance of the paper.
A. EVALUATION ON BENCHMARK DATASETS
In this subsection, the empirical performance of the proposed BOKRR algorithm will be evaluated by comparing it with three algorithms: 1) TIKRR; 2) BOLSSVM; 3) SWOKRR. Details of the datasets used in this experiment are listed in Table 2 . Gaussian radial basis function k(x i , x j ) = exp(− x i − x j 2 /σ ) is specified as the kernel function in this experiment. Default settings are used to compare the results fairly. Specifically, the kernel width σ is set as the input dimension of the datasets and the regularization parameter λ is specified as 100 for kernel ridge regression based learning algorithms including BOKRR, TIKRR and SWOKRR. Meanwhile, the regularization parameter ν is specified as 100 for BOLSSVM.
It should be pointed out that once some samples are added to the active set, the learning model would be updated correspondingly, in which the inverse of symmetric positive definite matrix would be updated. Since this process requires O(B 2 ) operations, the running time grows quadratically with respect to the budget size (i.e., B). Large budget size means longer running time. On the other hand, large budget size means more complete information and hence higher model accuracy. It is a tradeoff between the running time and model accuracy. Here, we conduct an experiment to show the impact of the budget size on model accuracy and running time, which may serve as an practical method to set B in applications. With the setting of chunk size as 100, we report the performance of different budget sizes B ∈ {200, 300, · · · , 4900, 5000} on datasets Cpusmall and Letters. Figure 2 shows that the interval around 4000 is a good candidate for Cpusmall and 3000 for Letters. It should be pointed out that the ideal budget size is closely related to the difficulty of the original problem. To verify it, we added an experiment to show the total number of the support vectors in the ε-Support Vector Regression (ε-SVR) model, which is running by the software LIBSVM [25] . The kernel function of ε-SVR is Gaussian radial basis function, and the kernel width σ is set as the input dimension of the datasets. The hyperparameter ε is set as 0.1 by default. The number of support vectors in the support vector regression is 3827 for Cpusmall and 2996 for Letters (shown in Figure 2 ) while the budget size we choose is 4000 for Cpusmall and 3000 for Letters. This experiment clarifies that the budget size is chosen according to the original problem.
In the same way, the budget sizes are set as 5500 and 3000 for Pendigits and Poker, respectively. Additionally, various chunk sizes would also make differences to the test accuracy and the computational time. For a fair comparison and without loss of generality, the chunk size is set among {100, 200, 300} for all datasets.
In this experiment, TIKRR is an incremental online learning algorithm which does not discard any samples and retrains the model from scratch. The SWOKRR algorithm substitutes the earliest samples by the latest ones. Budgeted learning algorithm BOLSSVM adopts the maximum similarity criterion to update the active set. And BOKRR employs the minimum contribution criterion to adjust the active vectors. Table 3 shows the running time and the regression accuracy (i.e., RMSE and MAE) of these algorithms on the benchmark datasets. The standard variance of RMSE and MAE have also been reported to reveal the stability of the algorithms. It should be noted that due to the limitation of computational ability of PC, the experimental results of TIKRR algorithm on the dataset Poker are not reported. Furthermore, to compare the efficiency of three budget version online learning algorithm, we vary the chunk size among {50, 100, · · · , 800} and report the running time of three budget online learning algorithms on datasets Cpusmall and Poker in Figure 3 . According to the experimental results listed in Table 3 and Figure 3 , we can draw the following conclusions: (i) Online learning algorithms BOLSSVM, SWOKRR, and BOKRR are much more efficient than batch-mode learning algorithm TIKRR. Among the three online learning algorithms, BOKRR is more efficient than state-of-the-arts, and the larger the data scale the more obvious of superiority. The sole difference among BOLSSVM, SWOKRR and BOKRR lies in the Budget Maintenance Strategy. BOLSSVM and SWOKRR have to update all samples in the test set, on the other hand, BOKRR only updates partial of test samples according to Minimum Contribution Criterion, so BOKRR is more efficient than them.
(ii) As for the regression accuracy, these three online learning algorithms are all worse than TIKRR. But among the three online learning algorithms, the accuracy of BOKRR is always higher than the others. And the standard variance of RMES and MAE demonstrate that the stability of BOKRR is comparable to the competitors and even a little better than them in most cases. In consideration of the efficiency and accuracy, the proposed BOKRR is robust and more easy to scale up. It is a good candidate to deal with large scale data streams.
B. EVALUATION ON A REAL-WORLD APPLICATION PROBLEM
Silicon content in hot metal (abbr. [Si] ) is a chief indicator of the internal thermal state of blast furnace which determines the quality of hot metal and fuel consumption in hot metal production [26] , [27] . The measurement, modeling and control of [Si] have always been of importance in metallurgic engineering and automation. Following the work of [28] , [Si] is selected as output variable, variables related to the charged solid raw materials and coke and preheated gaseous materials are taken as the model inputs. In addition, some variables related the chemical components of the hot metal (e.g., the latest [Si] ) are also selected as model inputs. In the current experiment, data is collected from two typical Chinese blast furnaces, one is a pint-sized blast furnace with the inner Table 4 .
The magnitudes of sampling variables vary enormously. To avoid patterns with larger magnitudes dominating ones with smaller magnitudes in the data-driven model, we normalized each of the original sampling data through the equation x_nor = x_raw − (mean of x_raw)/(std of x_raw), where x_nor is the normalized data, x_raw is the original data, and std of x_raw is the standard deviation of the original data.
In this case study, we compare the proposed BOKRR algorithm with online learning algorithm SWOKRR, BOLSSVM and batch-mode learning algorithm TIKRR. Gaussian kernel is specified as the kernel function for the compared algorithms for its good performance in applications [29] . The first 400 samples of two datasets are selected to form the initial active set. Two hyper-parameters, i.e., regularization parameter λ and the kernel width σ are set as (10, 6) and (10, 14) for BF(a) and BF(b), respectively. Online learning algorithms SWOKRR, BOLSSVM and BOKRR, batch-mode learning algorithm TIKRR are used to update the prediction model respectively. Table 6 at the top of this page lists the performance of the aforementioned algorithms.
When observed samples are available, the online learning algorithms effectively update the previous models to adapt to the changing of BF ironmaking process. So the online learning algorithms, i.e., SWOKRR, BOLSSVM and BOKRR cost less running time, shown in the Time column in Table 6 , than batch-mode learning algorithm TIKRR. In terms of accuracy, BOKRR is always comparable to the batch-mode learning algorithm TIKRR and outperforms online learning algorithms SWOKRR and BOLSSVM. This indicates that the proposed BOKRR is numerically stable and robust. High computational efficiency and prediction accuracy show that the BOKRR algorithm is a reliable and practical model for online silicon content prediction task.
V. RELATED WORKS
In this section, we review the related work from two aspects: online learning for regression and budget maintenance strategy for online learning algorithm. Recently, researchers have developed kinds of online learning algorithms to track the dynamic changes [5] - [9] . As nonlinear regression problem is concerned, different kinds of kernel based online learning algorithms have been developed [13] , [14] , [30] - [33] . Thereinto, Haworth et al. [30] introduce local temporal windows to separate the whole kernel matrix of KRR into several smaller local temporal kernel matrices, and incorporate the new sample to one local temporal kernel incrementally which is computationally more efficient than a single large kernel. The online KRR method proposed by Pan et al. [31] is an incremental algorithm. Each time the new samples are available, they are added to the active set directly. A chunk updating least square method proposed by Song et al. [32] is quite efficient. Kernel recursive least-squares (KRLS) algorithm [13] adds a pattern which cannot be well approximated by previous model to the active set each time. Kernel least mean square (KLMS) [14] is the simplest kernel adaptive filter, which is easy to implement and effective for learning complex systems. Tang et al. [33] propose an efficient large scale KRR based on ensemble symmetric positive semi-definite (SPSD) approximation method.
Researchers have also presented numerous techniques to handle the problems occurred in the scenario of online learning, especially the computational and memory issues. An effective technique to address the computational and memory issues is reducing the number of required vectors [15] , [16] , [22] , [34] - [36] . Arce and Salinas [22] propose an online RR method based on sliding windows technology. It updates learning samples by moving the time windows. Several sparsity measures have been proposed in [34] to quantify sparse dictionaries and constructing relevant ones. Rubinstein et al. [35] discuss the advantages of sparse dictionaries, and present an efficient algorithm for training them. Gao et al. [36] introduce a kernel least-meansquare algorithm with 1-norm regularization to discard the obsolete elements and add appropriate ones. Methods applying the fixed budget [15] - [17] is quite popular among the researchers. Different criteria which can be used to keep the budget have also been presented [15] , [17] , [23] , [37] , [38] . Measures have been defined in these papers respectively to evaluate that whether a new sample should be added to the budget (or whether an old sample should be discarded from the budget).
VI. CONCLUSION
Focusing on the online regression task on streaming data, in this paper, we present a budget version online learning algorithms for KRR. Our main contributions can be summarized as the following perspectives. (i) To deal with large scale data streams, a budgeted online KRR (BOKRR) algorithm coupled with a budget maintenance strategy are proposed to reduce the training time and memory storage. By employing low rank correction technology and Sherman-MorrisonWoodbury formula, the proposed BOKRR algorithm updates the KRR model with computational complexity of only O(B 2 ) with B training samples (Budget size of active set). Limited storage burden and efficient computational ability make the proposed BOKRR algorithm an ideal candidate to process streaming data and to perform online prediction tasks.
(ii) In addition, we empirically compared our algorithms with state-of-the-art online regression algorithms, in which the promising results on both benchmark and real-world data sets validate that our proposed BOKRR is effective and promising for performing regression task on data streams.
APPENDIX A RIDGE REGRESSION
Given a training data set of
, where x i ∈ R p is the ith input vector of p-dimensional and y i ∈ R is the corresponding output. RR model can be formulated as
In the above formulation, b stands for intercept, β j (j = 1, · · · , p) are the elements of the weight vecter β, e i ∈ R(i = 1, · · · , n) are error variables, and the model regularization parameter λ ∈ (0, +∞) is specified by users.
RR can also be reformulated concisely as
Notice that the intercept b has been left out of the regularization term. The reason is penalization of the intercept would make the procedure depend on the origin chosen for y, that is, adding a constant c to each of the targets y i would not simply result in a shift of the predictions by the same amount c. The solution to (12) can be separated into two parts: β and b (see Proposition 2 in Appendix C). After reparameterization using centered inputs [39] 
x ij , and centered outputsȳ i = y i −ȳ, herē y = 1 n n 1 y i , the coefficients vector β can be estimated by a RR without intercept. Moreover, the intercept b can be estimated according to the (22) in Appendix. Furthermore, the decision function, i.e.,ŷ = f (x) = βx + b is deduced to predict the value of new instance x. Henceforth, we assume that this centering procedure has been done beforehand. In this way, the objective function in (12) can be formulated in matrix form
and the RR solutions are easily seen to bê
where I is the p × p identity matrix. It should be note that the input matrix x has p (rather than p + 1) columns.
Proof: For notational convenience, (X) will be substituted by in this proof. Denote 
we can obtain that
and furthermore,
which completes the proof.
APPENDIX C PROPOSITION 2
The ridge regression problem
is equivalent to the the following problem
here,
Proof: Objective function of (18) can be written as (by (20) which can further be formulated as
Notice that
Substituteȳ i for y i −ȳ andx ij for x ij −x j , (23) is formulated as
This completes the proof.
APPENDIX D RANK-M MATRIX CORRECTION
Denote the symmetric positive definite matrix in (4) by
U ∈ R n,m by
and V ∈ R n,m by (27) , as shown at the top of this page, where Kˆj t = κ(x j , x t ), K i j t = κ(x i j , x t ), j = 1, · · · , m, t = 1, · · · , n. The matrix Q, which is the rank-m correction matrix of A old , can be obtained by adding the matrix UV T to A old .
And further, adding the matrix VU T to Q, we can get the updated symmetric positive definite matrix A new , which is the rank-m correction matrix of Q.
The matrices we used in KRR model are A 
