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Abstract 
Electric power grids are moving towards Smart Grids and many new energy sources and loads are being integrated 
into distribution networks requiring the network to become more active and smart. The distribution networks have not 
been designed to cope with new constraints set up by the new energy sources and complex loads and will result in a 
number of adverse impacts. There is a considerable need for developing new algorithmic solutions for decentralised 
control within distribution networks and validating them at laboratory level before they can be successfully applied in 
the power grid. This research work addresses the development of a real time test rig which provides a decentralised 
control environment in distribution networks, onto which data management and network control functions are able to 
be implemented in a closed loop fashion, to observe their performance. This work also describes the development of 
a substation network controller; a platform that provides a closed loop test system for research, development, testing 
and validation of real time distribution network management and control functions. 
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1. Introduction 
The electric power distribution network has traditionally been operated in a passive mode with 
unidirectional power flows and was designed deterministically considering critical cases with 
predetermined loads such that the distribution network could operate with a minimum amount of control. 
However, the transition to a low-carbon economy will involve major changes to the way energy is 
supplied and used. The integration of distributed generation (DG) and flexible loads in distribution 
network will benefit the network when managed appropriately. Distribution automation, automated 
metering technologies (AMT), DG and complex loads will  require the electricity distribution network of 
the future to be real-time, responsive, adaptive, eco-sensitive, flexible, price-smart, self-diagnosing, self-
healing and interconnected with everything else [1]. The development of an improved system and the 
implementation of decentralised control and network management require enhanced testing and validation 
at laboratory level before they can be successfully applied in the power grid. Over time various power 
system analysis tools have been developed for analysis in off line mode and most of the power system 
control action schemes mainly rely on extensive offline studies and model based analysis using 
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hypothetical scenarios and models that possibly include errors [2]. Real time simulation environment 
enables testing network control functions and algorithms in real time in an environment emulating real 
electricity network; therefore, the tested controller can be taken to real distribution network tests without 
any modifications.  
This paper describes the development of a closed loop simulation environment suitable for developing 
and testing advanced decentralised smart distribution automation schemes. A medium voltage distribution 
network is simulated in real time on a RTDS (Real Time Digital Simulator). A network controller is 
developed which provides a flexible environment on which algorithms and control functions can be 
implemented and investigated. An integrated network reconfiguration scheme is implemented, 
demonstrating the benefits of using state estimation to facilitate network reconfiguration that can be 
implemented in a network in a decentralised fashion. 
2. RTDS 
The RTDS hardware is based on a customized parallel processing architecture providing continuous 
real-time electromagnetic transient simulations based on an algorithm developed by Dr. Hermann 
Dommel [3]. RTDS employs high-speed digital signal processor (DSP) chips to compute simulation 
results and utilizes advanced parallel processing techniques in order to achieve computational speeds 
required to maintain continuous real-time operation. RTDS software includes a graphical user interface, 
RSCAD with a detailed model library for power and control system components. The RSCAD Draft 
module allows simulations to be constructed graphically by copying and connecting generic components 
from the library. The constructed network is compiled and once the compile process has been executed, 
the simulation can be run using RSCAD RunTime. The RTDS is capable of generating real time signals, 
which enables the user to simulate the scenarios, which actually occur in the power network [3-5]. The 
test rig set-up is shown in Fig. 1(a). 
3. Substation Network Controller 
The network controller was developed in Java as a multi-threaded application and it utilises many 
open source libraries for functions such as OPC clients, Charting, Microsoft API and various interface 
libraries. The application was developed to facilitate research, so most of the functions are designed to 
fulfil not only real controllers’ application, but also provide extra functionality for testing, 
experimentation and monitoring.   
 
 
 
 
 
 
 
   
 Fig. 1. (a) Closed-loop test rig; (b) Overview of the network controller 
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Due to the real-time nature of the experimentation, with control functions happening in timescales 
which can be monitored visually live, interface options such as live charts were implemented alongside 
data logging capability such that experimentation could be carried out more effectively. Fig. 1 (b) shows 
an overview of the application areas and the direct interaction between them. The application functions 
that have been developed include OPC Client Interface, Network Object and Data Management, State 
Estimation Interface, and Control Applications (Network Reconfiguration). 
4. Platform and OPC Client Interface 
A SCADA system using the Distribution Network Protocol 3 (DNP3) is used to interface with an 
RTDS DNP3 Slave connection. All network control and status measurements are identified via a tag 
database linked to the system and the RTDS presents itself on a specified port as a slave SCADA DNP3 
RTU device. The substation network controller interfaces with the SCADA Master Station via an OPC 
interface. The SCADA Master Station publishes all the data in its specified tag database (which is 
manually specified) to an OPC Server. It is this OPC Server that the Controller Application connects via 
an embedded OPC Client. In this research work, Everest Software's PeakHMI application is used as the 
SCADA Master Station communicating with the RTDS. The JEasyOPC 2.3.2 java library from the 
JEasyOPC project [6] was used to setup an OPC client within the network controller.    
5. Distribution Network Case Study 
5.1. Network modelling in RSCAD and Network Controller 
A variation on the 33 bus radial distribution system was used as the network for this case. Due to the 
limitation on the number of allowable nodes to be modelled by the RTDS (22 three phase nodes per rack) 
the 33 bus network was modified to 22 nodes with an additional source to represent potential 
interconnection for demand transfer. RSCAD RunTime (shown in Fig 2(a)) has provision to manually 
induce a fault into the system by opening one, or more switches. The Network Builder was used to 
specify the Network Objects Database and the network diagrams/mimics were generated to monitor the 
network. 
5.2. State Estimation and Network Reconfiguration 
As the distribution network used in this case study can be split into different unconnected systems, 
multiple state estimators are employed, equal to the number of identified sources. There are two different 
power system sources and a state estimator is allocated for each of them and its observabilility covers the 
network directly connected to the respective source. After the different state estimators have written their 
output text files, they are read by the network controller application. This interface subsequently updates 
the Network Objects Database with updated estimated parameters. 
The network reconfiguration scheme uses a pre-fault data set provided by the state estimation 
interface and utilizes the network reconfiguration algorithm on the reduced post-fault network to find the 
optimum solution for supply restoration. As discussed before, the network reconfiguration interface stores 
a pre-fault snapshot of the network variables after a fault is flagged in the network controller. This is 
achieved by using data out of a buffer with a configurable delay after a fault signal is received. Fig. 2(b) 
shows a fault created at one of the lines, by opening a line switch in the RSCAD RunTime window, and 
the working mechanism of the network reconfiguration function of the controller to provide the best 
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possible solution which satisfies the set objective functions (maximise customers supplied, minimise 
current loading of branches, and minimise switching operations).  
  
 
 
 
 
 
 
 
 
Fig. 2. (a) Sample network in RSCAD RunTime mode; (b) Network reconfiguration solution 
6. Summary 
The objective of this work was to develop a decentralized control within distribution networks by 
developing a real time substation network controller; a platform that provides a closed loop test rig to 
enhance power system testing and validation schemes. The developed test rig has several benefits which 
include, ease of algorithm/scheme integration due to network simulation and controller split, simulation 
of fragmented power systems, investigating concurrent operation of control schemes, and the flexibility of 
configuring any schemes in the network controller, whilst a live simulation is running.  
Future work will involve further research on how a decentralized controller managing a distribution 
network can be used to coordinate an effective supply restoration scheme using the conventional 
resources, as well as integrating future energy resources in the system such as DG and electric vehicles. 
There may be multiple options and schemes that could be implemented by modifying the objectives or by 
running more than one optimization method to effectively split the reconfiguration problem into a multi-
phased problem. The scheme will be tested for different fault cases and different supply restoration 
configurations. 
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