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Adaptive Time-Frequency Analysis for Noise
Reduction in an Audio Filter Bank With Low Delay
Kristian Timm Andersen, Student Member, IEEE, and Marc Moonen, Fellow, IEEE
Abstract—In this paper, an adaptive time-frequency analysis
scheme is proposed along with a synthesis scheme using an asym-
metric window. The proposed scheme is suitable for audio noise
reduction with a low delay in the range of 0 to 4 ms. The main
novelty of the paper is the adaptive analysis scheme that can
adapt to the incoming signal independently in both time and fre-
quency by employing a complex filter on a DFT modulated filter
bank. A number of adaptive time-frequency schemes are described
that are suitable for low delay and low computational complexity.
The adaptive time-frequency scheme is used for the computa-
tion of noise reduction gain factors, which are then adopted in a
nonadaptive analysis/synthesis scheme. The synthesis scheme uses
an asymmetric window to achieve a good tradeoff between low
delay and a sharp frequency response. Examples are given of the
adaptive analysis and measurements of the synthesis scheme are
given to show that the filter bank has a gain dependent nonlinear
phase response. Finally, a noise reduction task is performed that
shows good performance compared to reference implementations
in terms of segmental SNR and PESQ.
Index Terms—Adaptive time-frequency analysis, noise reduc-
tion, speech enhancement, low delay.
I. INTRODUCTION
O NE of the most important tasks for a real-time audiodevice is to present a clear and audible signal to the user
at a low delay. For a hearing aid in particular, a low delay is
critical since sound traveling through the vent into the ear canal
should not get too out of sync with the sound coming from the
hearing aid speaker. Studies have shown that delays exceeding
approximately 10 ms can be objectionable while delays around
3–5 ms can still be detected [1]. This delay includes buffer-
ing and would also include A/D and D/A conversion. Similar
results are also found in [2]. In this paper we consider low
delay to mean a filter bank that can apply a frequency depen-
dent gain to the signal in around 4 ms or less. This delay is not
a hard limit, since the total delay also includes buffering and
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computational delay, although these delays should be small in
comparison to ensure a truly low delay implementation.
The quality of the signal can be improved using noise reduc-
tion, which in the single-channel case is done by applying
a frequency-dependent gain to the signal. To achieve some
tradeoff between time and frequency resolution in the noise
reduction, the filter bank is often designed to have a nonuni-
form frequency resolution with more narrow bands in the low
frequencies. A popular framework for nonuniform frequency
resolution is the wavelet transform [3], for instance the criti-
cally sampled tree-structured filter bank. For our application,
however, the iterated use of the so-called “mother” wavelet
results in a high group delay that makes it inappropriate for
very low delay applications. Also, the need for noise reduction
in the filter bank necessitates oversampling to avoid aliasing in
the reconstruction [4], [5]. A frequency warped low delay filter
bank that can approximate the Bark frequency scale has been
proposed in [6] and [7].
A number of adaptive time-frequency (TF) resolution
schemes have been suggested, see for instance [8], [9] and the
references therein. Also, it has been shown that adapting the TF
resolution can lead to improvements in noise reduction [10],
[11]. Common for these approaches is that they are not suitable
for low delay implementations since they require longer time
windows to determine the TF resolution and/or that they have a
high computational complexity. A window switching approach
to adaptive TF resolution with a low delay of 10 ms has been
proposed in [12]. An alternative approach where the TF resolu-
tion is smoothed over time has also been proposed [13], [14].
The approach in this paper differs from these methods in
that an adaptive TF analysis that can adapt its resolution inde-
pendently in both time and frequency is developed which is
suitable for low delay implementation and has a low computa-
tional complexity. The adaptive TF analysis is incorporated into
the framework of the DFT modulated filter bank and paired with
a synthesis that is, again, suitable for low delay implementation.
The adaptive TF analysis is used to calculate the gain factors,
while the synthesis uses the underlying DFT filter bank. This
keeps the delay of the filter bank itself at 4 ms or below, and all
parameter estimation is done with this delay constraint.
The paper is structured as follows. In section II, the under-
lying basis function of the adaptive TF analysis is derived and
it is shown that the adaptive TF analysis can be realized as a
filtering on top of a DFT modulated filter bank. In section III,
the estimation of the filter coefficients for the adaptive TF anal-
ysis is described. It is shown how the bandwidth of a frequency
band can be calculated from the filter coefficients, which makes
it possible to design a nonuniform analysis with any desired
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bandwidth for each individual frequency band. It is shown
how the analysis filter bank can be time-varying and a num-
ber of different adaptive TF analysis schemes are described. An
example is given to compare the different adaptive TF analy-
sis schemes. In section IV, the synthesis using an asymmetric
window is described. It is shown how the asymmetric window
achieves a tradeoff between low delay and sufficient band atten-
uation. Further reduction in the delay is achieved by applying
the frequency dependent gain for the noise reduction as a finite
impulse response (FIR) filter, either by reusing the asymmetric
window or by calculating the minimum phase response. The
section ends with a discussion of the synthesis scheme with
some experimental results. Section V contains the conclusion
and future outlook.
II. ADAPTIVE TIME-FREQUENCY ANALYSIS SCHEME
Assume an overcomplete set of L basis functions:
gk[n] = h[n]W
kn
L , 0 ≤ k ≤ L− 1 (1)
where h[n] is a suitable real-valued window with a low-pass
characteristic and with length N (N < L) that localizes the
basis functions in time and WL = e2πj/L. A time-domain sig-
nal x[n] is mapped to the transform domain by the convolution
between x[n] and gk[n] and decimated with a factor R (R <
N):
xk[i] = (gk ∗ x)[iR] =
∞∑
n=−∞
gk[n]x[iR− n]
=
L−1∑
n=0
h[L− n]x[iR+ n− L]e−2πjnk/L
(2)
where ∗ is the convolution operator. Thus, the transformation
is calculated with the discrete Fourier transform (DFT), Xk,i =
xk[i] is the short-time Fourier transform (STFT) with hop-size
R, N is the frame length and L is the number of frequency
bands. Throughout this paper we will use the values L = 512,
N = 64, R = 16 for examples, but it is possible to use other
values depending on the application.
Equation (2) can be interpreted as the signal x[n] being fil-
tered with frequency modulated versions of the low-pass filter
h[n], which has given rise to the term DFT modulated filter
bank. This is efficiently implemented using the fast Fourier
transform (FFT). A combined analysis/synthesis scheme rep-
resentation is seen in Figure 1. The input signal X(z) is first
filtered by L band-pass filters Hk(z) and then downsampled
by R to give Xk(z). Each subband signal Xk(z) is then pro-
cessed, which in a noise reduction application is where the gain
is applied. The processed subband signals are then upsampled
by R, filtered with a synthesis filter and finally summed. This
can be written as:
y[m] =
∞∑
i=−∞
f [m− iR] 1
L
L−1∑
k=0
Yk,ie
2πjk(m−iR)/L (3)
where f [m] is a synthesis window and Yk,i is the signal to
be reconstructed after processing. The analysis filters and syn-
thesis filters correspond to frequency shifted versions of the
Fig. 1. Analysis/synthesis scheme.
low-pass analysis h[n] and synthesis f [n] windows respec-
tively. A full treatment of DFT filter banks and multirate
systems is outside the scope of this paper and we refer the inter-
ested reader to [5]. In this paper, since N < L, the transform
domain representation has redundancy, which in a filter bank
interpretation can be understood as a high degree of overlap
between neighboring frequency bands.
A major limitation in a low-delay filter bank is the obtained
frequency resolution resulting from the short analysis window
h[n]. An improved low-pass characteristic can be obtained from
h[n] by filtering with a hop-size R:
h˜k,i[n] =
Q∑
q=0
bk,i,qh[n− qR] +
P∑
p=1
ak,i,ph˜k,i−p[n− pR]
(4)
where bk,i,q and ak,i,p are filter coefficients that are variable in
both frequency band k and time i. h˜k,i[n] is a longer window
than h[n] and therefore has a more narrow low-pass frequency
response. The improved basis functions are then:
g˜k,i[n] = h˜k,i[n]W
nk
L , 0 ≤ k ≤ L− 1 (5)
which can offer improved frequency resolution, based on a win-
dow h˜k,i[n] that is less localized in time. Depending on the
filter coefficients ak,i,p and bk,i,q , the improved basis functions
g˜k,i[n] can have infinite length and can be chosen independently
for each frequency band k. Since a low delay and a low compu-
tational complexity is required, Q and P should be set to small
values. In the following sections, we use Q = 0 and P = 1.
g˜k,i[n] is sampled with the same time- and frequency steps as
gk[n] and has essentially traded some redundancy in frequency
for some redundancy in time. This redundant filtering scheme
is what allows the analysis to adapt its resolution independently
for each frequency band while maintaining a low delay.
The improved STFT is given by:
x˜k[i] =
∞∑
n=−∞
g˜k,i[n]x[iR− n]
=
Q∑
q=0
bk,i,q
∞∑
n=−∞
h[n− qR]x[iR− n]WnkL
+
P∑
p=1
ak,i,p
∞∑
n=−∞
h˜k,i−p[n− pR]x[iR− n]WnkL
=
Q∑
q=0
bk,i,qxk[i− q]W qRkL +
P∑
p=1
ak,i,px˜k[i− p]W pRkL
(6)
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Fig. 2. Adaptive TF analysis scheme.
It is seen that x˜k[i] can be obtained as a filtering of xk[i]
without the explicit calculation of the underlying basis func-
tions. However, (4) and (5) are useful for properly setting the
coefficients of the adaptive TF analysis, as explained in the next
section. The low computational complexity of the adaptive TF
analysis is achieved by using (6) to calculate x˜k[i]. The pro-
posed adaptive TF analysis scheme can be seen in Figure 2. In
this paper, the adaptive TF analysis is used for the computa-
tion of noise reduction gain factors, which are then adopted in
a non-adaptive (hence fixed delay) analysis-synthesis scheme,
see also Figure 6.
III. SETTING THE FILTER COEFFICIENTS FOR ADAPTIVE
TIME-FREQUENCY ANALYSIS
The analysis presented in section II allows for the design of
an individual analysis window in each frequency band using
any filter design method as long as all the windows share
the same underlying basis function h[n]. In this section we
consider how to set the filter coefficients for the adaptive TF
analysis. In section III-A we motivate the use of a simple
first-order auto-regressive filter for the adaptive TF analysis. In
section III-B we consider the estimation of the filter coefficients
for a time-invariant filter and in section III-C we consider a
number of adaptive TF analysis schemes for a time-varying fil-
ter. Section III-D contains some experimental results obtained
using the discussed adaptive TF analysis schemes.
A. Setting the Filter Coefficients Using a First-Order Auto-
Regressive Filter
As we are interested in a low delay, low complexity analysis,
we consider the estimation of the filter coefficients using only
one auto-regressive coefficient, i.e. P = 1, Q = 0. This is the
lowest order filter that can be used to improve the frequency
resolution, while the auto-regressive coefficient gives the possi-
bility to set the effective length of h˜k,i[n] exemplified by the
exponential decay of a first-order auto-regressive filter. This
choice makes it possible to derive simple settings of the filter
coefficients and leaves two coefficients to be estimated for each
frequency band. To maintain the DC gain of h˜k,i[n] over time,
the two coefficients are set to bk,i,0 = αk,i, ak,i,1 = 1− αk,i:
h˜k,i[n] = αk,ih[n] + (1− αk,i)h˜k,i−1[n−R] (7)
where 0 < αk,i ≤ 1.
To see that this maintains the DC gain of h˜k,i[n], we evaluate
the discrete-time Fourier transform (DTFT) of h˜k,i[n] at ω = 0:
H˜k,i(0) = αk,iH(0) + (1− αk,i)H˜k,i−1(0)e−jR0 (8)
where
H˜k,i(ω) =
∞∑
n=−∞
h˜k,i[n]e
−jωn (9)
is the DTFT of h˜k,i[n].
Subtracting H(0) from (8) and taking the absolute value
gives:
|H˜k,i(0)−H(0)| = |1− αk,i||H˜k,i−1(0)−H(0)| (10)
Since 0 < αk,i ≤ 1, it follows that either H˜k,i(0) = H(0) or
|H˜k,i(0)−H(0)| decreases for every new i and therefore that
H˜k,i(0) = H(0) for i → ∞. Since g˜k,i[n] is a frequency shifted
version of h˜k,i[n], where H(0) is shifted to the center frequency
of the kth frequency band, αk,i does not change the energy at
the center frequency of each frequency band compared to gk[n].
Therefore the underlying basis functions can be interpreted as
a time-varying analysis filter bank, where each frequency band
has constant energy at its center frequency and αk,i controls the
bandwidth of frequency band k at time i. Note that, in the time-
varying case, the auto-regressive nature of the filter means that
the bandwidth also depends on previous values of αk,i.
B. Setting the Filter Coefficients for a Time-Invariant Filter
In this section we consider the calculation of the filter coef-
ficients αk for a time-invariant filter of the form bk,i,0 =
αk, ak,i,1 = 1− αk, i.e. where the filter is time-invariant (con-
stant) for every frequency band. To define a measure of band-
width we use the distance between the 3 dB cutoff points, that is
we specify a desired bandwidth ωk = πBkfs for each frequency
band, where Bk is the bandwidth and fs is the sampling rate
in Hz.
Evaluating the squared magnitude of the DTFT of the filter
H˜k(ωk) using (4) for the specific setting of ak,i,1 and bk,i,0, we
can write:
|H˜k(ωk)|2 = α
2
k|H(ωk)|2
1− 2(1− αk) cos < (ωkR) + (1− αk)2 (11)
To find αk for a given bandwidth ωk, we set |H˜k(ωk)|2 =
|H(0)|2
2 and rewrite the equation as a quadratic function of αk:
α2kc1 + αkc2 − c2 = 0 (12)
where
c1 =
|H(ωk)|2
|H(0)|2 −
1
2
(13)
c2 = 1− cos < (ωkR) (14)
The solution is:
αk =
c2
c1
(√
c1
c2
+
1
4
− 1
2
)
(15)
where the solution for negative αk has been discarded, as αk
must be positive. |H(ωk)|
2
|H(0)|2 is calculated from the DTFT of the
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Fig. 3. 7 basis functions for a constant Q-transform with a Blackmann-Harris
window (N = 64, L = 512, R = 16, fs = 16 kHz)). (Top) Improved anal-
ysis windows h˜k[n]. (Bottom) Power spectrum of improved basis functions
G˜k(ω).
used window h[n] and ωk should be chosen small enough so
that |H(ωk)|
2
|H(0)|2 >
1
2 . This is clear, as the new 3 dB cutoff point
must be smaller than that of h[n].
Equation (15) can be used to design a filter bank with a
desired bandwidth for each frequency band. As an example,
a constant-Q filter bank can be designed by setting Bk to be
proportional to k:
Bk = max
(
2kBH
L
,
fs
2L
)
(16)
where BH is the 3 dB bandwidth for H(ω). Bk is bounded
downwards by fs2L to ensure that the cutoff point of a frequency
band is not smaller than half the distance to the neighbor band.
An example of the basis functions for h[n] equal to a Blackman-
Harris window is seen in Figure 3. The frequency bands are
linearly spaced on the frequency axis, but to avoid clutter in the
plot only 7 logarithmically spaced basis functions are shown. It
is seen that h˜k[n] is an asymmetric window with most of the
energy concentrated at the most recent part of the signal and
an exponential decay that depends on the parameter αk. This
asymmetry means that the analysis is mostly determined by
the most recent part of the signal and makes the analysis more
appropriate for low delay processing compared to symmetric
basis functions that arise from for instance wavelets. It is seen
that a smaller value of αk in the lower frequencies sharpens the
main lobe of G˜k(ω). Further sharpening could be achieved by
using a higher order filter, but then at the expense of the peak
of h˜k[n] moving further backwards in time. The proposed TF
analysis scheme is also significantly cheaper than processing
the full filter in the time domain and the use of a single coeffi-
cient for each frequency band means that each frequency band
only requires one complex and one real multiplication per time
update to obtain a nonuniform TF resolution.
C. Setting the Filter Coefficients for a Time-Varying Filter
In this section we consider the calculation of filter coeffi-
cients for a time-varying filter. More specifically, we develop
three simple estimators for a time-varying TF analysis that
are suitable for low delay and low complexity implementation.
Many different adaptive TF analysis schemes have been sug-
gested, but, to the best of our knowledge, no scheme exists that
is suitable for both low delay and low complexity implemen-
tation and at the same time allows for full adaptability in both
time and frequency.
Following the use of a first-order auto-regressive filter as in
section III-A, the adaptive TF analysis can also be used for a
time-varying filter:
X˜k,i = αk,iXk,i + (1− αk,i)X˜k,i−1WRkL (17)
Under the assumption that the signal can be decomposed into
quasi-periodic signal components that can be separated in
the combined TF domain, a simple optimal estimator can be
derived.
In previous sections, it was shown that the energy of H˜k,i(0)
is constant and equal to H(0) for i → ∞ and any value of αk,i.
Consequently, for a sinusoid with frequency 2πkL , the energy of
X˜k,i is invariant to the choice of αk,i. Therefore any increase
in energy, due to the change of αk,i, must come from signal
components not centered on X˜k,i. Consequently, an optimal
estimate of αk,i is the value αˆk,i:
αˆk,i = arg min
αk,i
[
|X˜k,i|2
]
(18)
subject to:
αmin ≤ αk,i ≤ αmax (19)
where αmin and αmax are parameters that limits the TF resolu-
tion. A regularized version of this estimator is:
αˆk,i = arg min
αk,i
[
|X˜k,i|2 + λkαk,i
]
(20)
where λk (λk > 0) is a regularization parameter. The term
λkαk,i punishes large values of αk,i, which favors longer anal-
ysis windows for each basis function. This is justified since it
improves the frequency resolution in the absence of a strongly
defined minimum. Since |X˜k,i|2 is a convex quadratic function
of αk,i, the minimum can be found by setting the derivative to
zero:
∂
[
|X˜k,i|2 + λkαk,i
]
∂αk,i
= 0 (21)
which gives:
αˆk,i = min(max(α¯k,i, αmin), αmax)
α¯k,i = −
Re
{
X˜k,i−1WRkL
(
Xk,i − X˜k,i−1WRkL
)∗}
+ λk
|Xk,i − X˜k,i−1WRkL |2
(22)
where Re{x} is the real part of x. This estimator gives the
(regularized) TF analysis that minimizes the energy in each fre-
quency band. Since the underlying basis function has constant
energy for H˜k,i(0), this estimator minimizes the energy leaking
into Xk,i.
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Fig. 4. Frequency modulated sinusoids. (Top) Short analysis window h[n],
αk = 1. (Middle) Long analysis window, αk = 0.1. (Bottom) Improved
adaptive analysis window.
An example of this estimator is seen in Figure 4. The sig-
nal consists of a number of sinusoids that have been frequency
modulated to a varying degree. The top plot shows the analy-
sis with αk = 1, which corresponds to the analysis with only
the short window h[n]. The middle plot shows the analysis with
αk = 0.1 and the bottom plot shows the analysis using the pro-
posed estimator (λk = 1e−5, αmin = 0.1, αmax = 1). It is seen
that the top plot has poor frequency resolution due to the short
window, while having a good time resolution. The middle plot
has a good frequency resolution and can discriminate between
two closely spaced sinusoids while having a poor time resolu-
tion, which results in smearing of the sinusoids over time. It is
also seen in the right part of the plot that when the modulations
become so fast that they have several periods within the length
of the window, the modulation is seen as a periodic function
itself and is represented as harmonics of the underlying carrier.
This illustrates the ambiguity that the same signal can be seen
as fundamentally different depending on the window length.
In this case, we prefer the longer window, since it is a more
sparse representation, i.e. it represents the signal using fewer
signal components. In the lower plot it is seen that the adap-
tive TF analysis gives a superior time- and frequency-resolution
compared to the two fixed-resolution analyses and can adapt
to each sinusoid independently without causing smearing over
time. Unlike most adaptive TF analysis schemes, which can
only adapt in either time or frequency, the proposed method
can adapt to several signal components individually as long as
they are separated in the combined TF domain.
An alternative estimator is given in [15] and [16] where it
is shown that a minimax cross-entropy estimate of the squared
magnitude TF distribution can be found as the minimum value
of a set of M squared magnitude TF distributions at each (k, i)
coordinate :
|Xˆk,i|2 = Emin
m
Sk,i,m (23)
where E is a normalization constant and Sk,i,m is the
set of M squared magnitude TF distributions {Sk,i,m : m ∈
(1, . . . ,M),M ≥ 2} calculated with equal-energy basis func-
tions. In our case, the M different squared magnitude TF
distributions are given by:
Sk,i,m =
|X˜k,i,m|2
Eh˜k,i,m
(24)
where
X˜k,i,m = αmXk,i + (1− αm)X˜k,i−1,mWRkL (25)
is the TF distribution for αm and Eh˜k,i,m is the energy of the
underlying window function that can be precomputed from (4)
with bk,i,0 = αm, ak,i,1 = 1− αm and other coefficients set to
zero. Thus, the minimax cross-entropy estimator is obtained
by calculating M TF distributions and taking the minimum of
the set of squared magnitude equal-energy windowed TF dis-
tributions in each (k, i) coordinate. This is in contrast to the
estimator in (22) where there is no normalization of the energy
before estimation. Since the energy normalization E depends
on the value αm, finding the global minimum of the energy, as
in (18) and (20), is a non-convex problem and therefore com-
putationally infeasible to solve in real-time. This is avoided by
resorting to a minimax cross-entropy estimate instead of the
true optimal solution to the minimization problem. It should
also be clear that choosing a TF distribution from a limited
set of precomputed TF distributions does not give a smooth TF
analysis as in Figure 4.
The preceding estimators assume that the signal can be
decomposed into signal components that are non-overlapping
in the TF domain. For signals that are contaminated by high lev-
els of noise, this is not a reasonable assumption and in this case
we revert to a simpler estimator that uses a non-stationarity test
to decide what resolution should be used. If a non-stationarity
is detected, the TF distribution is calculated from the short
window h[n]:
X˜k,i = αkXk,i (26)
Otherwise, the TF distribution is updated using equation (17).
Following a non-stationarity, the support of the underlying
basis function g˜k[n] grows after each update, which results
in a narrower bandwidth in the frequency domain. After a
while it converges to the stationary basis function derived in
section III-B depending on what value of αk is used. It is noted
that before the basis function has converged to the stationary
case, the energy of the basis function will grow with time.
However, if the value of αk is known in advance, the energy
and shape of the basis function can be precomputed and stored
in a look-up table.
The non-stationarity test is based on the criteria from [17]
which we adapted to our purpose in [18]:
LR =
√
Re−
1
2 (R−1) (27)
R =
|Xk,i|2/(α2kEh)
|X˜k,i−1|2/Eh˜k,i−1
(28)
where Eh is the energy of h[n] and Eh˜k,i−1 is the energy of the
underlying window function at time i− 1. LR is compared to a
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Fig. 5. Speech signal processed with 5 different TF analysis schemes. In
descending order, (1) TF analysis using the short window h[n], (2) Constant
Q transform TF analysis, (3) Adaptive TF analysis that minimizes the energy,
(4) Adaptive minimax cross-entropy TF analysis and (5) Adaptive TF analysis
using a non-stationarity criteria.
threshold value λ and if LR < λ a non-stationarity is detected.
To improve the robustness of the estimate, a non-stationarity is
only detected if V adjacent frequency bands fail the test.
D. Discussion on Adaptive Time-Frequency Analysis
In section III-B and III-C different TF analysis schemes
have been described. A time-invariant analysis filter scheme
that allows a specified bandwidth to be set for each frequency
band as well as three adaptive schemes have been presented.
A requirement for all the presented schemes is that they must
be computationally simple and have a low delay to allow for
a real-time implementation in an audio processing device such
as a hearing aid. The low computational complexity is achieved
by employing a first order filter on top of an oversampled DFT
modulated filter bank and the low delay follows from the short
analysis window h[n] of length N and the exponential decay of
the filter response that puts emphasis on the most recent part of
the signal.
To compare the described TF distributions, a speech sig-
nal was processed through each of the different TF analysis
schemes. The results are seen in Figure 5. The figure shows the
low frequency area of the speech signal where the harmonics
can be resolved by the TF analysis schemes, which illustrates
the improved frequency resolution. The constant Q analysis
scheme, however, has a poor time resolution due to the long
analysis window. Especially it is seen that the speech energy
is smeared in time at the end of the speech components due to
the exponential decay of the analysis windows illustrating the
well-known trade-off between time and frequency resolution.
The three adaptive TF analysis schemes all have an improved
frequency resolution compared to the short window h[n] while
also having a much better time resolution than the constant Q
analysis scheme. This is because they detect the end of the
speech signal and change to the short analysis window. The
computational complexity of the analysis is shown in Table I.
The DFT is considered to be implemented using a real FFT
algorithm [19]. The added complexity of the proposed adap-
tive analysis is the cost of calculating the adaptive filter for the
improved analysis and the complexity factor shows the relative
number of multiplications and additions of the adaptive analy-
sis compared to the DFT analysis filter bank for the values used
in the examples. It is seen that, especially for large L, it is the
FFT algorithm that dominates the computational complexity of
the proposed method and an exact calculation of the cost there-
fore depends on what FFT algorithm is available on the chosen
hardware platform.
IV. SYNTHESIS WITH LOW DELAY
The TF analysis presented in section II and III corresponds
to an overcomplete transform of the signal, and therefore there
is an infinite number of ways to reconstruct the signal from the
analysis. There are numerous articles on perfect reconstruction
modulated filter banks and other similar filter bank structures,
see for instance [20], [21] and [5]. However, in many real-time
audio processing applications it is not the reconstruction per se
that is of interest, but the ability to apply a certain processing,
for instance to apply a specified gain to each individual fre-
quency band, and to do so with a low delay. This processing
is time-varying and requires oversampling in the filter bank to
avoid aliasing as in [22], [23] or [24]. The proposed adaptive
TF analysis presented in this paper already has oversampling
built into it. In this section, we focus on how to apply a desired
gain to each individual frequency band with a low delay, by
using an asymmetric synthesis window. The asymmetric win-
dow results in a non-linear phase response when a gain is
applied to each individual frequency band, but since the ear is
relatively insensitive to small phase distortions, there is no per-
ceptual degradation of the signal. In the following, we disregard
delays due to input/output buffering and processing of the data
and measure the delay by the effective length of the combined
analysis and synthesis window. Furthermore, we use the asym-
metric window in an FIR filter design to further reduce the delay
to N/2, similar to the filter bank equalizer in [7]. This is com-
pared to a minimum phase FIR filter that represents the lowest
possible delay for a given gain in each individual frequency
band.
Since the adaptive TF analysis uses an individual analysis
basis function in each frequency band, it would also require
an individual synthesis basis function in each frequency band.
However, since the adaptive TF analysis is calculated as a first
order minimum-phase auto-regressive (AR) filtering of h[n],
this filtering itself is in theory invertible, although there could
be numerical problems with trying to invert a time-varying AR
filter. However, since the input to the AR filter is known a-
priori, it can be excluded from the signal path and then only
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TABLE I
COMPUTATIONAL COMPLEXITY FOR THE PROPOSED ANALYSIS SCHEME
Fig. 6. Analysis scheme where the adaptive TF analysis is used to calculate a
gain that is then applied to the primary signal path.
used to calculate a frequency dependent gain G vector applied
to Xk(z) as seen in Figure 6. Removing the adaptive TF anal-
ysis from the signal path also greatly simplifies the design of
the synthesis window and will be followed in the rest of this
section.
A. Synthesis Using an Assymmetric Window
Following Figure 1 and inserting the DFT-modulated syn-
thesis formula (2) into (3), without applying a gain i.e. Yk,i =
Xk,i, the criterion for perfect reconstruction (PR) of the input
signal is derived as:
∞∑
i=−∞
h[m− iR]f [m− iR] = 1 (29)
where it is used that h[n] has length N < L. This condition is
met for Hann windows for R = 2a, a ∈ N and under similar
conditions for many other windows such as the higher-order
generalized cosine windows. This requirement only ensures
perfect reconstruction and does not imply that there is sufficient
filtering being done by the windows. Several proposals have
been made for optimizing these windows, while sometimes set-
tling for near-perfect reconstruction, see for instance [25], [26]
or [27].
An asymmetric window can be decomposed into the three
following components:
hF [n] = [0
T ,hlh[n]
T ,hrh[n]
T ]T (30)
where 0 is a zero vector of size (L−N)/2, hlh[n] is the left
half of a window and hrh[n] is the right half of a window.
The effective length of the window is the length of hlh[n] and
hrh[n] which we denote with W . An asymmetric window of
Fig. 7. Time domain (Top) and frequency domain (Bottom) representation of
two symmetric Hann windows hN [n] and hL[n] and the asymmetric window
hF [n]
this type is seen in Figure 7 along with two symmetric Hann
windows of length N and L respectively. The asymmetric win-
dow consists of the zero vector 0, the left half of a Hann window
of length N and the right half of a Hann window of length L.
Setting the synthesis window equal to the analysis window
f [n] = h[n] = hN [n] would achieve a delay of N samples and
fulfills the PR criterion, but the resulting filtering would be
poor. Setting f [n] = hL[n] achieves a higher degree of filter-
ing in the synthesis stage as seen in the lower part of Figure 7.
This comes at the price of an increased delay equal to the length
of the combined analysis and synthesis window (L+N)/2.
Using the asymmetric window f [n] = hF [n] maintains the low
delay of N samples, equivalent to the delay of hN [n], with
a better filtering. The PR criteria is only fulfilled approxi-
mately, however as seen in the following paragraph, the overall
frequency response only exhibits minor ripples.
To measure the response of the three different synthesis win-
dows, white noise is sent through the analysis/synthesis scheme
and the output is measured. The response is estimated by decon-
volving the output with the input using division in the frequency
domain and is seen in Figure 8. It is seen that all three synthesis
windows lead to a flat overall frequency response with less than
0.01 dB ripple and that f [n] = hL[n] indeed leads to the pre-
dicted delay of (L+N)/2 = 288 samples while the two other
synthesis windows leads to an equal delay of N = 64. If we
assume a sample rate of 16 kHz, this corresponds to a delay
of 18 ms and 4 ms respectively. The response of one frequency
band is seen in Figure 9. It is seen that f [n] = hL[n] and f [n] =
hN [n] leads to a symmetric temporal response which is due to
the symmetric analysis and synthesis windows. The sharper fre-
quency response with f [n] = hL[n] compared to f [n] = hN [n]
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Fig. 8. Overall output of the analysis/synthesis scheme. (Top) Power spectrum.
(Bottom) Temporal response. The blue impulse is on top of the red one.
Fig. 9. Output of one frequency band in the analysis/synthesis scheme.
(Top) Power spectrum. (Bottom) Temporal response.
comes at the price of the increased delay. f [n] = hF [n] leads to
an asymmetric temporal response where the degree of asymme-
try depends on how sharp the frequency response is. Thus, we
characterize the analysis/synthesis system with synthesis win-
dows hL[n] or hN [n] as linear phase filter banks and using
synthesis window hF [n] as a mixed phase filter bank where the
phase shift depends on the gain that is applied to the frequency
bands (it is clearly not minimum phase due to the minimum
delay of N samples).
B. Further Reduction in Delay Using FIR Filter and Minimum
Phase Estimation
The asymmetric synthesis window used in the previous
section reduces the delay to N samples by setting the first
(L−N)/2 samples of the synthesis window to zero. If a fur-
ther reduction of the delay is needed, a parallel signal path
without the R-fold decimation can be used, where the frequency
dependent gain is applied to the signal as seen in Figure 10.
The gain is applied to the signal by transforming it to the
time-domain using a IDFT and filtering the signal with a corre-
sponding FIR filter [28]. In this case, the gain can be interpreted
Fig. 10. Adaptive TF analysis where the gain is applied in a parallel signal path
with a time-varying FIR filter.
as the magnitude response of the FIR filter. The delay for a time-
domain filter, using a symmetric window of length N is N/2.
Using an asymmetric window would in this case also provide
a way to maintain the low delay of N/2 while giving a better
filtering than a symmetric window. However, an even further
reduction of the delay can be achieved by calculating the min-
imum phase filter for a given magnitude response. A minimum
phase filter has the property of minimum group delay, which
means that the energy is maximally concentrated in the low
delay coefficients. Infinite impulse response (IIR) filters calcu-
lated by solving the set of Yule-Walker equations have been
proposed in the context of speech enhancement [29], but mini-
mum phase can equally well be realized using FIR filters, which
is usually simpler to deal with when using time-varying filters,
since stability is not an issue.
The gain vector G of length L is equal to the magnitude
response of the desired minimum phase filter:
Hmin = |Hmin|ejΘ = GejΘ (31)
where Hmin is the minimum phase frequency response vector
and Θ is the phase vector that must be estimated. The filter
coefficients are found by taking the IDFT of Hmin and then
low-pass filtering each coefficient over time to smooth it. The
phase Θ can be found by calculating the zeros of the corre-
sponding linear phase response and then reflecting the zeros
that are outside the unit circle inside the unit circle [30]. This
method however is prone to numerical inaccuracies, especially
for large filter orders. Instead, an approximate nonparametric
method involving the cepstrum is used. It has been shown [31]
that Θ can be calculated as:
Θ = −jDFT [s · IDFT [logG]] (32)
where
s(k) =
⎧⎪⎨
⎪⎩
0 if k = 0, k = L/2,
1 if 0 < k < L/2,
−1 if L/2 < k < L.
(33)
The accuracy of this method depends on the length of the
(I)DFT and how steep the cuts in the magnitude response are.
In audio noise reduction, the gain is usually limited to a range
between Gmin and 0 dB, where Gmin is the minimum gain that
is used. Setting Gmin to −20 dB is usually sufficient to give
good noise reduction and avoid noisy artifacts, and also pre-
vents significant artifacts from the minimum phase estimation
of Θ.
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TABLE II
COMPARISON OF MEASURED DELAY FOR DIFFERENT METHODS
C. Performance Analysis
Table II shows a comparison of the synthesis schemes that
have been discussed and lists the total delay for a N = 64 anal-
ysis window at 16 kHz. The methods AAF, AAN and AAL
corresponds to the adaptive analysis in Figure 10 followed by a
synthesis using the windows hF (n), hN (n) and hL(n) from
Figure 7 respectively. The methods FIRA and FIRmin corre-
sponds to the adaptive analysis in Figure 10 where the FIR
filter is using the asymmetric window and minimum phase filter
described in section IV-B respectively. The window length W
is the length of the synthesis window and in the FIR filter case
corresponds to the length of the FIR filter. The total delay of
the analysis-synthesis scheme is found by calculating the cross-
correlation between the input and output in frames and finding
the lag value with the highest correlation. The delay of FIRmin
is gain dependent, but has been found to be between 0 and
1 samples. Since FIRmin has most of the energy concentrated
in the lowest order coefficients, its filter order is reduced to
W = 2N to save computations. This is found to have no signifi-
cant impact on the output signal. The computational complexity
of the different schemes can be seen in Table III. The DFT
is considered to be computed with a real FFT algorithm [19]
and the cost of calculating the FFT of a complex sequence of
length L is approximately double the cost of a real sequence
of length L. All FFT’s are applied to real sequences except
the last inverse FFT to calculate the filter coefficients of the
minimum phase filter FIRmin. The exact number of real mul-
tiplications and additions depends strongly on the used FFT
algorithm, but the complexity factor shows the relative cost
of the compared methods for the values used in the exam-
ples. The symbols M and A represent the multiplication and
addition cost respectively of an exponential and a logarithm
operation, whose values depend on the actual implementation.
The coefficients of the FIR filters are smoothed over time using
a first-order auto-regressive filter, which can be implemented
using 1 multiplication and 2 additions per sample. It is seen
that the lower delay of the FIR filters comes with the price of a
significant added computational complexity due to processing
the FIR filter at the full sample rate.
To evaluate the performance of each synthesis scheme for
a noise reduction task, 100 speech sentences from the TIMIT
database recorded at 16 kHz were mixed with noise at different
signal-to-noise ratios (SNR) and used as input to each of the
described schemes. For the analysis, the following values were
used: L = 512, N = 64, R = 16, h[n] is the Hann window and
the adaptive TF analysis with non-stationarity detection was
used with αk = 0.05 and λ = 0.65. The gain is calculated as
the Wiener gain:
Gk,i =
ξk,i
1 + ξk,i
(34)
where ξk,i is the a-priori SNR, which is calculated using the
a-priori SNR smoother [32] with a smoothing parameter a =
0.97. A minimum gain of −15 dB is set to avoid significant
noise distortion such as musical noise. The noise estimate is
using an unbiased MMSE-based noise estimation method [33]
that is suitable for real-time implementation. The gain coeffi-
cients are the same for all schemes, which only differ in the
synthesis method. The average segmental SNR and PESQ value
[34] is calculated and plotted in Figure 11 for a traffic noise sig-
nal. It should be noted that the use of SNR values for a noise
reduction scheme that is not linear phase is not fully justified
since it is not possible to align the input and output signals
completely. This is clearly seen for FIRmin that performs sig-
nificantly worse than any other scheme, which is indeed due
to the minimum phase property of the filter. For FIRmin, the
performance should be judged more on the perceptual quality
which is measured by PESQ. It is seen that using AAL gives
an improvement of about 1–2 dB in segmental SNR compared
to AAN, at the cost of an added delay of 14 ms. The asymmet-
ric synthesis window in AAF gives a good tradeoff between the
two symmetric windows with a low delay of 4 ms and about
0.5 dB SNR less than AAL. FIRA has a very slight deteriora-
tion in performance compared to AAF. Looking at the PESQ
values, AAL performs about 0.10–0.15 better than AAN while
AAF again has a good tradeoff between delay and performance.
The FIR filters perform better in the perceptual test which is as
expected. Informal listening tests have verified that, perceptu-
ally, AAN has more artifacts than the other output signals and
creates more distortion of the speech.
The proposed AAF method has also been compared to a
number of published methods with a similar low delay. The fre-
quency warped FIR filter as described in [2], [6], (WFIR) gives
a non-uniform frequency resolution approximating the Bark
scale and according to the similar method in [7] achieves a sim-
ilar performance to a Bark scaled analysis/synthesis filter bank.
The frequency warping means the delay is frequency dependent
and a phase-equalizer has been applied to the output to give a
constant delay of 4 ms, so a segmental SNR value can be calcu-
lated. We note that the results from [7] cannot be used directly
in our comparison, since they use a lower sample rate of 8 kHz
and a delay of 8 ms. A spectral subtraction method with reduced
delay [13] (SSRD) is also used as comparison. Note that,
although the gain convolution itself only has a delay of 2 ms,
the calculation of the gain function assumes a buffer delay of
20 ms, so it is not low delay according to the definition used in
this paper. This could be avoided by updating the 20 ms buffer
and gain function every 2 ms, which could affect the perfor-
mance since the gain is then only dependent on previous data.
An adaptive window-switching approach [17] (BSW), that uses
a low- and high-frequency resolution analysis scheme, has been
implemented with a comparable delay of 4 ms. This is achieved
by using a short analysis and synthesis window of only 4 ms.
The high frequency resolution window achieves a comparable
frequency resolution to AAF. The high frequency resolution
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TABLE III
COMPARISON OF COMPUTATIONAL COMPLEXITY FOR DIFFERENT SYNTHESIS SCHEMES
Fig. 11. Experimental results for different synthesis schemes for traffic noise.
Fig. 12. Experimental results for different speech enhancement methods for car
noise.
window in BSW is implemented using a high-order DFT anal-
ysis filter bank, which means the computational complexity is
similar to AAF, while WFIR and SSRD have a lower computa-
tional complexity since they use a lower-order DFT. WFIR and
BSW is implemented with the same Wiener gain with a-priori
SNR estimation that AAF uses, while SSRD uses a spectral
subtraction approach with spectrum-dependent adaptive aver-
aging described in the paper [13]. Other related approaches,
such as [14], [11], have not been considered in this comparison
since they have a significantly higher delay and are therefore
not suitable for low delay implementation. The methods have
been tested on car noise, traffic noise and canteen noise and the
results can be seen in Figure 12, Figure 13 and Figure 14 respec-
tively. Among the test signals, it is seen that car noise has the
Fig. 13. Experimental results for different speech enhancement methods for
traffic noise.
Fig. 14. Experimental results for different speech enhancement methods for
canteen noise.
highest seg. SNR and PESQ scores and also has the greatest
variation between the compared methods. In particular AAF
and BSW performs better in terms of PESQ, while SSRD per-
forms worse in terms of seg. SNR. The better PESQ scores of
AAF and BSW can be explained by the higher frequency reso-
lution in the analysis, while the lower seg. SNR score of SSRD
is due to the reduced gain convolution that limits the ability to
apply a steep cut in the frequency response. The PESQ results
are in agreement with informal listening tests. The same trend
is seen for traffic and canteen noise, although the scores are
lower and have less variation. This is explained by the fact
that traffic and especially the canteen noise signal is a harder
problem due to the highly modulated content in the signal. A
modulated noise signals reduces the advantage of having a high
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frequency resolution, since the signal is not stationary over the
corresponding longer analysis window. Overall it is seen that
the proposed method has the best performance, in particular
in terms of objective perceptual performance as measured by
PESQ.
V. CONCLUSION AND FUTURE OUTLOOK
An adaptive TF analysis/synthesis scheme for processing of
audio with a low delay from 0 to 4 ms and low computa-
tional complexity has been proposed in this paper. The scheme
is suitable for real-time sound devices such as mobile com-
munication devices or hearing aids. The scheme can obtain a
nonuniform frequency resolution with any desired bandwidth
for each frequency band. It can adapt the TF distribution inde-
pendently in each frequency band according to the signal to
obtain a time-varying TF analysis. A number of adaptive TF
analysis schemes have been described that are suitable for a
real-time implementation. Synthesis of the gain-modified sig-
nal with a low delay is achieved using an asymmetric synthesis
window that results in a mixed phase filter bank that maintains
the low delay of a reference filter bank but with an improved
frequency response. Further reduction in the delay is achieved
by applying the gain to the signal as a time-varying FIR fil-
ter. A noise reduction experiment was performed to show the
proposed scheme’s good performance compared to reference
methods with the same delay. The computational complexity
was shown to be dominated by the FFT algorithm in the DFT
filter bank and is therefore mainly determined by the number of
frequency bands and the chosen FFT algorithm.
Future research includes investigating alternative ways to
use the information from the adaptive TF analysis to further
improve the processing of the audio signal. Many real-time
audio processing applications, such as hearing loss compen-
sation, frequency transposition and acoustic echo cancellation
utilize a TF distribution and it should be investigated how such
an adaptive analysis/synthesis scheme can improve their per-
formance. Another interesting area of research is the estimation
of the adaptive TF analysis and how the delay inherent in the
analysis affects the application of the gain function.
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