In long-term deployments of sensor networks, monitoring the quality of gathered data is a critical issue. Over the time of deployment, sensors are exposed to harsh conditions, causing some of them to fail or to deliver less accurate data. If such a degradation remains undetected, the usefulness of a sensor network can be greatly reduced. We present an approach that learns spatio-temporal correlations between different sensors, and makes use of the learned model to detect anomalous sensors by using distributed computation and only local communication between nodes. We introduce SODESN, a distributed recurrent neural network architecture, and a learning method to train SODESN for fault detection in a distributed scenario. Our approach is evaluated using data from a real-world sensor-network deployment, and shows good results even with imperfect link qualities and a number of simultaneous faults.
Introduction
Wireless sensor networks (WSN) are increasingly being deployed over extended periods of time [5] , in particular for environmental monitoring applications. To facilitate long term deployments in remote areas, nodes in WSN are typically small computers with little memory, powered by solar energy and rechargeable batteries, with some way of communication between each other. In this work, we are interested in detecting problems that manifest in faulty sensor readings as a result of unavoidable degradation of some of the sensors using recurrent neural networks (RNN).
RNN have successfully been used in applications to model nonlinear time series, such as electricity load prediction [1] , to model finance data [21] , or even migration patterns O. Obst [20] . Training RNN comes, traditionally, with a high computational cost, using approaches like backpropagation through time [26] . These training methods can suffer from problems like slow convergence and vanishing gradients [2, 11] . A number of approaches have been developed to overcome these difficulties (see also [3, 8] ). Long short-term memory networks [12] , for example, solve the problem by using a more sophisticated architecture and training method. Other approaches are self-organizing maps for time series [7] , or Evolino [22, 23] .
Another recent and efficient approach is called echo state networks (ESN) [15] , where the lower computational complexity is result of using a fixed, randomly connected "reservoir" of neural units in the recurrent layer. Here, only connections to output units are changed during training (see Fig. 1 ). This approach will form the base for our work.
ESN have also been applied to anomaly detection in WSN [4, 19] . In these approaches, either one ESN on a central machine has been used, or one instance of an ESN on each node. The former requires to pass all sensor readings through the sensor network, whereas the latter may have only limited information available locally. While the limitation to only locally available information could be overcome by explicit communication of sensor readings by either multi-hop connections or a fully connected network, this is typically not an option due to energy limitations. Multi-hop connections suggest some form of transmission control in the network protocol, resulting in multiple attempts to transmit the same data in case of poor connections. Transmitting information in a WSN is expensive in terms of the energy used, for example, [6] state the cost for transmitting 1 bit corresponds to 800-1000 instructions on a particular WSN and processor. We will also discuss energy consumption later in the paper.
Here, we introduce anomaly detection using spatially organized distributed ESNs (SODESN, [18] ), an architecture that distributes a recurrent neural network over an entire sensor network, and, at the same time, imposes a structure (topology) on its connectivity matrix that uses only local communication in the WSN (Sect. 3). ESN with a one-dimensional topology have already been subject to some investigations in [17] . In SODESN, all information processing to predict and detect anomalies is distributed over the entire sensor network. To have computation decentralized, and, instead of using multi-hop communication, to use only local communication with neighbor nodes without a requirement for end-to-end transmission control is one of the advantages of the proposed approach. This is beneficial if not all gathered information needs to be forwarded to a central database, but could be used to make local decisions about whether a particular situation is anomalous or not.
In Sect. 4, we present a training method for fault detection using the SODESN architecture and a fault detection approach using SODESN in a WSN. This learning method needs to be executed once per node, and can also be run on the WSN. SODESN learn a model of normal behavior of sensor nodes based on information from other sensors. The fault detection, once deployed, monitors differences between the model and actual sensor readings in a distributed way. In a neural network distributed over a WSN propagation of activations may be unreliable, and we are able to show that our approach is able to deal with these dropouts. Another advantage of our approach is that it is resilient to multiple faults because we can use recursive prediction to keep the network stable for longer. We demonstrate the capabilities of our approach with actual WSN data (Sect. 5) and discuss our results in Sect. 6. In the following section, we give a brief introduction to ESN, for a comprehensive introduction, we refer to [14] . Excellent overviews on recent advances in ESN can be found in [8, 16] .
ESNs
ESN provide a specific architecture and a training procedure that aims to solve the problem of slow convergence of many RNN learning algorithms [13, 15] . ESN are normally used with a discrete-time model, i.e., the network dynamics are defined for discrete time-steps t, and they consist of inputs, a recurrently connected hidden layer (also called reservoir) and an output layer (see Fig. 1 ).
We denote the activations of units in the individual layers at time t by u t , x t , and o t for the inputs, the hidden layer and the output layer, respectively. u train t and o train t represent the part of the data that are used for training, while u test t and o test t are input and output time series used for testing. We use W in , W, W out as matrices of the respective synaptic connection weights. Using f (x) = tanh x as nonlinearity for all hidden layer units, the network dynamics is defined as:
The main differences of ESN to traditional recurrent network approaches are the setup of the connection weights and the training procedure. To construct an ESN, units in the input layer and the hidden layer are randomly connected. Connections between hidden layer and output layer are the only connections that are trained, usually with a supervised, offline learning approach according to the following steps: 
Step 3, training of the output weights, can be achieved by linear regression, using, for example, multiplying the pseudoinverse of S with D, i.e., (W out ) T = S † D (see [13, 14] for details, and possible alternative methods).
To make the approach work successfully, connections in the reservoir cannot be entirely random, but need to fulfill the so-called echo state property [14] . A procedure commonly used to make sure this property is fulfilled is to scale the connection matrix of the recurrent weight matrix so that the spectral radius is smaller than 1.
Spatially Organized Distributed ESNs
A restricted, or structured connectivity in the reservoir does not necessarily have a negative impact on performance of an ESN: Earlier investigations [3] have shown that, for some prediction tasks, performance of ESN with reservoirs based on permutation matrices is significantly better than ESN with purely randomly connected reservoirs. Permutation matrices are generated by using a diagonal matrix, and randomly permutating its columns. Similar to permutation matrices, local WSN connectivity imposes a specific structure on the reservoir and constrains communication in SODESN.
The SODESN Approach
A spatially organized distributed ESN is an ESN distributed over a set of wireless sensor nodes. Neural connections between reservoir units are restricted to the same and directly connected WSN nodes in order to avoid an excessive amount of communication in the WSN, i.e., spatial neighborhood relations of the deployment constrain connectivity in the SODESN (neighborhood relations for an actual WSN deployment see Fig. 2 ). Local sensors of a node feed into input units, connected only to reservoir units on that local node. Each sensor node has also one or more local output units, which may be connected to reservoir units on their local and on their neighbor sensor nodes only.
These constraints on communication shape the local reservoir connectivity in a similar way to the diagonal matrices used in [3] . SODESN, however, use local input-and output units and reservoir connections are not as sparse. The difference in the connectivity structure of a SODESN reservoir as compared to a regular ESN reservoir is visible in Fig. 3 . We will show in the following that this restricted connectivity is sufficient to make useful predictions for the purpose of anomaly detection in a distributed WSN.
SODESN Formal Setup
In a setup with M sensor nodes, each WSN node hosts the same numbers K of input units, 
; similarly for hidden unit activations x t,m i , and the output activations y t,m i .
For our first considerations, it is convenient to represent synaptic connections weights between units in several global matrices. In a practical implementation, these matrices have to be distributed over all nodes of the sensor network. Connections between hidden units are represented in aN ×N matrix W = (w m i n j ), connections from input units to hidden units in aN ×K matrix W in = (w in m i m j ), and connections from input and hidden units to output units in aL × (K +N ) matrix W out = (w out m i n j ). The activation of internal units is computed as
where u represents the readings from all sensors, and f the vector of activation functions f of all internal units. We use f = tanh as activation function in each internal unit, and linear input-and output units ( f = 1). In some cases, ESN use connections projecting back from outputs into the reservoir. This is also possible in SODESN and requires an additional matrix W back . Consequently, the activation of internal units x t+1 is then computed as f(W in u t+1 + Wx t + W back o t ). For our application, however, we do not make use of these connections.
Proxy Units
In a distributed implementation, SODESN units are located on physically different machines. A connection between two units on physically different nodes uses an additional forwarding mechanism and a proxy unit to update each other. After each local update, the forwarding mechanism copies values from local reservoir units into the respective proxy units on neighbor nodes. These proxy units are connected with the local reservoir on this neighbor node, and are reset to zero once the forwarded value has been used for the next update step (see also Fig. 4 ), i.e., in case of a link failure between two network nodes each local network is still updated, but since the proxy units have been reset to zero, we avoid using previously forwarded, i.e., To refer to all reservoir and proxy units of node j, we use the notation x t, j . It should be stressed that there are only outgoing connections from proxy units in W j ; proxy units are updated in a separate step using the forwarding mechanism mentioned above. Typically, update rates in WSN are low, so that sensor nodes do not need to be tightly synchronized.
Initializing an Untrained SODESN
Units and connection matrices can be set up in a distributed way according to Algorithm 1. Instead of scaling the resulting global matrix, the local reservoir matrices are scaled individually in order to keep the network stable. In contrast to the centralized approach, the incoming proxy connections are treated like input weights, and not subject to scaling. This allows for a local computation of weights, but may lead to a different "effective" spectral radius of the resulting global weight matrix.
Algorithm 1:
For each node j ∈ {1, ..., M}:
Let R j = {r 1 , ..., r S j } be the list of S j neighbors that may have a connection to j. ; Generate a sparse, random matrix W j representing connections between local reservoir units. ;
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Find λ j as the largest eigenvalue of W j . ; 
Training in SODESN
Training is executed in two steps, in a distributed variant of ESN training (see, e.g., [14] ) described in the following: as a first step, we sample matrices M j of internal network states on each node j, and matrices D j of desired output activations. These samples are taken while feeding training data into inputs. For each time step t, we collect on each node a vector of reservoir and proxy activations and a vector of output activations. The sampled vectors are stored in new rows of M j and D j . The final sizes of each local matrix M j and D j after T training steps are T × (N S j + N ) and T × L, respectively. Some of the training data are typically used to prime the network, i.e., wash out effects the initial state has on the system. In a second step, we compute local output weights W out j so that the desired output activations D j are approximated by a linear combination of sampled local reservoir states and local proxy states. A linear regression will minimize the mean square training error, and can be computed by, for example, multiplying the pseudoinverse of each M j with D j :
For our experiments in Sect. 5, we will then compute the normalized root mean square error (NRMSE) on independent test sets as
where σ 2 (o test ) is the variance of the test data.
Training SODESN to Detect Sensor Faults
With the supervised training approach described above, the training data will consist of input and output time series for each local node. To detect sensor faults, we base the training on sensor data gathered during the initial deployment phase. Training data is assumed to contain no or only little data from faulty sensors. For our fault detection approach, the SODESN is trained to predict one step ahead local sensor values, based on all inputs into the SODESN. Training data for desired local outputs thus consists of a time-shifted version of local inputs, the sensor data itself. The basic idea of our fault detection is to measure deviations between predictions and actually measured values, and flag an anomaly if the difference becomes too large.
The training procedure needs to avoid introducing a strong dependency between the local inputs and local outputs: we want the local output to be a prediction of the local sensor values, based on data from the non-local sensors. If the local sensor becomes faulty, the prediction of how its values should be relies on data from the remaining sensors, and the system will be able to detect a mismatch.
To force the training to focus on input from neighbor nodes, we train each local network separately. Each time, training data is fed into all local networks, but for the local network being trained, a consecutive half of its local input is randomized. The values for this part of the input sequence are chosen uniformly at random from the same range as the original input series. The idea of replacing input data with random values has also been used in the denoising auto-encoder [24] , a stochastic auto-encoder where the input is stochastically "corrupted". In [24] , the stochastic corruption process consists in randomly setting up to half of the inputs to zero for non-time series data. 
forward local reservoir values to neighbor nodes 14 In our approach, the consequence of having partially random input sequences is that the learning has to rely on data coming in from neighbor nodes to adapt the output weights for prediction. To train all output weights, this procedure is then repeated for each sensor node.
Distributed Fault Detection
The actual fault detection uses SODESN to make predictions of the next sensor values. If the difference between prediction and the next sensor reading exceeds a threshold θ , a sensor reading can be considered abnormal. With more than k abnormal values, the sensor is flagged abnormal and reported (k a small positive integer). Readings from flagged sensors are replaced by their predictions, so that faulty sensors do not feed data into the network. This recursive approach helps to maintain a higher prediction quality for the remaining sensors, even with larger number of faults in the system, as we will show in Sect. 5.
Should the sensor recover and the readings become normal, the flag for this sensor will be reset (see Algorithm 2) . Finally, after each time step, reservoir activations are forwarded to neighbor nodes.
Experiments and Results
We evaluated our approach in simulations using solar voltage data from a deployed sensor network with 32 sensor nodes (see schematic in Fig. 2 ). To establish baseline benchmarks, we used a SODESN to predict solar voltage one step ahead on each local node based on inputs from neighbors. Results were compared to a standard ESN with inputs from all sensor nodes, and for ESN with a random permutation connectivity matrix (ESN-PM) as used by [3] . We ran comparisons for normal input data, as well as for systems where the node under consideration produced faulty input to the network-either a randomly chosen constant input ("stuck-at-value" fault), or a random input time series ("random fault"). All other nodes produced normal input to the networks, and the different neural network architectures used the same number of reservoir units (20 U per WSN node for the SODESN, and 640 U for both ESN and ESN-PM). The training and testing time series consisted of 32 × 12, 500 data points each, corresponding to more than 8 days worth of data at one measurement/minute. For the SODESN, connectivity between neighbor WSN nodes was assumed to be reliable in this experiment. The same data was used for all architectures, i.e., during training of a particular output, half of the respective local input was randomized as described above. Testing resulted in comparable results for each of the architectures (reported errors in Table 1 are averaged over ten runs for each of the 32 nodes, i.e., 320 individual experiments). We achieved slightly improved estimations of the actual solar voltage when input to the node was actually faulty, a possible side effect of our training method (Sect. 4.1). The same trend can be observed in ESN with a permutation connectivity matrix.
Detection with Imperfect Connectivity and Multiple Faults
For an evaluation of our anomaly detection approach (Algorithm 2), we experimented with the number of simultaneous faults and recorded in which steps over the course of the experiment, sensor readings have been correctly classified as normal or as abnormal. We experimented with random faults, as well as with stuck-at-zero and stuck-at-value faults, common fault types with sensors in a sensor network. We report fault detection accuracy of our approach, i.e., Accuracy = #True positives + #True negatives #Of all steps .
For these faults, we report results for various degrees of communication reliability, i.e., with dropouts in which no information is transmitted between two individual sensor nodes between updates. These dropouts are simulated stochastically with rates between 0 and 50 %. Reported results are averages of 50 repetitions of each experiment. Figure 5 shows heat maps for each of the three fault types, with detection accuracies for a number of simultaneous faults and dropout rates. Table 2 contains some of these detection accuracies as percentage. From Fig. 5 it becomes obvious that the random faults are easiest to detect, with high accuracy even for a large number of faults. The stuck-at-faults (centre and right graph) are much more difficult to detect, with good detection rates up to a third of the nodes failing, and communication dropout rates up to 10 %. 
Discussion
Our first experiment was used to show that SODESN can perform a useable one-step-ahead prediction even in the presence of a faulty sensor. With perfect communication, the prediction quality of the distributed approach only imposes a specific connectivity onto the network, similar to a network with a permutation matrix. Consequently, performance is close to the non-distributed ESN versions. Some of the differences may be explained by the different approach to scaling the weight matrix, as a result of treating proxy connections essentially as input weights. In all variants, the quality improves slightly in presence of faulty input-this may be due to our training method using random data locally. When the input is normal, this may bias the output so that the error of a one-step-ahead prediction becomes larger. Results from our second experiment are about the detection accuracy of our approach. These are interesting for a number of reasons: first, we have shown that using the SODESN is useful for anomaly detection even in the presence of several faults, and imperfect communication. With only 20 reservoir units per sensor node, the reservoir size was fairly small for ESN. This is an important feature in the context of sensor networks, since the number of units in our approach directly correlates with the amount of communication introduced. Less communication is desirable, since an increase in communication corresponds to an increase in energy consumption. The effect of dropouts may be similar to a regularization, similar to the approach recently suggested in [10] , but overall was small in our application. On the other hand, the randomized half of each local input sequence used during training has the important effect that the local outputs are not just a variation of the local inputs of the same unit. In this way, the local inputs still contribute to the overall network dynamics, and have a chance to be used to help detect anomalies on neighbor units, but are less influential on the local outputs.
The detection was more difficult for stuck-at-fault errors, possibly a result of the usually slow change of the solar voltage readings. These types of errors may be easier to detect if the variables measured have a faster dynamics.
Our offline learning approach performs a computation on the whole training time series. The method can be executed locally, but for larger data sets it may also be shifted to a machine outside the network that is computationally more capable than typical WSN nodes. The learning then computes sets of output weights for each sensor node. A way to deal with less correlated sensors may therefore be to successively improve the SODESN by re-training on increasingly larger data sets and exchanging the learned weights over time.
The ability to work with imperfect communication also means that SODESN communication does not have to be tightly synchronized with each other, at least in typical sensor networks where communication rates are around 1 Hz. In our approach, it would also be possible to bridge gaps in communication by collecting data locally, and to run the SODESN on larger blocks of data when communication becomes available again.
From a network connectivity point of view, it appears that there are three options to use a neural network over the WSN, which do have an impact on the energy consumption: (1) forward all sensor data to a base station and process it using one ESN there, (2) use a neural network on each node that receives sensor information from all other nodes, (3) distribute the processing, like in the SODESN approach presented here.
In WSN that only cover a small area, each node can reach the base station without using multiple hops over neighbor nodes. In larger deployments, this will typically not be the case. A number of publications are dedicated to energy-efficient communication in WSN, and the actual energy consumption of a WSN depends strongly on the network topology and radio hardware of the system, e.g., [6, 9, 25] . To use our network topology in Fig. 2 as an example, we have 32 nodes that are able to talk to their nearest neighbors. For an estimate of energy consumption, we make the simplifying assumptions that the base station is one of the nodes in the WSN-typically, the base station is outside the WSN area-, that packets are transmitted via a shortest path over the network, with no overhead for multi-hop transmissions (i.e., a 2-hop transmission is twice as expensive as a single hop transmission), and that we need to transmit one packet for each transmission independent of the setup. In other words, for a central ESN in our example network, the number of packets to be sent for all nodes to talk to the base is the sum of the manhattan distances between each node and the base. For an ESN on each node, the number of packets is the sum of the manhattan distances from each node to all other nodes. For SODESN, the number of packets to be transmitted for all nodes is the sum of nearest neighbors of all nodes, since they talk to all their neighbors with a distance of 1. Table 3 shows the number of packets transmitted for the different connectivities. Only in the case where the base station is in the center of the WSN, the number of packets is lower for an approach processing all data on the base. An approach with a central ESN on the base station would thus be preferred in small WSN, when the number of hops is low. For larger WSN with local communication, the SODESN approach uses less packets than an approach with an ESN on the base node. The column 'total' is the product of the number of packets and the number of hops per packet
Conclusion
We presented SODESN, a distributed recurrent neural network architecture for creating models of dynamical systems. We introduced an offline learning approach for SODESN that is closely related to training ESN and inherits the low computational complexity of the original approach. We then presented an approach to train SODESN for fault detection in WSN, where predictions of sensor values are made based on information from sensors on local neighbor nodes. Our evaluations on real-world data show that our approach can be used to build models of dynamic time series and help to detect sensor faults. We have shown that the approach is robust to WSN link failures through its distributed computation and local communication. SODESN perform well for anomaly detection even in presence of multiple faults, assuming realistic link qualities. SODESN also scale well with increasing number of WSN nodes in the network, because they use only local communication with nearest neighbors.
