In political science and related disciplines in the social and behavioral sciences, there exists an unfortunate de facto divide between qualitative and quantitative empirical research. Sometimes this divide is purely a function of training and disciplinary socialization, but often it reflects a valid dispute over the philosophical foundations of inquiry. I argue here that the Bayesian approach to quantitative empirical modeling is an amenable starting point for building a rapprochement between qualitative and quantitative research, and I introduce as an example a straightforward model that allows for the Bayesian estimation of the difference between means of very small samples with unknown and possibly unequal variances. I then extend this approach to consider nonnormal variates, informative priors, and a multivariate test of the difference of means useful for the researcher who is interested in determining whether two small samples are different on several dimensions simultaneously.
In political science and related disciplines in the social and behavioral sciences, there exists an unfortunate de facto divide between qualitative and quantitative empirical research. Sometimes this divide is purely a function of training and disciplinary socialization, but often it reflects a valid dispute over the philosophical foundations of inquiry. I argue here that the Bayesian approach to quantitative empirical modeling is an amenable starting point for building a rapprochement between qualitative and quantitative research, and I introduce as an example a straightforward model that allows for the Bayesian estimation of the difference between means of very small samples with unknown and possibly unequal variances. I then extend this approach to consider nonnormal variates, informative priors, and a multivariate test of the difference of means useful for the researcher who is interested in determining whether two small samples are different on several dimensions simultaneously.
Introduction: A Motivating Example
A qualitative education policy researcher has just finished gathering data for a study of elementary school students' attitudes toward the U.S. public schools. Her chosen method is a drawing analysis: nine fourth graders, five boys and four girls selected at random from a classroom, are asked to draw posters depicting their views of the public school system. 1 The posters are rich with qualitative data-the researcher catalogs the images drawn by subject, relative size, placement on the poster, associations with other drawings on the poster, color, and additional comments elicited from interviews with the students. She uses computer-aided qualitative data analysis software to help organize, code, and make connections among her observations. Two of her conclusions from this dense web of data are that the boys seem to have a pattern of drawing elements more indicative of support for traditional values and discipline, and that they appear to emphasize the educational aspects of schooling (over, say, the social aspects). Author's note: An earlier version of this paper was presented at the 2004 Annual Meeting of the New England Educational Research Organization. Thanks to Jeff Gill and Larry Ludlow for their careful readings and helpful comments on earlier drafts, and to Robert Erikson and the reviewers for their challenging critiques and suggestions. This research was funded in part by a Research Incentive Grant from Boston College. Computer code for R and WinBUGS to estimate the models described is available at the Political Analysis Web site. 1 Readers interested in the history of this method and its application are encouraged to start with Haney et al. (forthcoming) .
All too often, the next step in the typical qualitative research project is to move directly to the write-up of findings for publication, without explicit, quantitative investigation of the data so painstakingly collected. The reasons for this oversight are varied, ranging from the belief that the small sample size makes statistical analysis impractical or impossible, to a fundamental and philosophical objection to the probabilistic foundations of classical statistical inference.
In this article I argue that, in fact, qualitative researchers frequently discard useful information that might bolster their argument and increase their understanding of the social issues under examination. I will briefly discuss two broad areas of qualitative research where quantitative data are frequently collected, and introduce an easy-to-estimate Bayesian model for drawing inference about the difference of means between very small samples of (quantitatively-measured) qualitative outcome variables, with unknown and possibly unequal variances. I then turn to a discussion of how one might extend the model to allow for nonnormality of the underlying variables, the inclusion of prior information to the estimation process, and the multivariate comparison of means of two small samples in several dimensions simultaneously. I provide example code on the Political Analysis Web site for all of these extensions either for the R statistical environment or for the WinBUGS statistical software package, both freely available.
The Measurement of Qualitative Data
Most empirical researchers in the social and behavioral sciences are familiar with Stevens's (1946 Stevens's ( , 1951 four scales of measurement-nominal, ordinal, interval, and ratio-in the context of quantitative data analysis. Nevertheless, these categories of measurement are equally valid for qualitative observation as well (King et al. 1994, pp. 150-153) .
2 In fact the scales, as commonly used, are frequently bisected into qualitative (nominal, ordinal) and quantitative (interval, ratio) measures.
Quantitative researchers use qualitative variables all the time, often in increasingly sophisticated statistical analyses. This catholic approach to measurement is not reciprocated among qualitative researchers, however. These researchers may categorize and compare their subjects but are unlikely to report or analyze explicitly numerical quantities. There are two important traditions in qualitative research that run counter to this generalization, however: enumeration and mixed-method research.
Enumeration, as its name suggests, refers to counting how often descriptors occur in qualitative data (e.g., the frequency of interview responses from boys that the researcher coded as ''mistrust of authority,'' or the number of times the president uses the phrase ''axis of evil'' in the State of the Union address). As LeCompte and Preissle (2003, pp. 258-261) point out, enumeration generally has two different uses in qualitative research. The first is as a supplement to more ''traditional'' ethnographic or descriptive techniques, perhaps as a check of validity or quality control (e.g., McCall 1969) . The second use of enumeration is as the centerpiece of an empirical study, in which the characteristics and categories for enumeration are either deduced from theory or induced from other qualitative data (e.g., LeCompte 1978) .
The advent of computer-assisted qualitative data analysis software (CAQDAS) and its ability to facilitate the coding and retrieval of qualitative data has made enumeration and 2 Indeed, as Desrosières (1998, pp. 19-23) explains, the very word statistics is a translation of the eighteenthcentury German technique of describing verbally the various social, economic, and political features of states. It was the arrangement of such information in tabular form for comparative purposes that pointed the way toward modern quantitative statistics (and arguably created the first qualitative-quantitative divide).
other ''semiquantitative'' techniques more common in qualitative research (Richards 1995; Weitzman 2000) . 3 While this change has not been without its detractors, many of whom fear that the computer will control the research project and enforce an undesired methodological orthodoxy (Hesse-Biber 1995), most applied qualitative researchers appear to welcome CAQDAS as a flexible and useful tool for data management and even theory building (Buston 1997; Kelle 1997) , and the use of enumeration is likely to increase in qualitative research.
Mixed-methods research has a long tradition in the evaluation of social programs and public policies (Reichardt and Cook 1979) , where the combination of qualitative and quantitative inquiry has long been regarded as a necessity (cf. Lincoln and Guba 1985) . One reason for this is the context and intended audience of evaluation research: in addition to the techniques of on-site observation and in-depth interviews popular in qualitative policy evaluation, ''most evaluations also require information about a large, representative sample of program participants or information about macro social-politicaleconomic factors and trends or cost-benefit information'' (Greene 2000, p. 990 ). Convincing evaluation research, then, must address an audience that expects to see some numbers, and this synthesis leads to research that synergistically improves the analyst's understanding of the policy in question (Greene and Caracelli 1997) . The quantitative methods used in a mixed-method evaluation are thus sometimes more involved and statistically complex than the simple process of enumeration discussed above, following the strategy that Denzin (1978) terms methodological triangulation. In many other instances, however, the quantitative portion of a mixed-method study reflects the source of the data (i.e., a survey) rather than the methods employed, which may be cross tabulations or descriptive statistics.
In sum, the quantitative measurement of concepts and objects in a primarily qualitative study is both theoretically justified and an important part of the practice of several areas of qualitative empirical research, but often little is done with such data except perhaps to present tables comparing quantities of interest or simple descriptive statistics. Since many qualitative research questions center on the examination of the difference between two groups (i.e., boys and girls, treated and control, participants before and after), it is to the statistics of these sorts of comparisons that I now turn.
The Difference between Means of Small Samples
In the hypothetical example at the beginning of this article, I presented a qualitative researcher with a study that yields a rich trove of qualitative data on attitudes toward the public schools using two samples of drawings-from five boys and four girls; the researcher is interested in any gender difference in attitude toward both values and discipline, and the educational aspects of schooling. Imagine, in the course of using a CAQDAS system, that the researcher counts the numbers of pictures drawn by each subject that can be linked to positive affect toward both variables. For the male students, these counts are 5, 5, 4, 4, 3, and 6, 3, 2, 2, and 4. For the female students, the respective data are 4, 4, 3, 3, and 2, 1, 0, 3. Let us first consider simply the gender difference in attitudes toward values and discipline alone. How might the researcher compare these two samples on this single dimension statistically?
The Classical Approach
Consulting her introductory statistics notebook, the researcher finds a small sample hypothesis test for the difference of means of two populations: the familiar t test. The first thing she notes is that the text admonishes her that two assumptions of the test must be met by her data: the variables she is comparing must be distributed normal and they must have equal variance. The latter assumption seems particularly troubling-while the unimodal and symmetric normal distribution may be a decent approximation to the underlying distribution of the number of values and discipline, and education images seems reasonable (more on the relaxation of this assumption of normality below), the assumption that the variation of men and women is identical is problematic and may even be theoretically unjustified.
Her book may note that violation of this assumption of homogeneity of variances leads to the so-called Behrens-Fisher problem (Behrens 1929)-inferences using the t test may be incorrect. The reason is that the distribution in repeated samples of a test statistic constructed from the difference of two means and their associated unequal variances depends on the unknown ratio of the two population variances. If the variances are unequal, the text may suggest a modification to the standard t test, perhaps Welch's (1937 Welch's ( , 1947 t9 test or another variant, usually involving an adjustment to the degrees of freedom of the t to approximate the theoretical Behrens-Fisher distribution (see Scheffé 1970 and Wilcox 1989 for useful summaries of alternative frequentist approaches to this problem in the univariate case; see also Robinson 1976) . It should be noted, however, that none of the approaches is without controversy-in classical statistics, the Behrens-Fisher problem remains open.
A Bayesian Alternative
How might a Bayesian treat this question differently? To begin with, the question is formulated differently: instead of ''Is the difference of means statistically significant?'' the Bayesian asks, ''Given my prior information and the data in hand, what are my beliefs about the posterior probability distribution of the difference in means?'' For now, assume that the researcher has no prior information. How does she proceed? If she is willing to make the assumption that the underlying distributions of the two variables are normal, then there is a relatively simple Bayesian solution to the Behrens-Fisher problem.
Readers familiar with Bayesian methods may believe (and with some justification) that, in the absence of informative prior information, Bayesian estimates are numerically identical to classical estimates-albeit with a very different interpretation. For example, a Bayesian version of the classical linear regression model with uninformative priors yields posteriors on the coefficients that have a mean equal to the classical point estimate and a variance identical to the variance of the sampling distribution of the classical estimate. As Lee (1997 Lee ( [1981 , pp. 147-148) notes, however, ''One of the interesting aspects of the Behrens-Fisher problem is that no such correspondence exists in this case,'' since there is no need to determine the theoretical distribution of the pivotal quantity in repeated samples. As discussed above, a variety of frequentist ''solutions'' have been proposed but they are not isomorphic to the Bayesian model, and most make assumptions about the ratio of the population variances that may or may not be reasonable for the problem at hand.
It can be shown (Pollard 1986, pp. 153-156; Lee 1997 Lee [1981 , pp. 145-147) that the difference of means between two variables distributed normal with unknown and unequal variances is distributed Behrens-Fisher, centered on l 1 ÿ l 2 (again assuming flat or noninformative priors). The Behrens-Fisher distribution itself takes three parameters, m 1 , m 2 , /, where the first two are the degrees of freedom (n j ÿ 1) for each sample and the third is an angle in radians (in the first quadrant) given by
where the s j are the observed sample standard deviations. The density function of the Behrens-Fisher distribution is given by
where
(where B(Á) denotes the beta function), and
If we define d ¼ l 1 ÿ l 2 as the difference between j ¼ 2 variables Y ij ; N(l j , r j 2 ) and we specify independent, flat (and improper) 4 priors on the means, and independent, flat priors on the log variances, p(l 1 , l 2 , log r 1 , log r 2 ) } c (where p denotes prior), then the posterior distribution of d is Behrens-Fisher as defined above.
While tables exist for integrals of this distribution and areas can be computed numerically, a simple alternative to interpolation or numerical approximation is presented by Patil (1965) . Patil's approximation involves the relatively simple computation of four quantities:
Using these quantities, Patil shows that the Behrens-Fisher distribution can be approximated by the product of a and a student's t distribution with b (where b 2 R þ ) degrees of freedom.
A researcher using this Bayesian model for evaluating the difference of means thus has a proper posterior probability distribution model for the difference in means that avoids the Behrens-Fisher problem arising from the theoretical indeterminacy of the classical sampling distribution. She has several options for presenting this result to the reader, including a mathematical description of the posterior distribution, a plot of the distribution, or the computation of auxiliary quantities of interest that characterize the distribution and provide the reader with a useful shortcut, such as the highest posterior density region (HPD).
Returning to the example data for the hypothetical study of public school attitudes, what would a Bayesian researcher find? Of the three types of presentation discussed above, it is unlikely that the first (a mathematical statement of the posterior distribution of the difference in means, here a Behrens-Fisher distribution centered on the mean of 0.7 with m 1 ¼ 4, m 2 ¼ 3 and an angle / ' .91 radians) will be useful to a typical research audience. The second two presentations, however, are quite useful. First, the researcher can plot a graph of this posterior distribution. Second, the researcher may be interested in computing a variety of HPDs for different percentages or proportions of the posterior density. Of particular interest in this example may be the largest HPD that is strictly positive.
In Fig. 1 , I present exactly these results. The leftmost graph is a smoothed plot of 50,000 draws from the appropriate Behrens-Fisher posterior, computed using random draws from a t distribution adjusted by Patil's approximation. On the horizontal axis of the figure is plotted the largest strictly positive HPD, in this case, the 75.45% HPD, which is equal to the interval [0,1.4].
5 Interpretation is straightforward: the graph shows the researcher's a posteriori beliefs about the probability distribution of the difference in means. She can conclude that the data, even in the absence of substantive prior information, provide reasonably strong support for the hypothesis that male students, on These values can be easily computed (and the figure automatically drawn) using a function written in the S statistical programming language that is included in the online appendix. This short program can be run in the R statistical environment, a freely available (GNU public license) statistical software environment available for most computing platforms at http://cran.r-project.org/.
average, draw more images that are suggestive of positive affect toward values and discipline than do female students. Both the strictly positive 75.45% HPD and the total density of the graph representing the probability that the difference is greater than 0 support this conclusion. There is no arbitrary and dichotomous hypothesis test or reporting of p values dependent on hypothetical repeated sampling.
Extending the Model
The Bayesian model for a difference of means of normal variates with unequal and unknown variances presented here is easy to use and provides the qualitative researcher with small amounts of enumerated data with a powerful tool for inference. However, there are several possible extensions to this model that would broaden its scope and usefulness. In particular, I will briefly discuss three such potential improvements: relaxing the assumption of normality of the variables compared, the inclusion of substantive prior information to the analysis, and the comparison of two samples in multiple dimensions simultaneously.
Nonnormality
As an example of the first improvement, take the hypothetical study described above. The observed data-counts of drawings-of course cannot truly be distributed normal, as the normal distribution is both continuous and unbounded, while counts of drawings are discrete (fractional drawings are presumed to not be allowed) and bounded by 0. This suggests that a different probability model may be more appropriate than the normal for these data. One possibility is to model these counts with the Poisson distribution, a discrete probability distribution bounded by 0 but theoretically denumerably infinite (there is no a priori limit to the number of items counted). The classical test for a difference of means involving two Poisson variates relies on a method that defines the distribution of one of the variables conditional on the sum of the two as binomial with probability of success equal to the ratio of the intensity parameters 6 of the two Poisson distributions (Przyborowski and Wilenski 1940 ; cf. Krishnamoorthy and Thomson 2004 for a discussion of alternative methods). Here I employ a simple Bayesian alternative by specifying the conditional distributions of both of the two Poisson variables, using noninformative conjugate 7 but improper gamma-distributed priors on the two intensities. For samples j ¼ 1, 2 (i.e., the boys and the girls) the model is thus:
pðk j Þ ; Gammað1=2; 0Þ ð 10Þ
and we are interested in inference on d ¼ k 1 ÿ k 2 . It can be shown that for this conjugate gamma-Poisson model, the posterior density p(k j ) is itself distributed gamma. For the case of noninformative priors, the posterior is thus:
6 The Poisson distribution takes a single parameter, here referred to as its intensity, which is equal to its mean and its variance. This equating of mean and variance is a fairly strong assumption in some settings, but it can be relaxed by various means if necessary. 7 Conjugate refers to a joint property of the prior and likelihood distributions that results in desirable statistical properties for estimation.
The center plot in Fig. 1 shows the resulting posterior of d, the difference in means of two Poisson variables, using the same hypothetical data introduced above. The posterior is estimated by computing the exact posteriors for each sample using Eq. (11) and then simulating the distribution of the difference between them.
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Note that although it is centered on the same value of approximately .7, the Poisson model's posterior density on the difference of means has greater variance than the Behrens-Fisher comparison: the largest strictly positive HPD is now approximately 39.72%-much more probability mass is in the tails of this posterior. That is, accounting for the discrete and bounded nature of the count variables (and equating the variance to the mean in the one parameter Poisson likelihood) increases the posterior uncertainty about the difference in means.
Informative Priors
As noted in Gill's introduction to this issue, one of the primary benefits of the Bayesian approach, especially for qualitative researchers with small samples and rich sources of information, is the inclusion of prior information in data analysis. However, none of the models discussed so far has included this feature. The reason for this is not mathematical-indeed, it is quite straightforward to account for prior distributions of the various parameters in the models presented above (see, e.g., Lee, 1997 Lee, [1981 , p. 147). Rather, the problem comes in the elicitation of the priors; specifically, in ''converting'' the substantive, often qualitative knowledge of experts or other researchers into appropriate quantitative forms for use in analysis (Spetzler and Stael von Holstein 1975) . As Gill and Walker (2003) note, there is virtually no work in the social sciences using elicited priors, although they introduce a useful method of elicitation for priors in a regression analysis and apply it to a question in comparative politics. I submit that until more tools, such as the computer-based elicitation aids used by biomedical researchers (Carlin et al. 1993; Chaloner et al. 1993) or methods based on linear programming (Lins and Campello de Souza 2001) , are developed to aid qualitative researchers in this important part of Bayesian analysis, it is unlikely that most qualitative researchers will be willing to invest the time needed to take advantage of this approach, and the development of such tools constitutes an important research area, with obvious application to more traditional quantitative modeling as well.
To illustrate the potential of the use of informative priors, however, I present a simple example based on the difference of two Poisson means described above. The model as described has two parameters, k 1 and k 2 , each of which have an independent gamma prior distribution. Suppose that the researcher interviews an expert in the area a priori and this expert is asked the mean number of values/discipline-related drawings he expects students of each gender to produce as well as how confident he is of his answer. Assume he says that he expects boys to produce, on average, five such drawings and girls to produce four, and that based on prior experience he is fairly confident of these figures. The researcher interprets this level confidence to imply a standard deviation of 1 (and thus a variance of 1) for each gamma distribution.
Since the first moment of the gamma distribution is simply the product of its two parameters, a and b, and the variance is the product of the first and the square of the second, we can use the elicited information from the expert to estimate the two prior 8 Once again, all values, computations, and figures are produced via a function written for R, included in the online appendix.
distributions using the method of moments. Specifically, we solve the two sets of equations a 1 b 1 ¼ 5, a 1 b 1 2 ¼ 1 and a 2 b 2 ¼ 4, a 2 b 2 2 ¼ 1 to find the two prior distributions on the intensity parameters: p(k 1 ) ; Gamma(25, 0.2) and p(k 2 ) ; Gamma(16, 0.25). At this point, the researcher should plot these distributions and perhaps compute key quantiles and show these to the expert to ensure that they match his mental picture of the distribution of the means for each gender. If these plots and/or quantities do not agree with his beliefs, the researcher can then update them iteratively.
Assuming that these prior distributions are satisfactory, the researcher then estimates the same Poisson difference-of-means model as described above, with the informative priors now specified. For this example, using the same R function provided in the online appendix, I find that the posterior density of the difference of means now has a strictly positive HPD of 67.22% (as compared with the 39.72% HPD without informative priors), as shown in the rightmost plot of Fig. 1 . Thus this prior information is enough to substantially increase the precision of the researcher's posterior belief that the difference between counts of boys' and girls' drawings is positive.
The Multivariate Behrens-Fisher Problem
The hypothetical qualitative researcher may also be interested in comparing boys and girls in her sample on both of her outcome measures simultaneously. Her introductory text does not, however, discuss any test for a multivariate comparison of vectors of means between two samples. The researcher, after consulting with colleagues and reviewing the literature, learns about Hotelling's (1931) generalization of Student's t to the multivariate case, which involves the computation of the T 2 test statistic, assuming normality of the underlying variables. As in the univariate t test, this procedure also assumes homogeneity of variances, and violation of this assumption leads here to the multivariate Behrens-Fisher problem. There exist a variety of proposed frequentist solutions to the multivariate version of this problem, including Bennett (1951) , James (1954) , Yao (1965) , and Kim (1992) , all of which propose an adjustment that allows for the approximation of the T 2 statistic and the associated degrees of freedom. Comparing the various proposed techniques, Christensen and Rencher (1997) find that Kim's method has the highest power for a given Type I (a) error rate (see also Subrahmaniam and Subrahmaniam 1973 for a summary of earlier literature).
The disadvantages of these methods, including Kim's, are that they are technically complex, difficult (if not impossible) to use for the average applied researcher, and remain subject to the same criticisms of Fisher-Neyman-Peason frequentist hypothesis testing described above. Even a cursory glance at the Kim (1992) paper shows that it is unlikely to find a place in the toolbox of the typical qualitative or mixed-methods researcher. There is a small literature on a Bayesian solution to the multivariate Behrens-Fisher problem (e.g., Johnson and Weerahandi 1988) , but it involves numerical approximation and relatively complex calculations. I propose here an alternative, based on Markov chain Monte Carlo (MCMC) sampling, that is easier to both understand and implement. Suppose we are interested in making inferences about the difference between two populations. In each population, we have p variables or measures of interest and we draw samples of size n 1 , n 2 from the populations. Our data thus consist of two sets of vectors, (y 11 , y 12 , . . ., y 1n 1 ) and (y 21 , y 22 , . . ., y 2n 2 ), that consist of measures on each individual for each of p covariates. Assume that each of the populations is p-variate normal, that is, (y 11 , y 12 , . . ., y 1n 1 ) ; N p (l 1 , R 1 ) and (y 21 , y 22 , . . ., y 2n 2 ) ; N p (l 2 , R 2 ), that the means of the two distributions are independent, and that the two population covariance matrices R 1 , R 2 are unknown and possibly unequal. The key quantity of interest is d ¼ l 1 ÿ l 2 , a difference between the two vectors of means of the p variables.
We place diffuse (noninformative) priors on the parameters of the normal distributions such that the means have a prior that is independent normal with mean 0 and a small precision (inverse variance) and the precision matrices are independently distributed Wishart. Let s denote in which of the two samples an observation is located. Conjugate but noninformative prior distributions are then 
for the precision priors (e again denotes a small, positive number). The posterior of this model is distributed multivariate Behrens-Fisher. In our example, there are two variables of interest (values and discipline, and educational aspects) measured for five boys and four girls, so p ¼ 2, n 1 ¼ 5, and n 2 ¼ 4. Before collecting data, the means and precisions are unknown, with the priors on the means distributed N(0,.001) and the priors on the precisions:
Instead of solving for the exact posterior probabilities using this model or deriving approximations, here I use Markov chain Monte Carlo (MCMC) simulation to estimate the marginal posterior densities. While the details of this procedure are beyond the scope of this paper (see Gill's introduction to this issue for an accessible overview of this method), the mechanics are simple 10 and the results are instructive. For the drawing study example data, I estimate two types of quantities of interest: d ¼ l 1 ÿ l 2 , a vector composed of the two differences in means (for numbers of pictures relating to traditional values and discipline, and for pictures showing educational activities), and also an overall distance statistic:
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Code for estimating the model in WinBUGS is available in the online appendix. The package, WinBUGS 1.4, was written as a joint project by the MRC Biostatistics Unit in Cambridge, UK, and the Department of Epidemiology and Public Health of Imperial College at St Mary's Hospital London and is available as a free download from http://www.mrc-bsu.cam.ac.uk/bugs/winbugs/contents.shtml. Additionally, an earlier version (Classic BUGS) is available for non-Windows machines.
which is essentially a Mahalanobis distance between the two vectors. Practically, I sample 20,000 times from the posterior density after discarding 10,000 iterations as burn-in. 11 The model is straightforward; sampling is fast and convergence occurs quickly. First, summary statistics for the marginal posterior distribution of each estimand can be presented in tabular form, as in Table 1 . The table provides the mean and standard deviation of the sampled values from the posterior, as well as the 95% HPD region for each quantity. As the table shows, the posterior estimates of the differences in means for the two numbers of drawings are positive (indicating that boys draw more pictures, on average, of both values and educational activities). Their 95% HPDs, however, include zero and some negative values, indicating that we are not 95% confident that both differences are greater than zero. Clearly, though, most of the posterior density is positive-were we to compute a slightly smaller HPD, it would be strictly positive. Note the difference between these statements and a frequentist dichotomous hypothesis test (or p value, the level of attained significance).
A second way to present the results is through graphs or plots of posterior quantities of interest. One common practice is to present smoothed density plots of the marginal posteriors of the various estimands. In this example, given its multivariate nature, it is more useful to plot the posterior estimates of the gender differences in the two measures simultaneously. Figure 2 is one method of multivariate graph: a contour plot. The figure shows the density of the 20,000 samples from bivariate posterior density of the difference in means for both the number of values and discipline the and educational activities drawings. The rectangular region on the figure shows the area of the posterior space where both differences are jointly zero or less (i.e., the region where girls drew more of both types of pictures). Clearly most of the posterior density is not in this region-indeed, the researcher could conclude with 97.5% certainty that boys draw more of at least one of the two types of drawings. Finally, I should note that in comparing mean vectors with dimensions greater than the two used in this example, these plots are of more limited usefulness. The applied researcher could, however, present a set of pairwise contour or perspective plots to allow the full exploration of higher-dimensional comparisons.
Conclusions
The increasing use of CAQDAS, as well as mixed methods, in qualitative political and policy research suggests that it will become more and more common to find a quantitative component included in such studies. A simple starting place for such analyses is the statistical comparison of samples from two populations (representing categories of interest to the researcher) using the means of enumerated qualitative measures.
For the small samples that are frequently found in qualitative research, however, simple classical tests of differences of means may require inappropriate or overly restrictive assumptions. In the case of the comparison of two normal populations with unknown and unequal variances, the classical approach leads to the Behrens-Fisher problem. I argue here that the Bayesian approach to such comparisons is a fruitful alternative for the qualitative researcher, allowing for a simple solution in the case of the Behrens-Fisher problem, as well as the incorporation of substantive prior information and a philosophical and theoretical foundation that is more amenable to qualitative research.
While the simple test and extensions that I discuss here are practical and useful for applied researchers, they are but a small example of the potential of this approach. Furthermore, however, the qualitative researcher interested in a Bayesian analysis of her data need not stop with comparing the means of two samples. Indeed, an entire range of simple (and some not so simple) Bayesian statistical techniques exists that can help qualitative researchers maximally leverage their data. Contour plot of posterior density of gender (boys-girls) difference in both the number of values/ discipline and educational activities drawings. Grey circles represent paired samples from the posterior density (20,000 MCMC samples after 10,000 sample burn-in). Slightly more than 2.5% of the posterior density is located in the rectangular region representing a zero or negative difference in both means.
