In dynamic programming and decomposition methods one often applies an iterated minimization procedure. The problem variables are partitioned into several blocks, say x and y. Treating y as a parameter, the first phase consists of minimization with respect to the variable x. In a second phase the minimization of the resulting optimal value function depending on y is considered. In this paper we treat this basic idea on a local level. It turns out that strong stability (in the sense of Kojima) in the first phase is a natural assumption. In order to show that the iterated local minima of the parametric problem lead to a local minimum for the whole problem, we use a generalized version of a positive definiteness criterion of FujiwaraHan-Mangasarian.
Introduction. For the optimization problem (P):
min f(x, y)l(x, y) E M}, In general the function +b(y) will not be differentiable. In that case a stationary point has to be declared by using a generalized subdifferential (cf. [5] , [15] ). On the other hand, the next lemma provides a sufficient condition in order that +(y) is differentiable at y = 9. where (*) stands for (x(y), 9).
PROOF. For arbitrary y E Uao(9) we put x = x(y) and = x(y), whereas the multipliers X, X, resp. u, u are defined in an analogous way. The vector valued functions h, resp. g stand for hi, i E I,, resp. g1, j E J4. In view of the differentiability assumption on f, h, g, and the local Lipschitz condition of x(y) at y, i.e. For the final theorem we need one more technical lemma which generalizes a result of Fujiwara et al. [6] . Note the similarity between (3.13) and the formula (3.14) below. A(nl, nl), B(nl, m), C(nl, n2), D(n2, m), E(n2, n2) , F(n2, r) be matrices with dimensions as given within the parentheses.
LEMMA 3.3. Let

