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Abstract
Deep learning models have demonstrated out-
standing performance in several problems, but
their training process tends to require immense
amounts of computational and human resources
for training and labeling, constraining the types
of problems that can be tackled. Therefore, the
design of effective training methods that require
small labeled training sets is an important research
direction that will allow a more effective use of
resources. Among current approaches designed
to address this issue, two are particularly inter-
esting: data augmentation and active learning.
Data augmentation achieves this goal by artifi-
cially generating new training points, while active
learning relies on the selection of the “most infor-
mative” subset of unlabeled training samples to be
labelled by an oracle. Although successful in prac-
tice, data augmentation can waste computational
resources because it indiscriminately generates
samples that are not guaranteed to be informative,
and active learning selects a small subset of in-
formative samples (from a large un-annotated set)
that may be insufficient for the training process.
In this paper, we propose a Bayesian generative
active deep learning approach that combines ac-
tive learning with data augmentation – we pro-
vide theoretical and empirical evidence (MNIST,
CIFAR-{10, 100}, and SVHN) that our approach
has more efficient training and better classifica-
tion results than data augmentation and active
learning.
1. Introduction
Deep learning is undoubtedly the dominant machine learn-
ing methodology (Esteva et al., 2017; Huang et al., 2017;
Kumar et al., 2016; Rajkomar et al., 2018). Part of the rea-
son behind this success lies in its training process that can
be performed with immense and carefully labeled data sets,
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where the larger the data set, the more effective the training
process (Sun et al., 2017). However, the labeling of such
large data sets demands significant human effort, and the
large-scale training process requires considerable compu-
tational resources (Sun et al., 2017). These training issues
have prevented researchers and practitioners from solving a
wider range of classification problems, where large labeled
data sets are hard to acquire or vast computational resources
are unavailable (Litjens et al., 2017). Addressing these is-
sues is one of the most important problems to be solved in
machine learning (Bengio, 2012; Gal et al., 2017; Kingma
et al., 2014; Settles, 2012; Krizhevsky et al., 2012; Tran
et al., 2017; Zhu & Bento, 2017).
One of the most successful approaches to mitigate the issue
described above relies on the use of a small labeled data set
and a large unlabeled data set, where small subsets from the
unlabeled set are automatically selected using an acquisition
function that assesses how informative those subsets are
for the training process. These selected unlabeled subsets
are then labeled by an oracle (i.e., a human annotator), inte-
grated into the labeled data set, which is then used to re-train
the model in an iterative training process. This algorithm is
known as (pool-based) active learning (Settles, 2012), and
its aim is to reduce the need for large labeled data sets and
the computational requirements for training models because
it tends to rely on smaller training sets. Although effective in
general, active learning may overfit the informative training
sets due to their small sizes.
Alternatively, if the unlabeled data set does not exist, then
a possible idea is to use the samples from the labeled set
to guide the generation of new artificial training points by
sampling from a generative distribution that is assumed to
have a particular shape (e.g., Gaussian noise around rigid
deformation parameters from the labels) (Krizhevsky et al.,
2012) or that have been estimated from a generative adver-
sarial training (Tran et al., 2017). This training process is
known as data augmentation, which targets the reduction of
the need for large labeled training sets. However, given that
the generation of new samples is done without regarding
how informative the new sample is for the training process,
it is likely that a large proportion of the generated samples
will not be important for the training process. Consequently,
data augmentation wastes computational resources, forcing
the training process not only to take longer than necessary,
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but also to be relatively ineffective, particularly at the later
stages of the training process, when most of the generated
points are likely to be uninformative.
In this paper, we propose a new Bayesian generative ac-
tive deep learning method that targets the augmentation of
the labeled data set with generated samples that are infor-
mative for the training process – see Fig. 1. Our paper
is motivated by the following works: query by synthesis
active learning (Zhu & Bento, 2017), Bayesian data aug-
mentation (Tran et al., 2017), auxiliary-classifier generative
adversarial networks (ACGAN) (Odena et al., 2017) and
variational autoencoder (VAE) (Kingma & Welling, 2013).
We assume the existence of a small labeled and a large
unlabeled data set, where we use the concept of Bayesian
active learning by disagreement (BALD) (Gal et al., 2017;
Houlsby et al., 2011) to select informative samples from
the unlabeled data set. These samples are then labeled by
an oracle and processed by the VAE-ACGAN to produce
new artificial samples that are as informative as the selected
samples. This set of new samples are then incorporated into
the labeled data set to be used in the next training iteration.
Compared to a recently proposed generative adversarial
active learning (Zhu & Bento, 2017), which relies on an op-
timization problem to generate new samples (this optimiza-
tion balances sample informativeness with image generation
quality), our approach has the advantage of using acquisi-
tion functions that have proved to be more effective (Gal
et al., 2017) than the simple information loss in (Zhu &
Bento, 2017). Different from our approach that trains the
generative and classification models jointly, the approach
in (Zhu & Bento, 2017) relies on a 2-stage training, where
the generator training is independent of the classifier train-
ing. A potential disadvantage of our method is the fact that
the whole unlabeled data set needs to be processed by the
acquisition function at each iteration, but that is mitigated
by the fact that we can sample a much smaller (fixed-size)
subset of the unlabeled data set to guarantee the informa-
tiveness of the selected samples (He & Ma, 2013). An
important question about the VAE-ACGAN generation pro-
cess is how informative the generated artificial sample is,
when compared with the active learning selected sample
from the unlabeled training set. We show that this generated
sample is theoretically guaranteed to be informative, given
a couple of assumptions that are empirically verified. We
run experiments which show that our proposed Bayesian
generative active deep learning is advantageous in terms
of training efficiency and classification performance, com-
pared with data augmentation and active learning on MNIST,
CIFAR-{10, 100} and SVHN.
2. Related Work
2.1. Bayesian Active Learning
In a (pool-based) active learning framework, the learner is
initially modeled with a small labeled training set, and it will
iteratively search for the “most informative” samples from
a large unlabeled data set to be labeled by an oracle – these
newly labeled samples are then used to re-model the learner.
The information value of an unlabeled sample is estimated
by an acquisition function, which is maximized in order to
select the most informative samples. For example, the most
informative samples can be selected by maximizing the
“expected informativeness” (MacKay, 1992), or minimizing
the “expected error” of the learner (Cohn et al., 1996) – such
acquisition functions are hard to optimize in deep learning
because they require the estimation of the inverse of the
Hessian computed from the expected error with respect to
high-dimensional parameter vectors.
Recently, Houlsby et al. (2011) proposed the Bayesian ac-
tive learning by disagreement (BALD) scheme in which the
acquisition function is measured by the “mutual information”
of the training sample with respect to the model parameters.
Gal et al. (2017) pointed out that, in deep active learning,
the evaluation of this function is based on model uncertainty,
which in turn requires the approximation of the posterior
distribution of the model parameters. These authors also in-
troduced the use of Monte Carlo (MC) dropout method (Gal
& Ghahramani, 2016) to approximate this and other com-
monly used acquisition functions. This approach (Gal et al.,
2017) is shown to work well in practice despite the poor
convergence of the MC approximation. In our proposed ap-
proach, we also use this method to approximate the BALD
acquisition function in the active selection process.
2.2. Data Augmentation
In active learning, it is assumed that a model can be trained
with a small data set. That assumption is challenging in
the estimation of a deep learning model since it often re-
quires large labeled data sets to avoid over-fitting. One
reasonable way to increase the labeled training set is with
data augmentation that artificially generates new synthetic
training samples (Krizhevsky et al., 2012). Gal et al. (2017)
also emphasized the importance of data augmentation for
the development of deep active learning. Data augmenta-
tion can be performed with “label-preserving” transforma-
tions (Krizhevsky et al., 2012; Simard et al., 2003; Yaeger
et al., 1996) – this is known as “poor’s man” data augmen-
tation (PMDA) (Tanner, 1991; Tran et al., 2017). Alter-
natively, Bayesian data augmentation (BDA) trains a deep
generative model (using the training set), which is then
used to produce new artificial training samples (Tran et al.,
2017). Compared to PMDA, BDA has been shown to have
a better theoretical foundation and to be more beneficial in
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Figure 1. Comparison between (pool-based) active learning (Settles, 2012) (a), generative adversarial active learning (Zhu & Bento, 2017)
(b), and our proposed Bayesian generative active deep learning (c). The labeled data set is represented by {(x,y)}, the unlabeled point to
be labeled by the oracle is denoted by x∗ (oracle’s label is y∗), and the point generated by the VAE-ACGAN model is denoted by x′.
practice (Tran et al., 2017). One of the drawbacks of data
augmentation is that the generation of new training points is
driven by the likelihood that the generated samples belong
to the training set – this implies that the model produces
samples that are likely to be close to the generative distribu-
tion mode. Unfortunately, as the training process progresses,
these points are the ones more likely to be correctly classi-
fied by classifier, and as a result they are not informative.
The combination of active learning and data augmentation
proposed in this paper addresses the issue above, where
the goal is to continuously generate informative training
samples that not only are likely to belong to the learned gen-
erative distribution, but are also informative for the training
process – see Fig. 2.
2.3. Generative Active Learning
The training process in active learning can be significantly
accelerated by actively generating informative samples. In-
stead of querying most informative instances from an un-
labeled pool, Zhu & Bento (2017) introduced a generative
adversarial active learning (GAAL) model to produce new
synthetic samples that are informative for the current model.
The major advantage of their algorithm is that it can generate
rich representative training data with the assumptions that
the GAN model has been pre-trained and the optimization
during generation is solved efficiently. Nevertheless, this ap-
proach has a couple of limitations that make it challenging
to be applied in deep learning. First, the acquisition function
must be simple to compute and optimize (e.g., distance to
classification hyper-plane) because it will be used by the
generative model during the sample generation process –
such simple acquisition functions have been shown to be
not quite useful in active learning (Gal et al., 2017). Also,
the GAN model in (Zhu & Bento, 2017) is not fine-tuned as
training progresses since it is pre-trained only once before
generating new instances – as a result, the generative and
discriminative models do not “co-evolve”.
In contrast, following the standard active learning, our
Bayesian Generative Active Deep Learning first queries
the unlabeled data set samples based on their “information
content”, and conditions the generation of a new synthetic
sample on this selected sample. Moreover, the learner and
the generator are jointly trained in our approach, allowing
them to “co-evolve” during training. We show empirically
that, in our proposed approach, a synthetic sample generated
from the most informative sample belongs to its sufficiently
small neighborhood. More importantly, the value of the
acquisition function at the generated sample is mathemat-
ically shown to be closed to its optimal value (at the most
informative sample), and the synthetic instance, therefore,
can also be considered to be informative.
2.4. Variational Autoencoder Generative Adversarial
Networks
Generative Adversarial Network (GAN) (Goodfellow et al.,
2014) is one of the most studied deep learning models.
GANs typically contain two components: a generator that
learns to map a latent variable to a sample data, and a dis-
criminator that aims to guide the generator to produce re-
alistically looking samples. The generative performance
of GAN is often evaluated by both the quality and the di-
versity of the synthetic instances. There have been several
extensions proposed to improve the quality of the GAN gen-
erated images, such as CGAN (Mirza & Osindero, 2014)
and ACGAN (Odena et al., 2017). In order to tackle the
low diversity problem (known as “mode collapse”), Larsen
et al. (2016) introduced a variational autoencoder genera-
tive adversarial network (VAE-GAN) that combines a varia-
tional autoencoder (VAE) (Kingma & Welling, 2013) and a
GAN in which these networks are connected by a genera-
tor/decoder (Zhang et al., 2017). We utilize both ACGAN
and VAE-GAN in our proposed Bayesian Generative Active
Deep Learning framework, but with the aim of improving
the classification performance.
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Figure 2. We target the generation of samples that belong to the generative distribution learned from the training set, and that are also
informative for the training process. In particular, we aim to generate synthetic samples belonging to the intersection of different class
distributions known as “disagreement region” (Settles, 2012). These generated instances are informative for the training process since the
learning model is uncertain about them (Houlsby et al., 2011).
3. “Information-Preserving” Data
Augmentation for Active Learning
3.1. Bayesian Active Learning by Disagreement
(BALD)
Let us denote the initial labeled data by D = {(xi,yi)}Ni=1,
where xi ∈ X ⊆ Rd is the data sample labeled with
yi ∈ C = {1, 2, . . . , C} (C = # classes). By using
Bayesian deep learning framework, we can obtain an es-
timate of the posterior of the parameters θ of the modelM
given D, namely p(θ|D). In Bayesian Active Learning by
Disagreement (BALD) scheme (Houlsby et al., 2011), the
most informative sample x∗ is selected from the (unlabeled)
pool data Dpool by (Houlsby et al., 2011):
x∗ = argmax
x∈Dpool
a(x,M)
= argmax
x∈Dpool
H[y|x,D]− Eθ∼p(θ|D)[H[y|x, θ]], (1)
where a(x,M) is the acquisition function, H[y|x,D] and
H[y|x, θ] are represented by the Shannon entropy (Shan-
non, 2001) of the prediction p(y|x,D) and the distribution
p(y|x, θ), respectively. The sample x∗ is labeled with y∗
(by an oracle), and the labeled data set is updated for the
next training iteration: D ← D ∪ (x∗,y∗). That active
selection framework is repeated until convergence.
In order to estimate the acquisition function in (1), Gal et
al. (2017) introduced the Monte Carlo (MC) dropout method.
This objective function can be approximated by its sample
mean (Gal et al., 2017):
a(x,M) ≈ −
∑
c
(
1
T
∑
t
pˆtc
)
log
(
1
T
∑
t
pˆtc
)
+
1
T
∑
c,t
pˆtc log pˆ
t
c, (2)
where T is the number of dropout iterations, pˆt =
[pˆt1, . . . , pˆ
t
C ] = softmax(f(x; θ
t)), with f representing the
network function parameterized by θt that is sampled from
an estimate of the (commonly intractable) posterior p(θ|D)
at the t-th iteration.
3.2. Generative Model and Bayesian Data
Augmentation
In the iterative Bayesian data augmentation (BDA) frame-
work (Tran et al., 2017), each iteration consists of two steps:
synthetic data generation and model training. The BDA
model comprises a generator (that generates new training
samples from a latent variable), a discriminator (that dis-
criminates between real and fake samples) and a classifier
(that classifies the samples into one of the classes in C). At
the first step, given a latent variable u (e.g., a multivariate
Gaussian variable) and a class label y ∈ C, the generator
represented by a function g(.) maps the tuple (u,y) to a
data point xa = g(u,y) ∈ X , and (xa,y) is then added
to D for model training. In (Tran et al., 2017), the authors
also showed a weak convergence proof that is related to the
improvement of the posterior distribution p(θ|D).
3.3. Bayesian Generative Active Deep Learning
The main technical contribution of this paper consists of
combining BALD and BDA for generating new labeled
samples that are informative for the training process (see
Fig. 3).
We modify BDA (Tran et al., 2017) by conditioning the
generation step on a sample x and a label y (instead of the
latent variable u and label y in BDA). More specifically,
the most informative sample x∗ selected by solving (1) us-
ing the estimation (2) is pushed to go through a variational
autoencoder (VAE) (Kingma & Welling, 2013), which con-
tains an encoder e(.) and a decoder g(.), in order to generate
the sample x′, as follows:
x′ = g(e(x∗)). (3)
The training process of a VAE is performed by minimiz-
ing the “reconstruction loss” `(x∗, g(e(x∗)) (Kingma &
Welling, 2013), where if the number of training iterations is
sufficiently large, we have:
‖x′ − x∗‖ < ε, (4)
with ε representing an arbitrarily small positive constant –
see Fig. 4 for an evidence for that claim.
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Figure 3. Network architecture of our proposed model.
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Figure 4. Reduction of ‖x′−x∗‖ as the training of the VAE model
progresses (on CIFAR-100 using ResNet-18).
The label of x′ is assumed to be y∗ (i.e., the oracle’s label
for x∗) and the current labeled data set is then augmented
with (x∗,y∗) and (x′,y∗), which are used for the next
training iteration. To evaluate the “information content” of
the generated sample x′, which is measured by the value of
the acquisition function at that point, a(x′,M), we consider
the following proposition.
Proposition 1. Assuming that there exists the gradient of
the acquisition function a(x,M) with respect to the vari-
able x, namely ∇xa(x,M), and that x∗ is an interior point
of Dpool, then a(x′,M) ≈ a(x∗,M) (i.e., the absolute dif-
ference between these values are within a certain range).
Consequently, the sample x′ generated from the most infor-
mative sample x∗ by (3) is also informative.
Proof. Given the assumptions of Proposition 1, and due to
the fact that x∗ is a local maximum of function a(x,M) (1),
then x∗ is a critical point of a(x,M), i.e.,
∇xa(x∗,M) = 0. (5)
Condition (4), which is empirically verified by Fig. 4, indi-
cates that x′ belongs to a sufficiently small neighborhood of
x∗. Therefore, by using the first order Taylor approximation
of the function a(x′,M) at the point x∗ and (5), we obtain
a(x′,M) ≈ a(x∗,M) +∇xa(x∗,M)T (x′ − x∗)
≈ a(x∗,M), (6)
where T denotes the transpose operator. Thus, the synthetic
sample x′ can also be considered informative.
4. Implementation
Our network, depicted in Fig. 3, comprises four compo-
nents: a classifier c(x; θC), an encoder e(x; θE), a de-
coder/generator g(z; θG) and a discriminator d(x; θD). The
classifier c(.) can be represented by any modern deep con-
volutional neural network classifier (LeCun et al., 1998; He
et al., 2016a;b), making our model quite flexible in the sense
that we can use the top-performing classifier available in
the field. Also, the generative part of the model is based on
ACGAN (Odena et al., 2017) and VAE-GAN (Larsen et al.,
2016), where the VAE decoder is also the generator of the
GAN model – our model is referred to as VAE-ACGAN.
The VAE-GAN loss function (Larsen et al., 2016; Zhang
et al., 2017) was formed by adding the reconstruction error
in VAE to the GAN loss in order to penalize both unrealis-
ticness and mode collapse in GAN training. Following that,
the VAE-ACGAN loss of our proposed model is defined by
L = LVAE + LACGAN, (7)
with the VAE loss (Kingma & Welling, 2013; Larsen et al.,
2016) represented by a combination of the reconstruction
loss Lrec and the regularization prior Lprior, i.e.,
LVAE = Lrec + Lprior
= Lrec(x, g(e(x; θE); θG) +DKL(q(z|x)‖p(z)), (8)
where z = e(x; θE) = q(z|x), p(z) is the prior distribution
of z (e.g., N (0, I)) and DKL(q‖p) =
∫
q log
p
q
denotes
the Kullback-Leibler divergence operator. The ACGAN
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Algorithm 1 Bayesian Generative Active Learning
Initialize network parameters θE , θG, θC , θD, and pre-
train the classifier c(x; θC) with D
repeat
Pick the most informative x∗ from Dpool with x∗ =
argmaxx∈Dpool a(x,M) in (1) and (2), where M is
represented by the classifier c(x; θC);
Request the oracle to label the selected sample, which
forms (x∗,y∗)
z← e(x∗; θE)
Lprior ← DKL(q(z|x∗)‖p(z))
x′ = g(e(x∗); θG)
Lrec ← Lrec(x∗,x′)
Sample u ∼ N (0, I)
LACGAN ← log(d(x∗)) + log(1 − d(x′)) +
log(1 − d(g(u))) + log(softmax(c(x∗))) +
log(softmax(c(x′))) + log(softmax(c(g(u))))
θE ← θE −∇θE (Lrec + Lprior)
θG ← θG − ∇θG(γLrec − LACGAN) (parameter γ =
0.75 (Larsen et al., 2016) in our experiments)
θD ← θD −∇θDLACGAN
θC ← θC −∇θCLACGAN
until convergence
loss (Odena et al., 2017) in (7) is computed by
LACGAN = log(d(x; θD)) + log(1− d(g(z; θG); θD))
+ log(1− d(g(u; θG); θD)) + log(softmax(c(x; θC)))
+ log(softmax(c(g(z; θG); θC)))
+ log(softmax(c(g(u; θG); θC))), (9)
where u ∼ N (0, I). The training process of the VAE-
ACGAN network is presented in Algorithm 1.
5. Experiments and Results
In this section, we assess quantitatively our proposed
Bayesian Generative Active Deep Learning in terms of
classification performance measured by the top-1 accuracy
1. In particular, our proposed algorithm, active learning
using “information-preserving” data augmentation (AL w.
VAEACGAN) is compared with active learning using BDA
(AL w. ACGAN), BALD without using data augmentation
(AL without DA), BDA without active learning (BDA) (Tran
et al., 2017) (using full and partial training sets), and random
selection as a function of the number of acquisition iterations
and the percentage of training samples. Our experiments
are performed on MNIST (LeCun et al., 1998), CIFAR-10,
CIFAR-100 (Krizhevsky et al., 2012), and SVHN (Netzer
et al., 2011). MNIST (LeCun et al., 1998) contains handwrit-
ten digits, (with 60, 000 training and 10, 000 testing sam-
1code will be available soon
ples, and 10 classes), CIFAR-10 (Krizhevsky et al., 2012)
is composed of 32 × 32 color images (with 50, 000 train-
ing and 10, 000 testing samples, and 10 classes), CIFAR-
100 (Krizhevsky et al., 2012) is similar to CIFAR-10, but
with 100 classes, and SVHN (Netzer et al., 2011) contains
32 × 32 street view house numbers (with 73257 training
samples and 26032 testing samples, and 10 classes).
Given that our approach can use any classifier, we test it
with ResNet18 (He et al., 2016a) and ResNet18pa (He et al.,
2016b), which have shown to produce competitive classifi-
cation results in several tasks. The sample acquisition setup
for each data set is: 1) the number of samples in the ini-
tial training set is 1, 000 for MNIST, 5, 000 for CIFAR-10,
15, 000 for CIFAR-100, and 10, 000 for SVHN (the initial
data set percentage was empirically set – with values below
these amounts, we could not make the training process con-
verge); 2) the number of acquisition iterations is 150 (50
for SVHN), where at each iteration 100 (500 for SVHN)
samples are selected from 2, 000 randomly selected sam-
ples of the unlabeled data set Dpool (this fixed number of
randomly selected samples almost certainly contains the
most informative sample (He & Ma, 2013)). The train-
ing process was run with the following hyper-parameters:
1) the classifier c(x; θC) used stochastic gradient descent
with (lr=0.01, momentum=0.9); 2) the encoder e(x; θE),
generator g(z; θG) and discriminator d(x; θD) used Adam
optimizer with (lr=0.0002, β1 = 0.5, β2 = 0.999); the
mini-batch size is 100 for all cases.
Fig. 5 compares the classification performance of several
methods as a function of the number of acquisition itera-
tions and respective percentage of samples from the original
training set used for modeling. The methods compared are:
1) BDA (Tran et al., 2017) modeled with the full training set
(BDA (full training)) and 10× data augmentation to be used
as an upper bound for all other methods; 2) the proposed
Bayesian generative active learning (AL w. VAEACGAN); 3)
active learning using BDA (AL w. ACGAN); 4) BDA mod-
eled with partial training sets (BDA (partial training)); 5)
BALD (Gal et al., 2017; Houlsby et al., 2011) without data
augmentation (AL without DA); and 6) random selection of
training samples using the percentage of samples from the
original training set (Random selection). Each point of the
curves in Fig. 5 presents the result of one acquisition itera-
tion, where each new point represents a growing percentage
of the training set, as shown in the horizontal axis. In Fig. 5,
BDA (partial training) relies on 2× data augmentation, so it
uses the same number of real and artificial training samples
as AL w. VAEACGAN and AL w. ACGAN – this enables a
fair comparison between these methods.
To show a more informative comparison of our proposed ap-
proach (AL w. VAEACGAN) with other methods presented
in Fig. 5, especially with AL w. ACGAN and BDA (partial
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Figure 5. Training and classification performance of the proposed Bayesian generative active learning (AL w. VAEACGAN) compared
to active learning using BDA (Tran et al., 2017) (AL w. ACGAN), BDA modeled with partial training sets (BDA (partial training)),
BALD (Gal et al., 2017; Houlsby et al., 2011) without data augmentation (AL without DA), and random selection of training samples using
the percentage of samples from the original training set (Random selection). The result for BDA modeled with the full training set (BDA
(full training)) and 10× data augmentation represents an upper bound for all other methods. This performance is measured as a function
of the number of acquisition iterations and respective percentage of samples from the original training set used for modeling. First row
shows these results using ResNet18 (He et al., 2016a), and second row shows ResNet18pa (He et al., 2016b) on MNIST (LeCun et al.,
1998) (column 1), CIFAR-10 (column 2) CIFAR-100 (Krizhevsky et al., 2012) (column 3), and SVHN (Netzer et al., 2011) (column 4).
training), and active learning using PMDA (AL w. PMDA),
using Resnet18 and Resnet18pa on MNIST, CIFAR-10, and
CIFAR-100, we ran the experiments three times (with differ-
ent random initialisations) and show the final classification
results (mean ± stdev) in Tab. 1 (after 150 iterations).
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Figure 6. Average information value of samples measured by the
acquisition function (2) of the samples generated by AL w. ACGAN
and AL w. VAEACGAN using Resnet18 on CIFAR-100.
We also compare the average information value of samples
measured by the acquisition function (2) of the samples
generated by AL w. ACGAN and AL w. VAEACGAN in
Fig. 6 using Resnet18 on CIFAR-100.
Figure 7 displays images generated by our generative model
for each data set.
6. Discussion and Conclusions
Results in Fig. 5 consistently show (across different data
sets and classification models) that our proposed Bayesian
generative active learning (AL w. VAEACGAN) is superior to
active learning with BDA (AL w. ACGAN), which is in fact
an original model proposed by this paper. Even though infor-
mative samples are used for training AL w. ACGAN, the gen-
erated samples may not be informative, as depicted by Fig. 6
which shows that samples generated by AL w. VAEACGAN
are more informative, particularly at latter stages of training.
Nevertheless, the samples generated by AL w. ACGAN seem
to be important for training given its better classification
performance compared to AL without DA. Table 1 consis-
tently shows that our proposed approach outperforms other
methods on three data sets. In particular, the classification
results by AL w. VAEACGAN are statistically significant
with respect to BDA (partial training) on all those data sets,
and with respect to AL w. ACGAN on CIFAR-{10, 100} for
both models (i.e., p ≤ .05, two-sample t-test for ResNet18
and ResNet18pa). Fig. 5 also shows that with a fraction
of the training set, we are able to achieve a classification
performance that is comparable with BDA using 10× data
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Table 1. Mean ± standard deviation of the classification accuracy on MNIST, CIFAR-10, and CIFAR-100 after 150 iterations over 3 runs
MNIST
AL W. VAEACGAN AL W. ACGAN AL W. PMDA AL WITHOUT DA BDA (PARTIAL TRAINING) RANDOM SELECTION
RESNET18 99.53± 0.05 99.45± 0.02 99.37± 0.15 99.33± 0.10 99.33± 0.04 99.00± 0.13
RESNET18PA 99.68± 0.08 99.57± 0.07 99.49± 0.09 99.35± 0.11 99.35± 0.07 99.20± 0.12
CIFAR-10
RESNET18 87.63± 0.11 86.80± 0.45 82.17± 0.35 79.72± 0.19 85.08± 0.31 77.29± 0.23
RESNET18PA 91.13± 0.10 90.70± 0.24 87.70± 0.39 85.51± 0.21 86.90± 0.27 80.69± 0.19
CIFAR-100
RESNET18 68.05± 0.17 66.50± 0.63 55.24± 0.57 50.57± 0.20 65.76± 0.40 49.67± 0.52
RESNET18PA 69.69± 0.13 67.79± 0.76 59.67± 0.60 55.82± 0.31 65.79± 0.51 54.77± 0.29
(a) MNIST (b) CIFAR-10 (c) CIFAR-100 (d) SVHN
Figure 7. Images generated by our proposed AL w. VAEACGAN approach for each data set.
augmentation over the entire training set – this is evidence
that the generation of informative training samples can use
less human and computer resources for labeling the data set
and training the model, respectively. When using MNIST
and ResNet18, we let AL w. VAEACGAN run until it reaches
a competitive accuracy with BDA, which happened at 150
iterations – this is then used as a stopping criterion for all
methods. If we leave all models running for longer, both AL
w. ACGAN and AL w. VAEACGAN converge to BDA (full
training), with AL w. VAEACGAN converging faster. Fur-
thermore, results in Fig. 5 demonstrate that for training sets
of similar sizes, our proposed AL w. VAEACGAN produces
better classification results than BDA (partial training) for
all experiments, re-enforcing the effectiveness of generating
informative training samples. It can also be seen from Fig. 5
that, on MNIST, the active learning methods initially behave
worse than random sampling, but after a certain number of
training acquisition steps (around 75 steps and 13% of the
training set), they start to produce better results. Although
the main goal of this work is the proposal of a better train-
ing process, the quality of the images generated, shown in
Fig. 7, is surprisingly high.
In this work we proposed a Bayesian generative active deep
learning approach that consistently shows to be more effec-
tive than data augmentation and active learning in several
classification problems. One possible weakness of our paper
is the lack of a comparison with the only other method in the
literature that proposes a similar approach (Zhu & Bento,
2017). Although relevant to our approach, (Zhu & Bento,
2017) focuses on binary classification (that paper provides a
brief discussion on the extension to multi-class, but does not
show that extension explicitly), and the results shown in that
paper are not competitive enough to be reported here. Note
that our proposed approach is model-agnostic, it therefore
can be combined with several currently introduced active
learning methods such as (Sener & Savarese, 2018; Ducoffe
& Precioso, 2018; Gissin & Shalev-Shwartz, 2018). In the
future, we plan to investigate how to generate samples di-
rectly using complex acquisition functions, such as the one
in (2), instead of conditioning the sample generation on
highly informative samples selected from the unlabeled data
set. We also plan to work on the efficiency of our proposed
method because its empirical computational cost is slightly
higher than BDA (Tran et al., 2017) and BALD (Gal et al.,
2017; Houlsby et al., 2011).
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