The main difficulty opposed to InSAR studies in the Himalaya is the poor coherence of the area. A common method to enhance the coherence is interferogram multi-looking. However, the combination of a rough topography and strong seasonality in the Himalaya induces large spatial and temporal variations of the tropospheric stratified delay, often producing tightly separated fringes that follow elevation contours in the interferograms . These fringes can be aliased if multi-looking is applied to the interferograms. This results in complete coherence loss, contrary to the desired effect of multi-looking. Previous attempts to measure ground deformation with InSAR in this region, which did not have a specific strategy to remove troposphere-related fringes prior to phase unwrapping, have encountered that problem.
In addition, other sources of errors should be corrected prior to unwrapping. These include digital elevation model (DEM) errors and phase noise. These perturbations can be handled using numerous SAR acquisitions, which is now possible thanks to the extensive ENVISAT archive accumulated since 2002, and the systematic acquisitions performed since 2008 in the Himalaya-Tibet area within the framework of European Space Agency's (ESA) Dragon program.
Finally, the rough topography of the Himalaya leads to significant distortion of SAR images, even for modest perpendicular baselines between acquisitions. Correcting for this effect can substantially increase the number of usable interferograms.
In this study, we have applied a series of cascading corrections that aim at enhancing the coherence of wrapped interferograms prior to phase unwrapping. We computed interferograms from 29 ASAR images acquired by ESA's ENVISAT satellite on track 119 (descending, IS2) between 2003 and 2010 (Figures S-1 and S-2) . For interferogram calculations, we used a modified version of the ROI_PAC software [Rosen et al., 2004] dedicated to a "small baseline" processing strategy (NSBAS processing chain ). The doppler centroid was chosen to maximize the Doppler bandwidth overlap between images. A precise coregistration of all Single Look Complex images with respect to a single Master image was performed using an a priori distortion map in range derived from precise orbits and a digital elevation model (DEM). This step is crucial for the success of subsequent processing steps that rely on precise pixel matching among the different interferograms formed from the coregistrated SLCs. Here, . (g) Interferogram after atmospheric correction. (h) DEM correction calculated from combination of (wrapped) coherent interferograms with large perpendicular baselines and small temporal baselines . (i) Interferogram after DEM correction. Note the substantial improvement of the coherence between (a) and (i).
we used orbits derived from the onboard DORIS sensor [Zandbergen et al., 2003] . For the DEM, Version 4 of Shuttle Radar Topographic Mission Digital Elevation Model (SRTM-DEM-V4 [Farr et al., 2007] ) was chosen because holes corresponding to the main Himalayan glaciers in previous versions of SRTM have been filled using regular topographic maps (data courtesy of Jonathan de Ferranti 1 ). In addition, a slope adaptive spectral shift range filtering was applied during interferogram formation to reduce geometric decorrelation caused by steep terrain slopes in the study area (implemented by S. Guillaso, following [Gatelli et al., 1994; Davidson and Bamler , 1999] ). From the 29 co-registered SLCs, we computed 98 interferograms that allow for a fully connected interferometric network . Calculated pairs include interferograms with a large temporal baseline (of direct interest for the measurement of interseismic deformation) but also images with a small temporal baseline and large perpendicular baseline (mainly used to connect between sets of images and to determine the DEM correction).
A series of cascading corrections were performed using the 4-look wrapped interferograms (i.e. 20-look in azimuth, 4-look in range) in order to enhance the coherence and reduce the risk of phase aliasing during the subsequent processing steps of multi-looking and phase unwrapping. An example interferogram with a large temporal baseline (3.06 years) and a large perpendicular baseline (236 m) is shown in Figure S -3 to highlight the impact of these successive corrections. All wrapped interfero-grams were re-processed using the Multi-link InSAR time series scheme (MulSAR), which exploits the redundant information on the pixel phase by combining all the alternative paths between the master and slave image in the interferometric network, within the limit of three interferograms per path [PinelPuysségur et al., 2011] (Figure S-3 d-e). The resulting interferograms were then corrected from the effect of space-time variations of the stratified tropospheric component using the European Centre for Medium Range Weather Forecast (ECMWF) ERA-Interim meteorological reanalysis ( Figure S-3 f-g ). The method is described in detail in . We note that the atmospheric correction provides the most important improvement; as it limits the aliasing of tightly separated topographycorrelated fringes on the slopes of Himalaya in the later multi-looking step. Finally, DEM errors were calculated pixelwise by a non-linear inversion of the regression between perpendicular baseline and the (wrapped) interferometric phase, using the method of ( were used to determine the DEM error map, and the correction was subsequently applied to all other interferograms in the data set using their respective perpendicular baselines. After these corrections, the resulting wrapped interferograms were multi-looked by an additional factor of 8 (i.e. leading to 32-look). Figure S -4 shows the unwrapping process applied to the example 32-look interferogram. To reduce phase noise, a 4-pixel wide triangular filter was applied to the wrapped 32-look interferograms, which represents a ∼ 2.5 km-wide averaging kernel ( Figure S-4 
b-c).
Unwrapping is achieved in an iterative manner, using coherence as a criterion to determine an optimal unwrapping path ( Figure S-4 d-e). The coherence used for unwrapping has been previously calculated in the same 4-pixel wide regions used for phase filtering. First, unwrapping is performed in the sub-region of the interferogram where coherence is maximum (i.e. with coherence above a certain threshold). At each iteration, the coherence threshold is slightly decreased, and unwrapping is propagated into the contiguous areas where coherence is above the new threshold. The threshold is progressively decreased to expand unwrapping toward regions of lower coherence at each iteration. Regions with a coherence below a minimum threshold are not unwrapped, as the phase is considered unreliable there. In addition, regions of spectral layover are assigned a very low coherence, and therefore behave as barriers that cannot be crossed during phase unwrapping (cuts). At each step, the unwrapping seed is propagated towards the region with the highest coherence, in order to favor unwrapping along the most coherent paths. Compared to cut-tree algorithm, our method accounts for the hierarchy in terms of phase reliability between regions with different levels of coherence. For example, our scheme tends to propagate unwrapping along coherent river valleys, and to avoid unwrapping to cross incoherent snow-capped mountain ridges which are unwrapped at the end of the process. The resulting interferograms are correctly unwrapped in the highly coherent region of the interferograms corresponding to Tibet, but errors tend to increase as unwrapping is propagated towards the South in Nepal. Coherence is smallest near the latitude of the high Himalaya, and is relatively higher to the South in the sub-Himalaya. Two separated unwrapping paths are usually found to connect Tibet and the sub-Himalaya: along the Thakkhola graben to the East of the track, and West of the Dhaulagiri Himal on the other side of the track ( Figure S-4d ). This makes possible to perform an aposteriori check of the unwrapping reliability: if no phase jump is observed across either of the two low-coherence bottlenecks near the High Himalaya, then we can conclude that unwrapping has been achieved without producing a large-scale error. As a final step, unwrapped interferograms are geocoded.
Due to the overall poor coherence in the Himalaya, especially when the perpendicular baseline is high, only a small number of interferograms could be successfully unwrapped across the mountain range. Therefore, advanced post-processing techniques such as "small baseline" could not be applied to monitor time variations of the deformation. Instead, a simple stacking approach was adopted to highlight an average interseismic velocity map. We selected a subset of 14 successfully unwrapped interferograms (including the contribution of 14 distinct images) that combine a large temporal baseline, a reasonably good coherence, and a reliable phase unwrapping (Figure S-2) . These interferograms are shown in Figures S-5 and S-6. The interferograms were summed, and the result was divided by the total time spanned by the subset of interferograms (45 years in our case) in order to yield a line-of-sight (LOS) velocity map ( Figure S-7) . To compute the average velocity map, we chose a conservative approach by restricting the calculation to regions where all 14 interferograms have been successfully unwrapped. A "jackknife" analysis shows that the resulting velocity map is nearly insensitive to the exclusion of any interferogram among the list of 14 stacked interferograms.
We performed an error analysis to assess the amount of uncertainty affecting our final InSAR stack. For each interferogram used in the stack, we have computed semi-variograms of the residual LOS map after removal of the best-fit deformation model. Only the southern half of the InSAR swath was used, in order to highlight a noise level relevant to the area where interseismic deformation is observed (i.e. the Himalaya). The mean of the standard deviation of the interferograms at 50 km spatial wavelength (the Stack of atmospheric corrections The atmospheric correction is strongly correlated to elevation, whereas the retrieved LOS velocity map is unrelated to the distribution of elevations throughout the image, indicating that (1) the tropospheric delay contribution has been successfully removed from individual interferograms and (2) that the peak uplift obtained in the corrected stack was not introduced by inappropriate modeling of the tropospheric delay.
spatial wavelength of the uplift peak imaged by InSAR) was used as the reference standard deviation of any interferogram in the stack: σ interf = 21 mm. From σ interf , the average standard deviation of individual acquisitions σ acquis is deduced by assuming that the variance of each interferogram equals the sum of the variances of the slave and master acquisitions. Hence, σ acquis = σ interf / √ 2 = 15 mm. Finally, 10000 simulations of the noise in each acquisition were performed. Each acquisition was assumed to be the realization of a Gaussian random variable, with its mean equal to zero and its standard deviation equal to σ acquis . The noise in the interferograms was then computed as the difference between the simulated noise amplitudes of slave and master acquisitions. The final noise amplitude in the average velocity map was calculated by reconstructing the stack (Figure S-2) . The simulated noise in the stack was observed to follow a normal distribution centered at zero, with its standard deviation equal to σ stack = 3.1 mm/yr. This compares to σ stack = 2.5 mm/yr if the stack were composed of 14 independent interferograms. Such a level of uncertainty is likely an overestimation, as the best model of deformation is capable of fitting the InSAR data to a level of σ residual = 0.7 mm/yr (Table T-1). We conclude that the uncertainty on the InSAR-derived velocity map lies in the range of 0.7-3.1 mm/yr.
The stack shows a region affected by motion toward the satellite with a peak located ∼ 25 km South of the summits of the High Himalaya (Figure S-7) . This signal appears to be uncorrelated with any topographic feature, as shown in Figure S-8 . Because the chosen ENVISAT track is oriented parallel to the direction of India/Tibet convergence (descending track), the LOS measurement is virtually insensitive to horizontal displacements related to shortening perpendicular to the Himalayan range. Therefore, the LOS velocity map is converted to a vertical velocity map by dividing by the cosine of the incidence angle (between 19
• for the near-range and 26
• for the far-range). The band of LOS velocity directed toward the satellite is interpreted as a direct measurement of uplift caused by interseismic contraction of rocks above the transition zone between the locked and free slipping portions of the Main Himalayan Thrust (MHT). The peak uplift velocity is approximately 5-7 mm/yr. The amplitude and wavelength of the signal are consistent with leveling measurements of interseismic uplift in the Kathmandu area [Jackson and Bilham, 1994] . Further to the South, moderate motion away from the satellite (possibly subsidence) is observed, but this signal is considered unreliable South of the MFT due to suspected unwrapping errors across the MFT. Therefore, InSAR data South of the MFT has not been used in the inversions. The stack also includes coseismic deformation associated with the Zhongba earthquakes of 11/07/2004 (M = 6.2), 07/04/2005 (M = 6.2) and 25/08/2008 (M = 6.7) in the Tibet interior ( Figures S-3 , S-5, S-6 and S-7). The average velocity in this area is therefore meaningless for the description of interseismic deformation, and has been clipped. Elsewhere in Tibet, the resulting velocity map shows no notable deformation. A bilinear phase ramp is adjusted in the region located North of 29
• N, and then subtracted to the whole InSAR stack, in order to reference the deformation with respect to a stable Tibetan plateau. The slight longitudinal difference in uplift velocities within the InSAR track could be interpreted as lateral variability of the underlying fault properties, with more interseismic coupling, a shallower locking depth below the eastern part of the track compared to the western part of the track, and/or extension within the Thakkhola graben. However, the difference in uplift velocity is within the uncertainty of the InSAR measurement (∼ 2 mm/yr), and cannot be interpreted further.
Leveling data
To complement InSAR measurement in West-Central Nepal, we also use spirit leveling measurements in the East-Central Nepal region (Kathmandu area) reported by Jackson and Bilham [1994] and originally measured by the Survey Department of Nepal since 1977 (Figure S-9 ). The leveling survey was performed along a 350 km-long line, trending roughly North-South, and crossing the MFT, the MBT and the MCT. However, due to an east-west jog of nearly 60 km in the profile at the latitude of Kathmandu, the range-perpendicular coverage of the profile is only 130 km. The leveling profile shows a gentle increase of the uplift rate toward the North, with a peak uplift reached ∼ 90 km North of the MFT. The lower part of the profile was revisited after an interval of 13 years, whereas the upper part of the profile spans 7 years of deformation, and only 2 years for the uppermost part of the profile, i.e. North of the peak uplift. Unfortunately, the profile ends only 10 km North of the peak uplift. In our analysis, outliers in the Kathmandu valley and lowlands have been removed, following Bettinelli et al. [2006] . Leveling data used in this study [Jackson and Bilham, 1994] . Top: map of the leveling profile overlaid on a DEM of the Kathmandu area. Vertical velocity is color coded from blue (subsidence) to red (uplift). Data points in grey correspond to measurements affected by subsidence in the Kathmandu valley that have been discarded from the inversion input. In its upper part, the profile follows the Sun Kosi river, which is indicated in grey. Bottom: vertical velocity along the leveling profile projected along a N13
• E direction, with the origin of the x-axis set to the MFT. Error bars correspond to 1σ standard deviation uncertainties. Elevation along the leveling line is indicated below.
Global Positioning Sytem (GPS) data
To constrain the horizontal component of the interseismic velocity field, we focus on four GPS data sets published by Bettinelli et Larson et al., 1999; Fu and Freymueller , 2012; Ader et al., 2012] . Unfortunately, these data are too noisy to provide sufficiently robust constraints on the parameters estimated in our analysis. Therefore, they are not included in this study. GPS data Bettinelli et al. (2006 ) Feldl & Bilham (2006 15 mm/yr E a s t-C e n tr a l N e p a l W e s t-C e n tr a l N e p a l In S A R sw a th L e ve lli n g lin e 
Inversion procedure
InSAR, GPS and leveling data are assumed to represent different components of the same velocity field, hereafter termed "interseismic". InSAR and leveling consist of measurements of the vertical component of the interseismic velocity field, whereas GPS constrain the two horizontal components. All GPS and leveling data points were used. However, inversion of InSAR data requires prior data decimation to decrease the number of points and ensure that the inversion is computationally efficient. This was achieved by averaging data points over regions of variable size, with the size of the region depending upon the distance from the location of the band of peak uplift in the Himalaya, following arguments developed by Grandin et al. [2009] . The size of the averaging window for InSAR data decimation increases from 5 km within 33 km of the peak uplift, to 10 km between 33 km and 100 km, 20 km between 100 km and 300 km, and finally 40 km above 300 km. This means that data points used in the inversion are more densely spaced near the region of high gradient in the velocity field, and more coarsely spaced further away where measurements are more redundant.
The forward model chosen to account for interseismic deformation is the surface displacement field produced by an infinitely-long dip-slip fault buried at depth in an elastic half-space [Okada, 1985] . The relevant parameters describing the deformation field are: fault dip, depth of the top of the dislocation, slip rate, fault location, fault strike and rake angle of slip vector. In addition, a translation of the GPS velocity vectors is required to put the different data sets in a common reference frame (for instance stable India). Similarly, we simultaneously invert for a constant offset in the InSAR and leveling data sets. For the inversions, we use the method of Tarantola and Valette [1982] . The method allows to invert for one or several parameters simultaneously, including those parameters that have a non-linear dependency upon the data vector (i.e. the geometric parameters).
The data set is split into two regions in East-Central Nepal (InSAR and GPS) and West-Central Nepal (leveling and GPS) that are examined separately (Figure S-10) . Only GPS vectors within 140 km from the centre of the two profiles have been taken into account for the inversions. In both regions, the strike of the fault is assumed to follow the trend of the faults outcropping at the surface (N110
• E), which is also parallel to the trend of the microseismicity detected along the mountain range throughout Central Nepal (Figure 1) . In West-Central Nepal, the fault is assumed to be purely dip-slip, which yields a convergence direction of N10
• E, whereas in East-Central Nepal the fault is given a slight rightlateral component, yielding a convergence direction of N05
• E. This difference accounts for the rotation of GPS vectors due to internal deformation in Tibet [e.g. Bollinger et al., 2004] . These parameters are fixed because their influence on the data is marginal (i.e. they cannot be constrained precisely from the data).
We first attempted to invert simultaneously for fault location, depth, dip, and slip rate using jointly InSAR and GPS in West-Central Nepal, and leveling and GPS in East-Central Nepal, respectively. However, inversion results are highly dependent on the relative weight of vertical versus horizontal velocity data. To tackle this difficulty, we inverted separately individual data sets, and performed a systematic parameter exploration to assess how much of each parameter can be reliably constrained by each data set. We chose to explore fault dip and fault depth, while fault latitude and slip rate were left free ( Figure S-11) . We found that inversion of GPS data provides a good constraint on the slip rate (18 mm/yr), a fair constraint on fault depth, but no constraint on fault dip. In contrast, the leveling data provides a poor constraint on slip rate, fault dip, and favors a fault buried at a depth greater than that required to fit the GPS (25 km versus 18 km). Similarly, InSAR data favors a somewhat deeper fault depth (24 km), and has small sensitivity to slip rate. However, the acceptable interval for fault dip is better constrained than for leveling or GPS, and InSAR data is best fit with a fault dipping at 6.5
• . As expected, the fault location is highly sensitive to the location of the peak uplift in the vertical velocity field. On the other hand, the smooth horizontal velocity field does not allow to constrain precisely the location of the fault tip.
Joint vertical/horizontal inversions are expected to provide intermediate solutions in the parameter space between optimal solutions obtained from individual data sets. The difference between the solutions obtained with vertical-only or horizontal-only inversions might be partly due to inadequate assumptions in the forward model, such as an oversimplification of the fault geometry [e.g. Feldl and Bilham, 2006] or the exclusion of scenarios involving a depth-varying rigidity in the elastic half-space [Larson et al., 1999] . However, we notice that the ability of the vertical data set to constrain a model Exploration of fault parameters using a dislocation model for the two sub-regions using different data sets as input for the inversions. For each given depth and dip of the dislocation, we invert for the optimal fault slip rate and fault location along the profile. Top panels show inversion results using vertical data only (InSAR or leveling), bottom panels show inversion results using horizontal data only (GPS), and middle panels are for joint inversion of horizontal and vertical data. In each panel, the left plot is the root-mean-square (RMS) of the residual, and the right plot is the slip rate determined for each inversion. Color dots indicate the minimum RMS location for the simultaneous inversion of the full set of parameters. Horizontal and vertical surface velocity fields predicted by each inverted fault model are shown in (a). Red: vertical only; blue: horizontal only; green: vertical and horizontal. The preferred models are highlighted by a grey box.
that is capable of explaining the distribution of horizontal velocities is much better than the opposite (i.e. a model determined using inversion of the horizontal velocity field performs poorly in the prediction of the vertical velocity field observed otherwise). This could suggest that horizontal data has less intrinsic ability than vertical data to constrain certain model parameters. This is well captured by the calculation of the variance reduction achieved by a model determined by inversion of separate data sets (Table T -1 and Figure S-11) . In West-Central Nepal, the model obtained by inverting only the InSAR data leads to variance reduction of the GPS data by 56.5%, which is near to the maximum 60.6% achieved by an inversion using GPS only. On the contrary, the "best model" determined by GPS actually increases the variance in the InSAR data by 38%, which corresponds to a degradation of the fit to the data with respect to a null model. Similarly, in East-Central Nepal, a maximum reduction of the variance of the GPS data of 53.3% is obtained by inverting the GPS data only, which is similar to the 50.6% obtained if one inverts the leveling data only. On the contrary, the "best model" deduced from GPS only reduces the variance of the leveling by 37.4%, compared to a maximum variance reduction of 62.2% achieved when inverting the leveling data only. The main reason behind this observation is the poorer constraint on the location of the tip of the fault (both its depth and its location along the profile) provided by GPS, combined with an insensitivity to fault dip. In other words, models derived from GPS predict a peak uplift that may be significantly mislocated with respect to the peak uplift measured by InSAR or leveling, thus leading to a poor fit to the vertical data (see Figure S -11a for a comparison of modeled velocity profiles for the different inversions). In addition, the uneven spatial distribution of GPS stations, as well as the significant scatter among the different data sets, make it difficult to constrain the presence of subtle changes in the North-South gradient of horizontal velocity, which are the key features that allow to constrain geometric parameters of the underlying dislocation from horizontal GPS measurements. Therefore, a joint inversion of horizontal (GPS) and vertical (InSAR or leveling) velocity measurements can be significantly disturbed by inadequate GPS station distribution, or errors/biases in GPS measurements at a few individual stations. Unfortunately, these pitfalls are difficult to avoid in WestCentral Nepal, where the different GPS data sets in the area of maximum horizontal velocity gradient (approximately 70 km North of the MFT) show considerable scatter, with velocities spreading between 2 mm/yr and 8 mm/yr with respect to stable India within a distance of 10 km (see . Therefore, in order to account for a probable underestimation of uncertainty in the GPS data, the weight of GPS data with respect to the InSAR data has to be reduced in the joint InSAR-GPS inversions. As a result, our preferred solution in West-Central Nepal lies between model parameters obtained Figure Feldl and Bilham [2006] deduced from boundaryelement modeling of GPS data. The models involving more than one dislocation are considered as representative of modeling strategies including the possibility of slip on the deeper portion of the mid-crustal ramp. The horizontal component of the predicted deformation is only marginally different among the different models, i.e. smaller than the uncertainty on the measurement. This suggests that horizontal velocity measurement are insufficient to discriminate between the different models. In contrast, the vertical velocity profiles predicted by the three models differ significantly. Models with variable dip and slip rate predict a slow decay of the uplift rate toward the North away from the peak uplift. These "longtailed" distributions are inadequate to reproduce the quasi-symmetrical uplift peak deduced from InSAR measurements.
West-central Nepal
with the joint InSAR-GPS inversion with even weighting of InSAR and GPS (dip=3 • ; depth=20 km; slip rate=18 mm/yr), and those obtained with the InSAR-only inversion (dip=7
• ; depth=24 km; slip rate=21 mm/yr). On the contrary, GPS data in East-Central Nepal appear to be well distributed (probably due to the more northerly location of the High range compared to West-Central Nepal) and yield a model in reasonable agreement with leveling measurements in the same area. Therefore, the result of a joint inversion of GPS and leveling is chosen as the preferred model in East-Central Nepal (dip=7
• ; depth=24 km; slip rate=20 mm/yr). Our preferred models are highlighted in grey in Figure S-11 and Table T-1. The corresponding fault geometries are shown in the cross-sections of Figure 2 . We note that the locking depths determined from our various inversions (20-24 km) fall within the values obtained by previous studies in Central Nepal [Bettinelli et al., 2006; Socquet et al., 2006; Feldl and Bilham, 2006; Banerjee et al., 2008] .
We have also tested alternative models involving more than one dislocation, which could account for a more complex fault geometry, and include possible interseismic slip on the deep part of the mid-crustal ramp. However, the parameter space for such models cannot be explored exhaustively. In Figure S -12, we present three models representative of two alternative modeling strategies, using the data set of West-Central Nepal (InSAR and GPS) to compare predicted and observed velocity profiles.
In the first model (in purple in Figure S-12) , two dislocations are included: a deep 6
• -dipping dislocation of semi-infinite width with a prescribed slip rate of 20 mm/yr connected at 30 km depth with a shallower, steeper dislocation reaching 20 km depth. The dip of the shallow dislocation (15
• ) is fixed such that the updip projection of the dislocation at the surface roughly corresponds to the MFT. We invert for the slip rate on the shallow dislocation and for the latitudinal location of the pair of dislocations. The best model yields a null slip on the shallower dislocation and a tip for the steeper dislocation located beneath the uplift peak. This means that a single dislocation provides the best fit for this inversion (albeit yielding a poor fit to the data compared to the optimal shallower dislocation model described above and in the main text). However, a strong trade-off is found between the two inverted parameters: the lower the latitude, the lower the inverted slip rate on the mid-crustal dislocation. This shows that the slip rate must be low South of the peak uplift measured by InSAR. To overcome this difficulty, we arbitrarily fixed the latitude of the dislocation pair so that the upper dislocation is located roughly beneath the peak uplift, which yields an inverted slip rate on the shallow dislocation of 14.6 mm/yr. Such a model could be compatible with partial locking on the deeper part of the mid-crustal ramp. The same behaviour is observed if the dip of the shallowest dislocation is set to 30
• between 30 km and 15 km depth, thus simulating the presence of the mid-crustal ramp. For this second model, we also find a reduced slip rate of 6.7 mm/yr on the mid-crustal ramp (in blue in Figure S-12) . The same results are obtained when trying to determine the optimal depth and latitudinal location of a fault including one kink (from 6
• to 30
• dip), divided into several segments to allow for a tapered slip profile on the fault. The best fit to the data is obtained when the deep, shallow-dipping part of the dislocation coincides with our single dislocation model that provides the best fit (Figure 2) , and when the shallower, steeply-dipping segments have a null slip.
In a third model (in orange in Figure S-12 ), Feldl and Bilham [2006] proposed a more complex modeling of the creeping section of MHT. In this model, tapering of the interseismic slip rate towards the surface was determined by boundary-element modeling of horizontal GPS data given a prescribed sigmoidal geometry of the fault at depth. The deepest flat-lying elements slip at a rate > 15 mm/yr (up to 25 mm/yr beyond 500 km from the tip of the creeping fault).
All the models discussed here predict similar horizontal velocity profiles, in agreement with observations ( Figure S-12, top) . This again suggests that knowledge of the horizontal component of the interseismic velocity field is insufficient to precisely constrain the geometry of the underlying fault system. However, the models involving several dislocations always seem to produce a broad peak of uplift, thus failing to reproduce the rapid decay of the vertical uplift velocity toward the North ( Figure S -12, middle) . In contrast, a single-dislocation model succeeds in fitting the nearly symmetrical shape of the uplift peak, which supports the existence of a sharp transition between a deep creeping section and a shallower locked section of the fault. Because the leveling profile is limited to the Nepal territory, this ambiguity among different models could not be resolved in previous studies [e.g. Jackson and Bilham, 1994] . Therefore, the single dislocation model is our preferred one.
Seismic catalogue
The National Seismological Centre (NSC) from the Nepalese Department of Mines and Geology monitors the seismicity using a network of 21 short-period stations deployed within the frame of a long lasting collaboration with CEA/DASE (France). The seismic events are located using a 3 layers 1D-velocity model, characterizing the velocities for depths of 0-23 km, 23-55 km and more than 55 km with P −wave velocities respectively of 5.6, 6.1 and 8.1 km/s [Pandey, 1985] . The seismic events located within the network, which is the case for the mid-crustal events reported here on the cross sections through the High Himalayan range, are located within 1σ confidence ellipses typically smaller than 10-15 km, with less than 10 km uncertainty on their depths [e.g. Pandey et al., 1995] . Note that the mid-crustal cluster is more diffuse in West Central Nepal than in East Central Nepal (Figure 2) , which is most probably related to the lower station density and azimuth coverage. A temporary experiment with 3 additional seismic stations deployed from July to December 1995 around the mid-crustal cluster North of Kathmandu suggested that the hypocentral depths determined on routine basis may be overestimated in this region by 5 km [Pandey et al., 1999] . Although similar biases could also affect the hypocentral depths in West-Central Nepal, this result has not been taken into account to correct any depths in Figure 2 .
River denudation profiles Lavé and Avouac [2001] have determined riverbed erosion profiles along major rivers of Central Nepal crossing the active tectonic structures of the Himalayan orogen. In lowland Nepal, incision through the rising anticline associated with the MFT gives rise to a series of nested strath terraces that were used to determine the uplift rate. At higher elevation, modern channel topographic slope and width were used to infer denudation rates via an empiric relationship involving river discharge and watershed surface area. The resulting profiles show a bimodal distribution of erosion in Central Nepal. A first sharp peak (maximum ∼ 10 mm/yr) is associated with the frontal outbreak of MHT near the MFT. A second broader peak (maximum ∼ 7 mm/yr) located ∼ 100 km inland in the High Himalaya is loosely colocated with the surface trace of the MCT. Two rivers profiles are of particular interest for our study. (1) The Kali Gandaki river drains the Thakkhola graben, and follows our InSAR profile in West-Central Nepal. (2) The upper part of the leveling profile in East-Central Nepal corresponds to the trace of the Sun Kosi km North of the MFT, respectively. In Figure 2 , we have represented the average erosion profile deduced from stacking the 6 profiles, and we have set the location of the peak in the High Himalaya to fit the location of the peak deduced from the two rivers in their respective sub-region. In Figure 3 , we have represented the expected erosion profile for three models of mountain growth (black curves). The profile in Figure 3A is from Cattin and Avouac [2000] , who predict that a prominent uplift peak should be located where the MFT intersects the surface (first peak), while another broader uplift peak in the High Himalaya occurs above the mid-crustal ramp within the MHT (second peak). In Figure 3B , we have assumed that half of the convergence is accommodated by thrusting along the MFT (first peak), while the remaining convergence is accommodated by out-of-sequence thrusting near the surface trace of the MCT (second peak). In Figure 3C , the uplift peak above the ramp predicted by the steady-state model of Cattin and Avouac [2000] has been shifted to the North above an abandoned ramp, in order to simulate the impact of a recent southward migration of the mid-crustal ramp whose effect on the long-term uplift profile would not yet be expressed in riverbed morphology.
