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Introduction
Mixed models bring together fixed and random effects. They allow analysis of repeated measurements or longitudinal data. In this paper, we concentrate on linear mixed-effects models defined as Y k,j = α k + β k t j + ε k,j , k = 1, . . . , N and j = 1, . . . , J
where Y k,j denotes the observed value for individual k at time t j and (α k , β k ) represent the individual random variables of entity k. They are known as random effects. The random variables (ε k,j ) represent the measurement errors. We denote their densities f α , f β and f ε . We do not assume that α k and β k are independent. We make the following assumptions: (A1) Times (t j ) 0≤j≤J are known and deterministic and ∆ j = ∆ for all j, t j = j∆ and J ≥ 6. (A2) (ε k,j ) k,j are i.i.d. with distribution f ε and the Fourier transform of f ε does not vanish on the real line. (A3) (α k , β k ) are i.i.d. with respective distribution f α and f β . (A4) (α k , β k ) are independent of (ε k,j ) k,j . (A5) ε is symmetric. The aim of this paper is to recover the densities f α and f β from the data (Y k,j ) in a nonparametric setting.
Mixed models have been widely studied in a parametric context. For example, Pinheiro and Bates (2000) have considered the problem assuming that both random effects and measurement errors are Gaussian, which enables them to use a maximum likelihood approach. Nonetheless the normality assumption can be too strong in some cases. In this way, Wu and Zhu (2010) relaxed the normality assumption estimating the first four moments of the random-effects density. We can also cite previous works of Shen and Louis (1999) who consider a smoothing method without any assumption on the error distribution f ε , Zhang and Davidian (2001) and Vock et al. (2011) who propose a semi-nonparametric approach based on the approximation of the random-effects density by an Hermite series assuming that the error distribution is Gaussian. Some approaches are based on normal mixtures, see Ghidey et al. (2004) , Komárek and Lesaffre (2008) . For nonparametric approach, we can cite Claeskens and Hart (2009) who develop a nonparametric goodness-offit test in mixed models providing a nonparametric estimator if the normality hypothesis is rejected. Mixed models are also studied in Bayesian litterature, see Ibrahim and Kleinman (1998) who allow the prior to be nonparametric by taking a Dirichlet process.
Here we consider an approach based on deconvolution methods. The convolution model is a classical setting in nonparametric statistics which has been widely studied. There exists a large amount of literature 3 on the subject assuming first that the noise density is known. We can cite Carroll and Hall (1988) , Stefanski (1990) , Stefanski and Carroll (1990) , Fan (1991) , Efromovich (1997) and Delaigle and Gijbels (2004) who study rates of convergence and their optimality for kernel estimators. Concerning studies of rate optimality in the minimax sense, we refer to Butucea (2004) and Butucea and Tsybakov (2008a,b) . Yet the drawback of these methods is that they all work under the assumption that the error distribution is known. We can also cite, in the known error case, Dion (2014) who study nonparametric estimators based on Lepski's method. However, the main goal of this paper lies in an adaptive choice of a smoothing parameter. For the most part, the adaptive bandwidth selection in deconvolution models has been addressed with a known error distribution, see for example Pensky and Vidakovic (1999) for wavelet strategy, Comte et al. (2006) , Butucea and Comte (2009) for projection strategies, or Meister (2009) and references therein. Adaptive estimation in deconvolution problems with unknown error density has been recently studied in a rigorous way. Several papers focus on that matter as those of Comte and Lacour (2011) , Johannes and Schwarz (2013) , Dattner et al. (2013) , Kappus (2014) and Kappus and Mabon (2014) . Rates of convergence have been presented in Neumann (1997) and, more recently, in Johannes (2009 ), or Meister (2009 under the assumption that a preliminary sample of the noise ε is observed.
More precisely, we follow an approach introduced in deconvolution literature but in presence of repeated measurements. Rates of convergence in a repeated observations model have been presented in Li and Vuong (1998) , Neumann (2007) , Delaigle et al. (2008) and Comte et al. (2013) . More recently, Kappus and Mabon (2014) have achieved a new adaptive procedure in this setting. Their method has the advantage of deriving a nearly optimal data driven choice of the smoothing parameter using a penalization strategy under very weak assumptions: in particular no semi parametric assumption on the shape of the characteristic function of the noise is required. In this paper, we propose to adapt their method in the context of a mixed-effects model.
Model (1) has been considered by Comte and Samson (2012) . Let us emphasize the novelty of our paper. Comte and Samson (2012) derive theoretical properties of the nonparametric estimators of f α and f β only when the error distribution is known. In that particular case they establish oracle inequalities which ensure that their method is adaptive. Since assuming that the noise is known is not realistic, they also define an estimator when it is not. They prove an upper bound for its risk for fixed smoothing parameter. Then they propose an adaptive strategy which is implemented but not studied from a theoretical point of view. Here, we modify the procedure and improve the upper bound. Moreover we prove oracle risk bounds for the adaptive estimators of f α and f β in presence of unknown noise. These results are difficult and new. We also derive the rates of convergence for f β . This paper is organized as follows. In Section 2, we give the notations, specify the statistical model and estimation procedures for f α and f β along with upper bounds for both densities and rates of convergence for f β those of f α being known. In Section 3, we introduce adaptive estimators and propose a new adaptive procedure by penalization in the context of linear mixed-effects model under weak assumptions inspired by the work of Kappus and Mabon (2014) . Besides, the theoretical properties of the adaptive estimators are studied. In Section 4, we lead a study of the adaptive estimators through simulation experiments. Numerical results are then presented. In the concluding Section 5 we give further possible developments or extensions of the method. All the proofs are postponed to Section 6. 2. Statistical model and estimation procedure 2.1. Notations. For two real numbers a and b, we denote a
|ϕ(x)| 2 dx, ϕ, ψ the scalar product between ϕ and ψ defined by
, then the function ϕ is the inverse Fourier transform of ϕ * and can be written ϕ(x) = 1/(2π) e −ixu ϕ * (u) du. Lastly the convolution product * is defined as (ϕ * ψ)(x) = ϕ(x−u)ψ(u) du.
2.2. Estimation of f α . Under Assumption (A1), we can write Model (1) for j = 0 as follows
If observations at t = 0 are not available, we simply set t j = t j − t 1 . Then we would estimate the density of α k defined by α k = α k +β k t 1 instead. Thus it is interessing that we do not need an independence assumption between α and β. This is a classical deconvolution model in the context of unknown measurement errors (see references above).
The density distribution of Y k,0 is noted f Y . Under Model (2) and independence assumptions we have clearly that
In this case, we have that
If f * ε were known, we could simply estimate f * α withf * Y /f * ε wheref * Y is an estimator obtained directly from the data with a simple empirical estimator. We should only apply the inverse Fourier transform to get an estimate of f α . Nevertheless, 1/f * ε is not integrable over R. That is why we cannot compute the inverse Fourier transform over R. We need to regularize the problem, for example, with a spectral cutoff parameter. For that we introduce the projection of f α denoted f α,m defined by
In this paper the error distribution is assumed to be unknown. To make the problem identifiable, some additional information on the noise is required. In this subsection we derive an estimation prodecure for f * ε which is specific for the estimation of f α . When estimating f β we will not use the same estimator of f * ε . Model (2) can be seen as a repeated observation model. Therefore we can recover an estimation of the error distribution from the following data:
which imply the following equality under Assumption (A2)
Assumption (A5) together with (A2) imply that f * ε is real-valued and positive, so that f *
ε can be estimated as follows
Nevertheless we need to prevent f * 4 ε to become too small. For that we introduce a regularization of the Fourier transform by truncating the estimator following methods presented in Neumann (1997) , Comte and Lacour (2011) , Kappus (2014) and Kappus and Mabon (2014) . We define the following threshold
where s N (x) ≥ 1 will be defined later. Now we can introduce another estimator of f * ε defined by
So using the inverse Fourier transform, we can estimate f α,m as followŝ
wheref *
We can state the following upper bound on the L 2 risk forf α,m .
Proposition 2.1. Under Assumptions (A1)-(A5), for k N (x) defined by (5) and forf α,m defined by (7) then there is a positive constant C such that
where f α,m is defined by (3) and C is a numerical constant.
The first two terms of the right-hand side of Equation (8) correspond to the usual terms when the error distribution is known (see Comte et al. (2006) ): a squared bias term ( f α − f α,m 2 ) and a bound on the variance depending only on f
And to prevent the denominator from becoming too small, we regularize the Fourier transform of the error distribution as follows
(10)
Thus we can estimate f * β as followŝ
We emphasize that the previous definition uses distinct observations forf * ε andf * Z , so that the numerator and the denominator are independent. This is why Assumption (A1) requires J ≥ 6. We then define f β,m as follows
Applying the inverse Fourier transform, we get an estimate of f β,m
Thus we can state the following upper bound on the L 2 risk forf β,m .
Proposition 2.2. Under Assumptions (A1)-(A4), for k N (x) defined by (5), thenf β,m defined by (12) satisfies
(13) where f β,m is defined by (11) and C 1 is defined in Lemma B.2.
The terms of the right-hand side of Equation (13) correspond to a squared bias ( f β − f β,m 2 ) variance decomposition. Compared to Comte and Samson (2012) , this inequality differs from the last term which is smaller than theirs, for s N ≡ 1. The first term of variance with order m/N is the bound we would have if we were in a direct density estimation context. The second term is a classical term appearing in density deconvolution problems when the error distribution is known but the J − 4 factor is specific to the repeated measurement framework. The last term of variance is due to the estimation of f * ε . 2.3.1. Discussion of the resulting rates. In order to derive the corresponding rates of convergence of the estimator of f β defined by (12), we assume that the density functions f β and f ε belong to some nonparametric classes of functions. First, we introduce the following type of smoothness spaces
with r ≥ 0, a > 0, δ > 1/2 and L > 0. Then if f β belongs to A(a, r, L), the squared bias term can be bounded as follows
To derive the order of the bound on the variance in Equation (13), we need more information about the regularity of f ε . We add the following classical assumption: There exist positive constants k 0 , k 0 , γ, µ, and s such that for any real x
• We say that f * ε ∈ OS(γ) (for ordinary smooth), if f * ε satisfies (16) with γ = 0, s > 0 and µ > 0.
where C, C and C are positive constants independent of N or J.
Proposition 2.4. Suppose that f * ε ∈ OS(γ) and f β ∈ A(a, r, L) defined by (15), then
The rates are reported in Table 1 . We clearly see that the rates of convergence depend on unknown quantities since they describe the regularity of the density function under estimation as well as the error distribution. When J is considered as a constant, we find the usual rates of convergence corresponding to density deconvolution already presented in the literature. Increasing J will improve the rates. The idea now for the adaptive estimation is to find a penalty term which have the same order as the bound on the variance. Thus the adaptive estimator will reach automatically the rates of convergence presented in Table 1 . The following section shows that we can obtain an adaptive procedure under weak assumptions. In particular, we do not assume there that the characteristic function of the error distribution has a particular shape (ordinary smooth or supersmooth). In other words, Assumptions (14) or (15) and (16) are not necessary to derive an adaptive procedure.
Model selection
In this section, we introduce an adaptive estimator of |f * ε | 2 which can be uniformly controlled on the real line. This brings a model selection procedure with very weak assumptions on the error distribution f * ε . For that we need to choose a new and adequate s N (x), larger than previously, which will allow us to apply concentration inequalities of Talagrand type. For δ > 0, let us introduce the weight function w defined as ∀x ∈ R, w(x) = (log(e + |x|))
which has originally been proposed in Neumann and Reiß (2009) . The considerations presented in that paper, combined with ideas given in Kappus (2014) play an important role for the arguments. This function is of high importance since the penalty terms will involve an empirical version of the characteristic function in the denominator ; therefore the oracle inequalities depend on a precise control of the deviation of f * 4 ε from f * 4 ε on the real line. It is shown in Neumann and Reiß (2009) that the distance between both objects, weighted by w, is simultaneously small on the real axes. In the penalty terms, there will hence occur a loss of logarithmic order, in comparison to the variance term.
As from now, we set the threshold k N defined by (5) as follows
where κ is a positive universal constant.
We want to propose an estimatorfm of f completely data driven. Following the model selection paradigm, see Birgé (1999) , Birgé and Massart (1997) or Massart (2003) , we selectm as the minimizer of a penalized criterionm = argmin
where M N describes the model collections. The penalty term should be chosen large enough to counterbalance the fluctuation off m aroundf , but on the other hand, should ideally not be much larger than the variance terms presented in Equation (13). Here the penalty term is stochastic since the variance terms depend on the error distribution which is supposed unknown.
3.1. Adaptive estimation procedure for f α . In this section, we adapt the results of Kappus and Mabon (2014) who proposed a completely data driven procedure in the framework of density estimation in deconvolution problems with unknown error distribution. In the present paper, Model (2) can be seen as a repeated observation model, which is studied in their paper. The main difference lies in the fact that in Kappus and Mabon (2014) f * 2 ε can be estimated directly from the data with an empirical estimator whereas here only f * 4 ε can be estimated. This, in our case, implies that f * ε is raised to a greater power in the term specific to the unknown noise density.
We introduce the following notations
These terms correspond to the deterministic and stochastic bounds on the variance appearing in Equation (8). The difference lies in the introduction of the function w essential for the adaptive procedure. Thus, we define an empirical penalty as
N where κ is the same as in Equation (17), and a deterministic penalty
Then, we select the cutoff parameterm as a minimizer of the following penalized criterion
where M N = {1, . . . , N }. We can now state the following oracle inequality:
Theorem 3.1. Under Assumptions (A1)-(A4), letf α,m be defined by (7) and (18). Then there are positive constants C ad and C such that
The latest result is an oracle inequality which means that the squared bias variance compromise is automatically made and completely data driven in a non-asymptotic setting. So rates of convergence are reached without being specified in the framework. This result is of high interest since in deconvolution problems, rates of convergence are classically intricate and depend on the regularity types of the function f under estimation and the error density f * ε which is alos unknown (see Section 2.3.1). However the penalty term is not exactly the same as the upper bound terms shown in Equation (8). We may wonder if a loss due to adaptation occurs. To answer that question, right-hand side of Equations (8) and (19) have to be compared. More precisely, since the squared bias term f α − f α,m 2 is unchanged and N −1 is a negligible term, it comes down to compare pen(m) with
Clearly the difference lies in the logarithmic terms, and thus, the loss is negligible.
3.2. Adaptive estimation procedure for f β . As in the previous section, we start by defining the bound appearing in the known-error case, then the one appearing in the unknown-error case, with additional w function.
We can now define the stochastic penalty associated to the adaptive procedure
N and the deterministic penalty
It is worth mentioning that the penalty takes into account the three terms of variance showed in Equation (13). So the penalty has the same order as the bounds on the variance. Therefore we select the cutoff parameterm as a minimizer of the following penalized criterion
Theorem 3.2. Under Assumptions (A1)-(A4), considerf β,m defined by (12) and (20). Then there are positive constants C ad and C such that
The same kind of remarks as after Theorem 3.1 hold here. The latest result is an oracle inequality which means that the bias variance compromise is automatically made and completely data driven in an almost non-asymptotic setting. So rates of convergence are reached automatically without being specified in the framework. As far as we know this result is new in the literature.
Simulation
In this section, we only concentrate on a simulation study of f β . Indeed, the proposed method for the estimation of f α being mainly taken from Kappus and Mabon (2014) , we refer to that paper for the performance of the estimator.
The whole implementation is conducted using R software. The integrated squared error f −f β,m 2 is computed via a standard approximation and discretization (over 300 points) of the integral on an interval of R denoted by I. Then the mean integrated squared error (MISE) E f −f β,m 2 is computed as the empirical mean of the approximated ISE over 100 simulation samples.
4.1. Implementation of the estimation procedure. The adaptive procedure is implemented as follows:
Choosem such asm = argmin
Riemann's sums are used to approximate all the integrals. The penalties are chosen according to Theorem 3.2 and as in Comte et al. (2007) we consider that m can be fractional by taking the following model collection M N = {m = k/10, 1 ≤ k ≤ 25} associated with the following penalty
Moreover the times t j are chosen as t j = j∆ with ∆ = 2 and J = 6 as in Comte and Samson (2012) . 5, 26] . All the densities are normalized with unit variance except the Cauchy density. In all considered cases, f α is a standard Gaussian distribution.
We consider the two following noise densities with same variance σ 2 ε . In the simulation the variance takes the values 1/10 and 1/4. The first one is a Gaussian density (supersmooth density) which means f * ε ∈ SS(2). The second one is a Laplace density (ordinary smooth density) which means f * ε ∈ OS(2).
Laplace noise :
The calibration of the two constants are done with intensive preliminary simulations with a sample size of 500. In the end, we choose κ 1 = κ 2 = 1. We can notice that in Kappus and Mabon (2014) the constant are larger. It seems that the greater the power of f * ε is in the denominator, the smaller the constants are.
Simulation results.
The results of the simulations are given in Tables 2 and 3 . In both tables, we report the average values of the integrated squared errors multiplied by 100 and their medians (in brackets). A first remark: estimating the Fourier transform of the noise f * ε reduces the risk compared to knowing the density of the noise, a fact already pointed in Comte and Lacour (2011) . This can be explained by the fact that an additional regularization of the characteristic function of the noise comes in. This regularization is not applied in the procedure when the error distribution is known. Table 2 corresponds to an estimation procedure where the error distribution is a Laplace density while Table 3 corresponds to a Gaussian noise. We notice that increasing the sample size improves the estimation and increasing the variances degrades the estimation but in an acceptable way. Concerning the medians of the ISE, they are always lower than the means of the ISE which may indicate that only few estimates degrade global performance.
For all the test densities, the results are very good.
Comparison with existing results. The results of the standard Gaussian distribution, Cauchy distribution and Gamma distribution can be compared to those of Kappus and Mabon (2014) . We estimate the same functions but in a more difficult context. In fact we have access to an estimate of (f * ε ) 4 when they have access to an estimate of f * ε or (f * ε )
2 . That makes the problem tougher since the information about f * ε is less precise. Nevertheless, if we compare to Kappus and Mabon (2014) the results are very close which is quite remarkable.
In Table 4 , we have reported the results of the simulations with Comte and Samson (2012) procedure computed over the same samples used in Tables 2 and 3 . We have chosen to compare standard Gaussian distribution and Gamma distribution as examples. We can point out that our results are twice better when the error distribution is Gaussian. When the error distribution is a Laplace the results are similar. It is due to the fact that in their procedure their penalty is roughly our penalty qen multiplied by a term depending on the dimension of the model. When the noise is ordinary smooth as a Laplace distribution this term behaves as a constant whereas with a supersmooth noise as a Gaussian it leads to an over penalisation.
So our methodology can handle more cases (supersmooth error) than Comte and Samson (2012) and give very good results of estimation. Table 2 . Results of simulation with Laplace noise. Columns report the average values of 100 × ISE = 100 × f −f β,m 2 and their medians (in brackets) computed over 100 samples.
Concluding remarks
This paper deals with the construction of penalized estimators of the random effect densities f α and f β in a linear mixed-effects models. It improves the results of Comte and Samson (2012) to the unknown error case. We have proved oracle risk bounds for the adaptive estimators of f α and f β in presence of unknown noise and derived the rates of convergence for f β . We have also illustrated our procedures on datasets simulations. We have noted that our results for the estimation of f β are twice better when the error is Gaussian since the procedure of Comte and Samson (2012) is over penalized.
Let us emphasize that we do not assume that f α and f β are independent. Hence, a valid problem in this situation may be the estimation of a joint density β f α,β of α and β. For this purpose, one can build an estimator of f * α,β using the same kind of argument developed in this paper. Let us notice that
so we could estimate f * α,β by replacing E e i(uY k,0 +vZ k,j ) by an empirical mean. Next as
this implies that a projection estimator would be
This problem requires to choose indepently the cutoffs m 1 and m 2 which would lead to establish an adaptive procedure based on Goldenshluger and Lepski (2011) method. This problem would be very difficult and probably rather technical, this is why it is beyond the scope of the present work.
6. Proofs 6.1. Sketch of the proof of Proposition 2.2. The proof follows the same lines as Proposition 5.2 in Comte and Samson (2012) . The difference is that we apply our Lemma B.2 instead.
6.2. Proof of Theorem 3.1. The proof is similar to the proof of Theorem 3.2. See also Kappus and Mabon (2014) . Thus the proof is omitted.
6.3. Proof of Theorem 3.2. Let us introduce some notations: for k > m,
Moreover,
Now we can start the proof of Theorem 3.2. We denote by m the oracle cutoff defined by
We have
• Let us notice on the set G = {m ≤ m } :
Besides according to the definition ofm, one has the following inequalities:
which implies
Taking expectation, we apply the following Lemma proved in Section 6.4.
Lemma 6.1. There is a positive constant C such that for any arbitrary
It yields for some positive constant C
We just proved the desired result on G as f β − f β,m 2 = f β 2 − f β,m 2 and using the definition of m
• We now consider the set G c = {m > m }.
Let us first notice the following inequality
Besides by definition ofm (see Equation (20)), on the set {m = k} ∩ G c and applying Equation (22), one has 1
Now using Equations (26) and (27) 1 2
From Equation (25), we now have
Taking expectation the first summand is negligible by applying the following Proposition proved in Section 6.5.
Proposition 6.2. There is a positive constant C such that for any arbitrary
This combining with (24) complete the proof.
6.4. Proof of Lemma 6.1. There is nothing to prove for qen 1 (m).
• Consider qen 2 (m). For q = 1/2 or 1, using Cauchy-Schwarz's inequality, we have
Now noticing that we can write the first term of the lastest inequality, we have
Now applying Cauchy-Schwarz's inequality and Lemma B.2 for p = 2
So we have
Besides we havê
Once again applying Lemma B.2 for p = 1
Now using Jensen's inequality (since log is concave)
• Consider now qen 3 (m). Another application of Lemma B.2 yields
Let us notice that
Let us consider the first term on the right-hand side of Equation (30). We use the fact that |f * ε (u)| 4 ≥ N −1/2 (log N ) 1/2 w(u) −1 as well as the independence off * β andf * ε to find
Thanks to Theorem 5.1 in Neumann and Reiß (2009) , for some positive constant C,
Applying Lemma B.2 for p = 1, we get
which means that there exists C such that
Now let us consider the second term on the right-hand side of Equation (30) and let us notice that
.
Noticing the independence between the numerator and the denominator, using that |f *
and applying Lemma B.2 for p = 1, we have
This completes the proof.
6.5. Proof of Proposition 6.2. Before proving Proposition 6.2, we first to need prove two auxiliary lemmas. In the sequel, C will always denote some universal positive constant, but the value may vary from line to line. For k > m, let us introduce the following notation: A(m, k) := {u ∈ R, |u| ∈ [πm, πk]}. .
Lemma 6.3. For an estimator off * ε defined by (10), assume κ > √ c 1 p. Let τ ≥ 2κ and x ≥ 1. Then for some positive constant C
Proof.
By Lemma A.3, we have
Lemma 6.4. In the situation of the preceding Lemma
Proof. This is a direct consequence of Lemma 6.3 using the fact that for x, y ≥ 0,
holds.
Lemma 6.5. There is a positive constant C such that for any arbitrary
We then study the following empirical process
and define the following space: S(m, k) = {Supp(t) ⊂ A(m, k), t = 1}. Then we can write
For the variance term, we have Var
. Let us notice that the expectation can be rewritten as follows
Now applying Cauchy-Schwarz's inequality
2π .
So we choose ν as follows
And noticing that 1
We can now apply Talagrand's inequality
Lemma 6.6. There is a positive constant C such that for any arbitrary
Proof. We introduce the notation E X|f * ε , β which corresponds to the conditional expectation of a random variable X given β 1 , . . . , β N and ε k,j for j = 1, 2 and k = 1, . . . , N . 
where we used the fact that
We have thus shown for a universal positive constant C that for any m,
Finally, E sup k≥m
Proof of Proposition 6.2. Using Plancherel's formula, we get
Then it follows that
Therefore we can write
To bound I 2 (m, k), we introduce the following set We can now write the following inequalities, using (31) and the above remarks .
This completes the proof of Proposition 6.2.
