Abstract. This paper is the first of two papers concerning the derivation of optimal quadrature formulas. In Part I, we develop results concerning generalized inverses and use these results to derive some minimum variance quadrature formulas. The formulas are obtained by inverting appropriate systems of numerical differentiation formulas. The second paper, Part II, will use the same results concerning generalized inverses to derive Sard "best" quadrature formulas.
Introduction.
In an earlier paper [1] , a method was described and used to study the truncation error for interpolatory quadrature formulas by inverting systems of differentiation formulas. With the help of generalized inverses (see [6] - [8] ), the same idea can be used to derive quadrature formulas without the restriction that the formulas be interpolatory. In this paper, Part I, we will develop some results concerning generalized inverses and use these results to derive some minimum variance formulas as described by Sard in [5] . In a following paper, Part II, the results developed here will be used to formulate a procedure to derive Sard "best" quadrature formulas (see [4] ).
We assume that the formulas under consideration have the form (1.1) fix)dx = £ ».-/(*<)+ E(f).
Ja i-0
We also assume that (1.1) has E(f) = 0 for all / G <Pn where 0 ^ n :£ N. (P" denotes the set of all polynomials of degree n or less. Assuming the function f(x) is not known exactly at the points x0, xu ■ ■ ■ , xN, but only that /(*,) is known such that f(x/) = /(*,) + p¿, we get what we call here the inherent error N X N (1.2) /(/) = X Wifixd -E w<J(x<) = E V.P.-
If we ignore computer round-off error, the expression £f_0 w¡ f(x¡) is what is computed to approximate /* f(x) dx. Thus where T(j) = 1(f) + E(f).
From Krylov [2] , we know that if |p¿ | ^ p, a bound on the inherent error /(/) is |/(/)l ú p £ k,l, i-0 and this bound is minimized if the h\'s are all positive. In [3] an analysis is given which indicates that the round-off error itself is likely to be smaller if the weights Wi are positive. In [2] and [5] we find that under reasonable statistical assumptions on the p,'s, the variance of 1(f) is minimized by minimizing £f.0 w2. In this paper, Part I, we develop a procedure for solving Problem I. Determine the quadrature formula of the form o/" (1.1) with E(f) = 0 for f G (P", n < N, such that £f_0 w\ is a minimum.
A computer program has been written employing this procedure and some tables of minimum variance formulas have been computed.
Inverting Numerical Differentiation Formulas.
We assume / G C\c,d\ where [c, d]isa finite interval containing the n + 2 distinct points z0, ■ ■ • , zn+t and the AT + 1 distinct points x0, • ■ • , xN. The notation C\c, d] is used to denote the set of functions with k continuous derivatives on [c, d] . We permit the possibility that z, = x¡ for some / and some j.
At this point we define
which implies that g G C2 [c, d] . From the Lagrange interpolation formula, we get
where
Here, g[z0, ■ ■ ■ , zn+1, x] denotes the (n + 2)nd divided difference of g at z0, ■ ■ ■ , zn+i, x, oe"+i(x) = (x -ZoX* -Zi) ■ ■ ■ (x -zn+1), and ¡i(x) = o>n+i(x)/(x -Z.V^fZ;)
for i = 0, • • -, n + 1.
By differentiating (2.2) and noting that g'(x) = f(x), we get
where (2.4) 50". = Í ' f(t) dt and
Another representation of (2.5) is
where wn(x) = (x -z0) • • • (x -z"). The form (2.6) is worthwhile when the (n + 2)nd divided difference can be related to the (n + 2)nd derivative.
The system of equations
R'(g; xi)
iR'(g;xN)\ is obtained by evaluating (2.3) at the points x0, xu ■ ■ ■ , xN. From Lemma 2.2 of [1], we learn that for N ja n the columns of the (A'' + 1) X (n + 1) matrix L = (/,,) = (l'j(x¡)) are linearly independent. Hence, the rank of L is n + 1.
We will now indicate how generalized inverses can be used to derive numerical integration formulas from the system of equations (2.7). As done by Rohde in [7] , we define the generalized inverses of L to be the set of (n + 1) X (N + 1) matrices B such that LBL = L. Because L has rank n + 1 for our case, we may define the generalized inverses of L to be the set Note that (2.13) and (2.14) both require that / G C+,[c, d\. with E(f) = Ofor f G (?n, 0 £ n s= JV, smcA /to Ef-o wi " a minimum.
As mentioned in the introduction, formulas for which Ef-o w? is a minimum minimize the variance of the inherent error. Using Corollary 3.2 and Eqs. (2.7) and (2.9), we get The results were computed to 15 decimal digits, but only 12 digits are given in the tables. Table I , for algebraic degree of precision n = 3, agrees with the results given Table II gives the minimum variance weights w0, ■ ■ ■ ,wN for the Adams-Bashforth type predictor formulas, and Table III gives the minimum variance weights for the Adams-Moulton type corrector formulas. The symmetry occurring in Table I does  not occur in Tables II or III with |£(/)| g 3.2593 max |/<6)(*)l and <r2(5, 6) = 36.112958109117.
Note that in Table III As can be seen by comparing Tables II and Tables III, this holds true in all cases considered. Hence, the corrector formulas would appear to give considerable improvement over the predictor formulas.
