The certification, construction, and delineation of individual, infinitelength "random" sequences have been longstanding yet incompletely resolved problems. We address this topic via the study of normal numbers, which often have been viewed as reasonable proxies for randomness, given their limiting equidistribution of subblocks of all lengths. However, limitations arise within this perspective. First, we explicitly construct a normal number that satisfies the law of the iterated logarithm yet exhibits pairwise bias toward repeated values, rendering it inappropriate for any collection of random numbers. Accordingly, we deduce that the evaluation of higher-order block dynamics, even beyond limiting equidistribution and fluctuational typicality, is imperative in proper evaluation of sequential "randomness." Second, we develop several criteria motivated by classical theorems for symmetric random walks, which lead to algorithms for generating normal numbers that satisfy a variety of attributes for the series of initial partial sums, including rates of sign changes, patterns of return times to 0, and the extent of fairness of the sequence. Such characteristics generally are unaddressed in most evaluations of randomness. More broadly, we can differentiate normal numbers both on the basis of multiple distinct qualitative attributes and quantitatively via a spectrum of rates within each attribute. Furthermore, we exhibit a toolkit of techniques to construct normal sequences that realize diverse a priori specifications, including profound biases. Overall, we elucidate the vast diversity within the category of normal sequences.
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maximally irregular | approximate entropy W hat is a random infinite single sequence? What criteria should a sequence satisfy to be certified as random? How do we algorithmically construct broad classes of such sequences? Is "randomness" a complete description of a sequence or, instead, a broad category with a rich subordinate taxonomy of distinct classes and behaviors?
These fundamental questions have long been intertwined with developments in probability theory. Unfortunately, until the 20th century, probability was formulated ambiguously, as highlighted by the sixth problem in David Hilbert's famous list (1900), in which he called for an axiomatic foundation of the theory, which he then categorized as a branch of physics. In the 1920s and early 1930s, the intensive efforts to satisfy Hilbert's mandate culminated in Kolmogorov's Grundbegriffe der Wahrscheinlichkeitsrechnung (1), the mathematically rigorous, measure theoretic basis of modern probability. However, this also led to a decline in linkages between the formal mathematics and real-world settings in which notions of randomness for individual sequences were a central feature. Axiomatic probability theory deliberately avoids a definition of an individual random sequence, proceeding to discuss properties of random variables and stochastic processes, and thus fails to substantively resolve our lead questions.
Nonetheless, there have been three complementary, alternate approaches that might potentially address our interests: (i) the generation of frequentist-based "Kollektivs," (ii) the construction of sequences of nearly maximal algorithmic (Kolmogorov) complexity (2) , and (iii) the production of algorithms to construct normal numbers.
In 1919, Richard von Mises (3) proposed to develop the theory of probability, based on frequency stability properties. von Mises defined an infinite (binary) sequence as random (denoted a Kollektiv) by requiring that (a) the limiting frequency of 1s and 0s exists, and (b) property (a) persists for any subsequence selected by an admissible selection rule. Unfortunately, von Mises never clarified his definition of an admissible selection rule for subsequences, provoking much criticism. Despite refinements by Wald (4) and Church (5) , who proposed that the set of admissible place selections consists of the computable functions, the approach remained algorithmically vague, and the place selection formulation itself had "fatal" vulnerabilities. Consequently, this orientation effectively disappeared from advanced mathematical research.
Per Martin-Löf (6) subsequently developed a valid definition of a Kollektiv, within an algorithmic complexity framework. His and related formulations have been developed extensively in the algorithmic randomness and complexity literature, as exemplified by the treatise of Downey and Hirschfeldt (7) . Despite its conceptual appeal, algorithmic complexity does not lead to implementable programs as a consequence of the nonexistence of an algorithm for the halting problem (8) , and therefore has extreme limitations toward actual constructions of putatively "random" or highly irregular sequences (ref. 9, p. 2085). Furthermore and critically, the concept of a programmatically efficient production of sequences is fundamentally incompatible with a coincident mandate of high algorithmic complexity.
Formulation (iii) has seemed particularly attractive to many (e.g., ref. 10), given the equidistribution property that defines normal numbers, and is our central focus as well. We recall that a number (or sequence) is normal to a base b if all possible k-tuples (blocks) of consecutive digits from the set {0,1,2, . . ., b-1} occur with limiting frequency 1/b k . This characterization provides a verifiable specification for individual sequences. Normality is complementary to algorithmic complexity, and does not require
Significance
The validation and construction of individual, putatively "random" infinite sequences have been longstanding problems within mathematics. We address this topic via the study of binary normal numbers, which often have been viewed as models for randomness. We show that normality exhibits a rich, multifactorial taxonomy and is hardly a single monochromatic category. Furthermore, we present a toolkit of algorithmic techniques to explicitly construct normal sequences to achieve diverse yet precisely controlled specifications, many of which (e.g., bias) display unexpected and somewhat pathologic subordinate dynamics. Moreover, we construct a normal number that exhibits pairwise bias toward repeated values and, accordingly, deduce that the evaluation of higher-order block behavior, even beyond equidistribution, is imperative in proper evaluations of "randomness."
any determination and assessment of the underlying algorithm used to generate the sequence. We emphasize that in a vast preponderance of (noncryptographic) applications, the requirement of a random sequence reduces to approximate equidistribution of k-blocks for all k, consistent with a normality orientation.
Borel's theorem that almost all numbers are normal (11) was nonconstructive, and indeed, this result subsequently has been accompanied by an awareness that explicit constructions of such numbers are remarkably difficult to produce with certification. Prominent among the few sets of explicit constructions are those developed by Besicovitch (12), Davenport and Erdos (10), Stoneham (13) , and Bailey and Crandall (14) . As noted in ref. 15 , these examples and the accompanying proofs, although interesting in their own right, underscore the acute need for broadly applicable methods to produce general classes of normal numbers.
Previously, we specified algorithms to produce diverse classes of certified binary normal numbers (15, 16) , based on a core theme of concatenations of finite maximally irregular sequences (Theorem Pr-1, see Approximate Entropy and Maximal Irregularity). A plausible perspective might be to aggregate these normal numbers into sets that then could be regarded as constructively generated collections of random sequences, in which all normal numbers are viewed implicitly as "satisfactory."
However, for binary infinite sequences, beyond normality, researchers often mandate that candidates for random sequences satisfy the almost sure (a.s.) laws of probability theory for symmetric random walk, S N , the sum of N independent random variables, each taking on the values ± 1 with probability 1/2. The law of the iterated logarithm (LIL), which states that lim sup N→∞ SN ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi (17), merits particular mention in this context. It is a cornerstone of modern probability theory, providing maximal bounds for the variation of fluctuations of partial sums, and it has become a heavily referenced ("standard") added a.s. constraint beyond normality. Our constructions in refs. 15 and 16 yielded stratified sets of normal numbers that were biased (an attribute that had not been identified previously), as well as sets of more symmetric yet delineated normals that either were guaranteed to satisfy the LIL or, alternatively, to fail to do so. The biased normal numbers, and probably the normal numbers that failed to satisfy the LIL, should be excluded from generic "Randomness" collections. However, could we then consider normal numbers that also satisfied the LIL to be suitably random? Below, we see that even this more restricted program is incomplete, in the absence of further considerations. [Additionally, in SI Discussion, point 10, we elaborate on the inevitable subjectivity of the selection of any finite set of a.s. constraints to appropriately model a realization or sample path in probability theory (18, 19) .]
The purposes of this paper are twofold. First, we show that normality, even with the added constraint of the LIL, may fail to ensure randomness-higher-order block dynamics must be evaluated, even beyond asymptotic equidistribution. In Theorem 2, we construct a binary normal sequence that satisfies the LIL yet exhibits pairwise (two-block) bias; i.e., for any initial segment, the frequency of contiguous pairs {0,1} and {1,0} is each below 1/4 the length of the segment. The sequence has the following appealing interpretation, in the context of gambling on two possible outcomes: if from the outset you always adopt the strategy of betting for a repeat of the previous observation, no matter when you stop, you are always ahead. Thus, despite the asymptotic frequency limit of 1/4 of occurrences of each of {0, 0}, {0, 1}, {1, 0}, and {1, 1}, this bias renders the sequence a remarkably poor candidate for any Randomness collection.
Second, several results describing the behavior of sample paths for symmetric random walk (17) motivated us to develop algorithms to generate normal numbers that satisfy related categories of attributes (Theorems 7-9). These results are remarkably general, producing broad classes of normal numbers along multiple axes while simultaneously allowing sharp control of several sample path attributes. Indeed, a prevailing theme in the constructions of normal numbers both below and in ref. 15 is the development of an armamentarium of complementary techniques to precisely control various parameters in the "design specification" of these sequences (highlighted in Fig. 1 ).
Herein, we provide the central ideas for construction of broad classes of normal numbers and statements of our main new results, Theorems 1-9. Complete proofs are given in SI Appendix. Throughout, we restrict attention to binary sequences of 0s and 1s.
Basic Ideas and Previous Results
Approximate Entropy and Maximal Irregularity. We recall several definitions and results from prior work (9, 16, 20) . First, we quantify irregularity by using approximate entropy, ApEn (defined in SI Appendix). For a length N sequence of real numbers u := u (N) := (u(1), u(2),... u(N)), ApEn(m, r, N)(u) measures the logarithmic frequency with which blocks (subsequences of contiguous sequence points) of length m that are close together, i.e., within a tolerance range r, remain close together for blocks augmented by one position. Larger values of ApEn imply greater irregularity in u, whereas smaller values correspond to more instances of recognizable patterns. In our binary setting, we set r < 1 as our measure of resolution, and observe that we monitor exact matches in blocks. With this restriction at hand, we suppress the dependence of ApEn on r below.
A length N sequence u is defined as {m,N}-irregular if it achieves the maximal ApEn(m,N) value among all sequences of length N and is defined as N-irregular (maximally irregular) if it is {m,N}-irregular for m = 0, 1, 2, ..., m crit (N), where m crit (N) := max(m: 2 m < N) (16) . This specification provides a useful equivalence of maximally irregular ApEn sequences and maximally equidistributed sequences while grading the remaining sequences in terms of proximity to maximality (21) .
The central result of our paper (16) was a theorem that provides explicit rules for concatenating maximally irregular sequences of nondecreasing length such that the limiting infinite sequences are normal numbers, indicated next. This also uses a wrap-around version of ApEn, in which we consider sequences of length N in a cyclical arrangement, and (analogous to ApEn) we define N-wrirregular sequences.
We use the following notation below. For sequences v and w, v ∨ w denotes the concatenation of v and w, and Lt(v) denotes the length of v.
Theorem Pr-1. Define the base 2 sequence u :
The length restrictions on concatenates imposed by Theorem Pr-1 allow for the production of large collections of normal numbers, because diverse classes of functions f(i) := Lt(v i ) satisfy the conditions of the theorem, including both polynomial and slowly varying functions.
Initial Partial Sums. For an infinite sequence u, define Rad(u) by Rad(u(i)) = 2u(i) − 1 for all i. This mapping to infinite sequences with values +1 or −1 allows direct comparisons of our constructions to the a.s. laws of probability theory.
We pay particular attention to the partial sums S N (u) := P N n=1
RadðuðnÞÞ, and to the sample path {S N (u)}, N ≥ 0 . By convention, we define S 0 (u) = 0. Note that S N (u) = #1s in u (N) − #0s in u (N) .
deBruijn Sequences. In many constructions below, we apply Theorem Pr-1 with each concatenate block selected to be of length a power of 2. It has long been known that maximally equidistributed (hence, maximally irregular) sequences exist of length N = 2 k for any k (22, 23) . Any such (binary) sequence, denoted as a deBruijn sequence of order k, is a sequence of length 2 k that (viewed cyclically) contains every possible block of length k exactly once. There is a substantial literature on these sequences within discrete mathematics and computer science. However, we strongly emphasize that much remains unknown about deBruijn sequences, particularly in the understanding of fluctuations of their initial partial sums as we consider herein.
Fredricksen (23) provides an excellent source for a general background on deBruijn sequences, including several algorithms to construct these "full cycles." For general k, very few de Bruijn sequences of order k are efficiently computable (23, 24) . Among extant algorithms, the primary production of collections of deBruijn sequences is through linear shift registers associated with primitive polynomials of degree k, which exist for all degrees k (22 (24) .
The Prefer 1 deBruijn sequences (23), defined next, are central in many constructions below. Prefer 1 Algorithm: (i) Write k 0s. (ii) Recursively for increasing n, starting at n = k + 1, for the n th sequence bit, 2 k ≥ n > k, write 1 if the newly formed k-tuple has not appeared previously in the sequence; otherwise, write 0.
For clarity, we define Pref1(k) to be the Prefer 1 sequence as defined above, and shift(m)-Pref1(k) to be the same sequence rotated (translated) left by m units; this is also a deBruijn sequence. As an example, for k = 3, Pref1(k) = 0 0 0 1 1 1 0 1; shift(3)-Pref1(3) = 1 1 1 0 1 0 0 0; and shift(4)-Pref1(3) = 1 1 0 1 0 0 0 1. Another example is the shift(5)-Pref1(4) sequence indicated after Theorem 5 below. The shift(k)-Pref1(k) sequences, for which the first k units are all 1s, will be seen to be of special significance.
A central issue is that although all deBruijn sequences of length 2 k contain every k-tuple, the order in which the k-tuples appear differs among these sequences. These differences allow for considerable variation in the character of normal numbers produced by Theorem Pr-1, even once the length function of the i th concatenate block has been specified. We illustrate distinctions among deBruijn sequences in Fig. S1 , applied to three length-64 sequences: (i) prefer-one, (ii) prefer-opposite, and (iii) the sequence associated with the primitive polynomial x 6 + x + 1. Below, given a nondecreasing function L(i), we often study concatenations of shift(m)-Pref1(k) deBruijn sequences whose lengths approximate L(i) for each integer i. We first define the class 
Constructions of Normal Numbers
The following theorem, which states that perturbations of normal numbers by insertions of aggregate order o(N) are also normal, has broad potential application. Herein, we use this result in the proofs of Theorems 2, 7 and 8.
Theorem 1 (Insertion Theorem). Assume we are given a normal binary number u = (u(1), u (2) A Pairwise Biased Normal Sequence That Satisfies the LIL. We present an infinite binary sequence, denoted by Seq(pair biased-LIL), that is normal and satisfies the LIL, yet exhibits systematic bias in pairwise blocks.
First, define the prefix seg 0 to be the sequence of eight 1s followed by eight 0s. Each segment consists of a long run of concatenated identical deBruijn sequences, followed by a large spike of 1s, then by a spike of 0s of double that (spike of 1) length, followed by another spike of 1s to return to a balance of equal numbers of 1s and 0s. Recursively, the i th segment mimics the (i − 1) th segment, except exponentially elongated in the length of the number of deBruijn concatenates, and with the up and down spikes specified to realize LIL upper and lower bounds.
Theorem 2. Seq(pair biased-LIL) has the following three properties:
A. It is a normal sequence. B. It satisfies the LIL (for 1-blocks). C. It exhibits pairwise bias for 2-blocks, i.e., for all N, there is less than ¼ frequency of occurrences of each of {0, 1} and {1, 0} in the initial length N segment of Seq(pair biased-LIL). Proof Sketch. A key point in the specification of Seq(pair biased-LIL) is that as part of the algorithmic carpentry, spike insertions afford tight control of max and min S N and of pair counts that is not readily achieved via strict concatenates of deBruijn sequences alone. Furthermore, these inserted spikes are of intermediate duration, long enough to ensure pairwise bias, yet brief enough to retain normality. Finally, the exponential increase in the number of concatenated deBruijn sequences with each subsequent segment allows us to effectively neglect the history of all prior segments in estimates for (B).
For (A), let Seq(baseline) := lim m→∞ y m , where y m = t 1 ∨ t 2 ∨ t 3 ... ∨ t m . Then, Seq(baseline) is normal by Theorem Pr-1. Because Seq(pair biased-LIL) is derived from Seq(baseline), with the prefix seg 0 and the spikes up and down as insertions, we infer normality directly from Theorem 1, upon recognizing that the aggregate number of inserted points is suitably sparse.
For both (B) and (C), we crucially observe that for the i th segment, the greatest local imbalance of any k-block above or below perfect equidistribution in any initial segment of t i is identical to that within a single occurrence of the deBruijn sequence v i . Thus, we infer that relative to the overall length of t i , the max and min of S N within t i are very small, as is the greatest local imbalance of any pair count. Therefore, within seg i , the max and min of S N and of any local 2-block imbalance is realized during the spike portion of the segment. (B) then follows readily from steps D and E in the specification of seg i , with max S N given by the length of the indicated spike of 1s (together with F, to achieve the lim inf level for the LIL). For (C), the essential observation is that during the spike portion of the segment, we accrue a large number of occurrences of each of {1, 1} and {0, 0}, yet only a single occurrence each of {0, 1} and {1, 0} (at the interfaces of the spikes). This recognition of extreme pair count imbalance in the spike portion, together with the very small pair count imbalance throughout t i , allows us to deduce (C).
In SI Appendix, we substantially generalize this result to Theorem S1, which clarifies that the LIL rate is not special here. The broader theorem states that if, beyond normality, the only further constraint is that S N , normalized by any of a wide class of functions, satisfies a convergence rate for lim sup and lim inf, we can construct normal sequences with pairwise bias.
Notably, observe that for Seq(pair biased-LIL), we avoid any issue of proper selection of admissible subsequences. The initial segments themselves exhibit bias, viewed under the lens of twoblock inspection.
Distribution-Based Constructions. In ref. 15 , we recalled that the theory of symmetric binary random walk produces important distributional requirements, including both the following normal approximation for the distribution of the number of sign changes for S N prior to N and an arc sine law for sojourn (positive or negative excursion) times.
Sign-Change Theorem (ref. 17 , p. 86). The probability that fewer than x ffiffiffiffi N p changes of sign occur before epoch N tends to 2N (2x) -1 as N→∞, where N (x) is the normal distribution function.
Arc sine Theorem. If 0 < x < 1, the probability that the fraction of time units spent on the positive side will be less than x tends to 2 π arc sin ffiffi ffi x p as N→∞. Because these theorems are distributional (rather than a.s.) laws, there appears to be no natural means to migrate these results to desiderata for individual sequence constructions. However, details aside, the random walk theory results introduce a distinct axis of possible requirements that generally are not tendered as attributes of "random sequences," and we queried whether they would further constrain normal numbers for Randomness collectives.
Specifically, we asked (i) what rates of sign change and (ii) what distribution functions for return times are potentially achievable for normal sequences? This led to the developments below, which also include related formulations of recurrence and of a fair game for single sequences.
The concept of recurrence has not, to our knowledge, been studied for individual sequences, in the present context. To remedy this, we propose the following. Let S 0 = 0. Define a sequence to be recurrent if there are an infinite number of returns of S N to 0, and transient (eventually biased) otherwise. With this formulation at hand, the challenges are to construct varieties of both recurrent and transient normal sequences.
A constructive means to produce broad collections of transient normal sequences was given by Theorem 2 in ref. 15 . The developments below produce a wide variety of recurrent sequences.
We next clarify that the special significance of shift(k)-Pref1 (k) sequences is a strict bias. We regard the normal numbers produced by Theorem 4 to be special sequences, functionally akin to stem cells in biology, in that they provide a tabula rasa from which one can engineer to specification normal numbers with desired 0-crossing and sojourn time distributions, as seen in Theorems 7 and 8 below.
Also note that this is a very different class of bias than that exhibited by normal numbers produced in Theorem 2 of ref. 15 . Here, although there are no 0-crossings for S N , we exhibit an infinite number of returns to 0.
We next illuminate the importance of the selection of deBruijn concatenates in the formation of normal numbers. First, we require a theorem that follows readily from Theorem 3. We then mimic Theorem 4, with the sole difference being that each concatenate block is left-shifted by one more unit.
Then, (i) u is normal in base 2; (ii) u has precisely 2m − 1 sign changes up to Lt(w m ), which occur precisely at lengths Lt(w 1 ) − 2, Lt(w 1 ), Lt(w 2 ) − 2, Lt(w 2 ), . . ., Lt(w m ) − 2. Now we contrast Theorems 4 and 6 (Fig. S3) . Select any function L(i) ∈ Λ inc , and denote by u* the output sequence from Theorem 4, with w* the corresponding sequence from Theorem 6. In both theorems, we concatenate Prefer 1 sequences to realize limiting normal numbers. The only difference between corresponding concatenates is a translation by one place-viewed cyclically, each pair of deBruijn concatenates is identical. However, the resultant normal sequences u* and w* exhibit remarkable qualitative differences: u* is positively biased, with no sign changes, whereas w* exhibits an infinite number of sign changes of S N .
Furthermore, Theorem 6 allows us to produce classes of normal numbers with diverse rates of sign change for S N that are determined by L(i), as we next illustrate. . Because up to length Lt(w m ), we have precisely 2m − 1 sign changes, we conclude that the number of sign changes up to N is Θ(N 1/(k+1) ). Nonetheless, we can improve the result of Theorem 6 remarkably. Theorem 7 next establishes that we can construct a normal number with a sign change rate that asymptotically "tracks" virtually any allowable function, presuming the modest assumption of regular variation. To construct y for Theorem 7, first select any normal number u produced by Theorem 4. Form y from u by insertions of buzz-saw (1, L) sequences at the end of each deBruijn sequence concatenate of u, i.e., after w m for all m. Crucially, observe that all sign changes in y occur either strictly within the buzz-saw inserts or at the interfaces of the inserts and the deBruijn sequences. Also, observe that each buzz-saw (1, L) insertion adds L + 2 sign changes for L even, and L + 1 sign changes for L odd. Then, the protocol to construct y is as follows: recursively for each m, either (i) insert buzz-saw (1, L) with L ≥ 0 the largest even integer such that the aggregate number of sign changes from this and all previous insertions does not exceed k(Lt(w m )); or (ii) insert nothing after w m if the insertion of buzz-saw(1, 0) would produce an aggregate number of sign changes larger than k(Lt(w m )).
We also can produce normal numbers with very broad classes of return time distributions. We provide a general theorem below for bounded return times; extensions to unbounded return times are forthcoming. The orientation is to mimic thematically the construction in Theorem 7, building upon a baseline sequence given by Theorem 4, except that here we allow the height of the buzz-saw insertions to vary by considering a range of values for h in buzz-saw (h, L), rather than the fixed value h = 1 as in Theorem 7. The critical observation is that within a buzz-saw (h, L) insertion, all return times (to {0}) for both positive and negative excursions are length 2h, rather than length 2 for the buzz-saw (1, L) insertions. We have the following theorem, herein stated for rational ratios, but readily extendable to reals.
Theorem 8. Fix a positive integer M, and select any {d 2J }, 1 ≤ J ≤ M, such that (i) each {d 2J } is a rational number; (ii) for each J, 0 ≤ d 2J ≤ 1; and (iii)
Then we can construct a binary normal sequence y such that the distribution of return times of length 2J is given by {d 2J }.
In the construction, we cyclically, in increasing J, insert a full complement of buzz-saw (J, L J ) sequences after selected deBruijn concatenates so that the relative {L J } frequency distribution matches that for {d 2J }, with the insertion points chosen sufficiently sparsely to ensure normality. Example S1, with the associated Fig.  S5 and Table S1 , illustrates the central construction. We note that the only other returns to {0} here, given by the lengths of the baseline deBruijn concatenates, do not alter the limiting distribution of return times, because their counts are dominated asymptotically by the number of returns to {0} given by the insertions.
Theorems 6-8 thus allow us to impose precise control on the timing of 0-crossings and of the pattern of return times to {0} in constructions of normal numbers, particularly when we incorporate the added flexibility of the choice of length functions L(i) for the concatenate blocks.
Fair Game. In probability theory parlance, a fair game would have the property that, on average, S N would spend a comparable amount of time taking on positive and negative values. Accordingly, for a length N sequence u (N) , define π ahead (u (N) ) := (number of k ≤ N such that S k (u) > 0)/N, and π behind (u (N) ) := (number of k ≤ N such that S k (u) < 0)/N. We call a finite sequence u (N) a fair game if π ahead (u (N) ) = π behind (u (N) ). We define an infinite sequence u to be a fair game if lim N→∞ π ahead (u (N) ) → 1/2. We want to identify both deBruijn sequences and, more generally, infinite sequences that are (at least approximately) fair games. Some, but hardly all, deBruijn sequences of a given length exhibit this behavior-prefer-opposite sequences appear to do so, whereas Prefer 1 sequences do not.
A natural example of an infinite sequence fair game is produced by applying Theorem Pr-1, with the concatenates strictly alternating between shift(k)-Pref1(k) deBruijn sequences and their negations. More generally, we have the following result, which constructs both fair and unfair games by alternating runs of shift(k)-Pref1(k) deBruijn sequences with runs of negations of shift(k)-Pref1(k) sequences. We state Theorem 9 for rational numbers; it can be extended readily to all reals between 0 and 1.
Theorem 9. Choose any rational number p, 0 ≤ p ≤ 1, and choose any function L(i) ∈ Λ inc . Let p = R/S, R and S positive integers. For any nonnegative integer K, Then, (i) u is normal in base 2, and (ii) lim N→∞ π ahead (u (N) ) = p. These constructions assume added nuance when we consider that the fair game condition is not an a.s. property, despite the fact that an infinite number of lead changes occur almost surely. This is a consequence of a remarkable property of symmetric random walk theory: for any finite game (walk), with probability 1/2, one player is ahead for the entirety of the second half of the game, regardless of its length (ref. 17 , p. 78)! Finally, observe that in the construction of Theorem 2, for each segment i, we can select the replicated deBruijn sequence v i to be of the form shift(k)-Pref1(k). It follows readily that for such {v i }, Seq(pair biased-LIL) violates a fair game, with lim N→∞ π ahead (u (N) ) → 1. We therefore can construct a sequence that both is normal and satisfies the LIL (both for lim sup and for lim inf) yet violates a fair game as badly as possible, i.e., asymptotically, S N is positive 100% of the time. This may seem unexpected-the result is understood by recognizing that the lim inf levels are achieved by increasingly infrequent, sharp runs "downward" (all 0s). It also further highlights that the LIL shrouds remarkably varied dynamics, if such are subordinate to extremal levels of variation. Fig. 1 encapsulates many of the techniques indicated both above and in ref. 15 into a general template to constructively "design" many varieties of normal numbers to specification.
Perspectives
1. A first primary finding is that normality, even with the added constraint of typical (a.s.) dynamics for fluctuations of partial sums of initial segments S N , is inadequate to ensure that a sequence should be properly considered random. The evaluation of higherorder block dynamics beyond limiting equidistribution is now seen to be imperative and, to our knowledge, was not addressed previously. Second, we introduce several sample path criteria for the randomness of individual sequences, motivated by results from the theory of symmetric random walk, which we also have not seen applied to this topic previously. We develop a variety of explicit constructive techniques to produce normal numbers that can either satisfy or violate each of these criteria. Together with previous results (9, 15, 16) , we now have multiple attributes that can be used to characterize and delineate normal numbers. These include rates of convergence to equidistribution of n-blocks (via the def n functions defined in SI Appendix); the possible presence of bias, either in singleton or higher-order dynamics; the recurrence or transience and the rates of 0-crossings and the distributions of sojourn times for the aforementioned partial sums S N , as well as the degree to which these sums satisfy a fair game; and more probabilistically motivated a.s. criteria for S N , including the LIL. This stratification strongly reinforces our perspective that the grouping of all normal numbers into a single asymptotically equidistributed RANDOM SEQUENCE category is unsatisfactorily coarse and nonspecific. More broadly, our essential orientation remains the development of a methodology to characterize individual sequences, on the basis of sets of dynamical attributes that in the sense noted above, can "refine" randomness and spotlight dependencies or features that remain otherwise unseen under present methods.
Upon combining results from refs. 9, 15, 16 and the present paper, we now also have a diversity of methods to construct normal numbers algorithmically to realize the variety of attributes specified in the previous paragraph. These techniques include Theorem Pr-1 above, plus the means to introduce perturbations, bias, spikes, and buzz-saw insertions. Even if we restrict our attention to Theorem Pr-1 alone, recognition of the vast combination of possible selections for both length functional sequences Lt(v i ) and each maximally irregular (e.g., deBruijn) sequence concatenate elucidates the remarkable flexibility we have in the production of the aforementioned attributes.
2. We emphasize that the central focus of the paper on higherorder block frequencies and symmetric random walk-based criteria for putatively random sequences applies more broadly, independent of the source of the sequences. Thus, although the above orientation was directed toward normal numbers, even if sequences emerged from other approaches, e.g., random number generators, algorithmic complexity, or quantum computing, they still should be subject to the same evaluations and criteria.
3. Fair coin tossing often is viewed as the archetypal model of a physical "real-world" random system and has featured prominently in the history of probability theory from its inception. However, the theory of coin tossing can be treated as a problem in classical mechanics (25) (26) (27) . From our perspective, the limited history of such a formulation is something of a puzzle. The elegant analyses in refs. 25-27 would have fit comfortably in many 19th century mechanics books, e.g., ref. 28 (first published in 1860). The essential point identified in the work of Keller (25) , Engel (26) , and Diaconis et al. (27) is that variation in outcomes of tosses of a coin depends deterministically on the initial parameters of motion imparted at the instant of tossing. The most reductive analysis (25) models the output solely as a function of the initial velocity (force) and angle of toss relative to horizontal; precession bias, which causes a coin to be slightly more likely to land the same way up as it started, is incorporated in ref. 27 .
It might be very informative to use the coin-tossing apparatus described in ref. 27 (or a similar device), which can control the initial velocity and angle of toss, to carry out long series of tosses starting from a variety of initial conditions. One could select ranges of initial angles and forces for which repetitions of the toss would not produce identical outcomes, i.e., the machine could not maintain sufficient initial condition precision to ensure that the outcome would occur within a fixed zone of attraction. Alternatively, one could shift initial conditions by fixed, very small amounts on successive tosses. Either protocol could provide broad-based, "putatively random" datasets from which we could systematically evaluate the degree to which the outcome sequences actually behave like the classical mechanics models. Given our present orientation, it would be quite interesting to assess higher-order block frequency counts, as well as distributional properties of the associated sample path for long sequences generated by such protocols.
